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A number of brilliant studies were done at this cryoge
ics laboratory, among them:

— direct experimental proof~and independent of the
Meissner and Ochsenfeld results! of the ideal diamagnetism
of pure superconductors~Yu. N. Rjabinin and L. W. Schub-
nikow, Nature134, 286 ~1934!!;

— observation of an antiferromagnetic phase transit
~jump of specific heat! in layered transition-metal chloride
~O. N. Trapeznikowa and L. W. Schubnikow, Nature134,
378 ~1934!!;

— studies of the phase diagrams and viscosity of liq
mixtures of nitrogen, oxygen, carbon monoxide, metha
argon, and ethylene~jointly with O. N. Trapeznikova and
N. S. Rudenko!;

— the experimental discovery of type-II supercondu
ors ~Yu. N. Rjabinin and L. W. Schubnikow, Nature135, 581
~1935!; L. W. Schubnikow, W. I. Chotkewitsch, G. D
a-
September 29, 2001 marks the 100th anniversary of
birth of Lev Vasilievich Shubnikov, one of the most ou
standing experimental physicists of the twentieth centu
Shubnikov was the founder and director of the first cryog
ics laboratory in the USSR, and his pioneering work laid
foundation for many extremely important fields in mode
condensed-matter physics. In terms of the quantity and
level of the results obtained in various fields of physics,
can be placed in the same rank of such giants of experim
tal physics as Faraday, Kelvin, and Kamerlingh Onnes.

Shubnikov’s scientific career is linked to three cities:
Petrograd ~1923–1926!
— the creation of a new method of growing single cry

tals ~the Obreimov–Shubnikov method, Z. Phys.25, 31
~1924!!;

— the creation of an optical method of studying plas
deformations in crystals~I. W. Obreimow and L. W. Schub
nikow, Z. Phys.41, 907 ~1927!!,

Leiden ~1926–1930!
— discovery of magnetoresistance oscillations at l

temperatures~the Shubnikov–de Haas effect, Leiden Com
mun.207 a–d;210 a,b; Nature126, 500 ~1930!!,

andKharkov ~1930–1937!.
Here, at the Ukrainian Physicotechnical Institute, Sh

nikov organized the first cryogenics laboratory in the Sov
Union ~and the fourth in the world!, which he directed until
1937.
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FIG. 1. Cover of the Leiden laboratory journal containing the first public
tion of the Shubnikov–de Haas effect.
© 2001 American Institute of Physics
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Schepelew, and Yu. N. Rjabinin, Phys. Z. Sowjetunion10,
165 ~1936!!;

— measurement of the magnetic moment of the pro
~B. G. Lasarew and L. W. Schubnikow, Phys. Z. Sowjetun
10, 117 ~1936!; ibid. 11, 445 ~1937!!;

— optical studies of liquid helium II~A. K. Kikoin and
L. W. Schubnikow, Nature138, 641 ~1936!!;

— a study of neutron absorption at low temperatures
hydrogen, boron, silver, and cadmium~jointly with V. Fo-
min, F. Houtermans, I. V. Kurchatov, A. I. Le�punski�, L. B.
Rusinov, and G. Ya. Shchepkin, Nature138, 326 ~1936!;
ibid. 138, 505 ~1936!!;

— a study of the destruction of superconductivity
electric current and magnetic field~L. W. Schubnikow and
N. E. Alexeyevskii, Nature138, 545 ~1936!; ibid. 138, 804
~1937!!;

FIG. 2. Handwritten notes of L. V. Shubnikov in his laboratory journal
obtaining the first batch of liquid hydrogen~from the archive of B. G.
Lazarev!.
12/XI 31. First test of large liquid hydrogen machine . . .
14/XI 31. Obtained hydrogen in the amount of ca. 3 liters . . .
n
n

n

— experimental observation of an intermediate state
superconductors in magnetic field~L. W. Schubnikow and I.
Nakhutin, Nature139, 589 ~1937!!;

— identification of the magnetic character of a pha
transition ~the kink in the temperature dependence of t
magnetic susceptibility in transition-metal chlorides! ~L. W.
Schubnikow and S. S. Schalyt, Phys. Z. Sowjetunion11, 566
~1937!!;

— a study of the thermal conductivity of solid helium
~jointly with K. A. Kikoin ~1936–1937!!;

— a study of a phase transition in solid methane un
pressure~jointly with O. N. Trapeznikov and G. A. Milyutin,
Nature144, 632 ~1939!!.

In 1937 L. V. Shubnikov became a victim of Stalini
terror.

In terms of the number of brilliant scientific results an
extremely fruitful new directions of research begun and f
tered in its six years of existence, Shubnikov’s laboratory
apparently without equal in the world.

The creative explosion that marked the period 193
1937 attested to Shubnikov’s creative energy and scien
potential of the highest sort, which had only begun to
realized in the lifetime of this outstanding physicist of th
twentieth century.

Yu. A. Fre�man

This anniversary issue of the journalLow Temperature
Physicsis devoted to the memory of Lev Vasilievich Shu
nikov. It includes articles on the physics of quantum ma
netic oscillation phenomena, superconductivity, magneti
and cryocrystals — fields of study whose creation ow
much to the contributions made by Shubnikov. The Editor
Board of this journal extends its profound gratitude to all
the authors who contributed to this issue.

Editorial Board

Translated by Steve Torstveit
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The Shubnikov–de Haas effect and high pressure
E. S. Itskevich*

L. F. Vereshchagin Institute of High Pressure Physics, Russian Academy of Sciences, 142190 Troitsk,
Moscow District, Russia
~Submitted March 14, 2001!
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Dedicated to the memory of L. V. Shubnik
and O. N. Trapeznikova
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Lev Vasilievich Shubnikov, who was born 100 years a
at the dawn of the twentieth century~September 29, 1901!,
would play a leading role in the development of quantu
physics of the solid state. A century has also passed since
birth of his wife and co-worker, Olga Nikolaevna Trapezn
kova, who was an active participant in much of Shubniko
work. The field of solid-state physics, which arose at the e
of the first quarter century, underlies all of the achieveme
of electronics, the principal technological base of the inf
mation revolution of the twentieth century.

Quantum oscillations of the electrical resistance in me
single crystals in a magnetic field — the so-call
Shubnikov–de Haas~SdH! effect — were discovered by
Shubnikov jointly with Prof. de Haas, his scientific super
sor at Leiden, Holland~1930!. Perfect single crystals of bis
muth, which made it possible to observe the SdH effect, w
grown by Shubnikov as the first task assigned by de Haa
the young scientist who had come to him for practical tra
ing. Later these same crystals were used by de Haas and
Alphen in their discovery of analogous oscillations of t
magnetic susceptibility~the de Haas–van Alphen~dHvA! ef-
fect!. Both types of oscillations can be used to obtain exp
mental information about the energy spectrum of the cha
carriers in metals and semiconductors.

Before turning to the topic stated in the title of this a
ticle, I would like to give some information about Shubniko
himself. He founded the first cryogenics laboratory in t
Soviet Union, at the Kharkov Physicotechnical Institute
1931. He did his practical training in Leiden~1926–1930! in
the laboratory of Kamerlingh Onnes, who, as you know, w
the first to obtain liquid helium. Shubnikov mastered the
of experimentation with liquid helium and therefore was a
in a comparatively short time to set up facilities at Khark
for obtaining ‘‘all’’ the liquid gases — nitrogen, hydrogen
and helium, making it possible to do research on a br
spectrum of low-temperature problems. In particular, sign
cant work was done on superconductivity. Shubnikov’s
periments gave food for thought to some of the greatest th
rists of our country. His work with Trapeznikova o
measurement of the low-temperature specific heat
transition-metal chlorides and with S. S. Shalyt on measu
ment of their magnetic susceptibility led to the discovery
transitions to an antiferromagnetic state, the theory of wh
was created by L. D. Landau. Skipping ahead, it may
6911063-777X/2001/27(9–10)/4/$20.00
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noted that the theory of quantum oscillation effects was c
ated in the 1960s by I. M. Lifshits and A. M. Kosevich.

My acquaintance with the life and undertakings of L.
Shubnikov grew out of a rather close acquaintance with
N. Trapeznikova. It began in the 1960s during joint resea
on the specific heat of highly anisotropic solids and cont
ued for many years. Shubnikov and Trapeznikova’s s
Misha Shubnikov, who is also a physicist, worked for ma
years in Shalyt’s laboratory at the Leningrad Physicotech
cal Institute and did research on the properties of semic
ductors under hydrostatic pressure, continuing the rese
on semiconductors under pressure which was begun the
1965. The first paper was on a study of the influence
pressure on the magneto-phonon oscillations inn-InSb ~S. S.
Shalyt, E. S. Itskevich, and co-workers!.

My acquaintance with Olga Trapeznikova was a mu
faceted one. Her long life~she died in 1997! was filled with
tragic circumstances. After the arrest and execution of
husband Shubnikov in 1937 and her trials during the Sec
World War, Trapeznikova found the strength to continue h
scientific work at St. Petersburg University and to raise
son. She was the perfect example of the St. Petersburg i
ligentsia, incorporating all the intellectual values of the ea
twentieth century. Not only was she widely educated, s
had a love of people and displayed a sympathy that was
in those times.

It was also my good fortune to be associated~including
scientific collaboration! with other students of Shubnikov’
who would gain lasting recognition in science: N. E. Ale
seevski�, B. G. Lazarev, and Yu. N. Ryabinin, in addition t
Trapeznikova and Shalyt. These were very productive
pleasant associations. The most important contact was
the founder and director of the Institute of High Pressu
Physics of the Academy of Sciences, Leonid Fedorov
Vereshchagin, whose scientific career in physics also sta
at Shubnikov’s laboratory~1934–1939! with research on the
magnetic susceptibility of alloys. Although Vereshchagin
further activities were devoted to high-pressure research
remembered his younger years in low-temperature studie
1958, when forming the Institute of High Pressure Phys
~IHPP! with the main task of mastering the synthesis of d
monds at high pressure, he invited me, as a specialis
low-temperature physics and a representative of the Insti
of Physical Problems, to effect another ‘‘synthesis’’ —
© 2001 American Institute of Physics
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combine high pressures and low temperatures in the stud
the fundamental properties of solids. The field begun
Shubnikov was branching and developing.

THE SdH AND dHvA EFFECTS

We shall not distinguish between these two quantum
fects, since in practice they give the same information ab
the object of study in different kinds of measurements. Th
arise as a result of the quantization of the energy levels of
conduction electrons in a magnetic field~Landau quantiza-
tion! and are inherent to metals and semiconductors. Th
effects were discovered thanks to the availability of heliu
temperatures and the creation of methods of obtaining
fect single crystals of metals and semiconductors.

Both effects involve oscillations of certain properties
a magnetic field at low temperatures, and the possibility
observing them is contingent upon the quality of t
samples, low temperatures, and a high external magn
field.

The oscillation period in the inverse magnetic field
related to the area of the extremal~minimal or maximal!
section of the Fermi surface by a plane perpendicular to
field direction,D(1/H)5eh/cS, whereS is the area of the
extremal cross section of the Fermi surface, ande, c, andh
are well-known global constants. By varying the field dire
tion, one can find the shape of the Fermi surface. By m
suring the temperature dependence of the amplitude of
oscillations one can determine the carrier effective mass
responding to the given cross section of the Fermi surfa
and the field dependence of this same amplitude can be
to assess the scattering of carriers on impurities, i.e.,
quality of a crystalline sample. The SdH and dHvA effec
have proved to be the most convenient and reliable meth
of experimental determination of the Fermi surface.

ELECTRONIC–TOPOLOGICAL TRANSITIONS UNDER
PRESSURE

The creation of a high-pressure chamber permitting
vestigation of the Fermi surface at high hydrostatic pressu
by means of the oscillation effects was inspired by a pa
by I. M. Lifshits ~1960! in which he predicted qualitative
changes in the Fermi surface of metals~a phase transition o

order 21
2). Lifshits’s idea can be easily understood. T

Fermi surfaces of metals in momentum~wave-vector! space
can be represented in the most general form as corrug
tubes ~straight or curved; see Fig. 1!. In the first case the
extremal cross section of the tube can coincide with
boundaries~faces! of the Brillouin zone — the elementar
Wigner–Seitz cell in momentum space in an extended z
scheme. In the second case the tube can have the form
corrugated ring or system of rings placed inside the cell or
its edges~Fig. 1!. One feels an irresistable urge to compre
the extremal cross section of the Fermi surface~the neck!
until it vanishes and thus to obtain separated closed par
the Fermi surface. This can naturally be done by apply
pressure. In principle the opposite process — the joining
disconnected parts of the Fermi surface into single ‘‘tub
by applying pressure — is also possible, usually in the h
parts of the Fermi surface.
of
y

f-
ut
y
e

se

r-

f

tic

e

-
a-
he
r-
e,
ed
e

ds

-
es
r

ed

e

e
f a
n
s

of
g
f
’’
le

HIGH-PRESSURE CHAMBERS

Low-temperature hydrostatic pressure chambers suit
for oscillation experiments were constructed in 1962–19
~E. S. Itskevich!. These were piston-and-cylinder systems
the which a pressure medium~usually a mixture of organic
liquids! was used in the working volume to transmit the pre
sure to the crystalline sample. The piston generating the p
sure could be fixed at different degrees of compression of
medium. This technique of creating hydrostatic pressure
volume with practically no loss of pressure is fundamenta
different from the ‘‘clamped cell’’ technique proposed b
Chester and Johnson in 1953, in which volumeless anvils
fixed in position and hydrostatic conditions are not realiz

ELECTRONIC–TOPOLOGICAL TRANSITIONS IN CADMIUM

Electronic–topological~ET! transitions are phase trans

tions of order 21
2) under pressure. The destruction of th

connectedness of the corrugated tubes of the Fermi sur
of metals at an ET transition can be observed not only
means of oscillation effects but also from the changes of
trajectories of the current carriers in a magnetic field, i
from the angle dependence of the magnetoresistance
high static magnetic field.

Single-crystal cadmium samples have been investiga
by both methods, and complete agreement was found for
characteristics of the ET transitions observed~S. L. Bud’ko,
A. N. Voronovski�, A. G. Gapotchenko, and E. S. Itskevich!.
Figure 2 shows the dHvA oscillations in cadmium, and Fig
shows the ET transitions that occur.

FIG. 1. Formation of a new cavity~a!, the breakoff of the neck~b!, and the
transition of a system of corrugated tubes to ellipsoids~c!.
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These results, together with analogous results of B.
Lazarev and co-workers, the experiments of N. B. Bra
and Ya. G. Ponomarev, and the theory of I. M. Lifshits, we
registered as a Discovery~Certificate No. 238!. All of this
demonstrates the direct~through the participating scientist
and their followers! and conceptual links to Shubnikov as th
founder of a new field of solid-state physics. Th
Shubnikov–de Haas effect is the principal tool used in th
studies.

Using the SdH oscillations, our group has found ET tra
sitions in bismuth and Bi–Sb alloys~E. S. Itskevich, L. M.

FIG. 3. Schematic illustration of the Fermi surface of cadmium. Open h
surface — the ‘‘monster’’~second Brillouin zone!. There are discontinuities

in the basal plane, and open directions do not form along the@112̄0# and

@101̄0# axes. At theK points there are no ‘‘needles.’’ The dashed lines sh
transitions in cadmium: necks (d) and ‘‘needles’’ («) arise.

FIG. 2. De Haas–van Alphen oscillations in cadmium, due to new part

the Fermi surface arising at phase transitions of order 2
1
2; a — frequency of

oscillations,Hi@112̄0#; b — frequency of oscillations,Hi@0001#; before
transition~1!, after transition~2!.
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Fisher, 1967! in semiconductors, jointly with the Leningra
Physicotechnical Institute~LPTI! and the Physics Institute o
the Academy of Sciences~FIAN! in tellurium, and jointly
with LPTI in n- and p-Bi2Te3. Successful searches for E
transitions by oscillation methods have also been carried
in other laboratories: at the Department of Low Temperat
physics at Moscow State University~N. B. Brandt and co-
workers! and at the Donetsk Physicotechnical Institute~A. A.
Galkin and co-workers!. Also noteworthy is the beautifu
work of N. Ya. Minina~Moscow State University!, who has
discovered a whole series of ET transitions in Bi and Bi
alloys using methods she developed based on the unia
deformation of single crystals.

Thus a new field of solid-state physics was created:
investigation of qualitative changes~transitions! in the elec-
tronic spectra of metals and semiconductors.

In addition to ET transitions, oscillation methods und
pressure have been used to study changes of the Ferm
face in magnetically ordered metals — Fe, Ni, Co, and
~IHPP and Institute of General Physics of the Academy
Sciences, 1977–1979!. Altogether, our group has publishe
more than 30 papers on the study of oscillation effects un
pressure.

Since many laboratories in different countries have be
doing research on the various changes of the Fermi sur
of metals~not only ET transitions! by means of oscillation
methods, the accumulated experimental data is sufficien
permit assessing the applicability of different models un
conditions of hydrostatic compression. It has turned out t
pseudopotential theory works rather well.

Recently the study of electronic spectra under press
by means of the SdH oscillations has been extended to t
dimensional systems. For example, it is possible to mea
the magnetoresistance and Hall emf in fields up to 7 T aT
54.2 K under pressures up to 2.5 GPa for systems w
GaSb/InAs/GaSb quantum wells of various widths and w
different types of interfaces. The pressure dependence o
electron and hole concentrations has been determined
an analysis of the observed SdH oscillations and the dep
dence of the magnetoresistance tensor components in
framework of a model with two types of carriers. It has be
shown that a transition from the semimetallic to the semic
ductor type of conduction, accompanied by the onset o
region of negative magnetoresistance, occurs under pres
this region persists up to pressures corresponding to a t
sition to the insulating state. The existence of a region
negative magnetoresistance can be explained in the fra
work of the concept of weak localization in a system
two-dimensional electrons. Quantitative information on t
concentration and mobility of the carriers in the system h
been obtained, and also on the relationship between the
tic and inelastic relaxation times for quasi-two-dimension
electrons and the pressure dependence of these times~E. M.
Dizhur et al., IHPP, 1998!.

In closing, it can be said that L. V. Shubnikov created
research tool that can be used to study the behavior of
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conduction electrons in metals and semiconductors un
pressure.

The further development of solid-state physics has led
the discovery of transitions from some states to other sta
with practically no change in crystal structure, in new o
jects, in particular high-Tc superconducting cuprates and c
er

o
s,

-

lossal magnetoresistance manganates; these have come
called ‘‘quantum phase transitions.’’

E-mail: itskev@hppi.troitsk.ru

Translated by Steve Torstveit
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Orientational effect in the magnetoresistance of organic conductors
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B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine; V. N. Karazin Kharkov National University,
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R. Atalla

Physics Department of Bir-Zeit University, P.O. Box 28, Bir-Zeit, West Bank, Israel
~Submitted April 6, 2001!
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The asymptotic behavior of the magnetoresistance of layered conductors of organic origin is
discussed for different orientations of a high magnetic fieldH relative to the layers. It is shown that
when current flows along the normaln to the layers, the amplitude of the Shubnikov–de
Haas quantum oscillations and the smoothly varying part of the magnetoresistance increase sharply
at certain anglesu between the vectorsH andn. An experimental study of the orientational
effect in a high magnetic field yields detailed information about the electron energy spectrum of
quasi-two-dimensional conductors. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1401176#
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The oscillatory dependence of the resistance of ra
perfect samples of bismuth as a function of the inverse m
netic field, discovered by Shubnikov and de Haas in Leid
in 1930,1,2 permitted the development of a reliable spect
scopic method3,4 that is still being used successfully to r
construct the Fermi surface, a fundamental characteristi
the electron energy spectrum of degenerate conductors,
experimental data.

The Shubnikov–de Haas~SdH! effect and the oscillatory
dependence of the magnetization as a function of the inv
magnetic field, discovered the same year,5 were long consid-
ered to be anomalous behavior of bismuth, which also
other unusual properties. However, these oscillations at
temperatures were later observed in practically all met
and Landau showed that these effects are due to the pres
of features of the density of states of the conduction electr
in a quantizing magnetic field.6 Quantum oscillation effects
have turned out to be inherent to all degenerate conduc
and are observed when the distance between the quan
levels of the electron energyhV exceeds the temperature
related smearing of the Fermi distribution function of t
charge carriers but is considerably less than the Fe
energy.

In 1988 SdH oscillations of the magnetoresistance of
organic conductors~BEDT–TTF!2IBr2 and~BEDT–TTF!2I3

were observed at sufficiently low temperatures in a magn
field H of several tens of tesla, when the gyration frequen
V of the electrons is significantly higher than their collisio
frequency 1/t.7–9

Even more unexpected was the observation of perio
cally repeating narrow peaks in the dependence of the re
tivity r on the angleu between the direction of the fiel
vector of the high magnetic field and the normaln to the
layers during passage of current transverse to the layers7,8

By now the SdH quantum oscillation effect has be
observed in many tetrathiafulvalene salts and tetraselen
6951063-777X/2001/27(9–10)/5/$20.00
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racene halides, which have a layered structure with a p
nounced anisotropy of the electrical conduction: the cond
tivity along the layers is significantly higher than that in th
direction transverse to the layers. Consequently, the org
conductors of this family have a metallic type of conduct
ity with a high resistance to current flowing along the norm
to the layers, apparently because of the sharp anisotrop
the velocities of the conduction electronsv5]«(p)/]p on
the Fermi surface«(p)5«F , i.e., their energy

«~p!5 (
n50

`

«n~px, py!cosH anpz

h
1an~px, py!J , ~1!

an~px ,py!52an~2px ,2py!

is weakly dependent on the momentum projectionpz5p"n
on the normaln to the layers, so that the maximum values
the functions«n(px , py) with n>1 on the Fermi surface
An5max«n(px , py)5hn«F , are much less than the Fermi e
ergy «F .

The Fermi surface of quasi-two-dimensional conduct
is open, with a slight corrugation along thepz axis; the cor-
rugated plane may be rolled up into a cylinder whose bas
positioned in the unit cell of momentum space in such a w
that the Fermi surface of the layered conductors is a sys
of slightly corrugated cylinders or a system of planes sligh
corrugated along thepz axis. Small closed cavities associate
with anomalously small groups charge carriers may a
exist.

In the case of a discrete or discrete–continuous spect
of electron energies in a magnetic field the features of th
density of states repeat periodically with variation of 1/H,
and this is the cause of the quantum oscillation effects. T
presence of quantum magnetoresistance oscillations of l
amplitude in a magnetic fieldH5(0,H sinu,H cosu) in the
family of tetrathiafulvalene salts indicates the existence o
rather large number of charge carriers at the Fermi ene
© 2001 American Institute of Physics
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which execute finite motion in a plane orthogonal to t
magnetic field, i.e., their orbits«5const, pH5p"H/H
5const are closed, and at least one sheet of the Fermi
face is a slightly corrugated cylinder.

The quasi-two-dimensional character of the electron
ergy spectrum in charge-transfer complexes with a laye
structure makes possible an extremely clear manifestatio
the SdH effect, since a considerably greater number of c
duction electrons at the Fermi energy«F are involved in the
formation of this effect than in the case of metals, in whi
relatively few of the charge carriers are involved in the fo
mation of the effect, a fraction of the order of (hV/«F)1/2,
where V5eH/m* c is their gyration frequency along th
closed orbit in the magnetic field,e and m* are the charge
and cyclotron effective mass of a conduction electron,c is
the speed of light, andh is Planck’s constant.

The substantial dependence of the magnetoresistanc
layered conductors on the orientation of the magnetic fi
relative to the layers is inherent only to quasi-tw
dimensional conductors, and the position of the maxima
the functionr(u) gives detailed information about the sha
of the Fermi surface.10 In contrast to the SdH effect, th
orientational effect is not observed in ordinary metals.

It is easy to see that not only the smoothly varying~with
H) part of the magnetoresistance but also the amplitude
the SdH oscillations also have sharp peaks at certain an
u5uc .

We shall assume, solely for the sake of brevity in t
calculations, that the Fermi surface of a layered condu
consists of only one corrugated cylinder of arbitrary sha
All of the sections of this cylinder by a planep"H5const are
closed ifu differs from p/2. The quantum energy levels o
the conduction electrons are determined with the aid of
Schrödinger equation

«~ P̂x ,Py2eHxcosu/c, Pz1eHxsinu/c!

3fN~x!exp~ iyPy /h1 izPz /h!

5«N~Py , Pz!fN~x!exp~ iyPy /h1 izPz /h!

5«N~Py , Pz!fN~x!exp~ iyPy /h1 izPz /h!. ~2!

Here we have used the Landau gauge, assuming tha
vector potentialA of the magnetic field depends only on th
coordinatex, so that the Schro¨dinger equation~2! contains
only one differential operatorP̂x and the generalized mo
mentum projectionsPy and Pz are good quantum number
The Hamiltonian operator is obtained by replacing the ki
matic momentump in formula ~1! for the energy of the
charge-carrying quasiparticles by the expressionP̂2eA/c,
and the phasean(px ,py) has been dropped in Eq.~2!. To
find the wave functionsf(x)exp(iyPy /h1izPz/h) of the con-
duction electrons, one must specify a concrete form of
Hamiltonian, and the problem of determining the electr
energy spectrum in the quasiclassical approximation can
solved for an arbitrary form of the functions«n(px , py).

If it is assumed that the functions«n(px , py) with n

>1 are independent ofpx , i.e., that only «0( P̂x , Py

2eHxcosu/c) contains the differentiation operator
ur-

-
d
of
n-

-

of
d

f

of
les

or
.

e

the

-

e
n
be

P̂x5 i S eHhcosu

c D 1/2 ]

«j
,

where

j5S eHhcosu

c D 21/2

~Py2eHxcosu/c!,

then the position of the energy levels of the conduction el
trons is independent of the position of the center of the or
x05cPy /(eH cosu), and the eigenvalues«N of the operator
«0( P̂x , Py2eHxcosu/c) are also independent of the integr
of the motion of the electrons in the magnetic field,pH

5Pz cosu1Py sinu. The energy levels have an even simp
form when «0(px , py) is a quadratic function of the mo
menta and all the functions«n(px , py) with n>1 are equal
to An , i.e., independent ofpx andpy . In that case the energ
levels of the conduction electrons have the form

«N~pH!5~N11/2!ghV1 (
n51

`

An cosS anpH

h cosu D
2

1

g2hV
(
n51

`

~Ann!2a sin2S anpH

h cosu D , ~3!

where

a5a2
eH sin2 u

hc cosu
,

~4!

g5F12
2

hV (
n51

`

Anna cosS anpH

h cosu D G1/2

,

and the gyration frequencyV of the charge carriers in the
magnetic field is the same on all cross sections of the iso
ergy surfacepH5const. In the case of a more complicate
dependence of«0 on px andpy the energy spectrum is equ
distant only at largeN (D«N5«N112«N5hV).

The relation between the current density and the elec
field E,

j i5Tr$ev̂ i f̂ %5s ikEk ~5!

can easily be found by solving the quantum kinetic equat
for the statistical operatorf̂ 5 f̂ 01 f̂ 1, where f̂ 0 is the statis-
tical operator describing the equilibrium state of the syst

of electrons and has nonzero componentsf̂ 0
NN8 only on the

diagonal, where they are equal to the Fermi distribut
function of the charge carriersf 0@«N(Py , Pz)#, and the op-
erator f̂ 1 describes the perturbation of the electron system
the electric field;v̂ is the electron velocity operator.

In the linear approximation in the weak electric field th
kinetic equation has the form11–13

i

h
~«N2«N8! f 1

NN81ŴNN8~ f̂ 1!

5eE"vNN8

f 0~«N!2 f 0~«N8!

«N-«N8
, ~6!

whereŴ( f̂ 1) is a linear operator describing the scattering
conduction electrons on defects of the crystal and vibrati
of the crystal lattice.
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In calculating the oscillatory~in the field! components in
the expression for the current density~5! one must take con
sideration that the relaxation time of the conduction electr
exhibits quantum oscillations which arise in the summat
over the states of the electrons in the incoming term of
collision integralŴ. Their role is extremely important in th
calculation of the asymptotes of the conductivity tensor co
ponentss ix andsx j in a high magnetic field (Vt@1). How-
ever, their contribution to the amplitude of the quantum
cillations of the remaining components of the conductiv
tensor is significant only for the small corrections in the p
rameterg51/Vt. In cases where the asymptote of the co
ductivity tensor components is nonzero in a high magn
field and it is unnecessary to keep the small corrections in
parameter 1/Vt, it is sufficient to know only the diagona
matrix elements of the nonequilibrium statistical operator

The asymptote of the conductivity tensor componentszz

for Vt@1 has the form

szz5
2eH

c~2ph!2 (
N50

`

dpHe2t v̄z
2 ] f 0~«N!

]«N
, ~7!

wherev̄z is the velocity value averaged overPy at constant
pH , i.e., the average value ofvz on an electron orbit
«5const, pH5const, andt is the mean free time of the
charge carriers, which is equal to their inverse collision f
quency.

In calculatingszz we have made use of the solution
the kinetic equation in thet approximation, thus giving up
reliability in relatively unimportant numerical factors of o
der unity which do not affect ones ability to extract inform
tion about the form of the electron energy spectrum from
galvanomagnetic characteristics.

In a rather strong magnetic field, when not onlyVt@1
but alsohV/«F>h5h1, the periodic dependence of the k
netic coefficients on 1/H is rather complicated. However, i
the opposite limiting casehV/«F!h, this dependence has
harmonic form and can easily be separated off in the exp
sion for the current density with the aid of the Poiss
formula:

szz5
2

~2ph!3
+ (

k52`

` E d«
] f 0~«!

]« E dpH2pm* e2t v̄z
2

3exp~2p ikN~«,pH!!. ~8!

The drift velocity v̄H of the conduction electrons alon
the magnetic field for (p/22u)@h is weakly dependent on
the momentum projectionpH on the magnetic field direction
It follows that the expansion of the conductivity tensor co
ponents in power series in the quasi-two-dimensionality
rameterh starts with the quadratic terms at least, provid
that at least one of the indices ofs i j is z. Then, for deter-
mining the resistance to current in the direction transvers
the layers it is sufficient to know only the conductivity tens
componentszz, and only in a few special cases doesrzz

depend on a larger set of componentss i j ~Ref. 14!.
For h!1 andg51/Vt!1 the asymptotes of the osci

latory ~in 1/H) part of the conductivityszz
osc and of the

part szz
mon which varies monotonically with the magnet

field depend substantially on the quantityv̄z(pH , «)
s
n
e

-

-

-
-
ic
e

-

e

s-

-
-

d

to

5v̄H(pH ,«)cosu, which we calculate in the quasiclassical a
proximation (D«N!h«F), using the energy spectrum~1!:

v̄z~pH , «!52
1

TE0

T

dt(
n51

`
an

h
«n~py~ t, pH!!

3sinH an

h F pH

cosu
2py~ t,pH!tanuG J , ~9!

whereT52p/V, andt is the time of motion of the charge in
the magnetic fieldH, according to the equations

]px /]t5~eH/c!~vy cosu2vz sinu!;

]py /]t52eHvx cosu/c; ~10!

]pz /]t5evxH sinu/c.

For tanu@1 the integrand in formula~9! is rapidly os-
cillating with t, and the main contribution to the integral
from small neighborhoods of the points of stationary pha
at which, according to Eq.~10!, vx50. We assume that al
the cross sections of the Fermi surface have only two stat
ary phase points,t1 and t2, the distance between which i
equal to the diameter of the electron orbit along thepy axis:
Dp5py(t2)2py(t1).

In the case when the angleu is substantially different
from p/2, all of the quantities appearing in the expression
szz

mon exceptv̄z
2 depend weakly onpH , and, dropping terms

of higher order in the quasi-two-dimensionality parame
thanh2, we obtain for

szz
mon52

2

~2ph!3E d«
] f 0~«!

]« E dpH2pm* e2t v̄z
2, ~11!

the following asymptotic expression:

szz
mon5ae2tm* cosu/2ph4( n2I n

2~u!, ~12!

where

I n~u!5T21E
0

T

dt «n~ t !cos~py~ t !an tanu/h!. ~13!

The functions I n(u) have a set of zeroes which fo
tanu@1 repeat periodically with period D(tanu)
52ph/naDp . Of course, all of the terms in formula~12!
cannot go to zero simultaneously, and the asymptotic beh
ior of szz

mon depends substantially on the character of
falloff of the functions«n(pz ,py) with increasing numbern.
In the tight-binding approximation, when the overlap of t
wave functions is small for electrons belonging to differe
layers separated by a distancea much greater than the inter
atomic distance within a layer,An is proportional to thenth
power of the overlap integral of the wave functions, andhn

is equal in order of magnitude tohn. In this case forh!1
and g!1 the asymptotic expression forszz

mon takes the
form14

szz
mon5~ae2tm* cosu/2ph4!I 1

2~u!

1h2s0~h2w11g2w2!, ~14!

wheres0 is the conductivity along the layers in the absen
of magnetic field.



e

y
s

a
-
t
ta

g
gy
in
a

ak
ud
f i
y
a

th
to

no

-

n

on

ec-
n
e

oen-

rmi

the
rs

y

-

re-

e-

s in

he
rgy

698 Low Temp. Phys. 27 (99–10), September–October 2001 V. G. Peschansky and R. Atalla
The functionsw i are of the order of unity and must b
taken into account at those valuesu5uc at whichI 1(u) goes
to zero. Atu5uc the resistance along the normal to the la
ers, rather than saturating in high magnetic fields, increa
in proportion to H2 in the region of fields satisfying the
conditionh!g!1, and saturation of the resistance sets in
higher magnetic fields forg<h. As a result, the angle de
pendence of the resistance to current along the normal to
layers is expected to exhibit rather sharp peaks. For
u@1 these peaks repeat periodically with period

D~ tanu!52ph/aDp . ~15!

Although it is unclear to what extent the tight-bindin
approximation is valid for calculating the electron ener
spectrum of an extremely complex crystal structure conta
ing more than a hundred atoms in the unit cell, we sh
nevertheless assume that the functions«n(px , py) fall off,
and quite rapidly, with increasingn.

Although the experimentally observed resistance pe
are sharp, their height is comparable in order of magnit
to, and even lower than, the resistance at the minimum o
dependence on the angle between the normal to the la
and the magnetic field direction.7,8 This may be because of
slow falloff of the functions«n(px , py) with increasingn.
For aDp tan(u/2h)52p/41pk, when I 1(u) goes to zero,
all of the I n(u) for which (n21) is not a multiple of four are
substantially nonzero. The low height of the peaks in
angle dependence of the magnetoresistance attests
slower falloff of the functions«n(px , py) with increasingn
than in the tight-binding approximation, i.e., there are
grounds for assuming that the ratioh2 /h1 is much less than
unity, and to ignore terms withn>2 in the dispersion rela
tion of the charge carriers is no longer correct.

In the expression for the oscillatory~in 1/H) part of the
conductivity transverse to the layers,

szz
osc52

2

~2ph!3
2 Re(

k51

` E d«
] f 0~«!

]«

3E dpH2pm* e2t v̄z
2 exp~2p ikN~«,pH!!, ~16!

there is substantial dependence onpH not only in the factor

v̄z~pH , «!52 (
n51

`
an

h
sinS anpH

h cosu D I n~u!, ~17!

but also in the oscillatory ~for \V!h«F) factor
exp(2pikN(«, pH)).

In calculatingszz
osc in the quasiclassical approximatio

one should use the area quantization rule4

S~«, pH!5
1

cosu
S0~«, pH!52ph

eH

c S N1
1

2D , ~18!

where S0(«, pH)5rpydpx is the projection on the (pxpy)
plane of the section of the isoenergy surfaceS(«, pH) by the
planepH5const. The main contribution toszz

osc comes from
integration of small neighborhoods near the points of stati
ary phase, which are found from the condition

dN~«, pH!5S ]S

]«
d«1

]S

]pH
dpHD c

2pheH
50. ~19!
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Since the cyclotron effective mass of the conduction el
tronsm* 5(1/2p)(]S/]«) is always nonzero, the conditio
of stationarity, whenS(«, pH) is almost constant, can only b
met for ]«/]pH52(]S/]pH)(]S/]«). Drift of the charge
carriers is absent on the extremal cross sections of the is
ergy surface, i.e., for]S/]pH50, and on the self-crossing
orbit, when m* 5`. For h tanu!1 there are no self-
crossing orbits on the Fermi surface, and

v̄z~pH , «F!5
]S/]pH

]S/]«
cosu, ~20!

goes to zero only on the extremal cross sections of the Fe
surface. After integrating expression~16! by parts with al-
lowance for relation~20!, we obtain

szz
osc5

2

~2ph!3
2 Re(

k51

` E d«
] f 0~«!

]«
e2t

eHh

ikc

3E dpH expS ikcS~«, pH!

eHh D
3 (

n51

` S an

h D 2

cosS anpH

h cosu D I n~u!. ~21!

From here the calculation ofszz
osc by the method of sta-

tionary phase does not present any difficulty. As a result,
oscillatory part of the conductivity transverse to the laye
takes the form

szz
osc5 (

k51

`

e2tS eHh

kc D 3/2 kl

sinh~kl!

4p1/2a2

~2ph!3u]2S/]pH
2 u1/2h2

3F (
n51

`

~2n21!2sinS p

4
2

kc~Smax2Smin

2eHh D
3cosS kc~Smax1Smin!

2eHh D I 2n21~u!

1 (
n51

`

~2n!2cosS p

4
2

kc~Smax2Smin!

2eHh D
3sinS kc~Smax1Smin!

2eHh D I 2n~u!G , ~22!

where l52p2Q/hV, and Q is the temperature in energ
units.

If the function «n(px , py) falls off quite rapidly with
increasing indexn, i.e., hn11!hn , then the substantial de
crease ofszz

osc sets in at the same anglesu5uc as forszz
mon,

and the amplitude of the SdH oscillations of the magneto
sistance,rzz

osc, being proportional toszz
osc/(szz

mon)2, increases
rapidly atu5uc . As a result, sharp peaks appear in the d
pendence ofrzz

oscon the angleu between the vectorsH andn.
If h2 is not much smaller thanh1, i.e., if I 2(u) andI 1(u) are
quantities of approximately the same order, then the peak
the angle dependence ofrzz

osc will be shifted from the peaks
of rzz

mon. From the value of this shift one can estimate t
quasi-two-dimensionality parameter of the electron ene
spectrum.

The formulas forszz
oscandszz

mon given above are valid for
not too large values of tanu, wheng>g0 /cosu!1, and in
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the oscillation amplitude one may neglect the Dingle fac
exp(2g), which takes into account the broadening of t
quantum energy levels due to scattering of the cha
carriers.15 Hereg051/V0t, andV0 is the gyration frequency
of a conduction electron in a magnetic field directed alo
the normal to the layers.

Whenu approachesp/2 the orbits become highly elon
gated, and forg0 tanu>1 the electron does not have time
complete a full revolution along the orbit in the magne
field. In this region of angles the amplitude of the magn
toresistance oscillations decays exponentially with increas
u, while rzz

mon, on the contrary, increases sharply whenu
approachesp/2 for (p/22u)!h.16,17This is because a con
striction along thepx axis appears on the electron orbit wi
increasingu, the value of which,Dp, tends toward zero
whenh tanu is of the order of unity. The time for traversin
this constriction is large and diverges logarithmically asDp
approaches zero. As a result,g increases with increasingu
more rapidly than tanu, and the resistance transverse to t
layers initially falls off with increasingu. The drift velocity
of the charge carriers along the normal to the layers,v̄z , is
proportional to cosu, and the resistancerzz, after passing
through a minimum in the region of angles where cosu is of
the order ofh, again increases, reaching its maximum va
at u5p/2.

Thus the resistivityrzz of a layered conductor along th
‘‘hard’’ direction of current flow, i.e., along the normal to th
layers, is extremely sensitive to the orientation of the m
netic field, and at certain values of the angleu it can sub-
r

e

g

-
g

e

e

-

stantially alter the asymptotic behavior at smallh not only of
rzz

mon but also of the amplitude of the SdH oscillations of t
magnetoresistance,rzz

osc.
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11I. M. Lifshits, Zh. Éksp. Teor. Fiz.32, 1509 ~1957! @Sov. Phys. JETP5,
1227 ~1957!#.

12E. Adams and T. Holstein, J. Phys. Chem. Solids10, 254 ~1959!.
13A. M. Kosevich and V. V. Andreev, Zh. E´ksp. Teor. Fiz.38, 882 ~1960!

@Sov. Phys. JETP11, 637 ~1960!#.
14V. G. Peschanskiy, Fiz. Nizk. Temp.23, 47 ~1997! @Low Temp. Phys.23,

35 ~1997!#.
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Magnetization and magnetostriction oscillations in a superconducting 2H-NbSe 2 single
crystal
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The results of a comparative study of the oscillating magnetostriction and absolute magnetization
components in the single crystal of the layered superconducting compound 2H-NbSe2 are
presented. The measurements were made in the temperature range 1.5–8 K in a magnetic field of
0–20 T with in-plane orientation~normal to the hexagonal axis!. The mechanical stress
derivative of the extremal cross-sectional area of the Fermi surface is derived from a
thermodynamic analysis. The values obtained are considerably higher, by an order of magnitude,
than those for other metals, which explains the observed enhancement of the magnetostriction
oscillations in comparison with the magnetization oscillations. ©2001 American Institute of
Physics. @DOI: 10.1063/1.1401177#
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1. INTRODUCTION

L. V. Shubnikov was the first to observe oscillations
the resistivity.1 It was this observation that led to the disco
ery of the de Haas–van Alphen~dHvA! oscillations of the
magnetic properties. The layered dischalcogenide 2H-Nb2,
with a transition to the charge-density-wave~CDW! state at
temperatureTCDW532 K, is the first superconducting com
pound ~the superconducting transition temperatureTc

57.2 K! in which Landau oscillations of the electron spe
trum have been observed.2 That was the first observation o
the de Haas-van Alphen and magnetothermal oscillations
only in the normal state but also in a mixed state, the
called Shubnikov phase (H,Hc2). The measurements wer
made at temperatures much lower thanTc for different ori-
entations of the external magnetic fieldH with respect to the
crystallographic axes of the single crystal under study. In t
study2 and in subsequent investigations3–7 of superconduct-
ing 2H-NbSe2 the measurements of the magnetization os
lations were made at a temperature far below 1 K in order to
eliminate the electron scattering as above the Dingle t
perature ~TD52.5 K, ~Ref. 5!, TD51 K ~Ref. 6! for
2H-NbSe2! it reduces drastically the amplitude of the osc
lations, and their registration by existing techniques becom
impossible. Measurements in magnetic fields below the
per critical fieldHc2 have shown that in the mixed state th
oscillations are suppressed by the scattering of normal~quan-
tized! electrons on Abrikosov vortices, observed in other
perconductors also~see the review8 and the reference
therein!. The measured angular dependences of the osc
tion frequencyF(u), whereu is the angle between the hex
agonal axis and field direction, atH,Hc2 revealed a pro-
7001063-777X/2001/27(9–10)/4/$20.00
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nounced dependenceF(u) in the angle range 0,u,20° and
a weak dependenceF(u) at u.60°.6 Band calculations5

demonstrate that the measured angular dependence o
oscillations is well described in terms of a ‘‘small, flat ho
Fermi surface around theG point.’’ The above-mentioned
investigation complemented the results of previous ba
calculations9–11 of the Fermi surface in 2H-NbSe2. Existing
data about the shape and peculiarities of the Fermi surfac
2H-NbSe2 suggest its high sensitivity to pressure and stre
which has been proved by the measured pressure de
dences of the superconducting parameters of this compo
~Refs. 12–14 and references therein!. The observed magne
tostriction oscillations15 in superconducting single crystals o
2H-NbSe2 in comparison with dHvA oscillations can be use
to study the influence of mechanical stresses on the b
structure of this material according to the thermodynam
approach developed in16–18.

We should mention that in19 the effect of deformation on
dHvA oscillations is considered. The related change of os
lation frequency is estimated. Deformations of 1022– 1023

are taken into account. Here, we analyze the amplitude r
for the magnetization and magnetostriction, the amplitude
the latter being of the order of 1025. An analysis of the
frequencies will be presented elsewhere.

In this work a comparative analysis of measurements
the oscillatory magnetostriction~lOSC and absolute magneti
zation M5m/V ~m is the magnetic moment of the samp
andV is its volume! is performed. The same single crystal
2H-NbSe2 was studied by capacitive dilatometer and capa
tive cantilever torquemeter20 techniques.
© 2001 American Institute of Physics
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2. EXPERIMENTAL TECHNIQUES

The absolute magnetization measurements were
formed on single crystals of the layered compou
2H-NbSe2 ~space groupP6/mmmor D6h

4 !. The high anisot-
ropy of the crystal structure~a53.45 Å, c512.54 Å! is ac-
companied by anisotropy of the electronic properties, in p
ticular, of the superconducting parameters:Hc2(T54.2 K)
'7 T for u590° and 2.3 T foru50° ~there is some discrep
ancy in the published data!.2,15,21,22The mass of the sampl
wasm5(12760.05) mg. The sharp superconducting tran
tion was observed at temperatureTc57.23 K. The detailed
information on the sample preparation technique and cha
terization is presented in Ref. 15. In that paper the first
servation of magnetostriction oscillations in the mixed st
of any superconductor was presented. The measureme
magnetostrictionl (c,a) was performed on a single crystal o
2H-NbSe2 in the crystallographic direction~001!, i.e., thec
axis, in a magnetic field parallel to thea axis. The oscillatory
component ofl (c,a) was defined aslOSC

(c,a)5l rev
(c,a)2lmon

(c,a) ,
wherel rev

(c,a)5(lup1ldown)/2 is the reversible part ofl (c,a);
lup

(c,a) is l (c,a) measured during magnetization of the samp
ldown

(c,a) is l (c,a) measured during demagnetization of t
sample;lmon

(c,a) is the monotonic part ofl rev
(c,a) .

In the present work the absolute magnetization meas
ments were performed in a temperature range 1.5–4.2 K
magnetic field up to 20 T using a capacitive cantilev
torquemeter~see Fig. 1!. The field sweep rate was 0.1
T/min. The torque magnetization measuring technique22 is
based on the fact that in a magnetic fieldH a magnetized
sample experiences a torqueT proportional to the compo
nent of the sample’s magnetic moment perpendicular toH:

T5
V

m0
M3H, ~1!

wherem0 is the vacuum magnetic permeability.
In a sample with an anisotropic Fermi surface the m

netization componentM' perpendicular to the field directio
is proportional to the parallel componentM i :23

M'52kM, k5
1

F
]F
]u

~2!

whereF is the free energy.
The torqueT results in deflection of a Cu-Be sprin

joined with the sample. The change of the distance betw
the spring and adjacent metallic plate is measured by a
pacitance technique. Atu590° the measured signal from th
torquemeter disappears, ask becomes equal to zero. For th

FIG. 1. Capacitive torquemeter for magnetization measurements. The
bration coil is positioned in the sample area~not shown here!.
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reason the field dependence ofM was measured atu5(77
61)°. Themeasurements revealed equal frequencies of
magnetization and magnetostriction oscillations,FM5FMS ,
which agrees with the weak angular dependenceF(u) at
60°,u,90°, measured earlier. In order to find the absol
values ofM , calibrations of the measuring capacitance we
performed in each experiment using a calibrating coil, wh
was positioned in the region of the sample~Fig. 1!. The
volume V of the sample was determined using the dens
valuer56.3•103 kG/m3, calculated from the known5 atomic
distribution in 2H-NbSe2. The oscillatory component ofM
was defined in the same way as the oscillatory componen
the magnetostriction:Mosc51/2(Mup1Mdown)2M̄ , where
M rev51/2(Mup1Mdown) is the reversible component ofM,
Mup is the absolute magnetization of the sample measure
increasing magnetic field after zero field cooling~ZFC!;
Mdown is the absolute magnetization of the sample measu
in increasing magnetic field;M̄ is the monotonic componen
of M. In the oscillatory regime it was determined by avera
ing Mosc.

Analysis of Mosc was performed after subtracting th
monotonic component according to Ref. 6.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 2 presents a typical magnetic-field curve ofM rev

for a 2H-NbSe2 single crystal, in comparison withl rev mea-
sured on the same crystal. It is clearly seen that in a regio
the peak effect15 both M and l depend nonlinearly onH.
This means that a simple summation of the dependen
measured in increased and decreased fields does not
pletely eliminate manifestations of the peak effect on
M rev(H) andl rev(H) curves. The oscillatory behavior of th
measured dependences starts nearHc2 . Unfortunately, be-
cause of the available experimental conditions the magn

li-

FIG. 2. The typical magnetic field dependences ofl rev ~a! andM rev ~b! for
2H-NbSe2 single crystals.
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striction measurements were restricted by an upper valu
the applied fieldH514 T, and comparison with the magn
tization measurements is possible only for this range ofH.
The magnetization oscillations are less pronounced t
those of the magnetostriction. They appear at higher fie
and their amplitudeAM is lower than the amplitudeAMS of
the magnetostriction oscillations. Figure 3 presents the
verse field dependences ofMosc and lOSC for T51.5 K,
which were obtained by subtracting their monotonic com
nents fromM rev andl rev, respectively. The insets show th
results of a fast Fourier transform analysis of the meas
ments, which was used for determination ofFM andFMS . It
is seen that these frequencies coincide. The slight phase
may be explained by the different geometry of the expe
ment, explained in the previous Section. The derived val
of AM andAMS were used for calculations of](ln Sm)/]sa ,
whereSm is the extremal cross-sectional area of the Fe
surface, andsa is the mechanical stress arising along theH
direction. For that we used the expression

l

M•H
5

]~ ln Sm!

]sa
, ~3!

which was obtained from a thermodynamic analysis of
oscillating part of the thermodynamic potential.16–18The re-
sults are presented in Table I in comparison with the d

FIG. 3. The inverse field dependences oflosc ~a! and Mosc ~b! for T
51.5 K. The inset shows the results of a fast Fourier transform analys
the measurements, which was used for determination ofFM andFMS .

TABLE I. Comparison of](ln Sm)/]sa values for 2H-NbSe2 and other
metals.

Metal ](ln Sm)/]sa ~in 10211 m2/N!

2H-NbSe2 148.5611 @present work#
Cu 7.562 @Ref. 18#
Ag 2461 @Ref. 18#
Au 8.361 @Ref. 18#
of

n
s,

-

-

e-

hift
i-
s

i

e

ta

from a review18 for common metals.
It is seen that the values of](ln Sm)/]sa obtained in the

present work for 2H-NbSe2 are considerably, by an order o
magnitude, higher than those obtained previously for
other metals. This is why the magnetostriction oscillatio
are enhanced in comparison with the magnetization osc
tions.

CONCLUSIONS

A comparative analysis of the reversible absolute m
netization and magnetostriction as functions of the inve
magnetic field, measured on a superconducting 2H-NbSe2
single crystal, have shown that: 1! the oscillation periods
Mosc and losc coincide, which means that both effects a
attributed to Landau quantum oscillations; 2! the magneto-
striction oscillations are more pronounced than the magn
zation oscillations: the former appear at lower fields, a
their amplitude is higher~with respect to the monotonic com
ponent!; 3! a thermodynamic analysis shows that the valu
of ](ln Sm)/]sa for 2H-NbSe2 are much higher, by an orde
of magnitude, than the values of](ln Sm)/]sa for common
metals. This is due to the peculiar geometry of Fermi surf
in the highly anisotropic compound 2H-NbSe2 and explains
the effect of magnetostriction ‘‘enhancement.’’

The authors are indebted to P. Wyder for support of
work, to T. J. B. Janseen for some stimulating discussio
and to N. Makedonskaya for assistance in preparation of
manuscript.
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Shubnikov–de Haas oscillations in layered conductors with stacking faults
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The Shubnikov–de Haas~SdH! oscillations of the in-plane conductivity of layered 2D electron
gas are calculated. It is shown that layer stacking faults, magnetoimpurity bound states,
and electron scattering modulate the SdH oscillations via the specific factors which bear the
structural information. At zero temperature the 2D SdH oscillations are strongly nonsinusoidal in
shape and related by a simple equation to the derivative of the de Haas–van Alphen
magnetization oscillations with respect to the magnetic field. ©2001 American Institute of
Physics. @DOI: 10.1063/1.1401178#
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INTRODUCTION

The discovery of high-Tc superconductivity in layered
cuprates and the unconventional electronic properties of
ered organic superconductors make structural studies
these layered conductors of great interest. In particular, m
of recent experimental effort has been devoted to de Ha
van Alphen~dHvA! and Shubnikov–de Haas~SdH! studies
in organic superconductors.1–7 Both the dHvA and SdH mea
surements in these quasi-two-dimensional~Q2D! materials
displayed numerous deviations from the conventional thr
dimensional~3D! theory of Lifshitz and Kosevich8 ~LK !,
many of which still remain not understood. For example
sawtooth profile of the dHvA signal was predicted at ze
temperatureT50 for a purely 2D electron gas in the canon
cal ensemble~i.e., for fixed number of electrons in th
sample!,9 and an inverse sawtooth was found within t
grand canonical ensemble~i.e., for fixed chemical potentia
in the sample!.10 In the first case the dHvA oscillations ar
due to the oscillations of the chemical potentialm. The recent
analysis of this matter given in Ref. 11 shows that it is on
for low electron concentrations, when it is possible to real
experimentally a regime\V'm ~V5eH/mc is the cyclo-
tron frequency!, that oscillations ofm with inverse magnetic
field 1/H are important. In the casem@\V the oscillations
of the chemical potential are small, and one can use
grand canonical ensemble as it holds in the standard 3D
theory.

Real layered conductors are far from being an ideal
electron gas. As a rule they consist of a stack of 2D cond
ing planes with an anisotropic 2D Fermi surface within the
and may contain impurities as well as some amount of sta
ing faults appearing as a result of the intercalation. The
pact of the stacking faults on the dHvA oscillations in
layered conductors was studied by the author in Ref. 12
was shown that amplitudes of the dHvA harmonics
modulated by the layer factor

I p5E
2`

`

N~«!expS i
2pp«

\V Dd«, ~1!
7041063-777X/2001/27(9–10)/5/$20.00
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which is a Fourier transform of the one-dimensional dens
of states~DOS! N(«) related to electron hopping across th
layers~p is the number of the harmonic!.

The delta peak in theN(«)}d(«2«0) at some energy
«0 makesI p an oscillatory function of the inverse field,

I p;cosS 2pp«0

\V D ,

with the frequency determined by«0 . Another modulation
factors appear in the case of the magnetic field parallel to
layers13 and under the conditions of coherent magne
breakdown.14

Impurities play a significant role. In the theory of th
dHvA oscillations they smear the Landau levels and ther
decrease the harmonic amplitudes via the Dingle factor,10 or
they may create bound electronic states which mani
themselves through beats of the dHvA oscillations,15 which
are more prominent in the 2D case.16

Contrary to the dHvA effect the SdH oscillations appe
as a result of the electron lifetime oscillations due to t
scattering on impurities in an external magnetic field17

Theoretically it is a much more difficult problem than th
study of the thermodynamic oscillations and, consequen
the number of publications on the SdH effect in layered c
ductors is much less than on the dHvA effect in Q2D s
tems. The SdH effect in the case of a 2D electron gas
considered in a few works reviewed in Ref. 18. The anis
ropy in a 2D model was considered numerically in Ref. 19
the context of the SdH studies of the organic supercond
ors. Longitudinal magnetoresistance quantum oscillati
due to the coherent hopping across the layers has been
merically studied in Refs. 20 and 21 for the incoherent ca
i.e., whent.\/t ~t is the electron lifetime, andt stands for
the hopping integral between the neighboring layers!.

In this paper we calculatet in a layered 2D electron ga
containing a small amount of stacking faults in an exter
quantizing magnetic field perpendicular to the layers a
then apply the results of these calculations to the theore
consideration of the SdH oscillations in this system.
© 2001 American Institute of Physics



na
n
o
s.
do
e

la
a
by
cu

h
ra

ic

e

o

ed
ic

e

ral
r’’

ca-

o-
g-
ck-
ity

in

r

-

,

705Low Temp. Phys. 27 (99–10), September–October 2001 V. M. Gvozdikov
THE LIFETIME CALCULATION

A theory for the single-electron lifetimet(E) in a 2D
electron gas due to the impurity scattering in an exter
quantizing magnetic field was developed by Ando a
Uemura.22 This theory provided a basis for further studies
different properties of a 2D electron gas in magnetic field18

Maniv and Vagner23 have generalized the approach of An
and Uemura to the case of a layered electron gas. Th
authors have shown that in layered conductors the interp
tunneling of electrons can significantly reduce the 2D sc
tering rate due to the possibility of escaping the impurity
hopping to the neighboring conducting planes. They cal
lated the magnetic field dependence oft assuming the kinetic
energy across the layers«(kZ)5kZ

2/2m to be limited within
the band 0<«(kZ)<DZ . Here we generalize their approac
to the case when the interlayer hopping energy is an arbit
quantity distributed within the DOSN(«). Then the equation
for the single-electron self-energys~v! yields:23

s~v!5b01c0(
n50

` E
2`

`

d«
N~«!

«2gn~v!1s~v!
, ~2!

where

gn~v!5v2\V~n11/2!1m, ~3!

b05U0ni , c05
U0

2ni

4p2l H
2 , ~4!

U0 is the impurity potential amplitudeV(r )5U0d(r2r i), ni

is the impurity concentration, andl H5(\c/eH)1/2 is the
magnetic length.

Separating the real and imaginary parts in Eq.~2! for the
self-energys(v)5Res(v)1i Im s(v), we have

Im s~v!5c0(
n50

` E
2`

`

d«N~«!

3
Im s~v!

@gn~v!2Res~v!2«#21Im2 s~v!
. ~5!

Since we are interested in quantum oscillations, wh
are relevant to the long-lifetime regime,\/t(v)5Im s(v)
!\V, we can neglect the quantity Res(v).U0ni!m as a
small correction to the chemical potentialm.

Then, applying a standard summation procedure10,17 to
Eq. ~5!, we can recast it in the form

Im s~v!5aH 112 Re(
p51

`

~21!p expF2
2p Im s~v!

\V G
3I p cosF2pS v

V
1d D pG J , ~6!

wherea5niE0/2p with E05mU0
2/2\2 being the resonanc

energy for thed-potential scattering, andd5D@1/H#/\V is
a small phase shift 0!D@1/H#,1/2 arising because the rati
m/\V is not exactly an integer:m/\V5N1D@1/H# ~N
stands for an integer!. The factorI p here is given by Eq.~1!.
This factor was studied in detail in Ref. 12, which is devot
to the dHvA effect in layered conductors. For a period
layered system with nearest-layer hopping we haveN(«)
51/p(4t22«2)1/2 and
l
d
f

se
ne
t-

-

ry

h

I p5J0S 4ptp

\V D , ~7!

where J0(x) is the Bessel function andt is the interlayer
hopping integral.

In case when there is a small concentrationc!1 of layer
stacking faults, the factorI p was calculated in Ref. 12 to b

I p5~12c!J0S 4ptp

\V D1cdI p , ~8!

where

dI p5expS 2
2pp

\V
At22t0

2D cosS 4pt0

\V
pD . ~9!

Because of the stacking fault, the local hopping integ
t0 relevant to the electron transition from the ‘‘defect laye
to the nearest-neighbor layers is less thant. Physically this
kind of stacking faults may appear as a result of the inter
lation of the layered conductor.

SHUBNIKOV-DE HAAS OSCILLATIONS

Consider now the SdH oscillations in a stack of 2D is
tropic conductors with impurities in a perpendicular ma
netic field. We do not assume periodicity in the layer sta
ing. The diagonal elements of the in-plane conductiv
tensor are therefore given by18

saa52
Nee

2

m E
0

`

dES ] f

]ED t~E!, ~10!

whereNe is the 2D density of conduction electrons with
the layer andf (E) is the Fermi function.

The energy-dependent lifetimet(E)5\/Im s(E) can be
found from Eq.~6! to a first approximation in the paramete
a/\V!1, which yields

t~E!'
\

a H 122(
p51

`

~21!p expS 2
2ppa

\V D
3I p cosF2pS E

\V
1d D pG J . ~11!

Substituting Eq.~11! into Eq. ~10! and completing the stan
dard integration, we have

saa5s01s̃, ~12!

wheres05Nee
2t0 /m is the smooth part of the conductivity

with t05\/a54p2\3/mU0
2ni .

The oscillating part of the conductivitys̃ is given by

s̃522s0(
p51

`

~21!p expS 2
2pp

t0V DRp
TI p cosS 2pm

\V
pD ,

~13!

where

Rp
T5

Zp

sinhZp
~14!

is the standard temperature factor, withZp52p2Tp/\V. We
also have neglected the small phase shiftd, since energies of
the order ofE.m are important in the integral of Eq.~10!.
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Considering at first the case of a solitary layer (I p51)
and zero temperature (Rp

T51), one can perform an elemen
tary summation in Eq.~14! to obtain

s̃5s0F 12
sinhn

coshn1cosS 2pm

\V D G , ~15!

wheren52p/Vt0 .
On the other hand, the oscillating part of the magneti

tion of a 2D electron gas at zero temperature can be wri
as a sum10

M̃5M0(
p51

`
~21!p

p
expS 2

2pp

t0V D sinS 2pm

\V
pD , ~16!

which can be completed to yield

M̃5M0 arctanF sinS 2pm

\V D
cosS 2pm

\V D1en
G . ~17!

HereM0 is independent of the magnetic fieldH.
Comparing Eqs.~15! and ~17! we arrive at the relation

betweens̃ and M̃ for a 2D electron gas withd-potential
impurities at zero temperature:

s̃

s0
'AH2

]

]H
S M̃

M0
D , ~18!

whereA5e\/pmcm. SinceAH.\V/pm!1, we see that
relative amplitude of the SdH oscillations̃/s0 is much less
than the corresponding relative oscillations of the magn
zation M̃ /M0 in the dHvA effect. Nonetheless, the first o
servation in 1930 of the SdH oscillations by Shubnikov a
de Haas preceded the discovery of the dHvA effect.24

Recently, Eq.~18! was proved experimentally in a 2D
organic superconductor of the ET family.7 The shape of the
SdH oscillations observed was nonsinusoidal and very s
lar to that given by Eq.~15! and shown in Fig. 1. What is
strange in this connection that the SdH signal was meas
in a geometry in which both the magnetic field and curr
were directed perpendicular to the layers. The tempera
was nonzero and varied within the range 0.4–1.27 K. On
other hand, it is easy to see that, strictly speaking, Eq.~18!
does not hold under those conditions. First of all this is
cause of the anisotropy of the conductivity in the directi
perpendicular to the layers. Secondly, the layer factorI p and
the factorRp

T ~as well as some other factors which we discu
below! are functions of the inverse magnetic field 1/H, and
this must be taken into account in the derivative]M̃ /]H.

The additional degrees of freedom related to the spin
electron and bound states due to impurities~the so-called
magnetoimpurity levels15! can be easily taken into conside
ation. In these cases the energy of an electron gains a
«→«1z, wherez is an energy variable related to the add
tional degree of freedom. If the DOS forz is given byG(z),
then

I p→I pRp , ~19!

where
-
n

i-

d

i-

ed
t
re
e

-

s

f

ift

Rp5E
2`

`

dzG~z!expS i
2pz

\V
pD . ~20!

In the case of a spin

G~z!5
1

2
@d~z2meH !1d~z1meH !#, ~21!

whereme5\e/2mec is the Bohr magneton. The correspon
ing spin factorRp

s reads

Rp
s5cosS p

m

me
pD . ~22!

This is a standard spin factor, known in magnetoo
cillations.10 Another factor appears if impurities split of
bound states from the Landau levels.15 This magnetoimpurity
effect is stronger in 2D systems than in the 3D case. If
denote this splitting byD i(H), then the appropriate DOS i
again given by thed function

Gi~z!5d~z6D i !. ~23!

The corresponding damping factor due to the magnetoim
rity bound states is

Rp
i 5cosS 2pD i

\V
pD . ~24!

The 6 signs in Eq.~23! correspond to attractive and repu
sive impurities. In the caseD i!\V the splitting value does
not depend onp.16 Putting together all the above discuss

FIG. 1. Field dependence of the conductivity given by Eq.~15! ~in conven-
tional unitsB5\V! for m51000,n50.1, 0.151, 0.2 (n52p\/t0).
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damping factors and taking the factorI p in the form given by
Eqs.~7!–~9!, we can write the oscillating part of the in-plan
conductivity in the form

s̃5s̃11s̃2 ~25!

with

s̃1522s0~12c! (
p51

expS 2
2pp

t0V D
3Rp

TRp
i Rp

sJ0S 4pt

\V
pD cosS 2pm

\V
pD , ~26!

s̃2522s0c(
p51

expS 2
2pp

t1V D
3Rp

TRp
i Rp

s cosS 4pt

\V
pD cosS 2pm

\V
pD . ~27!

Heren152p/t1V, where

t15
\

a1At22t0
2

~28!

is the renormalized~on account of the stacking faults! effec-
tive electron lifetime. At zero temperature we have

s̃252
s0c

8

3 (
a,b,g56 H sinhn1

coshn12cosF ~m1aD i1bt !1g
pm

me
G 21J .

~29!

Despite the fact thats̃2 is proportional to the stacking fau
concentrationc, it may be important at smalln1!1, since in
this cases̃2 has a sharpd-like peaks, as is seen in Fig. 2.

CONCLUSIONS AND DISCUSSION

The two major experimental tools of the fermiology, th
SdH and the dHvA effects, have proved to be very useful
only for studies of conventional 3D metals but also for rec
analysis of the new layered organic conductors and su
conductors, including the high-Tc cuprates. Though both ef
fects are based on the Landau quantization, the SdH ef
as is well known from the textbooks on fermiology,10,17,25is
much more difficult to study theoretically, since it requir
calculations for the transition probabilities caused by el
tron scattering on impurities in an external magnetic fie
This scattering in turn strongly depends on the dimensio
ity of the system in question and manifests itself in differe
kinetic characteristics of organic conductors, such as
high-frequency impedance26 and the SdH in quasi-2D con
ductors, which is the subject of the present publication. C
trary to the wide-spread opinion, even among the expert
is the SdH oscillations, rather than the dHvA effect, whi
were first observed in 1930 in Leiden by Shubnikov a
de Haas and thereby laid the foundation of modern ferm
ogy. This point, as well as the dramatic history of the disc
ery of the SdH effect, can be found in the interesting histo
cal essay of Ref. 24.
t
t
r-

ct,

-
.
l-
t
e

-
it

l-
-
i-

In this paper we have calculated the SdH oscillatio
within an approach which generalizes the Green funct
method developed by Maniv and Vagner23 for the electron
scattering problem in a quasi-2D electron gas. The calcula
oscillating part of the diagonal component of the in-pla
conductivity tensors̃, Eq. ~13!, and the electron lifetimet,
Eq. ~11!, turned out to be dependent on the very same la
factor I p , Eq. ~1!, which modulates the dHvA oscillations o
the layered conductors12 and depends on the layer stackin
At zero temperature and in the 2D limit a simple relation w
established between the relative in-plane SdH oscillatio
s̃/s0 , and the corresponding relative dHvA oscillations
the magnetizationM̃ /M0 . This relation is given by Eq.~18!,
which holds only for the 2D electron gas. The anisotropy
the 2D Fermi surface and also nonzero temperature and e
tron hopping across the layers bring additional terms to
~18!. Nonetheless, this equation has been experiment
verified by simultaneous dHvA and SdH measurements
the organic conductorb9–~BEDT–TTF!2SF5CH2SO3 within
the temperature range 0.4–1.27 K for the interlayer com
nent of the conductivity tensor.7 The shape of these strongl
nonsinusoidal oscillations is the same as given by Eq.~15!
and shown in Fig. 1. The enhancement of the impurity sc
tering potential makes these oscillations lower in amplitu
but more sinelike in form. The spin splitting and magnetoi
purity bound states yield additional factors,Rp

s andRp
i , re-

spectively, which modulate the SdH oscillations@see Eqs.

FIG. 2. Field dependence of the oscillating part of the conductivity cau
by the stacking faults and given by Eq.~29! ~in conventional unitsB
5\V! for m51000,c50.1, t50.1, D i50.5, m/me51.5, n150.1, 0.2, 0.3
(n152p\/t1).
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~25!–~27!# and result in a large variety of oscillation pa
terns, as displayed in Figs. 2 and 3.

The stacking faults modify the Dingle-like exponent
Eq. ~27! through the effective lifetimet1 @Eq. ~28!#. The
appropriate correction to the oscillations̃2 arises due to the
stacking faults and at zero temperature has periodicd-like
peaks whenn1!1. It is substantial even for low concentra
tions of stacking faults, as one can see in Fig. 2.

The oscillation patterns displayed in Figs. 1–3 are v
diverse. The peaks in Figs. 2 and 3 are split because of
spin and magnetoimpurity factors and are sensitive to va
tions of the other parameters of the model. Some additio
analysis of the SdH oscillations within this model will b
published elsewhere. The results and methods of this pa
will be also applied to the anisotropic 2D Fermi-surfa
structures typical for real organic layered~super! conductors.

FIG. 3. Field dependence of the oscillating part of the conductivity given
Eq. ~25!–~28! ~in conventional unitsB5\V! for m51000, c50.2, D i

50.5, m/me51.5, T50.001, n50.1, n150.2, t50.1, 0.3, 0.5 ~n
52p\/t0 , n152p\/t1!.
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Giant magnetooscillations of the Josephson current
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Josephson current flowing through an antiferromagnetic metallic barrier is studied. We consider
the most interesting case of the spin-valve structure when the barrier is formed by
ferromagnetic layers ordered antiferromagnetically in the direction perpendicular to the current.
The most remarkable feature is the onset of giant magnetooscillations of the current
amplitude. © 2001 American Institute of Physics.@DOI: 10.1063/1.1401179#
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INTRODUCTION

The study of various resonance phenomena is an im
tant area of condensed matter physics related to unique
formation about the spectra and properties of various m
rials. Measurements of such phenomena as Shubniko
Haas oscillations, de Haas-van Alphen effects, cyclot
resonance, etc., are well known and are described in m
textbooks and monographs.

In this article we will describe the giant magnetooscil
tion effect. The proposed method, which combines Jose
son tunneling spectroscopy and novel magnetic system
very sensitive to the magnetic structure of compounds.

We focus on the special case of theS–N–Sjunctions
when the normal~N! metallic barrier is a magnetic com
pound. It is well known that the ferromagnetic material~F!
used as a barrier frustrates the Josephson current becau
the pair-breaking effect of the exchange field. Below we c
sider an antiferromagnetic barrier and, more specifically,
most interesting case of the so-called A-structure~S1–A–S2

junction!. This is the situation when the barrier is formed
a multilayer system. It consists of ferromagnetic layers p
pendicular to the S electrodes, with an antiferromagnetic
dering in the direction perpendicular to the current. In oth
words, neighboring layers have opposite magnetization.

At first, we describe the compounds and their A stru
ture. Afterwards, we introduce the giant magnetooscillat
phenomenon for the S1–A–S2 junction.

A-STRUCTURE. SPIN-VALVE EFFECT

There are two interesting systems which are charac
ized by A-structure. One of them is a mixed-valence man
nite with some characteristic level of doping, and the sec
one is an artificial structure, a so-called giant magnetore
tance~GMR! multilayer.

As is known, the most remarkable property of manga
ites ~see review1! is the colossal magnetoresistance. The
materials with the composition A12xSrxMnO3 (A5La, Ca)
have a rather complicated phase diagram.
7091063-777X/2001/27(9–10)/4/$20.00
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The low-temperature phase diagram has been analy
in our previous papers.2,3 The parent material, LaMnO3, is an
insulator. The region 0.17,x,0.5 corresponds to a metalli
state. The undoped manganite~e.g., LaMnO3 crystal! has the
following cubic structure. The Mn31 ions are located at the
corners, and the La ion is at the center of the unit cell.
addition, the Mn31 is caged by an O22 octahedron; locally
this forms an MnO6 complex with the Mn ion in the centra
position surrounded by light O ions.

The d shell of the Mn ion in the cubic environment i
split into a doublet and triplet. It is important that the thre
fold manifold (t2g) is occupied by threed electrons, whereas
the upper doubly degenerate terme2g is occupied by one
electron only.

The key ingredients~interactions! are the following: 1!
the strong Hund’s rule coupling~this is the largest energy
scale! aligns all spins in the same direction; 2! hopping, and
3! cooperative Jahn–Teller~JT! effect. As a result, the tota
Hamiltonian is a sum:

H5HH1Ht1HJT . ~1!

Here

HH5JH(
i

s•Si , ~2!

Ht5(
i

t i ,i 1d , ~3!

HJT5(
i

g~ti•Qi !1(
i

JelQi
2, ~4!

whereQ is a normal coordinate,s is the electronic spin,S is
the ionic spin,Jel is the elastic parameter, andt is the pseu-
dospin.

The Hund’s coupling between the local spinS (S
53/2) formed by thet2g electrons and thee2g electron is
described by the term~2!;. s ~Pauli matrices! correspond to
the spin of thee2g electron;JH;1 eV. Note that the unit cell
© 2001 American Institute of Physics
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contains onee2g electron, and its motion through the lattic
is described~in the tight-binding picture! by the term~3!.

The third term in Eq.~1! describes another importan
ingredient which also affects the behavior of the syste
namely the Jahn–Teller instability. Indeed, thee2g electron is
in the doubly degenerate state, and it follows from the
theorem that the electron–lattice coupling will lead to a sta
distortion and consequently, to a change in the crystal s
metry. In Eq.~4! g is the electron–phonon coupling consta
andQi are the local active JT modes.

In a simple band picture with one electron per unit ce
the system should be metallic. This is contrary to the exp
mental fact that the parent compound is an insulator. Ne
theless, a more careful analysis which includes not only
hopping term, but also a strong Hund’s interaction alo
with the cooperative Jahn–Teller effect, leads one to the
ture of a peculiar band insulator.2,3

As noted above, Hund’s coupling corresponds to
largest energy scale (JH;1 eV), so thatJH@t, gQ0 ; t
;gQ0;0.1 eV.

It is interesting that the magnetic structure of the u
doped crystal belong to the A-type: antiferromagnetic~AF!
ordering along theZ axis along with the ferromagnetic or
dering in theXYplane. The appearance of such a structur
caused by an interplay between the Hund’s interaction
the hopping energy. In other words, the A-structure is sta
lized by the gain in the kinetic energy of the band electr
One can explain the underlying physics by considering
two-center problem~Mn312Mn41 with spins S1 and S2!.
The low-energy electronic term has the form:

E52JHS1t cosq/22O~ t2/JH!. ~5!

Therefore, atJH@t, the main gain in the energy is due to th
2JHS term. Although, because of the averaging, there is
linear contribution to the total energy, a small gain, of t
order of t2/JH , is achieved. The relationt2/JH!t sets a
lower energy scale for the Ne´el temperatureTN , which is
indeed small~;140 K! relative to the structural transitio
temperature~;0.1 eV!. Within a single layer the electron
may be treated as ferromagnetically polarized. This fer
magnetism is provided by the double-exchange mechan
introduced by Zener4 and developed in Refs. 5 and 6.

As was noted above, the pure LaMnO3 compound can be
treated as a band insulator. This means that a change in
carrier concentration might lead to metallic behavior.

Consider now a doped manganite, e.g., La12xCaxMnO3.
An increase inx will lead initially to the formation of finite
clusters; each of them contains itinerant polarized electro
Eventually one can observe the formation of an infinite cl
ter and the transition to the metallic ferromagnetic sta
Such transition can be described by percolation theory.

A very interesting observation was reported in Re
7–10. The presence of ametallicA-phase was observed. Th
examples are the compounds A12xSrxMnO3 (A5La, Nd)
with x50.55, or Pr0.5Sr0.5MnO3. This is a natural spin-valve
structure.

Another case is an artificial A-structure, which is basic
the GMR phenomenon~see reviews11,12!. Such a multilayer
system~e.g., Co–Al2O3–Co! consists of alternating ferro
,
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magnetic and nonmagnetic layers, with an antiferromagn
ordering in the direction perpendicular to the layers.

Let us evaluate the energy spectrum for such a meta
A-system. This is an important step for the calculation of t
Josephson current through such a barrier. For concreten
we consider a metallic manganite in the A-phase.

The Hamiltonian for the barrier’s states has the form

H5(
p

t~p!aps
1 aps8

1
1(

p,Q
JHS~Q!aps8

1
~ ŝz!s8s9ap2Q;s9

1(
p,Q

JHS~2Q!aps8
1

~ ŝz!s8s9ap2Q;s9

1(
p

JHMaps8
1

~ ŝx!s8s9ap2Q;s9 . ~6!

Here t5t'1t i , t' and t i are electron hopping param
eters for the in-plane and out-of-plane motion,JH is the
Hund’s coupling, andS(Q) is the Fourier component of th
AFM ordering along thec directions;^SZ&5S(21)n. The
structural vectorQ5(0,0,p/a) reduces the Brillouin zone~a
is the lattice constant!. We consider the more general case
a canted structure;M is the canted magnetic moment:Si

5(6^Sz&,Mx), Sz
21Mx

25S(S11)>S2. Note that the
Jahn–Teller effect is not essential for the metallic state.

With the use of the equation of motion

~ «̃2t i!aks5JHS~6Q!ŝzak2Q;s1JHM ~ ŝx!ss8aks8
~7!

and a similar equation fork→k1Q ( «̃5«2t'), one can
determine the following energy spectrum:

«̃56@JH
2 S262JHMt i1t i

2#1/2 ~8!

which consists of four branches. For the manganitesJH@t
~see above!. As a result, for these systems, only two branch
are filled:

«̃1,2>2JHS6~M /S!t i . ~9!

JOSEPHSON CURRENT THROUGH AN ANTI-
FERROMAGNETIC BARRIER. MAGNETOOSCILLATIONS

Let us evaluate the Josephson current through
A-barrier. We consider the case of a singlet pairing~s or d!,
i.e., the Cooper pair consists of two carriers with oppos
spins and momenta. The A-barrier contains states with op
site spins; they belong to neighboring layers and, contrar
the F barrier, one should not expect any frustration for
Josephson current. Nevertheless, the calculation of the
rent should be carried out with considerable care. Indeed,
Josephson current is a transfer of correlated electrons,
this implies that the layers are not totally independent. T
barrier should be treated as an anisotropic metal with
spectrum~8!, ~9!. The Josephson current can be evalua
with use of the spectrum~8!, ~9! and the interface Hamil-
tonian:

Hpair5VD iC~ i !C1~ i ! ~10!
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which describes the transition of a pair in thei th supercon-
ductor (i 51,2) into the barrier~D1 , D2 are the order param
eters, andC( i ) and C1( i ) are the field operators for elec
trons of the barrier!. With the use of Eq.~10! we find a
correction to the thermodynamic potential,dV, caused by the
barrier; the current is obtained asdV/dw, with w being a
phase difference between two superconductors’ order pa
eters. The Josephson current is determined by the Co
diagram:

K5pTuV2u(
vn

D1D2E dpdq exp~ iq•L !P~ ivn8q!,

~11!

where

P~ ivn ,q!5 (
s,s8,s9,s-

~ŝy!s,s8Gs,s8~ ivn ,p!~sy8!s9,s-

3Gs8,s-~2 ivn ,q2p!

52@G↓↑~ ivn ,p!G↑↓~2 ivn ,q2p!

2G↓↓~ ivn ,p!G↑↑~2 ivn ,q2p!# ~12!

~we use the method of thermodynamic Green’s functio
see, e.g., Ref. 13!, andL is the distance between the supe
conductors.

The Green’s function appearing in Eq.~12! can be ex-
pressed in terms of new Fermi amplitudes which corresp
to the branches~8!, ~9!. The transformation to the new am
plitudes can be described by a canonical transforma
aps5S iKs ia ip ; one can show thats[(↑↓), Ks150.5@1
2(M /S)#1/2; K↑252K↓250.5@11(M /S)#1/2, where the
operatorsa ip correspond to the branches~8!, ~9!. Then we
obtain the following expression for the Cooper term:

j m5S 12
M

S D uV2uuD1u2uD2u2pT

3 (
vn.0

E dlv'E dpz expS 2
vnL

v'
D cosS Lt iM

Sv'
D .

~13!

In the tight-binding approximationt i5t0 cos(pzdc). Equation
~13! contains the integration over the cross section of
Fermi surface~dl!.

As a result, we arrive at the following expression for t
amplitude of the Josephson current:

Jm5r @12~M /S!2# f ~L/zN!J0~bM /S!. ~14!

Here zN5hvF/2pT is the coherence length inside the ba
rier, b5(t0 /Tc)(L/j0); j05hvF/2pTc , vF5vF

0 is the mini-
mum value of the component of the Fermi velocity alongL,
r}pD1D2V2, and f (x)5exp(2x) for x@1 and f (x)5x21

for x!1. Therefore, nearT50 K, the function f 5zN /L.
Note that, sincer}T, the amplitudeJm in this case does no
depend onT. However, nearTc and in the intermediate tem
perature region, the exponential dependencef 5exp(2L/zN)
is perfectly realistic.

DISCUSSION

Consider the junction placed in an external magne
field, which creates the canting. For weak magnetic field
m-
er

;

d

n

e

c
e

canting is small, and the dependence of the amplitude
determined by the factorJ0(bM /S) in Eq. ~14!. Since b
@1, one can use an asymptotic expression for the Be
function, and we obtain:

Jm5r @12~M /S!2# expS 2
L

jN~T! D
3S pbM

2S D 21/2

cosS bM

S
2

p

4 D . ~15!

The expression is valid ifL@zN .
Equations~14! and~15! display a remarkable property o

a junction with an A-barrier, namely, the phenomenon
giant magnetooscillations~GMO!. Indeed, one can see d
rectly from Eq.~15! that the amplitude oscillates as a fun
tion of M, and, therefore, as a function of the external fie
H.

The GMO effect is caused by magnetic structure~spin-
valve effect! and is entirely different from the usual Fraun
hofer oscillations. Note also that, becauseb@1, the period of
the GMO is much smaller. Moreover, one can choose a
ometry of the Josephson contact such that the only the m
netic structure is affected by the magnetic field. An increa
in magnetic field eventually leads to the situation thatM
5S; then Jm50 ~see Eqs.~14! and ~15!!. This occurs be-
cause the external field affects the magnetic ordering in
barrier. If M5S, then we are dealing with 3D ferromagnet
ordering. As to the the S–F contact, it frustrates t
Josephson current; this is due to the pair-breaking effec
the exchange field~we are not considering some modific
tions caused by the spin–orbital coupling; see~Ref. 14!.
Therefore, the amplitude of the current can be controlled
an external magnetic field and even switched off at largeH
~order of 1 T!. Note that for the GMR structure the switchin
can be obtained with the use of a weaker magnetic field~of
the order of 3–4 Oe!.

In summary, we have shown that Josephson current
flow through an antiferromagnetic barrier. The most intere
ing case corresponds to the case of A-ordering in the di
tion perpendicular to the current. One can show that the
plitude of the current oscillates as a function of appli
magnetic field~GMO!.

Lev Vasilievich Shubnikov was a remarkable scient
who made key contributions to various areas of physics.
are pleased that this paper is published in the Special Is
devoted his memory.
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The most important practical characteristic of a superconductor is its critical current density. This
article traces the history of the experimental discoveries and of the development of the
theoretical ideas that have lead to the understanding of those factors that control critical current
densities. These include Silsbee’s hypothesis, the Meissner effect, the London,
Ginsburg–Landau, and Abrikosov theories, flux pinning and the critical state, and the control of
texture in high-temperature superconductors. ©2001 American Institute of Physics.
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INTRODUCTION

The most important characteristic of any superconduc
from the viewpoint of practical applications, is the maximu
electrical transport current density that the superconducto
able to maintain without resistance. This statement is equ
true for large-scale applications, such as power transmis
lines, electromagnets, transformers, fault-current limiters
rotating machines, as well as for small-scale electronic
plications such as passive microwave devices and dev
based on the Josephson effect. High lossless current den
mean that machines and devices can be made much sm
and more efficient than if made with a conventional resist
conductor. This was realized immediately upon the discov
of superconductivity; Onnes himself speculating on the p
sibility of magnet coils capable of generating fields
105 G.1 These early hopes were dashed by the inability of
then-known superconductors to sustain substantial curre
and applied superconductivity did not become a commer
reality until alloy and compound superconductors based
the element niobium were developed around 1960.2 In the
two following decades, intensive effort, primarily by meta
lurgists, led to the understanding of the factors that con
critical currents and to the development of techniques for
fabrication of complex multifilamentary flexible conducto
at economic prices. The discovery of the mixed copper ox
high-temperature superconductors initially produced a dis
pointment similar to that experienced by the pioneers of
perconductivity. The superconducting characteristics of th
materials introduced a new set of obstacles to achieving
rent densities of magnitudes sufficient for practical dev
applications. The difficulties involved in producing lon
lengths of high-current conductor from these materials
only just being overcome.

This article is not intended to be a review of everythi
that is known about critical currents in superconductors.
aim is to trace the historical development of the understa
ing of the factors that control critical current density in s
perconductors. The significant experimental facts and th
retical ideas that have contributed to the present leve
knowledge will be outlined, and the crucial contribution
the topic made by Lev Vasilievich Shubnikov will be high
lighted.
7131063-777X/2001/27(9–10)/10/$20.00
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THE EARLY YEARS 1911–1936

Within two years of his discovery of superconductivi
in mercury, Onnes recorded that there was a ‘‘thresh
value’’ of the current density in mercury, above which th
resistanceless state disappeared.3 This critical value was tem-
perature dependent, increasing as the temperature wa
duced below the critical temperature, according to
expression4

Jc~T!5Jc~0!~Tc2T!/Tc . ~1!

A similar behavior was observed in small coils fabricat
from wires of tin and lead.5 These represent the first-eve
superconducting solenoids. Also noticed was the fact that
critical current density in the coils was less than that o
served in short, straight samples of wire. This is the fi
instance of the phenomenon that was to plague the desig
of superconducting magnets.

The following year Onnes reported on the influence o
magnetic field on the superconducting transition in le
‘‘The introduction of the magnetic field has the same effe
as heating the conductor.’’6 The existence of a critical mag
netic field, above which superconductivity ceased to ex
was demonstrated. Surprisingly, perhaps because of the
tervention of the First World War, Onnes failed entirely
make the connection between the critical current and
critical magnetic field. This connection was left to be ma
by Silsbee, as a consequence of his examining all of On
published reports in great detail. Silsbee’s hypothesis sta
‘‘The threshold value of the current is that at which the ma
netic field due to the current itself is equal to the critic
magnetic field.’’7 From outside a conductor of circular cros
section, carrying a currentI, the current appears to flow in
dimensionless line down the middle of the conductor. A
distancer away from a line current, there is a tangent
magnetic field of strength

H~r !5I /2pr . ~2!

If the radius of the conductor isa, then the field at the surfac
of the conductor will be

H~a!5I /2pa ~3!
© 2001 American Institute of Physics
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and the critical current, according to Silsbee’s hypothe
will be

I c52paHc . ~4!

It should be noted that the critical current is thus not
intrinsic property of a superconductor, but is dependent u
the size of the conductor, increasing as the diameter of
conductor is increased. Conversely, the critical current d
sity, also size dependent, decreases as the diameter o
conductor is increased:

Jc52Hc /a. ~5!

The experimental confirmation of Silsbee’s hypothe
had to wait until after the end of the war. Both Silsbee8 and
the Leiden laboratory9 carried out experiments on wires o
differing diameters that did indeed confirm the correctnes
the hypothesis. Tuyn and Onnes stated, ‘‘On the faith
these results obtained up till now we think we may accept
hypothesis of Silsbee as being correct.’’ Silsbee’s summ
was, ‘‘It may therefore be concluded that the results of th
experiments can be completely accounted for by the assu
tion of a critical magnetic field, without making use of th
concept of critical currents.’’

Equation~2! is valid whatever the actual distribution o
the current inside the conductor, and therefore Eq.~4! also
holds for a hollow conductor of the same external radius.
ingenious extension of the Leiden experiments was to m
sure the critical current of a hollow conductor in the form
a film of tin deposited on a glass tube. An independent c
rent was passed along a metal wire threaded through
tube. Depending on the direction of this current the criti
current of the tin was either augmented or decreased, as
field at its surface resulted from both currents in the tin fi
and in the wire. This reinforced the validity of Silsbee’s h
pothesis.

At the same time, the Leiden laboratory was also mak
a study of the temperature dependence of the critical fiel
tin, with the result:9,10

Hc~T!5Hc~0!F12S T

Tc
D 2G . ~6!

Also hysteresis in the superconducting transition was
served for the first time.11 Hysteresis was subsequently o
served in indium, lead, and thallium, and it was sugges
that it might be an effect of purity, strain, or crystallin
inhomogeneity.12 It was decided that measurements on sin
crystals would be desirable, and in 1926 Shubnikov, who
that time was an expert in the growth of single crysta
joined the Leiden laboratory on a four-year secondment.

Meanwhile, in 1925, a new liquid helium laboratory w
established at the Physikalische Technische Reichsansta
Charlottenberg. Chosen as the head of this laboratory w
former student of Planck, Walther Meissner. Meissner imm
diately instituted a program of work on superconductivi
but in order to avoid conflict with the Leiden group, th
program concentrated on the superconducting transi
metals, in particular tantalum and niobium.

At Leiden attention had now turned to binary alloys, o
constituent of which was a superconductor and the oth
nonsuperconductor. Not only did alloying often raise t
s,
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transition temperature to well above that of the superc
ducting element, but these alloys also exhibited very h
critical fields. These investigations culminated in the disco
ery that the Pb–Bi eutectic had a critical field of about 20
at 4.2 K, and its use to generate high magnetic fields w
proposed.13 This was actually attempted at the Clarend
laboratory in Oxford, to which Lindemann had recruited S
mon, Kurti, and Mendelssohn as refugees from Nazi G
many. The attempt failed, as did a similar one by Keesom
the Netherlands. Resistance was restored at levels of m
netic field more appropriate to pure elemental supercond
ors. The conclusion was that the Silsbee’s hypothesis was
valid for alloys.14

The studies on tin single crystals at Leiden had produ
the puzzling results that, in a transverse field, resistance
restored at a value of field one-half of the critical field wh
the field was applied parallel to the axis of the crystal.15 Von
Laue, better known for his x-ray work, realized the signi
cance of this result and suggested that it would be profita
to explore the distribution of magnetic field in the neighbo
hood of a superconductor.16

Meissner had already interested himself in this proble
he and others had considered the possibility of a supercur
being essentially a surface current. In 1933 Meissner
Ochsenfeld published the results of their experiments
which they measured the magnetic field between two para
superconducting cylinders. The enhancement of the field
the temperature was lowered below the critical tempera
of the cylinders indicated that flux was being expelled fro
the body of the superconductors.17

Shubnikov had left Leiden in 1930 to take up a positi
at the Ukrainian Physicotechnical Institute in Kharko
where he shortly became the scientific director of the ne
established cryogenic laboratory. Liquid helium beca
available in the laboratory in 1933, and in the following ye
Rjabinin and Shubnikov gave confirmation of the Meissn
effect in a rod of polycrystalline lead.18

The importance of this discovery of the Meissner effe
to the understanding of superconductivity cannot be over
phasised. A perfect conductor will exclude flux if placed
an increasing magnetic field, but should retain flux if cool
to below its transition temperature in a magnetic field. T
Meissner effect is the expulsion of flux from the body of
superconductor when in the superconducting state. The t
sition from the normal state to the superconducting stat
path independent, and the superconducting state is the
dynamically stable. Armed with this knowledge it was po
sible to develop phenomenological theories of supercond
tivity. Being the more stable state below the transiti
temperature, the superconducting state has a lower en
than the normal state. It is possible to show, from sim
thermodynamics, that the energy per unit volume of the
perconducting state relative to the normal state is

DGns52
1

2
m0Hc

2. ~7!

This is in fact just the energy required to exclude the m
netic field from the superconductor.

Two phenomenological theories followed almost imm
diately from the discovery of the Meissner effect. The ‘‘tw
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fluids’’ model of Gorter and Casimir19 was able to describe
the influence of temperature on the properties of the su
conducting state, and it is similar to the theory for liqu
helium below its lambda point. In particular, the temperat
dependence of the critical magnetic field, Eq.~6!, can be
derived from the two-fluid model. The London theory dea
with the effect of magnetic fields upon the superconduct
properties, and describes the spatial distribution of fields
currents within a superconductor.20 The Londons showed
that flux was not totally excluded from the body of a sup
conductor, but that it penetrated exponentially, from the s
face, decaying over a characteristic lengthl, the penetration
depth

H~r !5H~0!exp~2r /l!. ~8!

Associated with the gradient in field is a current

J~r !5
]H

]r
52

H~0!

l
exp~2r /l!. ~9!

Note that this current has a maximum value at the surfa
r 50, equal toHc(0)/l. This is the maximum current den
sity that a superconductor can tolerate, and for lead, for
ample, with a critical field at 4.2 K of;4.23104 A/m and a
penetration depth of;35 nm, this maximum current densit
is ;1.231012A/m2. Another important result of the Londo
theory was the conclusion that magnetic flux trapped
holes in a multiply connected superconductor, or within
body of the superconductor, must be quantized. The quan
of magnetic flux was shown to beF05h/q, where h is
Planck’s constant andq is the charge of the carrier associat
with superconductivity.

The groups at Oxford, Leiden, and Kharkov continu
their studies on alloys. The addition of 4% Bi to Pb w
sufficient to completely trap magnetic flux when an exter
field was reduced from above the critical field to zero.21 In
alloys of Pb–Ti and Bi–Ti, in increasing applied fields, flu
began to penetrate at fields well below those at which re
tance was restored.22 Rjabinin and Shubnikov’s work on
single crystals of PbTl2 clearly demonstrated the existence
two critical fields. Below the lower critical field,Hk1 ~in
their notation!, the alloy behaved as a pure metal superc
ductor, with no flux penetration. AboveHk1 flux began to
penetrate; penetration was completed at the upper cri
field Hk2 , at which point the resistance was restored.
reducing the field some hysteresis was observed, wit
small amount of flux remaining in the sample at zero field23

Thus was type-II superconductivity recognized. It also a
peared that Silsbee’s hypothesis was obeyed by alloys, if
critical current was related to the lower critical field.

Mendelssohn essayed an ingenious explanation for
two critical fields, the hysteresis and flux trapping, with h
‘‘sponge’’ model.24 This model postulated that a sponge
three-dimensional network of superconductor with a h
critical field permeated the main body of the superconduc
with a lower critical field. Flux penetration would commen
once the external field exceeded the critical value for
body of the superconductor, but penetration would not
complete until the critical field of the sponge was reach
On reducing the field, the meshes of the sponge would
flux, accounting for hysteresis. The nature of the sponge
r-

e

g
d

-
r-

e,

x-

y
e
m

l

s-

-

al
n
a

-
he

e

h
r

e
e
.
p

as

not specified, but it was assumed that the meshes were
dimension small compared to the penetration depth. Gort25

produced an alternative proposal, that the alloy superc
ductors subdivided into extremely thin regions, rather like
stack of razor blades, parallel to the applied field. This s
gestion is remarkable in the light of Goodman’s lamel
theory for type-II superconductivity.26 However, even more
prescient was Gorter’s notion of a minimum size for t
superconducting regions, foretelling the later concept of
coherence length.

Because in an ideal superconductor the flux expulsio
not complete, some surface penetration occurring, the en
required to expel the flux is less than that given by Eq.~7!,
and the actual critical field is slightly higher than that pr
dicted from complete expulsion. This effect is barely notic
able in bulk superconductors, but can become appreci
when at least one dimension of the superconductor is c
parable to, or smaller than, the penetration depth.
London27 showed that the critical field for a slab of supe
conductor, of thicknessd, in an external field parallel to the
faces of the slab is given by

H f5HcH 12
l

d
tanh

d

lJ 21/2

. ~10!

Whend is small compared tol, this reduces to

H f5)
l

d
Hc . ~11!

Thus thin films can remain superconducting to higher fiel
and carry higher currents, than can bulk superconduct
This suggestion was verified experimentally by Shalnikov
1938.28 London suggested that, if the surface energy betw
normal and superconducting regions was negative, the su
conductor would split into alternate lamellae of normal a
superconducting regions, as suggested by Gorter. Fine
ments, of diameter less than the coherence length, are
pected, by similar arguments, to have a higher critical fi
than that of the bulk. The Mendelssohn sponge could wel
a mesh of fine filaments, with superconducting propert
slightly better than those of the matrix. The filaments a
assumed to result from inhomogeneities in the two-ph
Pb–Bi alloys under investigation.

The picture emerging by mid-1935 was that, provid
they were pure and free from strain, elemental supercond
ors exhibited complete flux exclusion, a reversible transit
at a well-defined critical field, and a final state independ
of the magnetization history. Alloys, on the other han
showed gradual flux penetration starting at a field below, a
finishing at a field somewhat higher, than the critical fie
typical of a pure element. In decreasing fields the magn
zation of alloys was hysteretic, and residual trapped flux w
often retained when the applied field had returned to ze
The so-called hard elemental superconductors such as Ta
Nb showed behavior similar to that of alloys.

The research at Kharkov continued with careful mag
tization measurements on single and polycrystalline p
metals, and on single alloy crystals of Pb–Bi, Pb–In, Pb–
and Hg–Cd. Shubnikov’s final contribution to the critic
current story was systematic magnetization measuremen
a series of PbTl single crystals of differing compositions29
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These showed that the change from ideal to alloy beha
occurred at a particular concentration of the alloying ad
tion. For lesser concentrations the alloy behaved as a
metal. As the concentration was increased above this par
lar value, the field at which flux began to penetrate d
creased, and the field at which resistance was restored
creased, with increasing concentration of alloying elemen
clear picture of the change from what is now recognized
type-I superconductor to type-II superconductor was p
sented, although there was an absence of cross-referen
between the Ukrainian and Western European work. The
oretical explanation of the two types of superconductor w
still missing, as was any understanding of what really de
mined the critical current density. No further progress h
been made on these two problems when once again wor
superconductivity was frustrated by global conflict.

THEORETICAL ADVANCES 1945–1960

With the cessation of hostilities, renewed interest w
taken in superconductivity. Helium gas was now much m
readily available, its production having been accelerated
the needs of the US Navy for balloons. The developmen
the Collins liquefier allowed many more physics laborator
to indulge in studies at liquid-helium temperatures. Howev
the most startling advances were made on the theore
front.

In 1950 Ginsburg and Landau, at the Institute for Phy
cal Problems in Moscow, published their phenomenolog
theory.30 They ascribed to the superconductor an order
rameter, C, with some characteristics of a quantum
mechanical wave function.C is a function of temperature
and magnetic vector potential. The Gibbs function is e
panded in even powers ofC about the transition tempera
ture, as in Landau’s theory of phase transitions, and term
describe the magnetic energy and kinetic energy and mom
tum of the electrons are included in their expression for
Gibbs function of a superconductor in an external field. At
external surface their theory reproduces the results of
London theory. They introduced a new parameter, charac
istic of a particular superconductor,k5&l2qm0Hc /\. The
problem that they set out to solve, following the earl
speculations of H. London, was that of the surface ene
between superconducting and normal regions in the s
metal. Their results showed quite clearly that, ifk were to
have a value greater than 1/&, then superconductivity could
persist up to fields in excess of the critical field, given
H5(k/&)Hc . Ignoring the pre-War work on alloys, the
stated that for no superconductor wask.0.1, and therefore
this result was of no interest!

Pippard, with wartime experience of microwave tec
niques, was now at Cambridge, engaged in measuremen
microwave surface resistance in metals and superconduc
The anomalous skin effect in impure metals had been
plained by nonlocal effects. The behavior of an electron w
not influenced by the point value of the electric and magn
fields but by the value averaged over a volume of dimensi
equal to the electron mean free pathl. By analogy with the
explanation for the anomalous skin effect in metals, Pipp
suggested that a similar nonlocality was appropriate to su
conductors. In the London theory, the current density a
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point r is determined by the value of the magnetic vec
potential A(r ). In Pippard’s nonlocal modification of the
London theory31 the current density atr is determined byA
averaged over a volume of dimensionsj0 . An electron trav-
eling from a normal to a superconducting region can
change its wave function abruptly; the change must t
place over some finite distance. This distance is called
‘‘range of coherence,’’j0 . Pippard estimated that, for pur
~or clean! metals,j0'1 mm. The Pippard theory introduce
modifications to the penetration depth. For a clean superc
ductor, clean in this case meaning that the normal elec
mean free pathl @j0 , the penetration depth is given by

l`5@~)/2p!j0lL
2#1/3, ~12!

wherelL is the value of the penetration depth in the Lond
theory.

For alloy, or dirty superconductors, in whichl !j0 , the
theory gives a new, much greater, value for the penetra
depth,

l5lL~j0 / l !1/2, ~13!

and also a much reduced value for the coherence length

jd5~j0l !1/2. ~14!

The Ginsburg–Landauk can be shown to be approximate
equal tol/j, and for a dirty superconductor withl very small,
i.e., high electrical resistivity in the normal state,k can be
quite large, e.g.,;25 for niobium-based alloys and com
pounds, and.100 for mixed oxide high-temperature supe
conductors.

The next theoretical development was the formulation
the Bardeen–Cooper–Schrieffer~BCS! microscopic theory
for superconductivity.32 This theory, for which the authors
received the 1972 Nobel Prize for Physics, is now the
cepted theory for conventional superconductors. In superc
ductors below the transition temperature, electrons clos
the Fermi surface condense into pairs~Cooper pairs!. These
pairs are the charge carriers in superconductivity, and t
chargeq is equal to twice the charge on a single electro
The value of the flux quantum F05h/2e52.07
310215Wb. The pairs form under an attractive interactio
mediated by lattice phonons. An energy gap appears in
excitation spectrum for electrons at the Fermi level. Elect
pairs, lattice phonons, and energy gaps in superconduct
had been postulated previously, but Bardeen, Cooper,
Schrieffer were the first to put all of these together in o
theoretical framework. The energy gap is related to the c
cal temperature:

2D'3.5kTc . ~15!

This represents the energy required to break up the Co
pairs. It is possible to derive from this another estimate of
maximum current density, the depairing current. The dep
ing current density is that at which the kinetic energy of t
superconducting carriers exceeds the binding energy of
Cooper pairs. It is then energetically favorable for the co
stituent electrons in a pair to separate and cease to be s
conducting. The change in energy during scattering is ma
mized when the momentum change is maximized. T
occurs when a carrier is scattered from one point on
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Fermi surface to a diametrically opposite one, in total rev
sal of direction. The carrier velocity is given by the sum
the drift and Fermi velocities;vd1v f becomesvd2v f . The
resulting change in kinetic energy is

dEn5
1

2
m~vd2v f !

22
1

2
m~vd1v f !

2522mvdv f . ~16!

The breaking of a pair followed by scattering causes
change in energy

dEs52D22mvdv f . ~17!

For spontaneous depairing to occur,dEs must be negative
i.e., the drift velocity must be greater thanD/mv f . The de-
pairing current densityJd , which is just the drift velocity
times the carrier densityn and the carrier chargeq, must
therefore be greater thanJd5nqD/mv f . When appropriate
substitutions are made this expression forJd can be shown to
reduce toHc /l, the previously quoted expression for th
absolute maximum current density. Values of the depair
current density lie in the range 101221013A/m2.

Abrikosov, working in the same institute as Landa
made the fourth theoretical breakthrough in 1957.33 He pro-
duced a mathematical solution of the Ginsburg–Land
equations for the case whenk.1/&. His solution showed
that in a rising externally applied magnetic field, flux is e
cluded until a lower critical field,Hc1 , is exceeded. Above
Hc1 flux penetrates in the form of flux vortices, or flux line
each carrying a quantum of fluxF0 , directed parallel to the
field. The structure of these flux vortices is a normal core
radiusj, containing the flux that is supported by superc
rents circulating over a radiusl. As the applied field is in-
creased, more flux penetrates until the density of the
lines is such that the normal cores begin to overlap. T
occurs at the upper critical field, Hc25&kHc0

5F0/2pm0j2. The regime between the lower and upp
critical fields is known as the ‘‘mixed state.’’ The mutu
repulsion between the flux vortices, in the absence of
other forces acting upon them, results in the formation o
triangular flux line lattice~FLL!. The parameter of this lattice
is a051.07(F0 /B)1/2, whereB is the local value of the mag
netic induction in the superconductor. Despite being p
lished in translation, Abrikosov’s paper took some time to
fully appreciated in the West.

In 1960 Gor’kov derived the constants in the Ginsbur
Landau theory from the BCS theory.34 This trilogy of Rus-
sian theoretical work is collectively referred to as the GLA
~Ginsburg–Landau–Abrikosov–Gor’kov! theory. Supercon-
ductors with values ofk.1/&, which exhibit the mixed
state, are known as type-II superconductors. For any su
conductor, as the normal state mean free path of the e
trons, l, is reduced,j gets smaller,l gets larger, andk in-
creases. Alloying, by reducingl, raises k. This explains
Shubnikov’s observation that the change from type-I
type-II behavior, or the onset of the Shubnikov phase, occ
at a particular alloy concentration.29

APPLIED SUPERCONDUCTIVITY 1960–1986

The experimentalists had not been idle during this
riod. New superconductors, showing a steady increas
critical temperature, had been discovered: the brittle co
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pounds NbN ~15 K! in 1941, V3Si(17 K) in 1951,
Nb3Sn(18 K) in 1954, and the ductile alloys Nb–Zr~;11 K!
in 1953 and Nb–Ti~;10 K! in 1961. All of these were
type-II superconductors, with upper critical inductions w
in excess of previously known materials.Bc2 was about 12 T
for Nb–Ti and 25 T for Nb3Sn. The pioneers in this work
were the groups at Westinghouse and Bell Teleph
Laboratories.2 Whereas the critical temperature and critic
inductions were intrinsic properties of the superconduc
the critical current density was found to be strongly dep
dent upon the metallurgical state of the material. In tw
phase alloysJc was influenced by the size and dispersion
the second phase particles.35 In the niobium-based ductile
BCC alloys, it was found36 that cold deformation signifi-
cantly enhancedJc .

The problem of fabricating wire from the brittle interme
tallic Nb3Sn was solved by filling niobium tubes with a mix
ture of Nb and Sn powders in the appropriate proportio
drawing to a fine wire, and reacting to form the compound37

This material had a current density of 109 A/m2 in an induc-
tion of 8.8 T. Similar wire was wound into a solenoid whic
generated an induction of 2.85 T.38 If the reaction to form the
compound took place at the surface of the Nb and Sn p
ticles, the compound could have formed as a thr
dimensional network, just as envisaged by Mendelssohn
his sponge. Could the two-phase microstructure in the l
alloys, or the dislocations introduced by deformation of t
ductile transition metal alloys,39 constitute the elements o
Mendelssohn’s sponge? Or was there an alternative scen
If the flux vortices in the mixed state were able to interact
some way with the microstructure, this interaction could i
pede both the ingress of flux in a rising field and the egr
of flux in a falling field. This would lead to the magneti
hysteresis observed in the materials. Flux gradients resu
from nonuniform distributions of vortices can be equat
with currents.

A current flowing in a superconductor in the mixed sta
will exert a Lorentz force on the flux vortices,FL(V)5J3B
per unit volume of superconductor, orFL( l )5J3F0 per unit
length of vortex, whereF0 is a vector of strengthuF0u di-
rected along the vortex. The force acts in a direction norm
to both flux and current. Unless otherwise prevented,
vortices will move in the direction of this force, and in s
doing induce an electric fieldE5v3B, wherev is the ve-
locity of the vortices. The superconductor now shows
induced resistance, the value of which approaches that o
normal state,rn , as the magnetic induction rises toBc2 , the
upper critical induction.40 The critical current is that curren
at which a detectable voltage is produced across the su
conductor, and is therefore that current which just causes
vortices to move. If there is no hindrance to the motion of t
vortices, then aboveBc1 the critical current is zero and th
magnetization is reversible. The moving vortices do expe
ence a viscous drag, originating from dissipation in the n
mal cores. This forceFv5hv, where the coefficient of vis-
cosity h5F0•B/rn ~Ref. 40!. If the vortices interact with
microstructural features in the body of the superconduc
such as impurities, crystal defects, and second-phase pre
tates, they can be prevented from moving and beco
pinned. The pinning forceFp is a function of the microstruc-
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ture and the local value of the induction. If the current de
sity is such that the Lorentz force is less than the pinn
force, no movement of vortices will occur, and no volta
will be detected in the superconductor. If the current is
creased to a value at which the Lorentz force exceeds
pinning force, vortices will move and a voltage will be d
tected. The critical current density is that value of the curr
density at which the vortices will begin to move, i.e., wh
FL5Fp ; thus givingJc5Fp /B.

The sponge hypothesis was tested by studying an a
cial sponge fabricated by impregnating porous borosilic
glass with pure metal superconductors.41 The pores were in-
terconnected and had a diameter of 3–10 nm. At the In
national Conference on the Science of Superconductiv
held at Colgate University the following year, the majori
opinion swung in favor of pinning of flux vortices as th
origin of magnetic hysteresis and the determinant of criti
currents.42 Nevertheless, Bean’s experiments on the artific
sponge were important in leading to the concept of the c
cal state. Bean analyzed his results of magnetization m
surements on the assumption that each filament of the sp
carried either its critical current, or no current at all. As t
external field is raised, currents are induced in the outer
ments, shielding the inner filaments from the field. The fi
is able to penetrate only when the outer filament current
tains its critical value. Filaments progressively carry the cr
cal current until the flux has penetrated to the center of
sample. Reducing the field to zero leaves current flowing
all the filaments, and flux is trapped in the sample. Apply
a field in the opposite direction causes a progressive reve
of the critical current in the filaments. Bean assumed a c
cal current in the filaments independent of field. The mo
can be modified to include a field dependence of the crit
current, leading to a more realistic hysteresis curve.

The notion that the current in a superconductor is eit
everywhere equal to the critical current or zero transf
readily to the concept of a pinned Abrikosov vortex lattic
In terms of magnetization, as the external field is rais
vortices move into the superconductor. Their motion is
sisted by the pinning forces, and local equilibrium is est
lished. At each point on the invading flux front the Loren
force exactly balances the pinning force, and the local c
rent density is equal to the local value of the critical curre
density. The superconductor is in the critical state,43 a term
borrowed from soil mechanics. A heap of soil or sand,
snow on an alpine hillside, will come to equilibrium with
slope of gradient determined by gravity and friction. T
addition of more material to the pile will cause a slide un
equilibrium is re-established. The slope is metastable,
any disturbance will result in an avalanche. A similar situ
tion obtains in a superconductor in the critical state. A
force acting so as to try to move a flux vortex is just oppos
by an equal and opposite pinning force. An imposed dis
bance, resulting from either a change in the external m
netic field or in a transport current, leads to a redistribut
of flux until the critical state is restored. Spectacu
flux avalanches, or jumps, have been observed
superconductors.44 The one difference in the superconduct
is that, as the pinning force is a function of the local indu
tion, the slope of the flux front is not constant. Several e
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pirical relations have been used to describe the depend
of critical current on local magnetic induction. Surprising
the simplest possible relation, which, as it turns out, fits
data for commercial Nb–Ti conductor, namelyJc(B)
5Jc(0)(12b), whereb5B/Bc2 is the reduced induction
has been ignored.

The problem of calculating critical currents from know
details of the microstructure bears some relation to tha
calculating the mechanical properties of a structural alloy
the magnetization curve of a magnetic material. In the c
of structural alloys, elastic inhomogeneities impede
movement of crystal dislocations. In the case of magne
materials, inhomogeneities in the magnetic properties
pede the motion of domain walls. In superconductors
presence of inhomogeneity in the superconducting prope
will impede the motion of flux vortices, and superconducto
with strong pinning have been referred to as hard superc
ductors. The relation between microstructure, the proper
of the vortex lattice, and critical currents has been the sub
of several reviews, the most notable of which is that
Campbell and Evetts.45

Three factors must be considered in calculating pinn
forces: the nature of the microstructural features, or pinn
centers, responsible for pinning; the size, dispersion, and
pography of these pinning centers; and the rigidity of t
flux-line lattice. The nature of the pinning center determin
the physical basis for the pinning force. A ferromagnetic p
cipitate will react very strongly with a flux line.46 In most
cases the pins are either nonsuperconducting precipitate
voids,47 or regions whose superconductivity is modifie
such as dislocation tangles, grain and subgrain bounda
By passing through these regions the flux vortices red
their length, and hence their energy, in the superconduc
The size of pins is important, since if they have a dimens
significantly less than the coherence lengthj, their effective-
ness is reduced by the proximity effect.48 If they have dimen-
sions of the order of the penetration depthl, then local mag-
netic equilibrium within the pin can be establishe
magnetization currents will circulate around the pin, and
vortices will interact with these currents.49 The number of
pin–vortex interactions is determined by the dispersion
the pins. The topography decides whether the vortices, o
unpinned, must cut across the pins or are able to slide ro
them.

The lattice rigidity is important as, if the pinning cente
are randomly distributed, a rigid lattice will not be pinned.
practice the lattice is not rigid, and three responses to
pinning or Lorentz forces imposed upon it can be reco
nized. These forces may be such as to cause local el
distortion of the lattice; they may exceed the yield stren
of the lattice, causing local plastic deformation; or they m
exceed the shear strength of the lattice. Whichever of th
possibilities actually occurs provides the answer to wha
known as the summation problem. If the lattice undergo
elastic distortion, the situation involves collective pinning50

The vortices are weakly pinned and the supercurrent de
ties are too low to be of practical interest. This situation w
not be considered further. If the pinning forces are such a
cause local plastic deformation of the vortex lattice, the v
tices will position themselves so as to maximize the pinn



ll
he
th
r
a

th
n

rs

ra
e

t
h

in

e
a

e

g
,
ce
u
i

e
e
el

ne
s,
s

d
th
it
c
x
e
in

t

to
. In
ed
to

ial
he

. In
as

.
a

un-
ul-

ec-
of
n

ctile
es
al

ree
ns,
a
y
n
s,

to
ing
ub-
ese

z

se
ng
es.

ter-
he
n-

ine
er-

ter-

. In
in-
wn,
m
on-

719Low Temp. Phys. 27 (99–10), September–October 2001 D. Dew-Hughes
interaction. Each vortex can be assumed to act individua
and the global pinning force is just the direct sum of t
individual forces. If the pinning forces are greater than
shear strength of the vortex lattice, some vortices may
main pinned, while the main part of the lattice shears p
them.51 However, this can only happen if there are pa
down which the vortices can move without traversing a
pins.52

If the experimental critical Lorentz forceJc3B, deter-
mined from transport current measurements, is plotted ve
the reduced value of the applied magnetic induction,b, it is
found that, for a given sample, results at different tempe
tures lie on one master curve.53 The master curve takes th
form

JcB5const•Bc2
p1qbp~12b!q , ~18!

where the temperature dependence is incorporated in
temperature dependence of the upper critical induction. T
is known as a scaling law. The values of the exponentsp and
q are peculiar to the particular pinning mechanism. Scal
laws are fundamental to flux pinning.54 As an example, pin-
ning by nonsuperconducting precipitates will be consider
If an isolated vortex intersects a spherical particle of norm
material of diameterD, a volume of vortex coreDpj2 is
removed from the system. Associated with the vortex cor
an energy per unit volumeBc

2/2m0 . Thus the energy of the
system is lowered by an amountDpj2Bc

2/2m0 . The force to
move the vortex from a position in which it passes throu
the center of the particle, to a position outside the particle
this change in energy divided by an interaction distan
which in this case is clearly the diameter of the particle. Th
the force to depin an isolated vortex from a normal particle
pj2Bc

2/2m0 . The total pinning force per unit volume is th
single pin force multiplied by the number of active pins p
unit volume. In this case this latter quantity is approximat
equal to the total length of vortices per unit volume,B/F0 ,
multiplied by the volume fraction of particles,Vf . There is
an additional effect to be taken into account. In the flux-li
lattice, of reduced inductionb, the density of superelectron
and hence the superconducting condensation energy, i
duced by a factor (12b).45 The pinning force per unit vol-
ume is thus

JcB5pj2
Bc

2

2m0
~12b!

B

F0
Vf . ~19!

With the use of the expression forBc25F0/2pj2, this be-
comes

JcB5
Bc

2

4m0
b~12b!Vf . ~20!

The above derivation assumes only one vortex is pinne
each particle, and therefore the particle size must be less
the intervortex spacing. Based on the above expression,
possible to make an estimate of the maximum pinning for
and hence the maximum current density. In order to ma
mize the pinning force, all vortices must be pinned over th
entire length. This would require a microstructure consist
of continuous rods of nonsuperconductor, with diameter;j,
parallel to the applied field, and at a spacing equal to tha
the vortex lattice. In this caseVf is effectively 1, and the
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interaction distance isj. Taking Nb3Sn as an example, with
Bc51 T and j53.631029 m, and considering thatb(1
2b) has a maximum value of 0.25 atb50.5, i.e., atB
512.5 T, we find

Jc5
b~12b!

4.4p31027
•3.631029B

5
5.531013

•0.25

12.5

51012 A/m2. ~21!

Thus the maximum possible critical current density due
pinning is about one-tenth of the depairing current density
practice, of course, it is impossible to achieve this idealiz
microstructure; maximum critical current densities due
pinning are about one-hundredth of the above estimate.

The two conventional superconductors in commerc
production, the ductile transition metal alloy Nb–Ti, and t
intermetallic compound Nb3Sn, will now be examined in the
light of the ideas expressed in the previous paragraphs
order to confer stability, these conductors are fabricated
many fine filaments of superconductor in a copper matrix55

In the case of Nb–Ti, rods of the alloy are inserted in
copper matrix, and drawn down, often with repeated b
dling, drawing, and annealing schedules, to produce a m
tifilamentary composite wire. Extensive transmission el
tron microscope studies on pure Nb and V, and alloys
Nb–Ta, Nb–Zr, Nb–Ti, and Mo–Re, after cold deformatio
and annealing, have shown conclusively that, in these du
metals, pinning is due to an interaction between flux lin
and tangles of dislocations or cell walls, and not individu
dislocations.56 In these tangles the normal electron mean f
path will be less than its value in the dislocation-free regio
and the local value ofk will be increased. This led to the ide
of DK pinning,57,58 the theory for which was developed b
Hampshire and Taylor.59 The superconducting filaments i
Nb–Ti have a heavily deformed microstructure, with grain
subgrains, and nonsuperconductinga-Ti particles elongated
in the direction of drawing. The current flow is parallel
this elongated microstructure, and the Lorentz force act
on the flux vortices is such as to drive them across the s
grain and normal particle boundaries. Pinning occurs at th
boundaries and is a mixture of normal-particle andDK pin-
ning, with a pinning function in which the critical Lorent
forceJcB is proportional tob(12b).54 The critical current is
associated with the unpinning of flux vortices from the
boundaries. The derivation of the pinning function is alo
similar lines to that described above for normal particl
Theory and experiment are well matched.52 The above ex-
pression seems to hold whenever the critical current is de
mined by flux pinning with a density of pins less than t
density of flux lines. Theb term arises because, as the de
sity of flux lines increases, so does the total length of l
pinned. The (12b) term represents the decrease in sup
conducting order parameter with increasing induction.

The other commercial conductor is based on the in
metallic A15-type compound Nb3Sn. Multifilamentary con-
ductor is fabricated by some variant of the bronze process
the original version of this process, rods of niobium are
serted in a copper/tin bronze ingot as matrix, and dra
again with rebundling, to form a composite of fine niobiu
filaments in the bronze matrix. Reaction between the tin c
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tent of the bronze and the niobium at an elevated tempera
converts the latter into Nb3Sn filaments. This procedure i
necessary, as the intermetallic compound is brittle and n
deformable. The critical Lorentz force in these materials
found to obey a scaling law similar to that postulated
Kramer,51 namely b1/2(12b2). The critical current density
increases as the grain size decreases, as would be expec
the pinning occurred at the grain boundaries, and as it d
in Nb–Ti. The (12b2) term has been taken to be indicativ
of some flux shearing process, as theC66 modulus of the
flux-line lattice varies as (12b2) at high values ofb. It is not
immediately obvious as to why these two types of mate
should behave in such different fashion, as their superc
ducting parameters and scale of microstructure are not va
different. However examination of the microstructure
Nb3Sn reveals it to be very different from that of Nb–T
This is not at all unexpected, due to the very different wa
in which two microstructure are generated. That of bron
processed Nb3Sn consists of columnar grains whose axes
normal to the axes of the filaments.60 The Lorentz force will
act parallel to some of these boundaries, driving the fl
lines along them rather than across them. A path is thus
vided down which flux can shear, and the author has
forward a mechanism of flux-lattice dislocation-assis
shear.52 Values of the critical Lorentz force predicted on th
model are close both to the Kramer law and to observat
in addition the model predicts an inverse dependence oJc

on grain size, as is observed experimentally but not predic
on the Kramer theory. An alternative approach treats fl
pinned at grain boundaries as Josephson vortices.61 Trans-
verse unpinning, with vortices crossing grain boundaries
in Nb–Ti, leads to theb(12b) scaling law, while longitudi-
nal unpinning, with vortices traveling along grain boundar
as proposed for Nb3Sn, leads to theb1/2(12b2) scaling law.

HIGH-TEMPERATURE SUPERCONDUCTORS

The immediate expectation from the discovery of t
high-temperature, mixed copper oxide superconductors
that these materials could be exploited at 77 K to build el
tromagnets that would compete with permanent magnets
fering inductions in excess of 2 T. At low temperatures,
high critical fields would allow of competition with low
temperature superconductors, and the 21 T maximum ind
tion available from existing A15 conductor would b
exceeded. These high hopes have met with disappointm
the critical current densities, especially in high magne
fields, are much less than those in low-temperature super
ductors.

Typically, the critical current density as a function
applied induction for a high-temperature superconduc
shows three regimes: an initial region in which the critic
current decreases rapidly as soon as the field is turned o
region, which can be linear, falling slowly with increasin
field, and a third region in which the critical current falls
zero. The middle region may appear to be perfectly horiz
tal, indicating no dependence of critical current on appl
field. It may also extend to very high fields, especially
Bi-2212 at temperatures below 20 K. An extreme exampl
a sample of spray-pyrolized TI-1223, in which the critic
current density at 4.2 K is constant with field up to indu
re
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tions of 40 T.62 As the temperature is increased, all regions
the curve move to lower values of field and critical curre
density. In particular, the cutoff field decreases and
~negative! slope of the middle region increases. The sign
cant fundamental differences between low-temperature
high-temperature superconductors are that the latter are
isotropic and have rather small coherence lengths. Struc
ally the mixed oxide superconductors are tetragonal,
nearly-tetragonal, with lattice parametersa andb lying in the
range 0.375–0.395 nm and thec-axis parameter 3–12 time
greater. This structural anisotropy leads to anisotropy in
physical properties of the compounds. In single crystals,
critical current density in theab plane is many times greate
than that in thec direction, normal to theab plane. The
superconducting coherence lengthj is small in these com-
pounds; that in thec direction is just a few tenths of a na
nometer in length, of similar magnitude to the region of cry
tallographic disturbance in the boundary between two gra
The consequence of this small range of coherence is
grain boundaries in high-temperature superconductors ac
weak links, i.e., the superconducting wave functions in ad
cent grains are only weakly coupled to one another. T
overall critical transport current density in a superconduc
is determined by whichever is the lesser of theintragrain or
the intergrain current densities. Theintragrain current den-
sity is controlled by flux pinning, theintergrain current den-
sity is a measure of the ability of current to flow from on
grain to an adjacent grain. This latter depends upon
strength of the superconducting link across the boundary,
in the case of anisotropic superconductors, upon the rela
orientation between the two grains.63 The initial rapid drop in
Jc with field is due to many weak links between grains bei
progressively switched off as the field is increased.64

The current that is left is now being carried by the fe
strong links that exist between the grains, and the numbe
these is relatively insensitive to magnetic field. The stren
of supercurrent depends upon the proportion of grain bou
aries that are strong links. Many models have been propo
to account for the manner in which current is transferr
from grain to grain in anisotropic mixed oxid
superconductors.65 The conclusions from these models, co
firmed by experience, is that the proportion of strong lin
between grains, and hence the intergrain current, is m
mized by grain alignment. The material is textured so t
thec axis of the grains is close to being normal to the dire
tion of current flow, and that theab planes of the grains are
in near parallelism to one another. In effect, the conduc
must be as close to being a single crystal as possible.

Once a degree of texture has been established, the
rent density is further determined by flux pinning. A full
textured material will carry no appreciable current density
the pinning is weak. Conversely, a material with strong p
ning will also have a low critical current density if there is n
texture. In anisotropic materials the pinning of flux is al
anisotropic.66 The pinning strength is a function of the dire
tion of an external magnetic field relative to theab planes of
the superconductor. The critical current density is mu
higher with the field parallel to theab planes than when it is
perpendicular to them. The high-temperature supercond
ing compounds consist of groups of one, two, or three cop
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oxide layers, which are responsible for the superconductiv
separated by layers of other oxides that are essentially i
lating. With the field lying parallel to theab planes, the vor-
tices will tend to place themselves in the insulating laye
The pinning mechanism, known as intrinsic pinning, is sim
lar to that by normal particles as discussed above for lo
temperature superconductors. The maximum critical cur
density should be of the same magnitude as that estimate
Eq. ~20!. The density of pins is much greater than the dens
of flux lines, explaining the relative insensitivity of the cu
rent density to external magnetic field in the middle region
theJc versusB curve. When the applied field is normal to th
ab planes, the intrinsic pinning no longer acts to hinder flu
line motion; the critical current densities are much low
than when the field is parallel to the planes. The situation
made worse by the fact that flux lines normal to theab
planes tend to split into ‘‘pancakes.’’67 This tendency is
greater the greater the ratio of nonsuperconducting ox
layer thickness to superconducting oxide layer thickness,
hence the degree of anisotropy in the material. The ani
ropy can be reduced, and flux pinning can be enhanced
chemical substitution that distorts the crystal structure, by
addition of nonsuperconducting phases, and by irradiatio

As the applied field continues to increase, a value
reached at which the critical current falls to zero. This is
irreversibility field, above which it becomes impossible
pin flux. Irreversibility in magnetization experiments als
disappears. The magnitude of the irreversibility field d
creases as the anisotropy and tendency to form pancake
tices increases. There is controversy as to the origin of
irreversibility field. Arguments persist as to whether it
caused by flux-lattice melting or by thermally activated d
pinning. What is interesting is that the critical Lorentz for
in high-temperature superconductors in many cases foll
scaling laws similar to those found for low-temperature
perconductors. The one difference is that the reduced ind
tion used in the scaling laws is that relative to the irreve
ibility field rather than the upper critical field. There a
many examples of this in the literature. Scaling with t
irreversibility field indicates that this field is an intrins
property of the flux-line lattice.

The recently discovered superconductor MgB2, with a
critical temperature of 39 K,68 appears to be a convention
low-temperature superconductor, with well-coupled gra
and strong bulk pinning.69 Transport current densities o
108 A/m2, measured in self-field at 4.2 K, have been repor
in wires fabricated from this material.70 The nature of the
pinning sites has not yet been determined.

CONCLUSIONS

The history of the experimental facts, and the theor
developed therefrom, that have defined the understandin
the factors that control critical currents in both low- a
high-temperature superconductors, has been delineated
several critical stages opportunities have been missed. O
failed to connect critical fields with critical currents. Th
Meissner effect was discovered rather later than it ough
have been. In the late 1930s there was a lack of coopera
between the Leiden and Oxford groups on the one hand,
the Kharkov group on the other hand. Ginsburg and Lan
y,
u-

.
-
-

nt
in

y

f

-
r
is

e
nd
t-

by
e

.
s
e

-
or-
e

-

s
-
c-
-

s

d

s
of

At
es

to
on
nd
u

dismissed the possibility of superconductors having value
k.1/&. Abrikosov’s ideas were slow to be appreciate
One is tempted to ask, ‘‘Would the first proper applicatio
of superconductivity, in high field magnets, have arisen e
lier than;1960 if these delays had not occurred?’’ The a
swer is almost certainly ‘‘no.’’ The applications were cond
tional upon the discovery and development of materials w
the ability to carry high currents in high magnetic field
These discoveries did not rely upon any phenomenolog
or theoretical developments, but were, as are so many us
discoveries, purely empirical.

The critical current density in both low-temperature a
high-temperature superconductors is controlled by their
crostructure. Flux pinning in the ductile alloys based on n
bium occurs at dislocation tangles, subgrain boundaries,
interfaces with nonsuperconducting second phasesa-Ti. Flux
shear along columnar grain boundaries seems to be the
trolling mechanism in the bronze-route A15 materials. In t
high-temperature superconductors microstructural con
must provide both a high degree of texture and flux pinni
The next challenge will be to control the microstructure
MgB2.

For the pre-War history of superconductivity, I hav
drawn heavily upon P. Dahl’s bookSuperconductivity.71
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Geometric edge barrier in the Shubnikov phase of type-II superconductors
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In type-II superconductors the magnetic response can be irreversible for two different reasons:
vortex pinning and barriers to flux penetration. Even without bulk pinning and in the
absence of a microscopic Bean–Livingston surface barrier for vortex penetration, superconductors
of nonellipsoidal shape can exhibit a large geometric barrier for flux penetration. This edge
barrier and the resulting irreversible magnetization loops and flux-density profiles are computed
from continuum electrodynamics for superconductor strips and disks of constant thickness,
both without and with bulk pinning. Expressions are given for the field of first flux entryHen and
for the reversibility fieldH rev above which the pin-free magnetization becomes reversible.
Both fields are proportional to the lower critical fieldHc1 but otherwise depend only on the
specimen shape. These results for rectangular cross section are compared with the well-
known reversible magnetic behavior of ideal ellipsoids. ©2001 American Institute of Physics.
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1. SHUBNIKOV PHASE WITH ABRIKOSOV’S FLUX-LINE
LATTICE

Many metals, alloys, and compounds become superc
ducting when they are cooled below a transition tempera
Tc . This critical temperature ranges fromTc,1 K for Al,
Zn, Ti, U, and W andTc54.15 K for Hg ~the first supercon-
ductor discovered, in 1911!,1 throughTc59.2 K for Nb ~the
elemental metal with the highestTc! and Tc'23 K for
Nb3Ge ~the highest value from 1973 to 1986; see the ov
view in Ref. 2!, to the largeTc values of the high-Tc super-
conductors ~HTSCs! discovered in 1986,3 e.g.,
YBa2Cu3O72d ~YBCO, d!1!,4 with Tc'92.5 K, and
Bi2Sr2Ca2Cu3O101d ~BSCCO!,5,6 with Tc up to 120 K, and
on up to Tl2Ba2Sr2Ca2Cu3O10, with maximumTc5127 K,7

and some Hg compounds which under pressure have rea
Tc'164 K;8,9 the just recently discovered ‘‘simple’’ supe
conductor MgB2 hasTc539 K.10

The superconducting state is characterized by the v
ishing of the electric resistivityr(T) of the material and by
the complete expulsion of magnetic flux, irrespective
whether the magnetic fieldBa was applied before or afte
cooling the superconductor belowTc . The existence of this
Meissner effect proves that the superconducting state
thermodynamic state, which uniquely depends on the app
field and temperature but not on previous history. As oppo
to this, an ideal conductor expels the magnetic flux o
suddenly switched on fieldBa but also ‘‘freezes’’ in its inte-
rior the magnetic flux which was there before the conduc
ity became ideal.

Lev Shubnikov realized that some superconductors
not exhibit complete expulsion of flux, but the applied fie
partly penetrates and the magnetization of the specimen
pends on the magnetic history in a complicated way.11,12

Early theories tried to explain this by a ‘‘spongelike’’ natu
of the material, which could trap flux in microscopic curre
7231063-777X/2001/27(9–10)/9/$20.00
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loops that may become normal conducting when the cir
lating current exceeds some critical value. The true expla
tion of partial flux penetration was given in a pioneerin
work by Alexei Abrikosov in 1957.13 Abrikosov, a student of
Lev Landau in Moscow, discovered a periodic solution of t
phenomenological theory of superconductivity conceived
few years earlier by Ginzburg and Landau.14 Abrikosov in-
terpreted his solution as a lattice of parallel flux lines, no
also called flux tubes, fluxons, or Abrikosov vortex line
These flux lines thread the specimen, each carrying a qu
tum of magnetic fluxf05h/2e52.07310215T•m2. At the
center of a flux line the superconducting order parame
c(r ) ~the complex Ginzburg–Landau~GL! function! van-
ishes. The linec50 is surrounded by a tube of radius'j,
the vortex core, within whichucu is suppressed from its su
perconducting valueucu51 that it attains in the Meissne
state. The vortex core is surrounded by a circulating sup
currentJ(r ) which generates the magnetic fieldB(r ) of the
flux line. In bulk specimens the vortex current and field a
confined to a flux tube of radiusl, the magnetic penetration
depth; at large distancesr @l, the current and field of an
isolated vortex decay as exp(2r/l).

In thin films of thicknessd!l the current and magneti
field of a vortex extend to the larger distancelfilm52l2/d,
the circulating current and the parallel magnetic field at la
distancesr @lfilm decrease only as 1/r 2 and the perpendicu
lar field as 1/r 3, and the vortex core has a wider radiu
'(12lfilmj2)1/3 ~Refs. 15 and 16!. These thin-film results
have been applied to the high-Tc superconductors with lay
ered structure, defining the vortex lines as stacks of vor
disks ~‘‘pancake vortices’’! in the superconducting CuO
layers.17 The coherence lengthj(T) and magnetic penetra
tion depthl(T) of the GL theory diverge at temperatureTc

as (12T/Tc)
21/2.

The ratiok5l/j is the GL parameter of the superco
© 2001 American Institute of Physics



ra

rs

nl

le
,
u

es

t-

lle
lip
d

tio
r-

t-

au
ds
tin

r
sp
o
o

he
n-

n-

s

l

he

l

he

e
e

s,
ux

ds
s-

d

the
lly
see
ic

the

r of
lip-
they

the
es,
rk.
s,
-

his
ges
be
um
sity

n-
ti-

-II
ses
ric
-
he

724 Low Temp. Phys. 27 (99–10), September–October 2001 E. H. Brandt
ductor. Within GL theory, which was conceived for tempe
tures close to the transition temperatureTc , k is independent
of T. Abrikosov’s flux-line lattice~FLL! exists only in mate-
rials with k.1/&; these are called type-II superconducto
as opposed to type-I superconductors, which havek,1/&.
Type-I superconductors in a parallel applied fieldHa

,Hc(T) are in the Meissner state, i.e., flux penetrates o
into a thin surface layer of depthl(T), and atHa.Hc(T)
they become normal conducting. HereHc(T) is the thermo-
dynamic critical field. Type-II superconductors in a paral
applied fieldBa,Bc1(T)<Bc(T) are in the Meissner state
i.e., no magnetic flux has penetrated, and their inner ind
tion is thusB50; in the field rangeHc1(T),Ha,Hc2(T)
the magnetic flux penetrates partly in the form of flux lin
~Shubnikov phase or mixed state with 0,B,m0Ha!; and at
Ha.Hc2(T)>Hc(T) the material is in the normal conduc
ing state, and thusB5m0Ha . Hc1 andHc2 are the lower and
upper critical fields. One has

Hc1'
f0

4pl2m0
~ ln k10.5!,

Hc5
f0

2&pjlm0

, Hc25
f0

2pj2m0
5&kHc .

All three critical fields vanish forT→Tc asTc2T and have
an approximate temperature dependence}12T2/Tc

2.
If the superconductor is not a long specimen in a para

field, then demagnetization effects come into play. For el
soidal specimens with homogeneous magnetization the
magnetizing field is taken into account by a demagnetiza
factor N with 0,N,1. If N.0, flux penetration starts ea
lier, namely, into type-II superconductors atHc18 5(1
2N)Hc1 in the form of a FLL, and into type-I superconduc
ors at Hc85(12N)Hc in the form of normal conducting
lamellae; this ‘‘intermediate state’’ is described by Land
and Lifshitz;18 see also Refs. 19 and 20. GL theory yiel
that the wall energy between normal and superconduc
domains is positive~negative! for type-I ~type-II! supercon-
ductors. Therefore, atHa5Hc the homogeneous Meissne
state is unstable in type-II superconductors and tends to
into normal and superconducting domains in the finest p
sible way; this means a FLL appears with normal cores
radius'j. With allowance for demagnetization effects, t
field of first penetration of flux lines into type-II superco
ductors is thusHc18 5(12N)Hc1,(12N)Hc , and into
type-I superconductors21 Hp5@(12N)2Hc

21K2#1/2.(1
2N)Hc , with K proportional to the wall energy. Superco
ductivity disappears when the applied fieldHa reaches the
critical field Hc2 ~type-II! or Hc ~type-I!, irrespective of de-
magnetization effects, since the magnetization vanishe
this transition.

The order parameteruc(r )u2 and microscopic fieldB(r )
of an isolated flux line oriented alongz for 2k2@1 are given
approximately by22,23

uc~r !u2'1/~112j2/r 2!,

B~r !'
f0

2pl2 K0SAr 212j2

l D ,
-

y

l

c-

l
-
e-
n

g

lit
s-
f

at

with r 5(x21y2)1/2 and Biz; K0(x) is a modified Besse
function with the limits 2 ln(x) (x!1) and (p/2x)1/2exp
(2x) (x@1). This field B(r ) exactly minimizes the GL
free energy if the above variational ansatzuc(r )u2 is inserted.
The maximum field occurs in the vortex core,Bmax

5B(0)'(f0/2pl2)ln k'2Bc1 ~still for 2k2@1!. From this
B(r ) one obtains the current density circulating in t
vortex J(r )5m0

21uB8(r )u5(f0/2pl2m0)(r /l r̃ )K1( r̃ /l),
with r̃ 5(r 212j2)1/2. Inserting for the modified Besse
function K1(x) the approximation K1(x)'1/x valid
for x!1, one obtains the maximum current densityJmax

5J(r5&j)'f0 /(4&pl2jm0)5(27/32)1/2J0 where J05f0 /
(3)pl2jm0) is the ‘‘depairing current density,’’ i.e., the
maximum supercurrent density which can flow within t
GL theory in planar geometry~see, e.g., Tinkham24!. Thus,
for large k@1 the field in the flux-line center is twice th
lower critical field, and the maximum vortex current is th
depairing current.

A curious property of the flux-line lattice is its softnes
which is due to the long range interaction between the fl
lines over several penetration lengthsl, a distance which
typically is much larger than the flux-line spacing. This lea
to ‘‘nonlocal’’ elastic behavior and to highly dispersive ela
tic moduli for compression@c11(k)# and tilt @c44(k)#, while
the very small shear modulus@c66!c11(0)'c44(0)'B2/m0

for B.m0Hc1# does not depend on the wave vectork of the
strain field.25 For more properties of the ideal and pinne
FLL, also in the highly anisotropic or layered high-Tc super-
conductors, see the reviews on Refs. 26 and 27, and for
rather complex statistical theory of pinning and therma
activated depinning of vortex lines and pancake vortices,
the review in Ref. 28. The properties of the ideally period
FLL have recently been computed with high accuracy for
entire ranges of the induction 0,B,m0Hc2 and of the GL
parameter 1/&,k,` by an iteration method.29

The present paper considers the magnetic behavio
superconductors which are not long cylinders or ideal el
soids but have a more realistic constant thickness, i.e.,
have rectangular cross section in the planes containing
direction of the magnetic field. For such realistic geometri
the concept of a demagnetization factor does not wo
Moreover, a new type of magnetic irreversibility occur
which is not related to flux-line pinning but to the nonellip
soidal cross section that causes a ‘‘geometric barrier.’’ T
barrier delays the penetration of flux lines at the four ed
of the rectangular cross section of the specimen. It will
shown that this problem can be treated within a continu
approach, which considers the induction and current den
averaged over a few cells of the FLL.

2. MAGNETIC IRREVERSIBILITY

The irreversible magnetic behavior of type-II superco
ductors usually is caused by pinning of the Abrikosov vor
ces at inhomogeneities in the material.30 However, similar
hysteresis effects have also been observed31 in type-I super-
conductors, which do not contain flux lines, and in type
superconductors with negligible pinning. In these two ca
the magnetic irreversibility is caused by a geomet
~specimen-shape dependent! barrier which delays the pen
etration of magnetic flux but not its exit. In this respect t
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macroscopicgeometric barrier behaves in a manner simi
to the microscopic Bean–Livingston barrier32 for straight
vortices penetrating at a parallel surface. In both cases
magnetic irreversibility is caused by the asymmetry betw
flux penetration and exit. The geometric irreversibility
most pronounced for thin films of constant thickness in
perpendicular field. It is absent only when the superc
ductor is of exactly ellipsoidal shape or is tapered like
wedge with a sharp edge where flux can penetrate easily
to the large local enhancement of the external magnetic fi
at this edge in a diamagnetic material.

Ellipsoids are a particular case. In superconducting el
soids the inward directed driving force exerted on the vor
ends by the surface screening currents is exactly com
sated by the vortex line tension.27,33An isolated vortex line is
thus in an indifferent equilibrium at any distance from t
specimen center. The repulsive vortex interaction there
yields a uniform flux density, and the magnetization is
versible. However, in specimens of constant thickness~i.e.,
of rectangular cross section! this line tension opposes th
penetration of flux lines at the four corner lines, thus caus
an edge barrier; but as soon as two penetrating vortex
ments join at the equator, they contract and are driven to
specimen center by the surface currents; see Figs. 1 and
opposed to this, when the specimen profile is tapered and
a sharp edge, the driving force of the screening currents e
in very weak applied fields exceeds the restoring force of
line tension, so that there is no edge barrier. The resul
absence of hysteresis in wedge-shaped samples was c
shown by Morozovet al.34

For thin superconductor strips with an edge barrier
elegant analytical theory of the field and current profiles
been presented by Zeldovet al.35 using the theory of com-
plex functions; see also the calculations in Refs. 36 and

FIG. 1. Field lines of the inductionB(x,y) in strips with aspect ratiob/a
52 ~top! andb/a50.3 ~bottom! in a perpendicular magnetic fieldHa . Top
left: Ha /Hc150.66, in increasing field shortly before the entry fie
Hen/Hc150.665. Top right: Ha /Hc150.5, decreasing field. Bottom
Ha /Hc150.34 in increasing field just aboveHen/Hc150.32. Note the
nearly straight field lines in the corners, indicating the tension of the
lines. The field lines of cylinders look very similar.
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With increasing applied fieldHa , the magnetic flux does no
penetrate until an entry fieldHen is reached; atHa5Hen the
flux immediately jumps to the center, from where it grad
ally fills the entire strip or disk. This behavior in increasin
Ha is similar to that of thin films with artificially enhance
pinning near the edges,36,38 but in decreasingHa the behav-
ior is different: In films with enhanced edge pinning~critical
current densityJc

edge! the current densityJ at the edge imme-
diately jumps from1Jc

edge to 2Jc
edge when the ramp rate

reverses its sign, while in pin-free films with a geomet
barrier the current density at the edge first stays constan
even increases and then gradually decreases and reache
at Ha50. For pin-free thin strips the entry fieldHen was
estimated in Refs. 35, 39, and 40.

The outline of the present work is as follows. Section
discusses the reversible magnetic behavior of pin-free su
conductor ellipsoids. The effective demagnetization factor
long strips~or slabs! and circular disks~or cylinders! with
rectangular cross section 2a32b is given in Sec. 4. In Sec. 5
appropriate continuum equations and algorithms are p
sented that allow one to compute the magnetic irreversib
caused by pinning and/or by the geometric barrier in type
superconductors of arbitrary shape, in particular, strips
disks of finite thickness. Results for thick long strips a
disks or cylinders with arbitrary aspect ratiob/a are given in
Sec. 6 for pin-free superconductors and in Sec. 7 for su
conductors with arbitrary bulk pinning. In particular, explic
expressions are given for the field of first flux entryHen and

x

FIG. 2. 3D plots of the screening current densityJs(x,y), Eq. ~11!, in
superconductor strips withb/a52 ~top! andb/a50.3 ~bottom! as in Fig. 1.
Shown is the limit of small applied fieldHa!Hc1 before magnetic flux has
penetrated. For better presentation the depictedJs(x,y) is smeared over a
few grid cells.
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for the reversibility fieldH rev above which the magnetizatio
curve is reversible and coincides with that of an ellipsoid

3. ELLIPSOIDS

First consider the known magnetization of ideal elli
soids. If the superconductor is homogeneous and isotro
the magnetization curves of ellipsoidsM (Ha ;N) are revers-
ible and may be characterized by a demagnetizing factoN.
If Ha is along one of the three principal axes of the ellipso
then N is a scalar with 0,N<1. One hasN50 for long
specimens in a parallel field,N51 for thin films in a perpen-
dicular field, N51/2 for transverse circular cylinders, an
N51/3 for spheres. For general ellipsoids with semi-axesa,
b, c along the Cartesian axesx, y, z, the three demagnetizin
factors along the principal axes satisfyNx1Ny1Nz51. For
ellipsoids of revolution witha5b one hasNx5Ny5(1
2Nz)/2, where for ‘‘cigars’’ witha5b,c and for disks with
a5b.c with eccentricitye5u12c2/a2u1/2 one obtains18

Nz5
12e2

e3 ~arctanhe2e!, ~cigar!,

Nz5
12e2

e3 ~e2arctane!, ~disk!. ~1!

For thin ellipsoidal disks witha.b@c one has41

Nz512
c

b
E~k!, ~2!

where E(k) is the complete elliptic integral of the secon
kind with k2512b2/a2.

When the magnetization curve in parallel field is know
M (Ha ;0)5B/m02Ha , whereB is the flux density inside
the ellipsoid, then the homogeneous magnetization of
general ellipsoid,M (Ha ;N), follows from the implicit equa-
tion

Hi5Ha2NM~Hi ;0!. ~3!

Solving Eq.~3! for the effective internal fieldHi , one ob-
tains M5M (Ha ;N)5M (Hi ;0). In particular, for the
Meissner state (B50) one findsM (Ha ;0)52Ha and

M ~Ha ;N!52
Ha

12N
for uHau<~12N!Hc1 . ~4!

At the lower critical fieldHc1 one hasHi5Hc1 , Ha5Hc18
5(12N)Hc1 , B50, andM52Hc1 . Near the upper critica
field Hc2 one has an approximately linearM (Ha ;0)
5g(Ha2Hc2),0 with g.0, yielding

M ~Ha ;N!5
g

11gN
~Ha2Hc2! for Ha'Hc2 . ~5!

Thus, if the slopeg!1 is small~and in general, ifuM /Hau
!1 is small!, demagnetization effects may be disregard
and one hasM (Ha ;N)'M (Ha ;0).

The ideal magnetization curve of type II super condu
tors with N50, M (Ha ;0) or B(Ha ;0)/m05Ha

1M (Ha ;0) may be calculated from Ginzburg–Landa
theory,29 but to illustrate the geometric barrier any oth
model curve may be used providedM (Ha ;0)52M
(2Ha ;0) has a vertical slope atHa5Hc1 and decrease
ic,

,

e

,

-

monotonically in size forHa.Hc1 . Below for simplicity I
shall assumeHc1!Hc2 ~i.e., large GL parameterk@1! and
Ha!Hc2 . In this case one may use the modelM (Ha ;0)
52Ha for uHau<Hc1 and

M ~Ha ;0!5~Ha /uHau!~ uHau32Hc1
3 !1/32Ha ~6!

for uHau.Hc1 , which well approximates the pin-free G
magnetization.29

4. THICK STRIPS AND DISKS IN THE MEISSNER STATE

In nonellipsoidal superconductors the inductionB(r ) in
general is not uniform and so the concept of a demagnetiz
factor does not work. However, when the magnetic mom
m51/2*r3J(r )d3r is directed alongHa , one may define an
effective demagnetizing factorN which in the Meissner state
(B50) yields the same slopeM /Ha521/(12N), Eq. ~2!,
as an ellipsoid with thisN. Here the definitionM5m/V with
m5m•Ha /Ha and specimen volumeV is used. In particular,
for long strips or slabs and circular disks or cylinders w
rectangular cross section 2a32b in a perpendicular or axia
magnetic field along the thickness 2b, approximate expres
sions for the slopesM /Ha5m/(VHa) are given in Refs. 42
and 43. Using this and definingq5(uM /Hau21)(b/a), one
obtains the effectiveN for any aspect ratiob/a in the form

N5121/~11qa/b!,

qstrip5
p

4
10.64 tanhF0.64

b

a
lnS 1.711.2

a

bD G ,
qdisk5

4

3p
1

2

3p
tanhF1.27

b

a
lnS 11

a

bD G . ~7!

In the limits b!a and b@a, these formulas are exact, an
for generalb/a the relative error is,1%. Fora5b ~square
cross section! they yield for the stripN50.538 ~while N
51/2 for a circular cylinder in a perpendicular field! and for
the short cylinderN50.365~while N51/3 for a sphere!.

5. COMPUTATIONAL METHOD

To obtain the full, irreversible magnetization curve
M (Ha) of nonellipsoidal superconductors one has to res
to numerics. Appropriate continuum equations and al
rithms have been proposed recently by Labusch and Doy44

and by the author,45 based on the Maxwell equations and o
constitutive laws which describe flux flow and pinning
thermal depinning, and the equilibrium magnetization in a
sence of pinning,M (Ha ;0). For arbitrary specimen shap
these two methods proceed as follows.

While the method of Ref. 44 considers a magne
charge density on the specimen surface which causes a
fective field H i(r ) inside the superconductor, our method45

couples the arbitrarily shaped superconductor to the exte
field B(r ,t) via surface screening currents: In a first step
vector potentialA(r ,t) is calculated for given current densit
J; then this linear relation~a matrix! is inverted to obtainJ
for givenA and givenHa ; next the induction law is used to
obtain the electric field@in our symmetric geometry one ha
E(J,B)52]A/]t#, and finally the constitutive lawE
5E(J,B) is used to eliminateA andE and obtain one single
integral equation forJ(r ,t) as a function ofHa(t), without
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having to computeB(r ,t) outside the specimen. This metho
in general is fast and elegant; but so far the algorithm
restricted to aspect ratios 0.03,b/a,30, and to a number o
grid points not exceeding 1400~on a personal computer!.
Improved accuracy is expected by combining the method
Refs. 44~working best for smallb/a! and 45. Here I shall
use the method of Ref. 45 and simplify it to the tw
dimensional~2D! geometry of thick strips and disks.

In the 2D geometry of thick strips42 or short cylinders43

in an applied magnetic fieldBa5m0Ha5¹3Aa alongy, one
writes r5(x,y) or r5(r,y) ~in cylindrical coordinatesr, w,
y!. For a uniform applied field the applied vector potential
these two geometries readsAa52xBa or Aa52rBa/2. The
current densityJ(r ,t), electric fieldE(r ,t), and vector po-
tential A(r ,t) now have only one component oriented alo
z or w and denoted byJ, E, A. The method42,43,45describes
the superconductor by its current densityJ(r ,t), from which
the magnetic field B(x,y,t)5(Bx ,By) or B(r,y,t)
5(Br ,By), the magnetic momentm(t) ~along y!, and the
electric field E(r ,t)5E(J,B,r 8) follow directly or via the
constitutive law E5E(J,B). For high inductions B
@m0Hc1 one hasB'm0H everywhere andJ52m0

21¹2(A
2Aa). The current densityJ is then obtained by time
integrating the following equation of motion:

J~r ,t !52
1

m0
E

V
d2r 8K~r ,r 8!@E~J,B!1Ȧa~r 8,t !#. ~8!

Here K(r ,r 8)5Q(r ,r 8)21 is an inverse integral kernel ob
tained by inverting a matrix; see Refs. 42 and 43 for deta
The kernelsQ andK apply to the appropriate geometry an
relateJ to the current-caused vector potentialA2Aa in the
~here trivial! gauge¹•A50 via integrals over the specime
volumeV,

A~r !5m0E
V
d2r 8Q~r ,r 8!J~r 8!1Aa~r !, ~9!

J~r !5
1

m0
E

V
d2r 8K~r ,r 8!@A~r 8!2Aa~r 8!#. ~10!

The Laplacian kernel Q is universal, e.g., Q(r ,r 8)
52(1/2p)lnur2r 8u for long strips with arbitrary cross sec
tion, but the inverse kernelK depends on the shape of th
specimen cross section. PuttingA(r 8)50 in Eq.~10! ~Meiss-
ner state!, one sees that

Js~r !52
1

m0
E

V
d2r 8K~r ,r 8!Aa~r 8! ~11!

is the surface screening current caused by the applied fi
In particular, one hasJs(r )50 inside the superconductor. I
our above methodJs automatically is restricted to the laye
of grid points nearest to the surface; see Fig. 2. Analyt
expressions for the currentJs in thick rectangular strips with
applied field Ha and/or applied currentI a were recently
given46 for this limit of vanishing magnetic penetration dep
l→0. Finite l.0 may be introduced into these comput
tions by modifying the integral kernel according to Ref. 4
K(r ,r 8)5@Q(r ,r 8)1l2d(r2r 8)#21. The resulting screen
ing current then flows in a surface layer of finite thicknessl.
s

of

.

ld.

l

:

If one is interested also in low inductions one has
generalize Eq.~8! to general reversible magnetizationH
5H(B). This is achieved by replacing in the constitutive la
E(J,B) the actual current densityJ5m0

21¹3B by the effec-
tive current densityJH5¹3H which drives the vortices and
thereby generates an electric fieldE. That JH5¹3H(B,r )
enters the Lorentz force is rigorously proven by Labusch44

Within the London theory this important relation may also
inferred from the facts that the force on a vortex is det
mined by thelocal current density at the vortex center, whi
the energy densityF of the vortex lattice is determined b
the magnetic field at the vortex centers. Thus,JH5¹
3(]F/]B) is the average of the current densities at the v
tex centers, which in general is different from the curre
densityJ5m0

21¹3B averaged over the vortex cells. In ou
2D geometry one thus has to replace in Eq.~8!

E@J~r 8!,B~r 8!#→E@JH~r 8!,B~r 8!#, ~12!

where JH5]Hy /]x2]Hx /]y depends on the reversibl
constitutive lawH(B)5]F/]B with Hx5H(B)Bx /B, Hy

5H(B)By /B, andB5(Bx
21By

2)1/2.
The boundary condition onH(r ) is simply that one has

H5B/m0 at the surface~and in the vacuum outside the su
perconductor, which does not enter our calculation!. This
boundary condition may be forced by an appropriate spa
dependent constitutive lawH5H(B,r ), which outside and at
the surface of the superconductor is triviallyH5B/m0 . The
specimen shape thus enters in two places: via the inte
kernelK(r ,r 8) and via the constitutive lawH5H(b,r ).

To compute the inductionB(r ) enteringH(B), for maxi-
mum accuracy one should not use the derivativeB5¹3A
but the Biot–Savart integral

B~r !5E
V
d2r 8L ~r ,r 8!J~r 8!1Ba~r ! ~13!

with a suitable kernelL (r ,r 8). The accuracy of the metho
then depends mainly on the algorithm used to compute
derivative JH5¹3H. A useful trick is to computeJH as
JH5J1¹3(H2B/m0), whereH2B/m0 is typically small
and vanishes at the surface.

For the following computations I use simple models f
the constitutive laws of an isotropic homogeneous type
superconductor without the Hall effect, though our metho45

is more general. With Eq.~6! andH5B/m02M one has

H~B!5m0
21@Bc1

3 1B3#1/3 ~14!

with Bc15m0Hc1 . A simple B-dependent current–voltag
law which describes pinning, thermal depinning, and fl
flow is E(J,B)5r(J,B)J, with

r~J,B!5r0B
~J/Jc!

s

11~J/Jc!
s . ~15!

This model has the correct limitsr}Js, ~J!Jc , flux creep!
and r5r0B5rFF ~J@Jc , flux flow, r05const!, and for
large creep exponents@1 it reduces to the Bean critica
state model. In general the critical current densityJc

5Jc(B) and the creep exponents(B)>0 will depend onB.
For pin-free superconductors (Jc→0) this expression de
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scribes usual flux flow, i.e., viscous motion of vortices,E
5rFF(B)J, with the flux-flow resistivity rFF}B, as it
should be.

6. PIN-FREE SUPERCONDUCTORS

The penetration and exit of flux computed from Eq
~8!–~15! is visualized in Figs. 1–3 for isotropic strips an
disks without volume pinning, using a flux-flow resistivit
rFF5r0B(r ) with r05140 ~strip! or r0570 ~disk!, in units
whereHc15a5m05udHa /dtu51. Figure 1 shows the field
lines of B(x,y) in two pin-free strips with aspect ratiosb/a
52 andb/a50.3; Fig. 2 shows the surface screening c
rents in the same strips before flux has penetrated; and F
plots some induction profiles in a strip and some hyster
loops of the magnetization and of the induction at the cen
of a strip and disk.

The profiles of the inductionBy(r ,y) taken along the
midplaney50 of the thick disk in Fig. 3 have a pronounce
minimum near the edger 5a, which is the region where
strong screening currents flow. Away from the edges,
current densityJ5¹3B/m0 is nearly zero; note the paralle
field lines in Fig. 1. The quantityJH5¹3H(B), which en-
ters the Lorentz force densityJH3B, is even exactly zero
since we assume the absence of pinning and the viscous
force is small. Our finite flux-flow parameterr0 and finite
ramp ratedHa /dt561 mean a dragging force which, sim

FIG. 3. The axial magnetic inductionBy(r ,y) in the midplaney50 of a
pin-free superconductor disk with aspect ratiob/a50.3 in increasing field
~solid lines! and then decreasing field~dashed lines!, plotted atHa /Hc1

50.4, 0.42, ..., 0.5, 0.52, 0.6, 0.7, 0.8, 0.7, 0.6, ..., 0.1, 0~a!. The induction
By(0,0) as the center of the same disk~solid line! and of a strip~dashed
line!, both with b/a50.3. The symbols mark the field values at which t
profiles are taken. Also shown are the magnetization loops for the same
and strip and the corresponding reversible magnetization~dotted lines! ~b!.
.

-
. 3
is
r

e

rag

lar to pinning, causes a weak hysteresis and a small rema
flux at Ha50; this artifact is reduced by choosing a larg
resistivity or a slower ramp rate.

In Fig. 3 the inductionB05By(0,0) in the specimen cen
ter performs a hysteresis loop very similar to the magnet
tion loops M (Ha) shown in Figs. 3 and 4. Both loops ar
symmetric, M (2Ha)52M (Ha) and B0(2Ha)
52B0(Ha). The maximum ofM (Ha) defines a field of first
flux entryHen, which closely coincides with the fieldHen8 at
which By(0,0) starts to appear. The computed entry fields
well fitted by

Hen
strip/Hc15tanhA0.36b/a,

Hen
disk/Hc15tanhA0.67b/a. ~16!

These formulas are good approximations for all aspect ra
0,b/a,`; see also the estimates ofHen'Ab/a for thin
strips in Refs. 35 and 39.

The virgin curve of the irreversibleM (Ha) of strips and
disks at smallHa coincides with the ideal-Meissner straig
line M52Ha /(12N) of the corresponding ellipsoid, Eqs
~4!, ~7!. When the increasingHa approachesHen, flux starts
to penetrate into the corners in the form of almost strai
flux lines ~Fig. 1!, and thusuM (Ha)u falls below the Meiss-
ner line. AtHa5Hen flux penetrates and jumps to the cent
and uM (Ha)u starts to decrease. In decreasingHa , this bar-
rier is absent. As soon as flux exit starts, all our calcula
M (Ha) exhibit strong ‘‘numerical noise,’’ which reflects th
instability of this state. Similar but weaker noise occurs
the onset of flux penetration.

As can be seen in Fig. 4, above some fieldH rev, the
magnetization curveM (Ha) becomes reversible and exact
coincides with the curve of the ellipsoid defined by Eqs.~3!,
~6!, and ~7! ~in the quasistatic limit withr0

21dHa /dt→0!.
The irreversibility fieldH rev is difficult to compute since it
depends slightly on the choices of the flux-flow parameterr0

~or ramp rate! and of the numerical grid, and also on th
model forM (Ha ;0). In theinterval 0.08<b/a,5 we find,
with relative error of 3%,

isk

FIG. 4. The irreversible magnetization curves2M (Ha) of pin-free circular
disks and cylinders with aspect ratiosb/a50.08, 0.15, 0.25, 0.5, 1, 2, 5, an
` in an axial field ~solid lines!. Here the irreversibility is due only to a
geometric edge barrier for flux penetration. The reversible magnetiza
curves of the corresponding ellipsoids defined by Eqs.~3!, ~6!, and~7! are
shown as dashed lines.
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H rev
strip/Hc150.6510.12 ln~b/a!,

H rev
disk/Hc150.7510.15 ln~b/a!. ~17!

This fit obviously does not apply to very smallb/a!1 ~since
H rev should exceedH rev.0! nor to very largeb/a@1 ~where
H rev should be close toHc1!. The limiting value ofH rev for
thin films with b!a is thus not yet known.

Remarkably, the irreversible magnetization curv
M (Ha) of pin-free strips and disks fall on top of each oth
if the strip is chosen twice as thick as the disk, (b/a)strip

'2(b/a)disk. This striking coincidence holds for all aspe
ratios 0,b/a,` and can be seen from each of Eqs.~7!,
~16!, and ~17!. The effectiveN @or virgin slope 1/(12N)#,
the entry fieldHen, and the reversibility fieldH rev are nearly
equal for strips and disks with half thickness, or for slabs a
cylinders with half length.

Another interesting feature of the pin-free magnetizat
loops is that the maximum ofuM (Ha)u exceeds the maxi
mum of the reversible curve~equal toHc1! when b/a,0.8
for strips andb/a,0.4 for disks, but at largerb/a it falls

FIG. 5. The magnetization curvesM (2Ha)52M (Ha) of a thick disk with
aspect ratiob/a50.25 and constantHc1 for various pinning strengths,Jc

50, 0.25, 0.5, 1, 1.5, 2, 3, 4 in units ofHc1 /a, and various sweep ampli
tudes. Bean model. The inner loop belongs to the pin-free disk (Jc50), the
outer loop to strongest pinning. The reversible magnetization curve of
corresponding ellipsoid is shown as a dashed curve.

FIG. 6. Magnetization curves of a disk as in Fig. 5 but withJc5const and
for various lower critical fieldsHc1 in units of aJc . Bean model.
s

d

n

below Hc1 . The maximum magnetization may be estimat
from the slope of the virgin curve 1/(12N), Eq. ~7!, and
from the field of first flux entry, Eq.~16!.

Formulas~7!, ~16!, and~17! are derived essentially from
first principles, with no assumptions but the geometry a
finite Hc1 . They should be used to interpret experiments
superconductors with no or very weak vortex pinning.
present it is not clear how the presence of a microsco
Bean–Livingston barrier may modify these continuum the
retical results.

7. SUPERCONDUCTORS WITH PINNING

Figures 5–8 show how the irreversible magnetizat
loops of disks withb/a50.25 ~and in Fig. 9 for a thinner
disk with b/a50.125! are modified when volume pinning i
switched on. In Figs. 5, 6, and 9, pinning is described by
Bean model with constant critical current densityJc , while
in Figs. 7 and 8 the Kim model is used with an inductio
dependentJc(B)5Jc0 /(113uBu/BK), with BK5m0Hc1/3

e

FIG. 7. Magnetization curves of the same disk as in Fig. 5 but for the K
model, Jc(B)5Jc0 /(113uBu/Bc1) for various pinning strengthsJc050,
0.25, 0.5, 1, 1.5, 2, 3, 4 in units ofHc1 /a. Presentation as in Fig. 5.

FIG. 8. Magnetization curves as in Fig. 6 but for the Kim modelJc(B)
5Jc0 /(113uBu/aJc0) with Jc05const for variousHc150, 0.1, 0.2, 0.35,
0.5, 0.7, 1 in units ofaJc0 . Also depicted are the pin-free magnetizatio
~line with dots; M and Ha here are in unitsHc1 since Jc050! and the
irreversible magnetization of the corresponding ellipsoid.
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~Fig. 8! or BK5m0aJc0/3 ~Fig. 9!. In Figs. 5, 7, and 9,Hc1 is
held constant; with increasingJc or Jc0 ~in natural units
Hc1 /a! the magnetization loops are inflated nearly sy
metrically about the pin-free loop or about the reversi
curve ~aboveH rev!, and the maximum ofuM (Ha)u shifts to
higher fields. AboveH rev the width of the loop is nearly
proportional toJc , as expected from theories42,43 which as-
sumeHc150, but at small fields the influence of finiteHc1 is
clearly seen up to rather strong pinning.

In Figs. 6 and 8,Jc or Jc0 is held constant andHc1

increased from zero~in the natural unitsaJc!. As expected,
the influence of finiteHc1 is most pronounced at small ap
plied fieldsHa , where it causes a peak in2M even in the
Bean magnetization curves, which without consideration
Hc1 consist of two monotonic branches and a monoto
virgin curve. Within the Kim model, or with any decreasin
Jc(B) dependence, the magnetization loops exhibit a ma
mum even whenHc150 is assumed.48 With increasingHc1

this maximum becomes sharper and shifts to larger fields~cf.
Fig. 8!. Comparing Figs. 5 and 9, one sees that for superc
ductor disks with pinning and withHc1.0, the peak in
2M (Ha) becomes more pronounced and shifts towa
smaller applied fields when the disk thickness is decreas

In the classical Bean model, i.e., if the lower critical fie
Hc1 and theB dependence ofJc(B) are disregarded~both
conditions are satisfied whenB is sufficiently high!, there
exist analytical solutions for the critical state not only for t
simple longitudinal geometry32 but also for the more realistic
geometries of thin disks in an axial field49 and for long thin
strips in a perpendicular field.50 Interestingly, the expression
for the profiles of the current density,J(r) and J(x), have
identical form in these two geometries, but an analytical
pression for the magnetic field profiles,By(r) and By(x),
exists only for the strip geometry but not for the disk. R
cently the critical-state problem has been solved also for
ellipsoidal disks in a perpendicular magnetic field;41 this gen-
eral solution contains the circular disk and long strip as li
iting cases. Exact solutions were also obtained when
critical current density in thin films depends on the orien
tion of the local magnetic field with respect to the film plan
i.e., on the inclination angle of the flux lines.51 This out-of-

FIG. 9. Same magnetization curves as in Fig. 5 but for a thinner disk w
aspect ratiob/a50.125 for various degrees of pinningJca/Hc150, 0.25,
0.5, 1, 1.5, 2, 3, 4 and constantHc1 .
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plane anisotropy of pinning occurs, e.g., in high-Tc super-
conductors with layered structure.
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The behavior of the ensemble of vortices in the Shubnikov phase in biaxially oriented films of
the high-temperature superconductor YBa2Cu3O72d ~YBCO! in an applied magnetic field
is investigated for different orientations of the field. The techniques used are the recording of the
current–voltage characteristics in the transport current and of resonance curves and
damping of a mechanical oscillator during the passage of a transport current. It is shown that the
behavior of the vortex ensemble in YBCO films, unlike the case of single crystals, is
determined by the interaction of the vortices with linear defects—edge dislocations, which are
formed during the pseudomorphic epitaxial growth and are the dominant type of defect
of the crystal lattice, with a density reaching 1015 lines/m2. The effective pinning of the vortices
and the high critical current density~Jc>331010A/m2 at 77 K! in YBCO films are due
precisely to the high density of linear defects. New phase states of the vortex matter in YBCO
films are found and are investigated in quasistatics and dynamics; they are due to the
interaction of the vortices with crystal defects, to the onset of various types of disordering of the
vortex lattice, and to the complex depinning process. A proposedH –T phase diagram of
the vortex matter for YBCO films is proposed. ©2001 American Institute of Physics.
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INTRODUCTION

It was first shown by the Ukrainian physicist L. V. Shu
nikov back in 19361 that in superconducting alloys there e
ists a wide range of magnetic fields at which the Meiss
effect gradually diminishes and the magnetic flux penetra
into the volume of the superconductor. In that case the
sponse of the superconductor to an increase in the exte
magnetic field~i.e., the magnetization curves! have a com-
pletely different form than in the case of pure metals, i
type-I superconductors. The term ‘‘type-II superconducto
was first used for alloys and compounds by Abrikosov
1957 in developing a consistent theory of type
superconductors.2 This theory made it possible to understa
the experimental results of Shubnikov on the basis of
concepts of flux quantization and the penetration of magn
field into type-II superconductors in the form of a lattice
Abrikosov vortices. On theH –T phase diagram~i.e., the
diagram in magnetic field versus temperature! the phase in
which a type-II superconductor is threaded by vortices
magnetic flux quanta—has ever since that time been ca
the Shubnikov phase. As time went on, it became clear
vortex states in superconductors are very complex and
verse while at the same time being exceedingly important
understanding the behavior of superconductors in an elec
magnetic field and under current loading. A new field
physics has arisen, which might be called vortex-ma
physics. In this article we examine the features of the vor
7321063-777X/2001/27(9–10)/15/$20.00
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state in films of the moderately anisotropic high-temperat
superconductor~HTSC! YBa2Cu3O72d ~YBCO!.

1. QUANTIZED VORTICES IN A SUPERCONDUCTOR

The penetration of magnetic field into a type-II supe
conductor occurs in the form of quantized vortex lines
flux lines. Each such flux line carriers a quantum of magne
flux, F05hc/2e52.07310215 T•m2, and has a norma
core, which in an isotropic superconductor is a thin norm
cylinder along the magnetic field. The radius of this cylind
the vortex core, is equal to the coherence lengthj ~an impor-
tant scale length in a superconductor, which in the mic
scopic theory is defined as the distance between interac
electrons in a Cooper pair and in the Ginzburg–Landau~GL!
phenomenological theory, as the distance at which the su
conducting order parameter varies from its maximum to z
at a superconductor/normal metal boundary!.3 Around the
normal core flows an undamped supercurrent, which in i
tropic type-II superconductors is oriented in such a way t
the magnetic field induced by it is directed along the co
and coincides with the direction of the external field. T
vortex current flows in a region with a radius of the order
l, the London penetration depth of a weak magnetic fie
For a type-II superconductor this region is much larger th
j, and this is a consequence of the fact thatsns,0 in a
type-II superconductor, i.e.,l@j. The penetration of vorti-
ces into a type-II superconductor becomes energetically
© 2001 American Institute of Physics
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vorable in an external fieldHext.Hc1 ~Hc1 is the first, or
lower, critical field!. Penetrating into the volume of th
type-II superconductor, the vortices are spaced a dista
a0}(F0 /H)1/2 apart, and whena0<l they begin to interact
~repelling each other! owing to the Lorentz forcefL51/c @ j
3F0#, forming a regular triangular lattice in the transver
cross section.3,4

2. VORTEX STATE—A NEW FORM OF CONDENSED
MATTER

A powerful impulse for the further development of th
physics of the vortex state was obtained after the discov
of high-Tc superconductors in 1986. This was because of
important circumstances: first, the critical temperature
HTSC cuprates is so high that they become superconduc
at temperatures where thermal fluctuations play an ap
ciable role, since their energy becomes comparable to
elastic energy of a vortex and/or of the vortex lattice and a
to the pinning energy, thus creating the necessary condit
for the appearance of unusual new regions on theH –T phase
diagram of the superconductor—different states of the vo
matter and phase transitions between them; second, owin
the layered crystal structure and the anisotropy inheren
HTSC metal-oxide cuprates, favorable conditions are crea
for the appearance on theH –T diagram of phase regions an
phase transitions involving changes in the dimensionality
the vortex ensemble from three-dimensional to tw
dimensional and vice versa.

The vortex matter in type-II superconductors is a uniq
example of a condensed state with controllable paramet5

Unlike ordinary condensed-matter systems the density of
constituent particles~magnetic vortices! and their interaction
can be changed by several orders of magnitude in a con
lable way by simply varying the external magnetic field.
addition, extremely important thermal fluctuation effects
experiments with HTSC cuprates can be observed ove
wide temperature range, and these effects are reflected o
H –T phase diagram. Finally, vortex matter is the most c
venient tool for studying disordered media—one of the c
tral problems of condensed-matter physics.

In a conventional treatment of the Shubnikov vort
state without allowance for thermal fluctuation and pinni
effects, it is assumed that a homogeneous solid vortex-la
phase exists in the field interval between the lower criti
field Hc1 , where the vortices begin to penetrate into the
perconductor, and the mean-field upper critical fieldHc2 ,
above which the superconductivity vanishes.

The upper critical fieldHc2(T) of a type-II supercon-
ductor is defined as the field at which, at a temperatureT, the
normal cores of the vortices begin to overlap, and the su
conductor becomes ‘‘normal.’’ If one ignores thermal flu
tuations, thenHc25F0 /(2pj2), and this means that a sma
coherence length is conducive to an increase inHc2 .

For high-Tc cuprate superconductors the small value oj
is the reason whyHc2 far exceeds 100 T at low temperature
The well-knownH –T phase diagram for a ‘‘clean’’ or idea
type-II superconductor can be obtained using the ‘‘mean fi
approximation’’ in the GL theory. However, taking therm
fluctuations and disordering effects into account has b
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shown to strongly alter the form of this phase diagram, a
ing new features and new phase regions.

3. THE H – T PHASE DIAGRAM IN THE PRESENCE OF
CORRELATED DISORDERING

The presence of linear defects, which by their nature
capable of pinning vortices most strongly along their ent
length and whose density is comparable to the density
vortices will give rise to a special state, the so-called ‘‘Bo
glass,’’ when the vortices are localized in a random man
by linear defects lying parallel to one another. The mec
nism of formation of the two-dimensional~or correlated!
Bose glass is reminiscent of the mechanism of formation
the three-dimensional vortex glass~which is another disor-
dered state of the vortex lattice, in which it interacts with
set of random pointlike defects of the crystal!:6–10 the linear
defects also generate additional low-lying vortex sta
which differ from those already existing in the perfect lattic
and the vortices are trapped by these states if the pote
wells induced by the disorder are sufficiently deep in co
parison with the energy of thermal fluctuations. The char
ter of theH –T phase diagram, as in the case of pointli
disorder, is determined by the compensation and competi
of the elastic, pinning, and thermal characteristic energ
and also by the use of the corresponding Lindema
criterion.5

The upward shift of the melting line on theH –T dia-
gram in the presence of linear defects can be estima
keeping in mind that the modulation of the parabolic elas
potential of the vortex lattice by the linear pinning potent
causes an increase in its effective depth. Therefore, in o
to remove a given vortex from the confines of the ‘‘box,’’ th
thermal fluctuations must overcome not only the elastic b
rier but also additional pinning barriers. Thus the conditi
for the loss of stability of the vortex lattice can be dete
mined from the equation

kBT5Eelastic1Epin , ~1!

wherekBT, Eelastic, andEpin are the characteristic energies
thermal fluctuations, the elastic interaction, and pinning. T
form of Eq.~1! shows that linear defects are the cause of
shift of the solid↔ liquid transition, which in this case is
called the Bose glass transition,HBG(T), to higher tempera-
tures in comparison with the melting temperature of the p
fect crystal in the absence of these linear defects,HBG(T)
.Hm(T).11 In the case of a fairly low density of linear de
fects, when the main contribution is given by the elastic e
ergy and the disordering leads only to small shifts of t
melting line, the melting of the Bose glass still preserves
features of a first-order transition. Such a transition occur
low magnetic fieldsH,HF , whereHF5F0 /D2 is the so-
called ‘‘matching’’ field, at which the density of linear de
fects equals the density of vortices~D is the average distanc
between linear defects!. At higher fieldsH.HF the correc-
tions to the melting temperature rapidly decrease, and
melting line of the Bose glass returns to its original positio
Thus the greatest deviation of the melting line of the Bo
glass from its original position in perfect crystals is expec
to occur nearH>HF .
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Figure 1 shows a schematic phase diagram of a vo
system with correlated disorder arising because of the p
ence of defects. According to Ref. 5, an accomodation
separates two regimes of behavior of the vortex matter:
regime of individual pinning, and the regime of collectiv
pinning with the participation of linear defects.11 The posi-
tion of the accomodation line is determined by the comp
tion and compensation of the characteristic elastic ene
arising because of the interaction with the remaining vor
lattice ~the potential box! and the pinning energy. Below th
accomodation line the pinning force dominates, and the v
tices can therefore be shifted substantially from their equi
rium positions in the perfect lattice. To emphasize the p
ticularly strong individual pinning in such a state, it has be
proposed5 to call this state of the vortex lattice a ‘‘stron
Bose glass.’’ It was proposed5 that the state that is formed i
the collective pinning regime be considered a quasilattice
‘‘weak Bose glass.’’A very important distinction between th
effect of linear and point defects is that, unlike point defec
which stimulate lateral~bending! deformations of the vorti-
ces, linear pinning centersstabilizethe residence of a given
vortex line in the potential box formed by the elastic inte
action with the neighbors against thermal fluctuations a
against bending displacements caused by point defects~as is
shown schematically in Fig. 2!, thereby preventing the for
mation of a three-dimensionally disordered solid state of
vortex lattice. It is particularly important to emphasize that
the case of linear crystal defects—pinning centers—
‘‘strong’’ glass phase, with a highly two-dimensional di
torted structure of the vortex lattice and the highest criti
current density, occupies the low-field part of theH –T phase
diagram. Of course, such behavior contrasts with the eff
of point disorder, when the more strongly pinned thre
dimensionally disordered solid vortex phase appears
higher fields.12–18

Thus it turns out that the contributions of linear a
point defects to the volume pinning force not only do not a
together but they may even subtract, i.e., the point diso
promotes the depinning~breakaway! of vortex lines from
linear defects. This conjecture has been sho
experimentally12–18 to be well confirmed for configuration
in which the linear defects are oriented parallel to the m
netic field ~or, more precisely, to the direction of the vorte
lines!. Since all real HTSC materials unavoidably conta
pointlike defects~e.g., oxygen vacancies!, the question of the
dominant pinning mechanism is one of paramount imp

FIG. 1. SchematicH –T phase diagram of the vortex matter in the presen
of statistically distributed extended linear~columnar! defects.5
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tance for the controlled creation of desired transport curre
carrying properties of a material. The competition of the
two types of disorder was first studied experimentally
Refs. 12–18 and theoretically in Ref. 19. In particular, it w
shown in Ref. 19 that in the real cases the influence of
correlated disorder is dominant in the behavior of the vor
matter, even when the density of defects is lower than
density of vortices.

Up till now, however, the discussions and calculations
theorists have been based exclusively on the hypothese
structures with linear defects obtained in HTSCs subjecte
irradiation by heavy ions with high energies~around 1 GeV
and higher!. Very recently it has become clear that disloc
tion ensembles in strongly biaxially textured epitaxial film
of YBCO play the role of strongly-pinning correlated line
defects.

4. PINNING CENTERS IN EPITAXIAL YBCO FILMS

As we have said, the fact that the highestJc

(>1010A/m2 at 1 T and 77 K! can be obtained relatively
easily in YBCO epitaxial films while remaining unachievab
for any YBCO bulk materials should be attributed to featu
of the defect structure of the films and, accordingly, to t
formation of a volume pinning force in them due to the mo
effective interaction, primarily with linear defects. Many a
tempts have been made to establish a linkage of the pin
force to the the screw dislocations that initiate the cor
sponding three-dimensional mode of film growth duri

e

FIG. 2. Vortex line in a potential ‘‘box’’ containing an extended linea
defect,5,10,11 which modulates the parabolic potential well, creating ne
minima and displacing the vortex from its equilibrium position in the bo
Also shown are the short-wavelength lateral displacements that arise d
the simultaneous action of a random point potential. These displacem
promote depinning of the vortex from the linear defect.
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deposition ~by the appearance and propagation of scr
dislocations!—the so-called ‘‘screw-mediated’’ growth20,21

—and to the growth steps on the surface of the film in
two-dimensional, ‘‘layer-by-layer,’’ growth mode. Howeve
these attempts have been futile: for example, one can pre
films in which the concentration of screw dislocations w
differ by an order of magnitude or more~from 53107 to
109 cm22! while the critical current density will be the sam
and vice versa. Moreover, the cores of the growth sc
dislocations in YBCO films have been shown by electr
microscope studies to have a characteristic transverse
that is much greater than the coherence length.22 Therefore,
they can hardly be effective pinning centers. The experim
tal evidence13,14,23–25of a very high density of edge disloca
tions in YBCO epitaxial films is also not very convincing
since the investigators could scarcely believe that a dislo
tion line ~i.e., the core of a dislocation! could in itself serve
as a strong pinning center providing effective ‘‘core pi
ning.’’ Indeed, on the one hand, back in the early papers
Dew-Hughs26 it was shown that dislocations pin only whe
they comprise an ensemble which forms ‘‘walls’’ of a cell
lar structure in metallic bcc alloys owing to the long-ran
stress fields, which can lead to bothd l anddTc pinning.6 As
to an isolated linear defect, in the papers by Dew-Hug
and his followers it was clearly stated that ‘‘isolated disloc
tions lead to a negligibly small change inkGL’’ ~the param-
eter of the Ginzburg–Landau theory!. And, on the other
hand, it is known from the theory of dislocations that t
transverse cross section of the core can have an area o
order of the square of the Burgers vector, which is clea
much smaller than the square of the coherence length, e
for HTSCs~jab'1.5 nm for YBCO in comparison with the
value of the Burgers vectorB'0.4 nm!. Thus it appears that
as in the case of point defects, dislocations can pin o
collectively, since the depth of the pinning potential wellUp

is small, and the experimental pinning force of an individu
dislocation, f p5dUp /dr, is small. Two new important re
sults have played a most important role in the further dev
opment of the concepts of dislocation pinning in HTSC
presenting unambiguous evidence in favor of strong pinn
on dislocation lines. The first of these was obtained
Chisholm and Smith,27 and then, more convincingly, b
Merkle and co-workers.28,29 A high-resolution transmission
electron microscope~HRTEM! was used to obtain pictures o
the real distribution of atoms inside and in a neighborho
around the core of a complete@001# edge dislocation. It was
found that the core of an edge dislocation is a highly d
torted structure on a characteristic scale length of the orde
5–10 interatomic distances, i.e., around 3 nm.28,29 In addi-
tion, it was found that in the core region there is an exces
copper above stoichiometry~see, e.g., Ref. 28!. Thus it turns
out that the cores of dislocation lines have a structure
resembles that of artificial defects introduced by irradiat
with heavy ions of high energy; those defects act as exce
ingly strong one-dimensional linear pinning centers. This
been shown convincingly in many studies~see, e.g., Refs
30–32!.

It remained to show whether a structure state providin
very high average dislocation density is formed in YBC
epitaxial films during their deposition and growth. It appea
e
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that our recent HRTEM results~some of which are shown in
Fig. 3! unambiguously confirm the formation of such a d
location structure in YBCO films exhibiting record values
Jc(H). These results also make it possible to understand
mechanism of formation of linear defects during deposit
and growth of the films. The problem of the formation of
dislocation substructure during epitaxial growth of films
general and YBCO films in particular goes beyond the sc

FIG. 3. a—Moirépattern showing edge dislocations with the aid of a tran
mission electron microscope~TEM!; the dislocation line are perpendicula
to the cuprate planes. The dislocations, which are additional crystallogra
half planes in the structure are clearly revealed by the moire´ fringes, the
distance between which is 2.2–2.3 nm.13,14,18,25,35b—TEM moiré pattern
showing the distribution of edge dislocations~in a YBCO film 10–12 nm
thick, deposited on a single-crystal MgO substrate!; the dislocation lines are
perpendicular to theab plane. The arrangement of the dislocations cor
sponds to an averaged misorientation angle of 1.2° between neighb
domains~subgrains!.13,14,18,25,35
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of the present paper, and for an introduction to this topic
reader is referred to the recent papers cited as Refs. 13
18, 20–25, 27–29, 33, and 34.

5. DYNAMICS OF VORTICES IN A YBCO
SUPERCONDUCTOR WITH LINEAR PINNING CENTERS

It follows from the results of structura
studies13,14,18,20–25,27–29that the most interesting type of de
fects in YBCO thin epitaxial films and bicrystals in respect
their contribution to the pinning and dynamics of vortices a
low-angle tilt dislocation boundaries. Of course, point d
fects ~oxygen vacancies! distributed in a random manne
dislocation loops due to stacking faults and lying parallel
the ab plane, and$110% microtwins are present in the films
and in certain cases make an appreciable contribution to
behavior of the vortices and to the magnetic-field dep
dence of the critical current density.

As we have said, recent transport measurements in c
bination with a scaling analysis provide substantial ar
ments in favor of the existence of a Bose glass phase
YBCO crystals and thin films irradiated by heavy ions
high energy~1 GeV and higher!. The formation of a Bose
glass phase is initiated by randomly distributed correla
extended defects—columnar tracks made by the heavy i
However, as we have seen above, correlated linear defec
deposited YBCO thin films are actually distributed nonu
formly: they form more or less well-formed rows or walls
edge dislocation lines lying parallel to one another, with no
superconducting cores of transverse sizeD'jab . The dislo-
cation walls frame domains of mosaicity, azimuthally miso
ented by approximately 1° with respect to the neighbor
domains. Inside the domains the dominant pinning defe
are pointlike~oxygen vacancies!. For such a spatial distribu
tion of correlated linear pinning centers the Bose glass ph
exists only at sufficiently low applied magnetic fields, f
which a0}(F0 /H)1/2 remains much larger than the tran
verse domain sizeLdomain. When the magnetic field is in
creased to a certain critical valueHB→F there is a crossove
to a distinctive new correlated glassy state, the ‘‘Fer
glass,’’ in which the vortices are located both in dislocati
walls and in the interior of the domains. The vortices ins
the domains interact with random point defects, and th
behavior is therefore similar to that in single crystals.

At a certain value of the applied magnetic field the line
tension of the vortex ‘‘softens’’ as a result of dispersion
the elastic constantC44(k), and then the picture arises that
described below in an analysis of the concrete results of
recent experimental measurements ofJc(H,T,u) for YBCO
films ~u is the angle between the cuprate planes and the
plied magnetic fieldH!. For an idealized case, i.e., when th
low-angle boundary is formed by a regular row of equa
spaced edge dislocations parallel to one another and wit
other disruptions of the crystalline order in neighboring su
grains~domains!, one can use the model of vortex dynamic
For this case Kasatkin35–37 examined the transport of vorti
ces along low-angle domain walls~or more precisely, bicrys-
tal boundaries!. In the framework of this model it was show
that despite the strong single-particle core pinning by lines
edge dislocations, the motion of the vortices occurs along
domain walls in accordance with the convention
e
14,
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ideas.32,38,39The model is actually completely adequate f
treating the electrodynamics of bicrystals with this sort of
boundaries and with small values of the misorientation an
The model does not require making any sort of assumpti
as to the transmissivity for supercurrent or to Joseph
properties of the bicrystals with such a tilt dislocation boun
ary, as must be made for the models proposed in Refs.
43. Most importantly, in the framework of the model one c
consistently explain the strong dependence of the critical c
rent Jc through the boundary on the misorientation angleq
between the adjacent domains~‘‘banks’’ of the junction!, as
has been observed for YBCO bicrystals and films.35–37,44In
order to apply this model for describing polydomain mos
films containing this sort of low-angle boundaries, one m
take into account the additional effects in the motion of v
tices in both the direction transverse to the domains
along the curved domain walls, with spatial variation of t
misorientation and also of the distance between adjacent
locations.

The model of vortex transport along a row of edge d
locations lying parallel to thec axis and forming, as we hav
said, a low-angle boundary between slightly misorien
subgrains~domains! is based on the above treatment of t
pinning and dynamics of vortices in superconductors w
extended linear~columnar! defects.11,32,35–38It is important
to note that collective effects were not taken into account
least not in Refs. 35–37. According to the results of tho
papers, the depinning of vortices residing at linear pinn
centers and their subsequent dynamics in the presenc
transport current occur owing to the spontaneous forma
of vortex excitations caused by thermal fluctuations in
volume of the superconductor. A vortex excitation has
form of a partially depinned vortex loop~Fig. 2!. When the
size of the depinned part of such a loop exceeds a cer
critical value for a given superconducting transport curr
~see Refs. 35 and 36!, the loop becomes unstable and beg
to expand until it touches the neighboring linear defect. Af
that, the motion of the remaining part of the given vort
will occur through the motion of two vortex ‘‘steps’’~kinks!
moving apart in opposite directions along thec axis under
the influence of the Lorentz force. The model of vortex m
tion along an equidistant row of mutually parallel disloc
tions can be extended to the case of a real polydomain~mo-
saic! structure of a film with a low-angle-boundary netwo
formed by ensembles of edge dislocations, as appears t
the case in an actual image similar to that shown in Fig
These dislocations are found in a more or less disorde
state and are not equidistant, as was proposed above. N
theless, using a percolation approach, as was done
Gurevich in a treatment of flux creep,45,46 one expects tha
the low-angle boundaries will serve as percolation chann
for the thermally activated motion of vortices. This is app
ently the case, since the activation energyUc(D) for the
transition of a vortex from one edge dislocation to a neig
boring one@i.e., at a distanceD(q)# is much less than the
corresponding valueUc0 for the traversal of a vortex acros
a domain. Thus the network of low-angle boundaries can
formed by a spatial landscape ofUc , in the more or less
pronounced ‘‘valleys’’ of the vortex activation energyUc(r ).
Considering the thermally activated flux flow~TAFF! regime
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of vortex motion along these percolation channels, one
pects that the average distance between nearest disloca
is nevertheless related to the angle of misorientation
neighboring domains. Then at small values of the angle
has q^Uc(D)&}^(sinq)21&, and, hence, the strong depe
denceJc(q) obtained for a straight row of equidistant disl
cations will hold for the percolation situation with sinq re-
placed by its value averaged over the whole film.

A strong dependenceJc(q) for polydomain epitaxial
films of YBCO with low-angle boundaries was observed e
perimentally in Ref. 47.

5.1. Dynamic depinning of the vortex lattice in YBCO films

An extremely informative method for describing the b
havior of the vortex ensemble in YBCO films in the dynam
regime utilizes a mechanical oscillator with a high Q fac
under passage of a dc transport current. Such measurem
have been done using miniature current and potential c
tacts on a vibrating YBCO film sample.48 The technique per-
mits making the following simultaneous measurements:!
the change in the square of the resonance freque
v2(Ba ,T)2v2(0,T), of a mechanical oscillator with a film
sample of the HTSC YBCO attached to it, executing vib
tional motion in a magnetic field, which yields informatio
about the pinning force49,50 ~Fig. 4a!; 2! the dampingG,
which characterizes dissipative processes in the samp
connection with the motion of the vortices49,50 ~Fig. 4b!; 3!
the resistivity of YBCO films~Fig. 4c!. Using this technique
we were able to study the dynamic behavior of vortices

FIG. 4. Square of the resonance frequency~a!, of the corresponding damp
ing ~b!, and of the resistivity~c! as functions of temperature for differen
values of the transport current at a fieldH52 T and u50°. The dashed
curve in part~c! is an example of a resistivity curve rescaled by means
Eq. ~2! to the diffusion constant, which was taken for calculation of t
damping curve~see Fig. 5! according to Eq.~3!.
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YBCO films in the region of their depinning at angle
u590° ~which is equivalent to a parallel orientation of th
applied field relative to the cuprate planes!, 75°, and 60°,
with the transport current always flowing perpendicular
the applied field.

The dynamic behavior of the vortices in such an oscil
tor is well described by adiffusion modelfor the thermally
activated vortices.50 In this model the diffusion constant i
given by

D5D~H,T!5r~H,T!/m0 , ~2!

wherer is the resistivity of flux flow. In the framework o
this model, in accordance with Refs. 48, 51, and 52,
damping of the vibrating superconductor has the form

G5
1

2I iv
S m0H2

2 DVpx9~D!, ~3!

whereI i is the effective moment of inertia of the oscillato
which can be found experimentally,48 v is the resonance fre
quency of the oscillator,Vp is the volume of the sample, an
x9 is the imaginary part of the ac susceptibility of th
sample:x9 as a function of temperature has a maximu
xmax9 50.41723.51 This result is valid for any value of the
transport current densityJ, i.e., xmax9 is independent of the
current load. Changing the diffusion parameterD by the pas-
sage of current only shifts the position of the damping pe
~e.g., on account of the dependence of the effective act
tion barrierUp on the current!, but it does not introduce any
changes in its absolute value. It should be noted that the
of the damping peak determines the position of the depinn
temperatureTdp or the irreversibility point.

If the measured value of the resistivityr(T,H,J) is used
for D5r/m0 according to the procedure described in R
48, then it becomes possible to apply the theory quant
tively to the discussion of the experimental results, throu
the use of Eq.~3!. Figure 5 shows the the calculated dampi
curves for two values of the currentI 50 mA (J50 A/m2)
and I 5100 mA (J'23108 A/m2). The calculated tempera
ture dependence forG(I 5100 mA), its absolute value, an
the width of the transition turn out to be in good agreem
with experiment. Furthermore, it is clear that richer inform
tion about the depinning transition of the vortex lattice c

f

FIG. 5. Damping curves forI 50 and 100 mA atH52 T. The dotted and
dashed curves were calculated according to Eq.~3!, following the procedure
described in Refs. 48, 52, and 58.
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be obtained from the damping of a vibrating superconduc
than from the value of the electric field induced by the m
tion of the vortex lattice. The broadening and asymmetry
the damping peak are evidence of a diverse character o
depinning of the vortex lattice.

Of course, from the present investigations it is difficu
to reconstruct the microscopic picture of the dynamics of
moving vortices, but, considering the known results fro
observations of the motion of an almost ordered vortex
tice in superconducting crystals,53 the results of theoretica
papers on moving disordered vortex lattices,54,55 and the
aforementioned complex ‘‘valley’’ spatial landscape of t
pinning potentialUp in real YBCO superconducting films
we propose a scenario that will lead to the observed eff
~Fig. 4b!: 1! a narrowing and symmetrizing of the dampin
peak upon application of a current load; 2! a rise of the peak
value of the damping forJ.23106 A/m2. We note that at
high values of the transport current density the height of
damping peak becomes independent of the current den
and only the position of the peak changes, shifting to low
temperatures with increasing current.

In the YBCO films under study there is a chaotic dist
bution of the pinning potential, the interaction with whic
leads to disordering of the vortex lattice. The situation b
come even more complicated when one takes into acc
that rather complex vortex configurations can arise for fi
orientations close to parallel with respect to theab planes,
when two mutually perpendicular vortex subsystems can
exist simultaneously in the superconducting films on acco
of the two components of the field vector penetrating into
film.56–58 Then for vortices parallel to theab plane the ma-
jority of linear defects are dislocation loops distributed ch
otically in the interior of the film. Their characteristic size
5–7 nm, but then their pinning force hardly decreases w
temperature because of the weak stress–strain fields nea
core ~see Sec. 7! and also because in this orientation t
bending modulusC44 does not ‘‘soften’’ along the field, as i
does in the caseHic on account of the anisotropy and la
ered nature of the atomic structure. In the case of vorti
parallel to thec axis there exists a hierarchy of pinning ce
ters, with a spatial distribution: 1! the strongest obstacles fo
the transverse motion of the vortices are close-packed d
cation walls with vortices already residing on them and w
shielding currents flowing along these walls; 2! individual
‘‘standing’’ or ‘‘threading’’ dislocations, which are also
strongly pinning ifHic; 3! point defects inside the domain
which can rapidly decrease the net pinning force and cur
density, as follows from the arguments given above~see Sec.
3! and the experimental data presented below~Sec. 8!.

The larger-scale topological defects existing in YBC
films, such as shaped~polygonized! domain dislocation
walls, can lead to plastic flow of vortex rows but not
displacement of an elastically deformable vortex lattice
mechanism for the motion of vortices along so-called ‘‘ea
slip channels’’ has been proposed previously~see, e.g., Ref.
59!. However, this mechanism requires a small shear mo
lus C66 in the vortex lattice, and that ordinarily takes place
fields approachingH irr . Thus the thermally activated depin
ning of the vortex lattice under the influence of a small dr
ing force can occur nearH irr(T) along ‘‘plastic flow
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valleys,’’ i.e., the easy-slip channels, when they are orien
parallel to the driving force~see also Ref. 60!. This behavior,
as we have said, can be treated as percolational.45,46 If the
initial breakaway of the vortices when depinning is achiev
is interpreted as vortex rows moving along ‘‘channels,’’ th
one expects that the vortex lattice inside the domains rem
pinned on account of the strong pinning on domain wa
perpendicular to the driving force, i.e., it remains practica
immobile at temperaturesT,Tdp. As the temperature is
raised, the observed damping peak atTdp(J50) is indicative
of depinning of strongly pinned regions. Under the influen
of the aforementioned factors, this peak, which character
the depinning of the vortex lattice, becomes broad and as
metric.

Phenomenologically, without specifying the type of pi
ning defects, one can describe the behavior of the damp
peak of a vibrating sample atJ50 by introducing a distri-
bution of the potential energy of the activation barriers. Su
a distribution will lead to two main effects: broadening of th
transition with respect to temperature, and, consequently,
creasing the height of the damping peak at the depinn
temperature. Indeed, the use of a single-barrier approxi
tion in the framework of the diffusion model leads to a
unavoidable difference between theory and experiment, a
usually observed in practice.48,52

One can give a simple picture in which the loading
the sample by current leads to tilting of the whole pinni
potential61 and in which the depth of the potential is temper
ture dependent~Fig. 6!. By scanning the pinning potentia
well with the aid of low-amplitude mechanical vibrations
the superconducting sample, one can record the tin
changes in the height of this well at very low transport c
rents. This effect is observed at current densities as low
J,106 A/m2. The decrease and shift of the high-temperat
part of the transition~Fig. 4! indicates that the upper part o
the potential distribution~high Up! is shifted to lower values
of Up . It is possible that a decrease and shift to higher val
of Up occurs in the low-lying part of theUp distribution~i.e.,
at lower temperatures!. This effect can scarcely be observe
by the technique used, since the flux bundles remain pin
by the highest potential barriers until the temperature
comes high enough to provoke depinning.

At large values of the driving force (J@106 A/m2) the
velocity of the vortices is expected to play the role of
order parameter. The observed motional narrowing of
damping peak upon increasing current loading~i.e., driving
force! means that a new ‘‘instrument’’ for the ordering of th
vortex lattice has appeared. We again note the explicit s

FIG. 6. Pinning potential with a vibrating vortex at different temperatu
(T1,T2,T3) during the passage of current and with no current.
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ration effect at high values of the transport current~Fig. 7!.
In terms of the picture of a distribution of effective potent
barriers, this result indicates that the moving elastic vor
lattice becomes increasingly dominant over the pinning d
order and approaches a delta-function distribution of ba
ers. In other words, the thermally activated depinning
haves as if all the barriers have equal depth. It can also
assumed that the vortex lattice begins to behave like an e
tically deformable continuum whose motion is insensitive
the individual pinning centers. An important circumstance
that the dampingG(T) of the vibrating film can be describe
quantitatively with the help of formula~3! without any free
parameters by using the experimentally determined resis
ity of the flux flow as the diffusion constant~2!.

5.2. Vortex glass or depinning?

Simultaneous measurements of the resonance frequ
and damping of a vibrating sample of a superconduct
YBCO film together with the resistivity curvesr(T,J) ~Fig.
4! permit a direct comparison of the so-called ‘‘glass te
perature’’Tg and the depinning temperatureTdp. Figure 8a
shows the dependence of the resistivity on the transport
rent density. It is seen that ther(J) curves are clearly sepa
rated into two groups by the dotted lineTg586.35 K. Be-
havior of this type is often used as an argument in favor
the possibility of a ‘‘vortex glass’’ state.7,8,62 In other words,
it is assumed that the vortex lattice undergoes a second-o
phase transition to a ‘‘vortex glass’’ state at a temperat
Tg .

FIG. 7. Normalized damping peak~a! and the half-width of the damping
peak ~b! of a vibrating YBCO film as functions of the transport curre
density at different values of the external magnetic field. The dashed cu
were calculated with the use of the functiona1btanh(J/c), wherea50.57
~1.03!, b50.42 ~0.44!, and ucu5153106(5.53106) A/m2 for the upper
~lower! panel.
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The ‘‘vortex glass’’ model predicts that the typical sca
ing procedure can be applied to ther(J) curves to give two
groups of lines with different signs of the curvature. Indee
the experimental curves can be subjected to a scaling an
sis in the coordinatesrab /uT2Tgua(z21) versus J/TuT
2Tgu2a, wherez51.760.15 anda54.761 ~Fig. 8b!. Both
parameters agree with the values given in Refs. 63 and

A particularly interesting fact that emerges from the
measurements is that forI 50 and anglesu590°, 75°, and
60° in magnetic fields of 0.5 T<H<2 T the depinning tem-
perature and the temperature of the proposed formation
the ‘‘vortex glass’’ coincide:Tg>Tdp. Since the behavior
observed with the use of the mechanical oscillator can
described by a depinning transition in the framework of d
fusion concepts, it is necessary to understand to what ex
the result obtained from the scaling analysis can be take
evidence of a second-order phase transition in the vo
lattice. In contrast to the experimentally proven melting
the vortex lattice, which has been observed in clean hi
temperature superconductors by different techniques,
‘‘vortex glass’’ transition is determined solely by means
the scaling analysis shown in Fig. 8b. One wonders whe
the result of this scaling analysis can be described usin
different model without invoking the concepts of a ‘‘vorte
glass’’ and a phase transition of the vortex lattice into suc
state.

Indeed, a serious alternative interpretation of the res
of the scaling analysis of the experimental data is the pe
lation model of vortex motion proposed by a number
authors over the past few years.65–67According to the perco-
lation model, a superconductor found in the mixed state c

es

FIG. 8. a—Resistivity of a YBCO film versus the transport current dens
measured atH52 T and various temperatures with a step of 0.1 K. T
dotted line is the so-called ‘‘vortex glass’’ transition at a temperatureTg

586.35 K. b—Scaling behavior of ther(J) curves as described in the tex
herez'1.7 anda54.761.
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FIG. 9. a—Angle dependence ofJc(H) measured by the four-probe transport method for YBCO films deposited by a pulsed laser technique on a3
substrate. b—Schematic representation of the angle dependence ofJc(H) for the case when both dislocation ensembles perpendicular and parallel to thab
plane contribute to the two-peak curves: the contributions from linear defects~I!, from the intersection of vortices with dislocations~II !, from pinning centers
lying in the ab plane~III !, and from the anisotropy ofH irr ~IV !.
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sists of percolation regions with different resistivities, whi
correspond to pinned and free~depinned! vortex lines. When
the percolation threshold is reached there is a transition f
the depinned state to a pinned state with an insignific
linear resistivity. In the framework of the percolation pictu
the disorder and the distribution of percolation regions a
leads to a broader pinning transition. Consequently, the
rowing of the depinning transition when a current load
applied, as we have said, can be interpreted as a decrea
the disorder~or the pinning! of the vortex lattice as a resu
of its motion. In the ‘‘microscopic’’ picture of this process
the vortex lattice, as its velocity increases, ceases to ‘‘noti
the point and pointlike defects~e.g., the crossing of disloca
tion lines by vortices!, through which a vortex passes in
very short time. There is insufficient time for the vortex
interact with them, since the pinning time is shorter than
m
nt

o
r-

e of

’’

e

relaxation time of the vortex lattice~the increasing velocity
the lattice becomes ‘‘stiffer’’!. On the whole, this proces
leads to an average viscosityh of the vortex lattice which is
related to the diffusion constant asD5m0H2/h.

6. THE J c„H,T,u… CURVES FOR YBCO FILMS. RELATION
TO THE CHARACTERISTIC ENSEMBLE OF LINEAR
DEFECTS

Saemann-Ischenko68 was the first to show that when th
magnetic field vector is rotated with respect to thec axis
~while maintaining constancy of the Lorentz force! in a bi-
axially textured epitaxial YBCO film theJc(H,T,u) curves
have two characteristic peaks atHic (u50°) and Hiab
(u590°), which are shown in Fig. 9~our data!. The prop-
k.

t

f

TABLE I. Properties, characteristics, and behavior of theJc(u) peaks.

Experimentally measured parameter Jc(u) peak forHic Jc(u) peak forHiab

1. Temperature change during measurements Relative height grows with
increasingT for 40–80 K, then the peak is
suppressed forT→Tirr(H).

Relative height decreases with
increasingT, but for T→Tirr(H) the
peak becomes dominant.

2. Influence of the strength of the applied
magnetic field

Practically vanishes in fields above
2–3 T.

The higher the field, the sharper the pea
For T→Tirr(H) only this peak remains.

3. Rate and method of deposition of the film Low-rate off-axis magnetron
sputtering tends to enhance
the peak~e.g., for
sapphire/CeO2 /YBCO films!.

High-rate pulsed laser deposition
substantially enhances this peak.

4. Effects of the substrate and buffer layers The greater the misfit of the crystal
lattices between the materials
of the substrate, buffer layers~s!,
and YBCO film, the stronger the peak.

This peak is sharper and more significan
if the misfit is small,
as, e.g., for substrates of
SrTiO3 or LaAlO3.

5. Influence of deposition temperature
of YBCO film

Height increases with increasing
T ~up to 745–750 °C! for
sapphire/CeO2 /YBCO films.

Substantially suppressed with increasing
T ~up to 745–750 °C! in the case of
sapphire/CeO2/BCO films.

6. Effect of a change in thickness of the
YBCO film

The thicker the YBCO film~at least
on a LaAlO3 substrate!, the higher the peak.

Practically independent of the thickness o
the YBCO film.

7. Effect of a change in the growth mode of the
YBCO film

2D growth mode suppresses the peak and 3D
mode enhances it.

3D growth mode leads to substantial
suppression of the peak.
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erties, characteristics, and behavior of the two peaks are
scribed below and listed in Table I.

It can be seen from Table I that the relative height
these peaks depends on the conditions of measurement o
current–voltage characteristics and determination of
value of the critical current, specifically, on the temperat
of the measurements, the applied magnetic field, and
value of the electric fieldEc . Indeed, theJc(H) peak for
Hic initially grows with increasing temperature approx
mately from 40 to 80 K and then, when the temperat
approaches the line of irreversibility, theJc peak is substan
tially suppressed and can even vanish in the case of YB
films deposited by pulsed laser sputtering on LaAlO3 sub-
strates. On the contrary, theJc(H) peak forHiab survives at
all temperatures, magnetic fields, and velocities of the vo
lattice under the influence of the Lorentz force.

As is now known from the high-resolution electron m
croscopy data, there are several types of dislocation
sembles that can form in YBCO films during their growth

1. Misfit edge dislocations at the boundary due to
usual mismatch of the interatomic spacings in the cry
lattices of the substrate and growing film.

2. Dislocation loops due to the existence of stack
faults ~i.e., the local appearance of ‘‘extra’’ or ‘‘missing
segments of CuO2 planes, usually up to 10 nm in size, durin
growth!; these are edge dislocations, the dislocation lin
being parallel to theab plane.69

3. ‘‘Threading’’ edge dislocations, whose dislocatio
lines, being parallel to thec axis and perpendicular to th
surface of the film, as a result of the polygonization proc
partially or completely form low-angle tilt boundaries of d
mains of azimuthal mosaicity in the film. The average de
sity of such dislocation lines can reach 1011 lines/cm2 and
even higher.13,14,18,23–25,31These dislocations are forme
mainly as a result of the realization of a two-dimension
heteroepitaxial growth mode in which a so-called ‘‘rot
tional’’ relaxation of the misfit at the boundary occurs.
particular, this mechanism can be enhanced further on
count of specific growth conditions, e.g., as a consequenc
their rotational misfit on theR plane of sapphire and th
~001! plane of CeO2 ~for details see, e.g., Refs. 70 and 71!.

4. Screw dislocations at the boundary in low-angle tw
boundaries, which are a source of screw dislocations in
low-angle domain walls, making them increasingly mo
complex tilt–rotational boundaries the higher the degree
mismatch of the crystal lattices at the boundary. Screw
location sources emerging on the surface of the film at hig
deposition temperatures~above 740 °C for YBCO! can ini-
tiate a three-dimensional growth mechanism with the form
tion of polygonal spirals.20,25,35,72

Analysis of the data obtained as a result of measu
ments of the angle dependence ofJc(H) for a large number
of perfect biaxially textured YBCO films with highJc(H)
shows convincingly that the maxima of the critical curre
and hence the orientation of the dislocation ensemble co
spond to two directions: parallel to thec axis, and parallel to
theab plane. This conclusion is equivalent to the assumpt
that the effective pinning of vortices in YBCO films is due
extended linear defects oriented along the given directio
i.e., dislocation ensemblesa @100# and dislocations and loop
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lying in theab plane. It is important to note that these latt
dislocations and loops also contribute to the maxim
Jc(Hic), since, as was first shown in Ref. 73 and then co
firmed by the present authors in Refs. 12–14, 74, and
when the vortices are parallel to thec axis they can interac
with transverse dislocation lines as with pointlike defec
Then the functionJc(H,u) has a domelike character of th
typeJc(u)}(cosu)1/2. It can also be assumed that some co
tribution to the volume pinning force is made by point d
fects such as oxygen vacancies. At the peakJc(Hic) the two
contributions from point and quasi-point pinning centers c
ate the pedestal that vanishes as the line of irreversibilit
approached, i.e., forT→Tirr(H), as the magnetic field is
increased, and as the velocity of the vortices~i.e., the dimen-
sionless numberEc! increases.12–14,18 As to the peak
Jc(Hiab), since it survives at all temperatures, fields, a
velocities of the vortex lattice, we may assume that it is d
to dislocation pinning on dislocations and loops lying in t
ab plane and also to anisotropy ofH irr(T). As was discussed
above, anisotropy ofH irr(T) leads to anisotropy of the resis
tivity due to the motion of the vortex lattice under the infl
ence of the Lorentz force. This means that at a given valu
Ec the value ofJc determined from the current–voltage cha
acteristics forHiab andHic will be substantially different.

Thus, in considering the behavior of YBCO films on
should keep in mind that there are two ensembles of e
dislocations: 1! with dislocation lines along thec axis, and 2!
in theab plane. This was confirmed in our recent papers74–77

by means of transmission and high-resolution electron
croscopy and also by electronic transport measurement
the angle dependence of the critical current density in a m
netic field. Such measurements have also been made by

FIG. 10. Schematic illustrations of ensembles of edge dislocations, w
are formed in YBCO films during growth in different modes: a—ensemb
of ‘‘threading’’ dislocations perpendicular to the cuprate planes and lying
low-angle tilt domain boundaries~substrate with large misfit~MgO, YSZ,
sapphire1CeO2!!; b—ensembles of dislocations parallel to the cupra
planes and consisting of misfit dislocations at the boundaries and disloc
loops induced by local stacking faults~substrate with small misfit~SrTiO3,
LaAlO3!!.
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groups.68,78For a clearer and more convincing demonstrat
of the real nonuniform distribution of dislocation ensemb
in YBCO films prepared under different conditions of nuc
ation and growth and by different growth mechanisms,
Fig. 10 we show schematic illustrations of the fine struct
of the films: with a set of mosaic domains differing from o
another by low-angle tilt dislocation boundaries~a typical
misorientation angle of around 1 – 2°, typical domain size
20–50 nm, average distance between dislocations in
boundary 10–20 nm, and average dislocation density aro
1011 lines/cm2 ~Fig. 10a!; with misfit dislocations at the
boundary and dislocation loops due to stacking faults,
with extra or missing segments of the copper–oxygen lay
of the CuO2 type,69 with the dislocation lines lying in theab
plane and an extremely high average dislocation den
~Fig. 10b!. It is surprising that in YBCO films such a dislo
cation structure with a high density can coexist with a ve
high degree of perfection of the crystal structure, as cha
terized by transmission and high-resolution electr
microscopy23–25,27–29and x-ray diffractometry.74 However,
the most reliable tool for experimental observation of the
two different dislocation ensembles is measurement of
angle dependence ofJc(H,u) at a constant value of th
Lorentz force74–77 ~see Fig. 9!.

7. ELASTIC STRAIN FIELDS IN THE NEIGHBORHOOD
OF LINEAR DEFECTS AND THE FEATURES OF THE PINNING
POTENTIAL IN YBCO FILMS

It has been shown experimentally79–81 that layered an-
isotropic HTSC metal-oxide cuprates have an anomalou
strong anisotropic dependence of the critical temperatureTc

on the pressure in the case of uniaxial compression.
example,80 for the optimally doped YBa2Cu3O72d single
crystal the derivatives]Tc /]Pi measured along the principa
crystallographic axes are:]Tc /]Pa'2(1.9– 2) K/GPa,
]Tc /]Pb'(1.9– 2.2) K/GPa, and ]Tc /]Pc'2(0 – 0.3)
K/GPa. This means that the pressure dependenceTc(P) for

FIG. 11. Schematic phase diagram of an anisotropic metal-oxide cupra
the YBCO type with a highTc . This diagram was obtained by Gurevich an
Pashitskii82 from the well-knownTc(x) phase diagram, wherex is the dop-
ing level, with the use of Eq.~4!.
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an isotropically, hydrostatically compressed crystal is ve
weak. However, in regions of the crystal with a local anis
tropic deformation the changes ofTc can be significant. In
the linear approximation this dependence can be written

Tc~r !5Tc02Cik« ik~r !. ~4!

HereTc0 is the critical temperature of the undeformed cry
tal, « ik is the strain tensor, and the coefficien
Cik52]Tc /]« ik are related to the derivatives]Tc /]Pa

~Fig. 11!. According to Refs. 79 and 81, the diagonal coef
cients Cii in the ab basal plane of the crystal ar
Ca52]Tc /]«aa'2220 K, Cb5]Tc /]«bb'320 K, and
]Tc /]«cc'0.

Based on the experimental data,79–81a theoretical calcu-
lation by Gurevich and Pashitskii82 showed that the elastic
deformations created by a single edge dislocation or a di
cation ensemble~e.g., a ‘‘wall’’ of dislocations! in an aniso-
tropic crystal can cause a local elevation or depression oTc

and can even suppress the superconducting state comp
at a given temperature~e.g., at 77 K!. Consequently, the
region of the normal~nonsuperconducting! phase should ex-
ist around a dislocation core, which, as described abov
accordance with the data of Refs. 28 and 29, is~for a
‘‘threading’’ edge dislocationa @100#! a cylindrical channel
of highly plastically deformed medium with a diameter
around 2 nm. The normal regions surrounding the c
should also play an important role in the formation of t
pinning potential of the superconductor. Therefore it is n
essary to examine in more detail the deformation mechan
of suppression of superconductivity in the neighborhood o
dislocation core, i.e., of the effect of an elastic strain field
the anisotropic crystal YBa2Cu3O72d .

An edge dislocation perpendicular to theab plane gives
rise to elastic strains in theab plane and to correspondin
local changes inTc . Under certain conditions, if the Burger
vectorB is directed at an angleq to either thea or b axis,
the change ofTc is given by the expression

dTc52C@«1b~«xx2«yy!cos 2q12b«xy sin 2q#, ~5!

where

«5«xx1«yy ;C5
Ca1Cb

2
;b5

Ca2Cb

Ca1Cb
. ~6!

Using the well-known83 components of the strain tensor« ik

under the conditionBia, Pashitskii74 obtained an expressio
for the variation of the critical temperature in cylindrical c
ordinates:

dTc~r ,w!52
CB

2p~12s!

sinw

2
@~122s!12b cos2 w#.

~7!

Here w is the azimuthal angle in theab plane, measured
from thea or b axis, s'0.28 is Poisson’s ratio,84 andB is
the modulus of the Burgers vector, which is approximat
equal to the lattice constanta'0.4 nm in theab plane. Thus
Pashitskii74 determined the boundary of the region of th
normal phase around a dislocation core, i.e., the region
which the local value ofTc is lower than the characteristi
average level:

r N~w,T!5R0~T!sinw@11b0 cos2 w#>0, ~8!

of
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where

R0~T!5
CB~122s!

2p~12s!Tc0t
, t512

T

Tc0
, b05

2b

122s
.

~9!

For Tc0590 K and for the values of the coefficientsCa,b

mentioned above, the parameterR0(T)'0.042/t(nm), and
b0'224. At T577 K we haveR0'0.3 nm and the maxi-
mum of r N occurs in the directionw52p/4 and has the
value r N max'2.5 nm~Fig. 12!.

If now we take into account the proximity effect, then
becomes clear that the region with a suppressed super
ducting order parameter extends in all directions to a d
tance of the order of the coherence lengthj(T)5j0 /t1/2

~wherej0'1.3 nm is the coherence length atT50!.
At 77 K we have j(T)'3.5 nm, and the maximum

width of the normal region isL(T)52@r N max1j(T)#
>12 nm. The area of the region of suppressed order par
eter per dislocation parallel to thec axis can be estimated a
SN(T)'2j(T)L(T)'8310213cm2 at 77 K. This means
that at a concentration of edge dislocations of arou
1011 lines/cm2 the fraction of the normal phase is approx
mately equal to 10%. Each component of the functionL(T)
increases at a different rate asT→Tc0 : r N(T)}t21, and
j(T)}t21/2. Consequently, the width and shape of the p
ning potential well change with increasing temperature fa
thant21, the dependence approachingt23/2 asT→Tc0 . Al-
though a detailed analysis of the consequences of this s
tion goes beyond the scope of this paper, there are suffic
grounds for assuming that the pinning force arising in
interaction of vortices with dislocations of this ensemb
should decrease appreciably with increasing temperature
is observed in the measurement of the temperature de
dence ofJc(Hic) ~Fig. 13!.

We conclude this Section by noting that the anisotro
parameterb0 in Eq. ~8! for dislocation lines parallel to the
ab plane is smaller by many times than that for perpendi
lar ‘‘threading’’ dislocations, because of the neglibibly sm
value ofCc . In this caseb52/(122s)'4.5. Thus one can
assume that the dislocations and dislocation loops lying

FIG. 12. Shape and size of the region of the normal state at 77 K, and
the region partially suppressed superconducting order parameter in
neighborhood of a dislocation core for a ‘‘threading’’ dislocation who
dislocation line is perpendicular to theab plane of the YBCO crystal; cal-
culated by Pashitskii74 with the use of Eqs.~4!, ~7!, and~8!.
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allel to the ab plane, unlike the perpendicular ones, ha
insignificant strain fields in the neighborhood of the co
This means that the corresponding pinning potential w
are much narrower and steeper. The elementary pinn
force for these dislocations is larger. In addition, their sha
is apparently weakly dependent on temperature, and he
the pinning force is independent of temperature, as is c
firmed in experiment~Fig. 13!. The opposite forms of the
temperature dependence of the relative height of theJc peaks
for Hiab andHic is evidently due in large measure to th
fact that the pinning potential wells have a different sha
and different temperature behavior: steeper slopes and w
temperature dependence forHiab, and more gradual slope
and strong temperature dependence forHic.

8. MAGNETIC FIELD DEPENDENCE OF J c„H… AND THE
H – T PHASE DIAGRAM FOR AN ANISOTROPIC HTSC WITH
LINEAR DEFECTS FOR H¸c

The typical Jc(H) curves of YBCO films forHic, as
was shown in Refs. 74–77, 85, and 86 have three differ
segments~Fig. 14!. The low-field part is a plateau or
weakly field-dependent part up to the pointH5HA , which
corresponds toa0'(F0 /HA)1/2'lL ~;0.1 T at 77 K!,
where the position of the pointsHA must be determined a
the intersection of the horizontal part of the curveJc(H)
'const with the extrapolated partJc}H20.5, but on our
curves~Fig. 14! this cannot always be done because of
lack of measurements in sufficiently low fields. Undoubted

so
he

FIG. 13. Temperature dependence of the height of theJc(H,u) peaks for
orientations of the magnetic fieldHic andHiab, shown in relative units in
relation to the position of the pedestal~or ‘‘background’’!.

FIG. 14. Magnetic-field dependence for biaxially oriented epitaxial YBC
films for Hic.
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here we are dealing with a regime of individual or sing
particle pinning, in which the vortices are far apart and no
interacting, and a vortex lattice is not formed. This effect w
also mentioned in Refs. 85 and 86, but the authors expla
it as a transition through a so-called ‘‘matching’’ fie
H5HF , at which the density of vortices becomes equal
the density of linear pinning defects parallel to them. This
clearly incorrect for two reasons: first the authors of Refs.
and 86 incorrectly determined the density of defects from
etch pits, obtaining a value too low by one or two orders
magnitude ~108– 109 lines/cm2 instead of the actua
1010– 1011 lines/cm2, as is shown in Refs. 23–25!; second, as
the ‘‘matching’’ field is approached in YBCO, it is known87

that Jc(Hic) increases rather than remaining constant.
The intermediate part of the field dependence

Jc(Hic) turns out to be practically linear on a log–log sca
Jc}H2q, where the exponentq is close to 0.5. Such a de
pendence can be the result of the presence of a t
dimensional correlated ‘‘quenched’’ disorder in the vort
lattice, apparently of the Bose glass type, in this interval
fields (HA,H,HB). At higher fields (H.HB) the Jc(H)
curve begins to decrease faster, viz., asH2q with q
51.0– 1.5.

A tentative explanation for this is that the vortex latti
begins to interact with random pointlike defects as well.
deed, at the crossover fieldHB the intervortex distancea0

'(F0 /HB)1/2 becomes comparable to the transverse sizeLd

of the domains of mosaicity, which are slightly misorient
with respect to one another and are separated by low-a
dislocation boundaries. This is the most important point
this treatment, since at low fields (HA,H,HB) the vortex
lattice ‘‘perceives’’ the network of threading dislocations as
random, chaotic system which induces a quasi-tw
dimensional correlated state of the vortex lattice of the B
glass type with a high value of the bending modulusC44.
When the field increases toHB , some of the vortices no
longer have a chance to become pinned on the disloca
lines in the low-angle boundaries, since the benefit in te
of the pinning energy would be much smaller than the ene
cost due to the 2D deformation of the vortex lattice. As
result, a significant number of vortices are inside the
mains, being only weakly pinned by pointlike defects. Sin
the magnetic field in this case is already quite high, o
expects that a substantial change in behavior will occ
much as in the case of single crystals. Thus one expect
intradomain crossover from 2D to 3D behavior of the vort
lattice due to wave-vector dispersion of the bending modu
C44(k) of the vortex lattice, which is interacting with a ran
dom pointlike pinning potential. However, because of t
the phenomena that occur are radically different from t
which occurs in a single crystal. In a single crystal the v
tices, by ‘‘softening,’’ more easily adjust to the chaotica
distributed point centers, and the resulting bulk pinning fo
increases, andJc(H) also increases from 108 to 5
3108 A/m2 ~Refs. 12–18!. In this case the vortices ar
pinned ~while H<HB! on linear defects, andJc(H)55
3109– 1010A/m2. Therefore, when some vortices are fou
inside the domains and become unstable to lateral defor
tions owing to the sharp decrease of their effective lin
tension,Jc(H) does not increase but instead begins to f
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This crossover in the behavior of the vortex system can
classified as a manifestation of a change in dimensionalit
the nonuniform ensemble. We denote the nonuniform stat
the vortex ensemble, interacting with the 2D pinning pote
tial parallel to equidistant linear centers forming a polygon
2D lattice ~if the field is applied parallel to thec axis!,74–77

as a correlated inhomogeneous Bose glass~CIBG!. This state
differs substantially from the usual state of a triangular v
tex lattice and a random Bose glass, in which the linear p
ning centers are distributed chaotically. The CIBG st
~which is realized forHA,H,HB! also differs from the
nonuniform state of the vortex lattice formed forH.HB ,
where the vortices interact with both linear and planar
fects. The latter can be called a Fermi glass, since the r
tion between the number of vortices resident on dislocati
and the number of vortices inside the domains can be fo
by introducing a distribution of the Fermi type, much as w
done by Gurevich.45,46 Figure 15 shows the proposedH –T
phase diagram of the states of the vortex lattice in a YB
film for a magnetic field directionHic.

CONCLUSIONS

—Several type of dislocations and dislocation ensemb
are formed in YBCO films during their growth: 1! edge dis-
locations of nonregistry at the boundary; 2! dislocation loops
due to stacking faults~i.e., with extra or missing segments o
the CuO2 planes!, the lines of which are parallel to theab
plane; 3! edge dislocations in low-angle boundaries of m
saic domains with a density of up to 1011 lines/cm2 and
higher.

—The efficient pinning of vortices and high critical cu
rent densities~Jc>331010A/m2 at 77 K! in epitaxial YBCO
films are due to the high density of linear defects formed
the process of nucleation and growth of the film.

—The ‘‘motional narrowing’’ of the damping peak i
indicative ofordering of the vortex lattice upon the passag
of current. The remarkable agreement between the meas
damping peak and the theoretical curve obtained in
framework of the diffusion model attests to preservation o

FIG. 15. ProposedH –T phase diagram of the vortex matter in a YBC
epitaxial film for Hic.
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gradual transition~the absence of sharp phase transform
tions! upon the depinning of the vortices in systems w
strong disorder.

—The ‘‘vortex glass’’ transitiontemperature obtained b
means of scaling of the resistivity coincides with the dep
ning temperature measured at zero current, indicating
the interpretation of this transition is ambiguous and mi
be explained in terms of a model of vortex depinning.

—Linear defects oriented along thec axis, i.e., disloca-
tion ensemblesa @100#, are the reason for the appearance
the Jc(Hic) peak, while dislocations and loops lying in th
ab plane contribute to the peakJc(Hiab) and also to the
peakJc(Hic) as a result of the interaction of vortices wi
transverse dislocation lines as with pointlike defects.

—Opposite temperature behavior of the peaks
Jc(H,u) for Hic and Hiab is found experimentally. The
peak Jc(Hic) initially grows with increasing temperatur
and then is suppressed whenT approachesTirr(H). In con-
trast, the relative height of the peakJc(Hiab) becomes
larger and larger as the temperature increases. This beh
is due to the different temperature dependence of the di
ent contributions toJc(Hic) andJc(Hiab): pinning on dis-
locations, pinning on pointlike defects, and the effect of
anisotropy of the strain fields near the dislocation cores.

—In the neighborhood of the cores of edge dislocatio
whose lines are parallel to thec axis a strain field arises
which plays an important role in the formation of the pinni
potential and the local suppression of the superconduc
order parameter andTc . For T,Tc this will give rise to
anisotropic regions of the normal phase near the disloca
core.

—In the neighborhood of dislocation lines parallel to t
ab plane no appreciable strain fields appear. It can be
sumed that this is the cause of the opposite behavior of
pinning force and critical current density in the ca
Jc(Hiab).

—The measuredJc(H) curves forHic in YBCO films
demonstrate two clear crossovers, corresponding to tra
tions from Jc(H);const at low fields, in which the vorte
lattice has not yet formed and the interaction of vortices w
linear centers occurs in the regime of individual pinning,
Jc}H20.5 at intermediate fields~the motion of the vortex
lattice as a deformable 2D continuum! and, finally, to Jc

}H2q ~whereq;1 – 1.5! at higher fields.
—The inhomogeneous state of a vortex ensemble in

acting with an ensemble of parallel equidistant linear cen
which are arranged in a network substantially differs fro
the state of a random 2D Bose glass.
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Persistent scaling behavior of magnetization in layered highTc superconductors with short-range
columnar defects is explained within the Ginzburg–Landau theory. In the weak field
region, the scaling function differs from that of a clean sample and the critical temperature is
renormalized due to defects. In the strong field region, defects are effectively suppressed
and the scaling function and critical temperature are the same as in a clean superconductor. This
picture is consistent with recent experimental results. ©2001 American Institute of
Physics. @DOI: 10.1063/1.1401183#
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1. INTRODUCTION

Layered high-temperature superconducting~HTSC! ma-
terials, such as Bi2Sr2CaCu2O81d and Bi2Sr2Ca2Cu3O10, are
known experimentally to exhibit 2D scaling of magne
properties1,2 around the mean-field transition lineHc2(T). It
is manifested by inspecting the magnetizationM0 as a func-
tion of temperatureT and the~external! magnetic fieldH:

sF0

AAkBTH
M0~T,H !522g0~x!, ~1!

where s is an effective interlayer spacing,F0 is the flux
quantum,x5AHc28 @T2Tc2(H)#/AkBTH is the scaling vari-
able, 2g0(x) is so called scaling function, Hc28
[2dHc2(T)/dTuT5Tc0

, and Tc0 is the zero-field critical
temperature. For a superconductor with Ginzburg–Lan
~GL! parameterk and Abrikosov geometric factor3 bA the
constantA5AsF0 /p, wherep516pk2bA .

The scaling functiong0(x) was first evaluated in the
perturbative regime4,5 for x!1. A nonperturbative result fo
it was obtained later using the following arguments. T
compounds mentioned above are strongly type-II superc
ductors with large GL parametersk'100. Their effective
interlayer separations51.5 nm is larger than the effectiv
superconducting coherence lengthj(H,T) ~if the magnetic
field is not extremely close to the mean field transition fie
Hc2(T)!, but is much smaller than the magnetic penetrat
depth. Hence the problem of fluctuations nearHc2(T) be-
comes effectively two dimensional and can be represen
theoretically in terms of the 2D GL mean-field theory pr
jected onto the lowest Landau level~LLL !.6 Such an ap-
proximation remains valid at least forH.Hc2(T)/3, when
higher Landau levels are obviously irrelevant. Moreover,
cent results7 show that LLL projection is valid even fo
H.Hc2(T)/13. Tesanovic´6 emphasized the crucial rol
played by the total amplitude of the order parameter in
critical region. Integration of the partition function over th
amplitude, assuming that the Abrikosov factorbA depends
weakly on the vortex configuration, leads8 to the scaling law
~1!.
7471063-777X/2001/27(9–10)/5/$20.00
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Moreover, putting this factor equal to a constant from t
very beginning, Tesanovic´ et al. obtained an explicit form of
the scaling function,9

g0~x!5
1

2
~Ax2122x! ~2!

which agrees, to good accuracy, with the experimental m
netization data for Bi2Sr2Ca2Cu3O10. Such a form of the
scaling function~2! implies the existence of a crossing poin
at some temperatureT0* 5Tc0(11kB /(2A2Hc28 ))21 the
sample magnetization is independent ofH, M0*
[M0(T0* ,H)52kBT0* /(sF0). Later on, Tesanovic´ and
Andreev10 took the fluctuations ofbA into account and gen
eralized the approach developed in Ref. 9 to arbitrary typ
superconductors.

Recently the influence of columnar defects on the m
netic properties of superconductors has been stud
experimentally11,12 and theoretically.13–17 Columnar defects
emerge after heavy ion irradiation of the superconduct
sample.11 They serve as strong pinning centers: each on
able to pin a single vortex. The radius of a columnar def
can be larger or smaller than the coherence length~long-
range or short-range defects, respectively!. Strong columnar
defects lead to the formation of multiquantum vortices
high-temperature superconductors13,14 and in conventional
ones as well.16 They also lead to additional magnetizatio
jumps in mesoscopic samples.17 Therefore it is interesting to
understand how such defects influence both the scaling
havior and the existence of the crossing point.

Specifically we refer to experiments performed by v
der Beeket al.,12 who studied the thermodynamic properti
of single crystals of Bi2Sr2CaCu2O81d . The samples were
irradiated with 5.8-GeV ions that produced columnar defe
with radius L53.5 nm and 2D densitynd5531010cm22.
This density is small in the sense that the matching fi
HF5ndF0 , at which the number of vortices becomes equ
to the number of defects, is much smaller thanHc2(T). The
magnetization was measured in the region of magnetic fie
0.2–5 T~which are also smaller thanHc2(T)! and tempera-
© 2001 American Institute of Physics
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tures 72–86 K. Within this interval of fields the defect radi
is the smallest length scale in the problem, and the def
can be treated as short-range. Measurements showed th
lumnar defects drastically change the reversible magne
tion of the sample: there are now two scaling regimes, p
taining to relatively weak (H,HF) and strong (H.HF)
magnetic fields. These two regimes are described by
same form~2! of the scaling function as for clean sample b
they correspond to two different zero-field critical tempe
tures~used in Ref. 12 as fitting parameters! and two crossing
points.

In this paper we propose an explanation of these res
Our arguments are based on the observation that the m
netic field serves as a control parameter for tuning an ef
tive concentrationc5HF /H of defects~the number of de-
fects divided by the number of vortices!. In the weak field
region the concentration is large~c55 for m0H50.2 T and
nd from Ref. 12!, and each vortex is affected by a forc
emanating from many defects. On the average, this fo
leads to renormalization of the critical temperatureTc .
Short-range defects are effectively weak and can be ta
into account perturbatively. In first order they retain the sa
form of the scaling function~2! as that of a clean sample, u
to the aforementioned renormalization of the critical te
perature. Second-order corrections indeed destroy the sc
behavior, but in the vicinity of the crossing temperature sc
ing is approximately maintained. In the strong field regi
the concentration is small~c50.2 form0H55 T andnd from
Ref. 12!, renormalization is not needed, and the stand
concentration expansion18 can be used. Here, strictly spea
ing, even the first-order correction~with respect to small con
centration! destroys the scaling behavior. However, a stro
field effectively suppresses the defects, thus restoring
scaling behavior of a clean superconductor with the ini
critical temperatureTc0 . Identifying the two fitting tempera-
tures of Ref. 12 with the renormalized and initial critic
temperaturesTc andTc0 , respectively, one finds for the d
mensionless defect strengthu150.49, well within its allowed
range 0<u1<1. This indicates complete consistency b
tween the description constructed below and the experim
tal results of Ref. 12.

Our quantitative approach follows the one proposed
successfully used within the critical region in clea
superconductors8–10 and at low fields in disordered
superconductors.15 This approach is based on the LLL pro
jection and on the assumption that the Abrikosov factor
almost independent of the magnetic field. The latter assu
tion is evidently not valid in the vicinity of the matchin
field, but it is valid for fields much smaller or much larg
than HF . Indeed, columnar defects are strong pinning c
ters. Then, if the number of vortices is much less than
much greater than the number of defects, configurati
close to the triangular Abrikosov lattice are always simul
neously compatible with any typical configuration of defe
and with the condition of complete~as possible! pinning.
This assumption is supported by noticing the remarkable
ference between the number of vortices and the numbe
defects in both regions of fields. This enables us to take
account only these Abrikosov-like vortex configurations a
fluctuations around them.1! But for these configurations th
ts
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Abrikosov factor almost coincides with its ‘‘triangular
valuebA51.16.

The next Section contains the main body of the pap
First we formulate the model~subsection 2.1! and then ob-
tain the magnetization in the weak field region~subsection
2.2! and in the strong field region~subsection 2.3!. Relation
of our calculations to the experiment12 is discussed in Sec. 3
Finally, the results obtained in this work are summarized
Sec. 4.

2. SCALING BEHAVIOR OF THE IRRADIATED
SUPERCONDUCTOR

2.1. The model

Consider an irradiated thin superconducting film~or one
layer in a layered superconductor! with areaS subject to a
perpendicular magnetic field~thus parallel to the defects!.
Columnar defects can be described as a local reduction o
critical temperature dTc(r )5Tc0St j exp(2(r2r j )

2/2L2).
Herer is a two-dimensional vector in the film plane,L is the
defect radius, and the positionsr j of defects are uniformly
and independently distributed over the film plane with de
sity nd . The value ofnd is assumed to be moderate, so th
for the pertinent region of temperature the matching fieldHF

is always much smaller thanHc2(T). The dimensionless am
plitudes of the defects 0<t j<1 are also independent rando
quantities distributed with some probability densityp(t)
whose first two momentsu1 and u2 satisfy 0<u1,2<1. On
average, the defects lead to renormalization of the crit
temperature

Tc5Tc02dTc , ~3!

where

dTc[^dTc~r !&52pndL2u1Tc0 .

The fluctuation of the shift of the critical temperature h
zero mean value and a variance

^~dTc~r !2dTc!
2&5pndL2u2Tc0

2 .

The thermodynamic properties of a type-II superco
ductor are described by its partition function

Z}E D$C%expS 2
G

kBTD , ~4!

whereC is the order parameter andG is the standard GL
functional

G5sE H a~r !UCU21
b

2 UCU41gU]2CU2

1
1

8p
~B2H!2J d2r , ~5!

]25
\

i
¹1

2e

c
A, B5¹3A,

with the first GL coefficienta(r ) depending on coordinate
through a local change of the critical temperature.

Further simplifications will be done for the case of we
fields ~in the case of strong fields slightly different simplifi
cations are required—see subsection 2.3 below!. Let us take
into account the large value of the GL parameter, project
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system on the LLL corresponding to the external field, int
duce the scaling variablex as mentioned above, a scale
order parameterw}C, and dimensionless temperature flu
tuations

t~r !5S sF0

p D 1/2Hc2~T!

AkBTH

dTc~r !2dTc

Tc2T
.

~We emphasize that for the case of weak fields it is
renormalized critical temperature which enters the exp
sion for the upper critical field as well as the definition of t
scaling variablex.! This results in the following expressio
for the partition function:

Z}E D$w%expH 2NvS xuwu21
1

4bA
uwu41t~r !uwu2D J ,

~6!

whereNv is the total number of vortices~i.e., the total num-
ber of flux quanta through the sample areaS! and the bar
denotes averaging over the sample area. The expressio
the magnetization has the form

sF0

AAkBTH
M ~T,H !5

1

Nv

] ln Z
]x

. ~7!

These two formulas~6!, ~7! form the basis for the furthe
calculation and analysis.

2.2. Magnetization: weak fields

The assumption that the Abrikosov factor is a const
enables us, following Ref. 15, to replaceuw(r )u4 in Eq. ~6!
by bA(uw(r )u2)2. This replacement, together with the sim
plest version of the Hubbard-Stratonovich transformat
~introduction of an additional integration over some auxilia
field g! turns the problem to be an exactly solvable one15

Indeed, we expand the order parameter on the LLL subsp

w~r !5 (
m50

Nv

CmLm~r !, ~8!

whereLm(r ) are normalized LLL eigenfunctions with orbita
momentumm. Then after integration over the expansion c
efficientsCm , the partition function~6! reads

Z}E
G

exp$2NVL~g,x!%dg, ~9!

where

L~g,x!52g21Nv
21 tr ln@~x1g! l̂ 1 t̂ # ~10!

and t̂ is a random matrix with elements

tmn5E
S
Lm* ~r !t~r !Ln~r !d2r . ~11!

The contourG in Eq. ~9! is parallel to the imaginary axis an
stretches fromg* 2 i` to g* 1 i`. To assure convergence o
the integrals over the coefficients$Cm% the real constantg*
should satisfy the inequalityg* 1x1mintn.0, wheretn is
the nth eigenvalue of the matrixtmn .
-

e
s-

for

t

n

ce,

-

In the thermodynamic limitS→` with nd and Nv /S
fixed, the partition function~9! could be calculated in a
saddle-point approximation. This results in the followin
form for the magnetization:

sF0

AAHT
M ~T,H !522g~x!, ~12!

whereg(x) is the solution of the saddle-point equation

]L~g,x!/]g50. ~13!

In the caset̂50 the two possible saddle points satis
the equation

22g1
1

x1g
50,

but only one of them

g0~x!5
1

2
~Ax2122x! ~14!

can be reached by an allowed deformation of the contouG.
Substitution of Eq.~14! into ~12! yields the magnetization
M0(T,H) of a clean sample~up to renormalization of the
critical temperature~1!, ~2!! obtained in Ref. 9. The saddl
point g0(x) serves as the scaling function.

Returning to the disordered case, we note that in
thermodynamic limit the last term on the right-hand side
Eq. ~10! has an explicit self-averaged structureNv

21tr(...)
and can therefore be replaced by its average. This proce
modifies the saddle-point equation to

2g5
1

x1g
1

«~T!

~x1g!3 ~15!

and results in a magnetization

M ~T,H !5M0~T,H !S 11«~T!
2g0~x!

Ax212
D , ~16!

where

«~T!5 K trt̂2

Nv
L 5

u2

p
ndL2

~2pHc28 Tc0!2sL2

kBT
. ~17!

Note that the parameter«(T) is proportional to the fourth
power of the defect radiusL, thus justifying the perturbation
approach for short-range defects.

In the zeroth-order approximation with respect to«(T)
the magnetization has exactly the same form as for a c
sample, thus retaining both the scaling property and the
istence of a crossing point. However, due to renormalizat
of the critical temperature, the crossing temperatureT*
5T0* 2dT* differs from its valueT0* for a clean sample
without defects:dT* 5dTc(11(2A2Hc28 )21)21. In the next
order, scaling is virtually destroyed since the correction te
~within the parenthesis in Eq.~16!! depends not only on the
scaling variablex but also on temperature. But at the cros
ing temperatureT* the magnetization reads

M ~T* ,H !5M0~T* !S 11«~T* !
2H*

H1H* D , ~18!

whereH* 5Hc2(T* )5kBT* /(2A2). Therefore if the field is
weak enough,H!H* , then the crossing point is restore
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T* serves as a true crossing temperature, and the magne
tion at the crossing temperature differs from its unperturb
form 22g0(x) merely by a multiplicative constan
112«(T* ).

2.3. Magnetization: strong fields

When the magnetic field increases, the approach u
above becomes inapplicable. First, it fails in the vicinity
the matching field, where the Abrikosov factor becomes v
sensitive to the details of the defect configuration. Secon
higher-order terms in the perturbation expansion for
saddle-point equation@which were omitted in Eq.~16!# grow
with magnetic field. Fortunately, we have here a new sm
parameter, because the dimensionless concentrationc of de-
fects in the strong field region is small. Therefore there is
sense in renormalizing the critical temperature, and it is na
ral to use the concentration expansion.18 Then in this region
the dimensionless temperature fluctuationt(r ) is now de-
fined as

t~r !5S sF0

p D 1/2Hc2~T!

AkBTH

dTc~r !

Tc02T
. ~19!

As mentioned above, the second term in the right-ha
side of Eq.~10! is self-averaging and can be calculated us
the limiting form of the density of statesr~t! of the matrix
~11!. For short-range defects in the linear approximation w
respect toc, this density of states reads

r~t!5~12c!d~t!1
c

l
pS t

l D , ~20!

where l52pL2Tc0AHc28 AH(F0AkBT)21 and p(t) is the
probability distribution of the dimensionless temperaturet j .
Indeed, the matrixtmn is nothing but the Hamiltonian of a
particle with charge 2e in a 2D system subject to a perpe
dicular magnetic field and containing short-range defe
~projected on the LLL!. The first and second terms in E
~20! correspond, respectively, to those states whose ener
stuck to the LLL~despite the presence of zero-range defe
~see, e.g., Ref. 19!! and those states whose energies are lif
from the LLL by these defects. For sufficiently narrow di
tribution p(t), the corresponding saddle-point equation lea
to the magnetization

M5M0F2
clu1

~112lu1g0~x!!Ax212
G , ~21!

whereM0(T,H) is given by Eq.~1! with an initial critical
temperatureTc0 .

Rigorously speaking, scaling is destroyed since both
concentrationc and the shifted eigenvaluelu1 depend ex-
plicitly on H and T. However, at strong field the correctio
term in Eq. ~21! becomes negligibly small. This implies
restoration of the crossing point. Indeed, at temperatureT0*
the magnetizationM* 5M (T* ,H) assumes the form

M* 5M0* S 12
1

11h

HF

H1H* D , ~22!

with h2152pL2Hc28 Tc0u1 /F0 . Therefore in the entire
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strong field regionHF!H!H* the crossing temperature co
incides with its initial valueT0* and the magnetization in th
crossing point practically coincides with its valueM0* in a
clean superconductor.

3. DISCUSSION

According to the results obtained above, within the ma
approximation, the magnetization indeed manifests two se
rate scaling regimes in the regions of weak and strong m
netic fields. These regimes are described by the same sc
function that characterizes a clean sample, but with a re
malized critical temperature in the weak region and with
initial critical temperature at high fields. These results are
complete qualitative correspondence with the experime
observations of van der Beeket al. Without pretending to
account for a complete quantitative description of the ab
mentioned experiments, we nevertheless will show that so
quantitative agreement can also be achieved.

Let us discuss the limits of applicability of our resul
and their relation to the experiment of Ref. 12.

1. In the weak field region, the important small para
eters are«(T) ~which enters the magnetization~18!! and
«(T)/(x1g0(x))2 ~which enters the saddle-point equation!.
Using the parameters which were employed in the exp
mental work12 ~kBm0Hc28 51.15 T•K21, T* 578.9 K, and the
rest of parameters which were already mentioned in Sec!,
we find from Eq. ~17! «(T* )50.5u2 and «(T* )/(x*
1g0(x* ))2'0.25 ~the latter figure is obtained form0H
50.2 T!. For the quite plausible valueu250.5 one then finds
«(T* )50.5 u250.25.

2. The condition of convergence of the integral over t
expansion coefficients$Cm% can be written as H
.0.25HFu1

2/u2 , and even in the worst caseu1
25u2 it reads

m0H'0.25 T.
3. Then, one hasm0H* '6.4 T, and applicability of the

LLL projection requiresm0H.0.5 T. The weak field region
of Ref. 12 corresponds tom0H50.2-0.02 T. Thus, in the
weak field region, only the condition for applicability of th
LLL projection is violated slightly, but the deviation is no
dramatic.

4. In the strong field region we findh'2.9, and there-
fore the correction term in parenthesis in Eq.~22! is less than
three percent, so that in this region our assumptions are f
satisfied.

Hence, up to an insignificant mismatch for very we
fields our theoretical assumptions and simplifications
completely consistent with the experimental parameters
Ref. 12. Using the same set of parameters, we display in
1 the quantityM /ATH as a function of the scaling variabl
for weak field~inset! and strong field~main part!. We used
here the maximal valueu151. In the strong field region, the
deviation from clean-sample scaling behavior is negligib
small for all three values of the strong magnetic field,
complete agreement with our results. In the weak field
gion, the scaling functions for three different fields c
hardly be distinguished. This means that scaling is undou
edly valid in a neighborhood of the crossing temperature.
the same time the scaling function differs from its form in
clean sample~1! by a multiplicative constant~see the paren-
thesis in Eq.~16!!. Note that scaling in the weak field regio



n
a

fit

e

su
rti

a
io
1
w

oi

er
rs
ld

nd
in
,
al

v,
w-
ince.

n
s-
in-

on
r

out

lose

nce

e,

to,

v.

v.

H.

it,

p.

ro-

751Low Temp. Phys. 27 (99–10), September–October 2001 Braverman et al.
~which was experimentally established! is less pronounced
than that in the strong field region. Apparently, the reaso
that the experimental data are fitted to account for the cle
sample scaling function. Nevertheless, if we identify the
ted temperature 82.6 K~found in Ref. 12 in the weak field
region! with the renormalized critical temperatureTc5Tc0

2dTc , and the fitted critical temperature 84.2 K in th
strong field region12 with Tc0 , then, even within such a
rough approximation, we obtainu1'0.5. Recalling thatu1

should be positive and less than unity, the above re
strongly supports the applicability of our theory to the pe
nent experiment.12

4. SUMMARY

In summary, we have calculated the magnetization of
irradiated superconductor below the mean-field transit
line Hc2(T), using the approach developed in Refs. 8–
and 15. It was shown that, from a rigorous point of vie
disordered short-range defects are expected to destroy
scaling behavior and prevent the existence of crossing p
in both regions of weak and strong magnetic fields~with
respect to matching fieldHF!. And yet, within the frame-
work of the parameters which were employed in the exp
mental work,12 the deviation from scaling behavior appea
to be negligibly small, and crossing points exist in both fie
regions, in complete agreement with the experimental fi
ings. The two fitting critical temperatures introduced
Ref. 12 for the strong and weak field regions correspond
our formalism, to the initial and renormalized critic
temperatures.

FIG. 1. The quantityM /AHT as a function of the scaling variablex. The
dashed, dotted, and dot-dashed lines correspond tom0H53, 4, and 5 T
~main figure! and tom0H50.02, 0.1, and 0.2 T~inset!. The solid line cor-
responds to the clean-sample scaling function~strong field region only!.
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,Hc2(T) where the distribution of the vortices does not feel the prese
of defects.
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The features of the Shubnikov phase in thin films of type-II superconductors are investigated in
the case when the magnetic field is parallel to the surface of the film. Measurements of
the nonmonotonic dependence of the critical currentI c on the magnetic fieldH i reveal
commensurate vortex lattices with different numbers of vortex chains in the film. It is proved
experimentally that in homogeneous films the commensurability effect between the vortex
lattice parameter and the thickness of the film can be observed only for the ideal state of the film
boundaries, admitting the formation of an infinite lattice of the vortices and their images.
Worsening of the film surface smoothness and of the plane-parallel precision of the two surfaces
of the film leads to vanishing of the oscillations ofI c and to a sharp decrease of the
critical current. The lock-in transition due to the influence of the surface barrier is observed in
the films for the first time. It is found that a thin-film layered sample exhibits an interplay
between two types of commensurability effects: with the period of the superstructure and with the
total thickness of the sample. TheH –T phase diagram is considered for a homogeneous
film in a parallel magnetic field. ©2001 American Institute of Physics.
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Recently, commensurability effects in type-II superco
ductors~meaning commensurability of the lattice parame
a0 of the vortex lattice and the period of the regular struct
of the inhomogeneities! have become a focus of resear
attention as substantial progress has been achieved in
creation of nanostructures and periodic systems of pinn
centers at extremely small length scales.1 Of no less interest
for the study of the commensurability effect are natural m
terials with regular periodic inhomogeneities. These mat
als include transition-metal dichalcogenides and hi
temperature metal oxides. Many materials of this type
superconducting superlattices of different kinds—have a
been created artificially. In the case when the intervor
distance is equal to or a multiple of the period of the sup
structure of inhomogeneities, all of the vortices are pinned
the pinning potential. This situation, as a rule, correspond
the maximum critical currentI c , and the corresponding vor
tex structure is called commensurate. In the incommensu
phase, if no other types of pinning centers are present,
critical current should be equal to zero.2 Such an ideal struc
ture of a superconductor is not achievable in practice, and
critical current is nonzero even in the incommensurate ph
Experimentally one observes oscillatory dependence of
critical current I c ,3–8 magnetic momentM ,9,10 and energy
dissipation11,12 as functions of magnetic field.

As far as we know, the commensurability effect in s
7521063-777X/2001/27(9–10)/8/$20.00
-
r
e

the
g

-
i-
-

o
x
r-
n
to

te
he

he
e.
e

-

perconductors was first studied by Guyon’s and Martinol
groups.3,4 In one of the cases the objects of study were a
ficial periodic superlattices consisting of a PbBi alloy with
periodic modulation of the concentration of the componen
while in the other case they were thin films with an arti
cially created periodic modulation of the thickness. In the
aforementioned superlattices the curves of the critical cur
I c as a function ofH exhibit oscillations when the magneti
field H is parallel to the plane of the layers. In the films wi
modulated thickness the oscillations ofI c were observed in a
magnetic field perpendicular to the layers. In both cases
oscillations were observed for a mutually perpendicular o
entation of the vortices and the modulation direction. At c
tain values of the magnetic field the period of the vort
lattice turns out to be commensurate4 with the period of the
modulation potential, and maxima ofI c appear namely a
these fields. Later the effect under discussion was also s
ied in other layered systems: artificial superlattices of diff
ent types and high-Tc superconductors.5–12A theoretical ex-
planation for the results mentioned can be found in Refs
13, and 14. The oscillatory dependence of the critical curr
I c and resistanceR as functions ofH i has also been observe
in the situation when, because of strong intrinsic pinnin
only commensurate vortex lattices can exist.5,6,15In that case
the maxima ofI c ~and minima ofR) correspond to stable
states of the commensurate vortex lattice or to phase tra
© 2001 American Institute of Physics
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tions between lattices with different orders of commensu
bility.5,6

An interesting cycle of studies was done on superc
ducting films with an artificial two-dimensional lattice o
submicron pores or ferromagnetic particles~see, e.g., Refs
16–18!. In those experiments the configuration, size of
elements, and periodicity of the artificial lattice were varie
and the critical current, magnetization, magnetic relaxati
and current–voltage characteristics were measured. The
dependences of all these parameters exhibited distinct
tures in fields corresponding to commensurability conditio

Of particular interest is the case in which the comme
surability effect is manifested in superconducting sample
which no periodic pinning potential is present. We are ref
ring to homogeneous superconducting thin films, for wh
oscillatory I c(H) curves in a parallel magnetic field hav
also been observed.19–24 In films whose thickness satisfie
the conditionsl.d.j ~l is the penetration depth of th
magnetic field,d is the thickness of the film, andj is the
coherence length!, the transition from the Meissner to th
mixed state starts with the penetration of a single vor
chain. As the external magnetic field is increased, the den
of vortex lines in the chain grows, and at a certain critic
density an instability arises, causing the single row of vo
ces to split into two. Further increase of the field gives rise
a vortex lattice consisting of three chains, and so on. Ow
to the interaction of the vortices with the boundaries of
film, a symmetric arrangement of the vortex chains with
spect to the two surfaces of the film corresponds to the m
stable state of the vortex lattice. When the distances betw
vortex chains are commensurate with the total thicknes
the sample, extrema ofI c are observed. This is the bas
explanation offered for the oscillatory dependence of the fi
parameters as functions ofH i in Refs. 12, 25, and 26. In
Refs. 22 and 23 a somewhat different interpretation was p
posed. The interaction of the vortices with the boundaries
the superconductor as a rule is treated by taking the im
vortices into account. In the case of a thin film the system
vortices and their images form an infinite lattice.27 The pe-
riod of this lattice along the direction orthogonal to the fil
is determined by the thickness of the film and the numbe
vortex rows, and the lattice period along the film is det
mined by the external magnetic field. These two periods
incide or are multiples of each other only at certain values
the magnetic field:22,23

Hn5~n2)F0!/2d2, n51,2,3,... ~1!

Here n is the order of commensurability or the number
vortex rows in the film, andF0 is the magnetic flux quan
tum. Thus in order for oscillatory effects to appear it is im
portant to have commensurability in the two-dimensio
~2D! lattice of vortices and image vortices. Under the con
tion of commensurability this 2D lattice has high symmet
and the lattice of the real vortices inside the film correspo
to an Abrikosov vortex lattice~for n.1!. For the formation
of a regular periodic lattice of vortices and their images it
necessary that the surfaces of the film be smooth and par
to each other. Even a slight misorientation between
vortex-reflecting surfaces will preclude the formation of
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infinite regular lattice of images. Furthermore, such a latt
cannot be formed if the surface has noticeable roughn
The latter, as we know, suppresses the effectiveness o
Bean–Livingston surface barrier.

It should be noted that the oscillations ofI c andM also
take place in multilayered films of finite thickness.12,25,26,28

However those data were obtained for Nb/Cu and Nb/Ti
perlattices with a small anisotropy parameterg
51.2– 1.8),12,28 which corresponds to a weak periodic p
tential that has little influence on the properties of the fil
Indeed, for homogeneous films of different materials a
Nb/Cu and Nb/Ti layered films there is no qualitative diffe
ence in the behavior ofI c(H i). In the case of thin-film su-
perlattices there is only a renormalization of the values of
commensurability fields. This question will be discussed
more detail below.

Our proposed interpretation for homogeneous films
found support in the paper by Carneiro,27 where the equilib-
rium configuration of the vortex lines in films was dete
mined numerically by the Monte Carlo method on the ba
of London theory with allowance for an infinite system
image vortices.

Since, in our view, the influence of the surface barrier
exceedingly important and the commensurability effect
homogeneous thin films can be observed only when the
has ideal boundaries, we undertook experiments expre
designed to permit unambiguous confirmation of this hypo
esis as to the origin of the oscillations ofI c in films in a
parallel magnetic field.

In addition, we obtained data on a superlattice sample
finite thickness with larger anisotropy than in the multila
ered films investigated previously. A comparison of the
data with the results for homogeneous films leads to so
interesting conclusions. On the one hand, in layered film
is possible to have commensurability effects simultaneou
with respect to the total thickness of the sample and
period of the superstructure. On the other hand, becaus
the competing influence of the two different commensura
ity effects an additional selection rule arises, so that the
trema corresponding to the successive values ofn do not all
appear.

The H –T phase diagram for a homogeneous superc
ducting film in a parallel magnetic field, is also discussed

SAMPLES AND EXPERIMENTAL TECHNIQUE

As the objects of study we chose homogeneous va
dium films. These films were condensed by electron-be
evaporation of the metal in a vacuum chamber at residual
pressures of;1026 Torr. The sharp-focus electron gun use
had a power of 5 kW. The material used for the deposit
was VÉL-2 ~99.9% vanadium!.

The substrates used were especially smooth glass.
films were deposited on substrates heated to 300 °C. The
of deposition of the vanadium was held constant at a va
from 40 to 60 Å/s. Together with the correctly chosen su
strate temperature, the electron-beam evaporation me
made it possible to obtain fine-grained films with an avera
crystallite size of 150–200 Å. We did not observe texture
the films. Studies on a scanning electron microscope did
reveal any noticeable flaws of the surface relief of the film
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The samples were deposited through special h
resistant masks of molybdenum foil 0.3 mm thick, prepa
by an eletroerosion method. The distance between the m
and substrate was 0.1–0.3 mm. The geometry of the de
ited samples facilitated the use of the four-probe method
studying their electrical characteristics. The characteristic
mensions of the samples were as follows: distance betw
potential contacts 5 mm, width 0.5 mm.

The thickness of the films during deposition was det
mined by both a quartz oscillator and from the deposit
time at a known rate. The thickness of the vanadium fil
was varied in the range 600–1600 Å. After preparation of
samples their thickness was monitored by the Talan
method to an accuracy of620 Å.

Besides the films, we also investigated V/Si superlatti
formed by the successive programmed deposition of va
dium and silicon layers on a fluorophlogopite substrate
the method of dc magnetron sputtering in an argon medi
The working pressure of the argon in the vacuum cham
was 331023 Torr. The initial vacuum was 1026 Torr or bet-
ter. The substrate temperature was maintained at 100 °C.
deposition, as in the case of the thin films, was done thro
a special heat-resistant mask with a specified geometry.
thicknesses of the layers were determined by means of qu
sensors from the masses of the deposited substances
error in the determination of the layer thicknesses was 1
Å. The number of bilayers of the superlattice was 10.
electron microscope study ‘‘in transmission’’ showed that
Si films are amorphous, while theV film is fine-grained poly-
crystalline, with a grain size of the order of 100 Å.

Measurements of the superconducting characteris
were done on an apparatus equipped with a supercondu
solenoid. The samples were placed in liquid helium, and
heating was observed in the interval of currents used in
experiments. The stabilization of the temperature at the c
sen point and the accuracy of its measurement were 0.00
or better. To change the orientation of the films in the ex
nal magnetic field the samples were placed on a
equipped with a special rotating device. The samples on
rotating table could be arranged in two different ways: in
first case the angle between the transport current and
magnetic field direction remained unchanged at 90° dur
the rotation, while in the second case changing the an
between the plane of the film and the magnetic field sim
taneously changed the angle betweenH and I as well. The
parallel orientation was set according to the resistivity mi
mum to an accuracy of 0.1° or better. The critical currentI c

was determined from the current–voltage characteristics
cording to the points at which the voltage reached a fix
value of 1mV.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the dependence of the critical currenI c

on the parallel magnetic fieldH i for vanadium sample No. 1
(d5750 Å) at various temperatures. The curves exhibit t
features: 1! at magnetic fields lower thanH* , which in-
creases with decreasing temperature~its values are indicated
by arrows in Fig. 1! the value ofI c remains practically un-
changed as the field is increased; at the fieldH* the value of
I c starts to decrease sharply; 2! I c has a minimum that doe
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not shift in field as the temperature is varied. It has be
shown previously29 that the fieldH* corresponds to eithe
the first critical fieldHc1 or to the surface barrier fieldHs

.Hc1 , depending on the state of the film surface. As
have said, penetration of vortices into the film in the field
the surface barrier occurs in the case of smooth boundarie
the film. The experiments done demonstrate a clear corr
tion: if the field H* is equal to the first critical field30

Hc15
2F0

pd2 F ln
zd

pj~T!
10.081G , ~2!

then there are no oscillations1! of I c(H i) ~Ref. 29; herez
51.78 is Euler’s constant!; if H* is equal toHs , then the
I c(H i) curves are nonmonotonic, like those shown in Fig.
These data attest to the important role of the surface ba
in the appearance of oscillation effects.

Oscillations of the critical current are observed not on
in a parallel field but also in inclined magnetic fields in
certain region of angles near the parallel orientation. F
relatively small misorientations between the direction of t
external magnetic field and the surface of the film the mi
mum of I c on these curves coincides~Fig. 2!. However, start-

FIG. 1. Dependence of the critical currentI c on the parallel magnetic field
H i for sample No. 1 (d5750 Å) at different temperaturesT @K#: 1.980~1!,
2.384~2!, 2.749~3!, 3.125~4!, 3.368~5!, 3.618~6!, 3.819~7!, and 3.989~8!.

FIG. 2. Dependence of the critical currentI c on the magnetic fieldH for
sample No. 3 (d51590 Å) at different anglesu between the direction of the
external magnetic field and the plane of the sample:u50°. ~1!, 5° ~2!, 8°
~3!, and 11°~4!. The angleu is measured from the parallel orientation;T
53.614 K.
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ing at a certain critical angleuc ~for sample No. 3 it is'9°!
the minimum vanishes, and theI c(H) curves become mono
tonic. The existence of a critical angle for observation
oscillations in the case of thin-film layered samples has a
been reported previously in a number of papers~see, e.g.,
Refs. 12 and 32!. A more preferable explanation for the pre
ence of a critical angle is in terms of the lock-in transition33

proposed in Ref. 32. Such a transition was predicted
Feinberg and Villard33 for layered superconductors wit
strong intrinsic pinning. The essence of this phenomeno
that in a field inclined at small anglesu the minimum of the
free energy corresponds to vortices oriented along exten
planar inhomogeneities~including the boundaries of the film!
and not along the field. A difference appears between
directions of the magnetic induction in the sample and
external magnetic field; this difference vanishes only
u.uc . The authors of the cited papers did not rule out t
in slightly inclined fields the state of the vortex system do
not completely correspond to the picture described in R
32. An alternative considered is a system of stepwi
inclined vortices, in which the main orientation coincid
with the parallel one and those parts of the vortex lin
which are parallel to the layers are connected together
so-called kinks oriented along the normal to the layers.

Since our experiments have been done on homogen
films, where stepwise inclined vortices cannot appear, t
results permit us to state that for the first time a lock
transition is observed which is due to the influence of a s
face barrier rather than a periodic pinning potential.

It follows from Fig. 3 that the presence or absence
minima in a parallel field is critically dependent on the g
ometry of the experiment. The minimum is observed in
case when the vectors of the magnetic field and curr
which lie in a plane parallel to the surface of the film, a
mutually perpendicular~geometry 1 in Fig. 3!. Here a
Lorentz force arises which causes the vortices to move in
direction perpendicular to the surface of the film, overco
ing the strong surface barrier. In the forceless configura
~geometry2 in Fig. 3! there are no such features on t
I c(H i) curves. Thus the surface barrier again emerges
phenomenon directly involved in the origin of the oscill
tions.

FIG. 3. Dependence of the critical currentI c on the parallel magnetic field
H i for two different mutual orientations of the external magnetic field a
the transport current for sample No. 3:I'H ~1!, I iH ~2!. T53.614 K.
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The curves ofI c as a function of the reduced magnet
field h5H/H i(T) obtained at different temperatures form
cigar-shaped family of curves, as follows from Figs. 4 and
The values ofI c on those parts of the curves that bound t
cigar coincide for different temperatures, i.e., there is
temperature dependence ofI c in a certain region of reduced
fields and temperatures. In the region of fieldsh correspond-
ing to the interior of the cigar, where the minima an
maxima of I c are located, one observes the usual type
temperature dependence ofI c . For the region inside the ci
gar ~and only for that region!, as is shown in Fig. 6, there i
a characteristic hysteresis ofI c . Hysteresis in the neighbor
hood of the fieldsHn was also reported in Ref. 19.

As we have said, the minima on theI c(H i) curves
should correspond to the conditions of commensurability
tween the intervortex distance and the film thickness. T
corresponding fields for a homogeneous film are determi

FIG. 4. Dependence of the critical currentI c on the reduced magnetic field
h5H/H i(T) for sample No. 3 at different temperatures.

FIG. 5. Dependence of the critical currentI c on the reduced magnetic field
h5H/H i(T) at different temperatures for sample No. 4 (d51590 Å) before
~1! and after~2! etching;t5T/Tc .
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by formula~1!. If the film is a layered system, then formu
~1! transforms into the following form with allowance for th
anisotropy parameterg:26

Hn5n2)F0/2gd2, n51,2,3,... ~3!

The experimental data obtained in the present study
in good agreement with formula~1!. For example, for sample
No. 1 (d5750 Å) the fieldHmin53.1 kOe, and a calculation
according to formula~1! gives the valuedcalc5760 Å for
n51. For sample No. 2 (d5780 Å) one has Hmin

53.25 kOe anddcalc5740 Å. For the identical samples No
3 and 4 (d51590 Å) the fieldHmin52.6 kOe, and the calcu
lated value ofd for n52 is 1660 Å. Good agreement wit
formula ~1! has also been noted19 for homogeneous films o
the alloy PbIn with thicknessesd5650– 3500 Å.2! It is easy
to see that for Nb/Cu layered films the position of t
minima on theM (H i) curves3! correspond to the calculate
fieldsHn found using formula~3!. Good agreement with this
formula has also been observed in the case of Nb/Ti thin-
superlattices.28

It is of interest to compare the data for homogeneo
thin films and films of the same material with a period
system of planar inhomogeneities. In the case of laye
thin-film samples with sufficiently large values of the anis
ropy parameterg an ‘‘interference’’ between the two differ
ent commensurability effects can arise. The vortex latt
parameter can be commensurate with both the sample th
nessd and with the periods of the layered structure. Th
available experimental results for Nb/Cu and Nb/Ti~with
valuesg51.2– 1.8! attest to the fact that in the case of
comparatively weak modulation of the order parameter
presence of anisotropy leads to renormalization of the va
of Hn @see formula~3!#, but the surface barrier exerts th
dominant influence on oscillation effects, as in the case
homogeneous films. Here we present the results for a V
superlattice~vanadium layer thickness 240 Å, silicon spac
thickness 30 Å! with a comparatively large value of the an
isotropy parameter,g55.2. This sample consists of the sam
number of bilayers,m510, as the Nb/Cu and Nb/Ti sample
studied previously.12,25,28The total thickness of the sample
2700 Å. The dependence of the critical currentI c on the
parallel magnetic field for this sample is shown in Fig. 7.

FIG. 6. Dependence of the critical currentI c on the reduced magnetic field
h5H/H i(T) for sample No. 3 for increasing and decreasing magnetic fi
T53.614 K.
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In multilayer superlattices in which the boundary effec
can be neglected, the fieldsHN at which the vortex lattice
parameter is commensurate with the period of the superst
ture of the superlattice are determined by the expression34

HN5)F0/2N2s2g. ~4!

HereN is the order of commensurability for the effect und
study. The ratio of the fieldsHN andHn for the two type of
commensurability effect, as can be seen from formulas~3!
and ~4!, does not depend on any of the parameters of
system except the number of bilayers:

HN

Hn
5

m2

n2N2 . ~5!

It follows from formula~5! that it is possible to observe
a large number of extrema ofI c . We recall that upon com-
mensurability of the vortex lattice parametera0 with the total
thickness of the film one should observe minima of the cr
cal currentI c , while commensurability withs corresponds to
maxima ofI c .

It follows from an analysis of Fig. 7 that the first min
mum of I c for H i51.17 kOe corresponds to the calculat
value ofHn at n55, while the second atH i53.8 kOe corre-
sponds to the valuen59. The minima with commensurabil
ity orders n51 – 4 cannot be observed because the fie
corresponding to them are less than or of the order of
field at which the initial penetration of vortices into the film
occurs. Such an explanation will of course not work for t
commensurability ordersn56 – 8, for which the extrema
also fail to appear on theI c(H i) curves. It is important to
note, however, that, since for the given samplem510, it is
only for n55 and 9 that all the vortex chains can lie in the
spacers, where their position is energetically most favora
At n59 all of the Si spacers in the sample are occupied,
the distance between vortex rows is equal tos. At n55 the
distance between vortex rows is equal to 2s. On the other
hand, the position of the maximum ofI c at 4.7 kOe corre-
sponds, according to formula~4!, to commensurability order
N51. The position ofHN for N52 coincides with that for
n55, and there a minimum ofI c is observed. A curious
picture emerges. Instead of the large number of oscillati
expected one observes only a few, and the reason for th

;FIG. 7. Dependence of the critical currentI c on the parallel magnetic field
H i for a 240/30 V/Si superlattice. The solid arrows indicate the calcula
values ofHn , and the dotted arrow the calculated value ofHN .
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apparently the additional selection rule that arises in the c
of a competition between two different commensurability
fects. Of the set of vortex lattices that can exist in homo
neous films, in a superlattice sample of the S/I type~S is a
superconductor and I is a semiconductor! only those which
correspond to an ordered arrangement of vortex rows in
semiconductor spacer layers are realized. In relatively w
fields the dominant effect is that of commensurability w
the total thickness of the film~we recall that the fieldsHn for
n55 and HN for N52 are numerically equal, but at tha
value of the field a minimum ofI c is observed!. In the case
of high fields both commensurability effects are manifest
a minimum ofI c at Hn53.8 kOe (n59) and a maximum of
I c at HN54.7 kOe (N51). In both cases the distance b
tween vortex chains is the same, equal tos, but the number
of vortices in the chains is different. The appearance of
maximum after the minimum ofI c is explained by the fac
that in fieldsH i.Hn the depth of the potential well for th
vortices increases.32,35 However, the theory does not dete
mine the field values up to which this occurs. For the giv
sample the maximum at 4.7 kOe corresponds exactly to
condition of commensurability between the superlattice
riod anda0 . It follows from the experiment under discussio
that in a superlattice of finite thickness the character of
oscillation effects at large values of the parameterg will
differ considerably from those for homogeneous films.

Let us now return to the case of homogeneous films
present the results of direct experiments which indicate
the smoothness and plane-parallel precision of the two
faces of the films are the main factors determining the
pearance of the oscillatory dependence ofI c(H i). The sur-
face of sample No. 4 after the measurements of theI c(H i)
curves ~the series of curves1 in Fig. 5! was subjected to
chemical etching. After the etching its thickness had chan
only slightly (Dd/d'5%). An examination with a scanning
electron microscope~resolution ;200 Å! showed that the
state of the surface had been modified by the chemical e
ing. Whereas before etching it had been practically smo
~within the resolution of the device!, after the etching there
were shallow ‘‘pits’’ of arbitrary shape, with dimensions o
0.1–1mm. After the etching the values ofI c and the form of
the I c(H i) curves were radically altered~series of curves2 in
Fig. 5!. The values of the critical current in the same interv
of reduced temperatures and fields decreased by a fact
3–7 ~while Tc andHci changed insignificantly, by not mor
than 2–4%!. The I c(H i) curves became monotonic: the ‘‘c
gar’’ vanished. The artificially created roughness of t
sample surface led to suppression of the surface barrier
accordingly, to an overall decrease of the critical current. T
features characteristic of the commensurability effect a
vanished.

In the same deposition session as for sample No. 1
also prepared a sample~No. 5! with variable thickness by the
technique proposed in Ref. 36. For this wedge-sha
sample with a difference in thicknesses at the edges of;7%
and a misorientation of the two surfaces amounting to on
few minutes of arc, the values ofI c at the same values oft
andh are smaller by a factor of 2–3.5 than for sample No.
and theI c(H i) curves are smooth~the average thickness o
film No. 5 was close to the thickness of sample No. 1!.
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Thus, from the last two experiments and also from t
correlation between the appearance of the minimum oI c

and the penetration of vortices into the film in the surfa
barrier fieldHs it follows unambiguously that commensura
bility between the film thickness and the interchain distan
in the vortex lattice is by itself insufficient for observation
oscillation effects. On the other hand, the same experim
give evidence in favor of the previously stated hypothe
that an important role is played by the formation of a regu
lattice of vortices and their images and the conditions
commensurability in that lattice.

Having proved experimentally that the presence of a
tice of vortices and vortex images vortices is critically im
portant for observation of the commensurability effect, w
can repeat the previous arguments22,23 concerning the nature
of the oscillatory critical current in thin-film samples. It ca
be assumed that in accordance with the general conc
about phase transitions between commensurate and inc
mensurate phases,37,38 in the neighborhood of the points o
commensurability~i.e., in a certain interval of variation o
the vortex lattice parameter or the external fieldH) there
exists a commensurate~C! phase. In theC phase the vortices
behave in the usual way, and the critical current is de
mined by the mechanism of interaction of the vortices w
the boundaries of the film. According to the calculations
Shmidt,35 in this region one should observe a minimum
the critical current, corresponding to the entry of a mon
layer of vortices, and a maximum due to fact that the de
of the potential well for the chain of vortices increases w
increasing field. Of course, in this case the critical curr
should depend on temperature.35 Just such behavior is ob
served inside the region bounded by the ‘‘cigar’’~see Fig. 4!.

For each system there exists an incommensurability
rameterd, at the critical value of which a transition shou
occur to an incommensurate~I! phase. In theI phase, in
accordance with the same concepts,37,38 one typically sees
the formation of static periodically repeating solitons~do-
main walls!. In our case these solitons or domain walls c
separate regions with two different commensurate lattice

The critical current on the envelope of the ‘‘cigar’’ i
independent of temperature and can apparently be interpr
as the critical current due to the transition from theI phase to
the C phase, or as the current at which the solitons are
stroyed. Inside theC phase the critical current is determine
by the relationships governing the interaction of individu
vortices with the boundaries of the film.

The results of the above experiments allow us to st
with certainty that the oscillations of the superconducti
parameters of homogeneous films in a parallel magnetic fi
are due to the commensurability effect occurring in the l
tice of vortices and vortex images vortices arising in the c
of an ideal state of the boundaries of the sample. These
sults are consistent with the results of previous experime
which established that for observation of oscillations it
necessary to have commensurability between the vortex
tice parameter in the film and the total thickness of t
sample, since the conditions of commensurability are
same in both cases. For our hypothesis, however, one m
impose more stringent requirements on the samples in o
to be able to observe the effects under discussion. Th
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conditions undoubtedly must be met in the case of homo
neous samples. If the film has a layered structure, then
can observe oscillations of the physical parameters due to
commensurability between the interchain distance and
period of the superstructure, and therefore the state of
surface is not so important.

Let us conclude with a discussion of theH –T phase
diagram of a homogeneous superconducting film in a para
magnetic field and the necessary conditions for observa
of the commensurability effect due to the influence of t
sample boundaries. One of the obvious conditions, a res
tion on the film thickness,l@d@j, has already been men
tioned above. It follows from this condition that the materia
used for preparation of the films should have rather la
values of the Ginzburg–Landau parameterk. This condition
is met for transition metals, superlattices based on them,
certain superconducting alloys. The inequalityd@j(T) pre-
supposes the possibility of penetration of one, two, e
chains of vortices into the film in a parallel magnetic fie
This inequality, which, with allowance for the critical thick
nessdc5A5/2j(T) ~Ref. 39!, determines the condition unde
which the homogeneous film undergoes a transition to a o
dimensional mixed state at the upper critical field, can
reduced to the less stringent restrictiond>A5/2j(T0). If this
condition is not met, then the uniform distribution of th
order parameter will persist in the film all the way down
T50 K. If d@j(0), then the upper boundary for the exi
tence of the mixed state is determined, as in the case
bulk superconductor, by the field Hc351.7Hc2

51.7F0 /(2pj2). From the field ratio Hc3(0)/Hn

'0.2d2/@n2j2(0)# it follows that the maximum number o
commensurate vortex phases with differentn which can be
observed atT50 in a given film is determined by the rati
d/j(0): nmax,0.47d/j(0). This definition ofnmax is valid
for those film thicknesses for which the conditiond/j(0)
<4 is met. If this inequality does not hold, then the co
mensurate lattice withn51 at T50 or at low temperatures
cannot be detected experimentally, since the fieldHc1 turns
out to be less than the field of overheating of the Meiss
state,Hs5F0 /(&pjd), at T50.35 Accordingly, the num-
ber of commensurate vortex lattices will be equal tonmax

21. An example of theH –T phase diagram for a homoge
neous film is shown in Fig. 8.

At nonzero temperatures the number of observable c
mensurate vortex phases depends onT, since the fields
bounding the existence region of the mixed state are t
perature dependent. For this reason there exists a region
Tc in which one can observe a commensurate phase win
51, which at lower temperatures is ‘‘hidden’’ in the regio
of the Meissner state. AsT is lowered, this phase vanishe
but the phase withn52 becomes observable. At still lowe
temperatures one can observe two or more commensu
phases. The larger the film thickness, the larger the num
of commensurate phases there are in the region of the m
state. However, there is a limit to the film thickness, abo
which the neighboring commensurate phases turn out to
located so close to each other in magnetic field that the
istence regions of the individual phases begin to overlap.
maximum number of commensurate vortex phases that h
been observed in thin films by measurement of the magn
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moment is six.12 In the case when measurements of the cr
cal current are used to study the commensurate phases
ordinarily sees fewer of them. To a large degree this is du
a purely ‘‘technical’’ limitation: at large values of the critica
current density the samples can become overheated~e.g., in
sample No. 1 att'0.5 the critical current density in low
fields already exceeds 106 A/cm2!. Measurements of the
magnetic moment, which are free of this limitation, can gi
more complete information about commensurate vortex
tices in thin films.

This study was supported in part by the Israel Acade
of Sciences~Grant 359/99! and the Center for Absorption in
Science of the Ministry of Immigrant Absorption of the Sta
of Israel.

*E-mail: nfogel@techunix.technion.ac.il or fogel@ilt.kharkov.ua
1!Oscillations can be absent for a completely trivial reason as well~see, e.g.,

Ref. 31!. The critical current in that study was measured with such a la
step in magnetic field that it was not possible to register oscillations.

2!Sutton’s formula,19 which is based on a calculation of close packing
spheres, is practically the same as formula~1!.

3!Some authors25,26 have held the opinion that the commensurability con
tions correspond to maxima rather than minima ofI c and M , but appar-
ently this point of view has changed, since a more recent paper12 by some
of the same authors spoke of minima.
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30A. A. Abrikosov, Zh. Éksp. Teor. Fiz.47, 720~1964! @Sov. Phys. JETP20,
480 ~1965!#.

31G. Stejic, A. Gurevich, E. Kadyrov, D. Christen, R. Joyat, and D.
Larbalestier, Phys. Rev. B49, 1274~1994!.

32A. J. Vermeer, D. J. de Groot, N. J. Koeman, R. Griessen, and C.
Hasendonck, Physica C185–189, 2345~1991!.

33D. Feinberg and C. Villard, Phys. Rev. Lett.65, 919 ~1990!.
34B. I. Ivlev and N. B. Kopnin, J. Low Temp. Phys.80, 161 ~1990!.
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We show that quantum spin fluctuations in inhomogeneous conducting ferromagnets drastically
affect the Andreev reflection of electrons and holes at a ferromagnet–superconductor
interface. As a result, a strong long-range proximity effect appears, associated with electron–hole
spin triplet correlations and persisting on a length scale typical for nonmagnetic materials
but anomalously large for ferromagnets. For applications, an important consequence is that this
long-range proximity effect permits the creation of superconducting quantum interference
devices with magnetic Josephson junctions of anomalously large length. ©2001 American
Institute of Physics.@DOI: 10.1063/1.1401185#
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1. INTRODUCTION

In recent years much attention has been paid to nor
conductor-superconductor~N/S! structures~for a review, see,
e.g., Ref. 1!. Transport of electric charge in such systems
much affected by the existence of an energy gap in the s
trum of elementary excitations in the superconductor. A
result of the existence of the gap, electronic elementary
citations which freely propagate in the nonsuperconduc
material cannot penetrate into the superconductor to a s
cient distance if their energy« ~measured from the Ferm
level «F! is less than the superconductor energy gapD. A
correlated transfer of two electrons accompanied by th
pairing inside the superconductor is the only mechanism
provides a direct transmission of the charge into the su
conducting condensate that is the ground state of the su
conductor. The above-mentioned two-electron transfer m
be considered in terms of the conventional scattering sch
as a process of an electron-hole transformation of excitat
inside the normal conductor that takes place at the boun
with the superconductor. This scattering~which is known as
Andreev reflection! couples the incident electron and the r
flected hole in such a way that their spins are oriented
opposite directions and their energies~6«! are symmetri-
cally positioned with respect to the Fermi energy~‘‘Andreev
hybrid’’ !. Such a two-electron correlation which arises at
boundary with the superconductor persists inside the nor
conductor to a distanceL« from the superconductor,L«

5min(\/Dp,A\D/DpvF), where Dp5«/vF , vF is the
Fermi velocity, andD is the diffusion coefficient. The de
struction of the phase coherence arises due to the differ
between the momenta of the electron («/vF) and hole
(2«/vF) components in the Andreev hybrid. The other p
culiar feature of the Andreev hybrid, which is that the ele
tron and hole spins have opposite directions, makes for
sitivity of the Andreev correlation to a magnetic fieldH
7601063-777X/2001/27(9–10)/7/$20.00
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controlling the spin splittingDE5mBH ~mB is the Bohr
magneton! of the electron and hole energies in the hybrid

It becomes necessary to take this splitting into accoun
the case of a ferromagnet-superconductor structure, w
the interaction of the quasiparticle spin with the magneti
tion is of an exchange character and hence can be extre
large. Conservation of the electron-hole symmetry~that is,
the symmetric positioning of their energies with respect
the Fermi level! causes an additional differenceDp5I 0 /vF

~I 0 is the exchange energy of the ferromagnet! in the mo-
menta of the electron and hole components of the hybrid
drastically decreases the penetration lengthL« by orders of
magnitude ~in this case the penetration length isLI 0

5A\D/I 0; Ref. 2!. Such a shortening of the proximity effec
has been actually observed in magnetic materials.3–7 On the
other hand, measurements carried out in recent works8–11

demonstrate a long-range proximity effect in magnetic ma
rials that is in an obvious contradiction with the general co
siderations discussed above. It has been pointed out9 that
spin triplet fluctuations in the electron-hole correlatio
caused by the spin-orbit interaction and electron-impu
scattering12 cannot~by two orders of magnitude! explain the
large effect observed in Refs. 8–11.

The main message of this paper is that in magnetic
inhomogeneous materials~such as multidomain ferromag
nets ~F!, inhomogeneous ‘‘cryptoferromagnetic’’ states im
posed by the superconductor,13 or F/S interfaces inducing
electronic spin-flip processes!,14 strong quantum fluctuation
of the electron and hole spins make the proximity effect l
sensitive to the spin selection rule that applies to Andre
reflections. As a result, a strong long-range, spin-triplet pr
imity effect in F/S structures persists on a length scale typ
for nonmagneticmaterials.1! We estimate the conductance
such an F/S structure to be of the same order of magnitud
the conductance measured in experiments.8–11Additional ex-
© 2001 American Institute of Physics
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periments with intentionally introduced magnetic inhomog
neities are needed to check the predicted effect quan
tively.

A schematic illustration of Andreev reflection in th
presence of a magnetic inhomogeneity is presented in Fi
For convenience we consider the inhomogeneous magne
tion of the material to be confined to a layer of finite wid
located close to the superconductor-ferromagnet interf
Such a layer serves as a magnetic spin-splitter for the i
dent electron~see Fig. 1!. The composite scattering produce
by the F/S boundary and the spin-splitter can then be s
rated into three scattering events: an incident electron w
spin up crosses the inhomogeneous magnetic layer at po
and splits up into a coherent mixture of spin up (e,↑) ~see
Fig. 1! and spin down (e,↓) electronic states. These are su
ject to Andreev reflection at the F/S interface and are tra
formed into spin down (h,↓) and spin up (h,↑) hole states
~see the dashed lines in Fig. 1!. These two states encount
the magnetic scatterer again at pointsB1 and B2 , respec-
tively, and experience further ‘‘spin-splitting.’’ The final re
sult of the composite scattering process is that the incom
electron is reflected in two hole channels, one with spin
(h,↑) and the other with spin down (h,↓). One of the re-
flected hole channels has the same spin orientation as
incident electron.

Taking an alternative point of view, one may consid
the time-reversed process wherein a Cooper pair propag
from the superconductor to the ferromagnet. Being in
singlet state at the moment of injection, the pair is then s
tered into the triplet configuration by an inhomogeneou
oriented magnetization in the ferromagnet. This sing
triplet scattering is effective if the length scale of the inh
mogeneity is of the order ofLI 0

, the separation between th
two Cooper pair electrons in the ferromagnet.

The above result of the two-channel magneto-Andre
scattering implies that the electron-hole correlation ha
contribution that is unaffected by the magnetic exchange
ergy, which leads to a long-range ‘‘spin-triplet’’ proximit
effect.

FIG. 1. Sketch of the composite scattering of an electron impinging on
interface between a magnetically inhomogeneous ferromagnet and a s
conductor: Andreev reflection at the F/S interface is accompanied by s
splitting scattering in the region of inhomogeneity~for clarity here assumed
to be confined to a finite-width layer!. As a result, the reflected hole is in
mixed state with both spin up and spin down components.
-
a-

1.
a-

e.
i-

a-
th
t A

-
s-

g
p

he

r
tes
e
t-
y
t-
-

v
a
n-

2. FORMULATION OF THE PROBLEM

We consider the conductance of a ferromagn
superconductor structure schematically shown in Fig. 2 fo
special case when magnetic spin scattering occurs with
distance,LD , from the S/F interface that is shorter than t
electronic mean free pathl 0 ~that is,LD! l 0!. This allows us
to consider the Andreev reflection at the interface to oc
with unit probability and to describe the magnetic spin sc
tering using the semiclassical Eilenberger equation,17 which
can be readily solved in the ballistic transport regime. Pro
boundary conditions for matching the solution of the Eile
berger equation to the appropriate solution in the diffus
part of the ferromagnet can also be formulated in this mo
and used to solve the Usadel equation,18 which is the appro-
priate equation in the diffusive transport regime. In this w
the excess conductance of the F/S boundary can be ca
lated.

Solving the model problem described, we find that a n
type of superconducting ordering, corresponding to the t
let spin correlations

Fs,s~r ;«!5E ^cs~r ,t !cs~r ,0!&expS i«t

\ Ddt ~1!

~heres5↑,↓!, is the source of the proximity effect at dis
tances of orderLT@Ll 0

, LT[L«u«5kT .
The Hamiltonian describing the system is written as f

lows:

Ĥ5E dr$ca
1~r !~ p̂2/2m2eV~r !!ca~r !

1D~r !c↑
1~r !c↓

1~r !1D* ~r !c↓~r !c↑~r !%

1h~r !sabca
1~r !cb~r ! ~2!

whereV(r ) is the electrical potential;ŝ are Pauli matrices;
a,b5(↑,↓) and summation with respect to double indices
assumed;h(r )5I 0e(r ) is the inhomogeneous exchange e
ergy in the ferromagnet~e(r ) is a unit vector along the mag
netization at pointr !; the superconductor energy gapD and
the ferromagnet exchange fieldh have nonzero values in
complementary space regions:DÞ0, h50 in the supercon-
ductor andhÞ0, D50 in the ferromagnet.

We start with the 434 correlation functions

Ĝ,~1,18!5 i ^ĉ1~1!ĉ~1!&:Ĝ.~1,18!

52 i ^ĉ~1!ĉ1~1!& ~3!

where Ĉ1(1)5(C↑
1(1),C↓(1),C↓

1(1),C↑(1)) is the
Nambu pseudo-spinor field~its variable is 1[(r ,t)!. Using
the correlation functions Eq.~3! in the standard way~see,

e
er-
n-

FIG. 2. Schematic view of an S/F structure with a magnetic domain wa
x50, a distanceLD from the S/F interface. Impurity scattering is assumed
occur out of the ballistic region~to the right of the vertical dashed line!.
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e.g., the review article!,19 one constructs the 838 Green’s
function in the 232 Keldysh and 434 Nambu spaces a
follows:

Ǧ5S ĜR ĜK

0̂ ĜAD ~4!

where ǦR,A,K are retarded~R!, advanced~A!, and Keldysh
(K)434 matrix Green’s functions which include both th
singletĜs,2s and tripletĜs,s components of the normal a
well as anomalous Green’s functions:

ĜR5Q~ t12t18!~Ĝ.~1,18!2Ĝ,~1,18!!

ĜA52Q~ t182t1!~Ĝ.~1,18!2Ĝ,~1,18!! ~5!

ĜK5Ĝ.~1,18!1Ĝ,~1,18!.

Using Eqs.~2!–~5!, one gets the Eilenberger equation for t
matrix quasi-classical Green’s function in the Wigner rep
sentation,

ǧ~n,R;«!5~ i /p!ť3E djǦ~p,R;«!, ~6!

where the 838 matrix ť3 is represented in a compact not
tion of the tensorial product of Pauli matrices asť35š0

^ ŝz^ ŝ0 ; the integrandǦ(p,R;«) is the Fourier transform
of the Green’s function of Eq.~4! with respect to the coor
dinate and time differences; the space variable in the cen
of-mass system isR5r1r 8; the vectorn is the unit vector
along the momentump, and j5p2/2m2«F . For reference
we write outĝa in full as follows:

ǧa[S g↑↑
a f ↑↓

a g↑↓
a f ↑↑

a

f̄ ↓↑
a ḡ↓↓

a f̄ ↓↓
a ḡ↓↑

a

g↓↑
a f ↓↓

a g↓↓
a f ↑↓

a

f̄ ↑↑
a ḡ↑↓

a f̄ ↑↓
a ḡ↑↑

a

D ~7!

where a5R,A,K. The Eilenberger equation forǧ(n,R;«)
reads

ivFn
]

]R
ǧ1@«ť31Ď1 i š2ȟ,ǧ#50, ~8!

where@Ǎ,B̌#5ǍB̌2B̌Ǎ; the impurity-induced self-energyš
in the Born approximation is

š5
p

2t0
E dn

4p
ǧ~n,R,«!, ~9!

t0 is the impurity scattering time; the pairing potentialĎ that
determines the electron-hole correlations and the operatȟ

5ȟ'1ȟz that describes the effect of the inhomogeneo
magnetic moment on the spins of electrons and holes ca
written as

Ď5ŝ0^ ŝ3^ ~D* ŝ22Dŝ1!; ŝ65ŝ16ŝ2 ;

ȟ'5ŝ0^ ~hxŝ1^ ŝ01hyŝ2^ ŝ0!; ~10!

ȟz5hzŝ0^ ŝ3^ ŝ3 .
-

r-

s
be

In the ferromagnet at distances much greater than the m
free path l 0 ~the dirty limit! the Eilenberger equation~8!
reduces to the Usadel equation for the symmetric part of
Green’s functionǦ[^ǧ& ~^...& denotes an average over th
directions of the electron/hole momenta!:

Ǧa[S G↑↑
a F↑↓

a G↑↓
a F↑↑

a

F̄↓↑
a Ḡ↓↓

a F̄↓↓
a Ḡ↓↑

a

G↓↑
a F↓↓

a G↓↓
a F↑↓

a

F̄↑↑
a Ḡ↑↓

a F̄↑↓
a Ḡ↑↑

a

D . ~11!

This equation reads as follows:

D
d

dx
S Ǧ

dǦ

dx
D 1@~«ť32 Ǐ 0!, Ǧ#50, ~12!

where Ǐ 05I 0ŝ0^ ŝ3^ ŝ3 ; when writing Eq.~12! we took
into account the fact that at distancesx* l 0 from the bound-
ary the ferromagnet is assumed to be homogeneous, with
magnetic moment parallel to thez axis (hz5I 0). Here and
below we also assume all quantities in the structure to v
only along thex axis which is perpendicular to the F/S inte
face.

3. BOUNDARY CONDITIONS FOR THE USADEL EQUATION

In order to find boundary conditions for the Usadel equ
tion in the diffusive region we solve the Eilenberger equat
~8! at distancesx&b! l 0 ~see Fig. 2!, where the impurity
scattering term (}š) is negligible~we assume the supercon
ductor to be pure as well; that is,j05\vF /uDu! l 0!. In this
case Eq.~8! reduces to the following linear equation:

ivFnx

d

dx
ǧ1@~«ť31Ď~x!2ȟ~x!!, ǧ#50. ~13!

Deep inside the superconductor (x→2`) we use the
conventional boundary conditions for the Eilenberger eq
tion ~8!:

gs,s5
«

A«22uDu2
, f s,2s5

D

A«22uDu2
,

f̄ s,2s52
D*

A«22uDu2
, ḡ2s,2s52

«

A«22uDu2
, ~14!

gs,2s5ḡs,2s5 f s,s5 f̄ s,s50.

As we consider the case that the transparency of
superconductor-ferromagnet interface is equal to 1~that is
the Andreev reflection takes place in the absence of the
mal reflection! the boundary condition at the F/S interfac
x52LD ~see Fig. 2! is the continuity of Green’s functions
that is

ǧ~2LD20!5ǧ~2LD10!. ~15!

We solve the ballistic linear Eilenberger equation~13! in
the superconductor, whereh50, D5D0 , and in the ferro-
magnet, whereD50, h5h(x), matching the solutions at th
F/S interface.

In order to find the solution in the ferromagnet one nee
to know the detailed character of the magnetic inhomoge
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ity. A quantitative theory can be formulated only in case t
magnetic structure is known in the experiment of interest
the absence of any precise information about the magn
structure of the samples used in existing experiments,
turn to illustrative examples of magnetic disorder and rest
ourselves to making only qualitative comparisons with e
periments. We will consider two such examples.

1. The spin-splitting magnetic scattering is due to a m
tidomain structure with the magnetizations in the magne
domain near the F/S interface~LD region in Fig. 2! and in the
rest of the ferromagnet being collinear but of opposite dir
tions; the widthLDW of the domain wall between them i
small compared with the ballistic magnetic lengthLh

5\vF /I 0 . In this case the spin-flip takes place inside t
domain wall with a probability amplitude proportional to th
parameterlD5LDW /Lh .

2. The magnetizations in the magnetic domain near
F/S interface and in the rest of the ferromagnet are non
linear, with the domain wall between them of a negligib
width. In this case the spin flip takes place due to Rabi
cillations in theLD region, the probability amplitude of tha
being proportional to the noncollinearity of the magnetiz
tions in the neighboring domains,lR5Ahx

21hy
2/I 0 .

Inserting dimensionless variables into Eq.~13!, one sees
that solutions of this equation in the ferromagnet region
controlled by the parameterlD for case 1 and bylR for case
ge
a

e
n
tic
e
t
-

l-
c

-

e
l-

-

-

e

2; this allows us to develop a perturbation theory inlD!1
andlR!1. Therefore, while solving this equation inside th
ferromagnet we assume the probability of the spin-flip sc
tering to be small.

For both cases, rather simple but cumberso
perturbation-theory calculations show that far inside the f
romagnet, where the magnetization is already homogene
but one is still in the ballistic region~at the distanceb in Fig.
2!, the retarded and advanced parts of the Green’s func
ĝ(a), a5(R,A) can be written as follows:

ĝa
~a!~b!5 t̂ag̃s

a~b!1 t̂sg̃a
a~b!1~ t̂s21̂!signpx

ĝs
~a!~b!5 t̂sg̃s

a~b!1 t̂ag̃a
a~b!1 t̂asignpx ~16!

whereĝa,s
(a)5ĝ(a)(px)7ĝ(a)(2px) are the antisymmetric and

symmetric parts of the Green’s functions:

g̃a,s
a 5S g↑↑

~a,s! 0 g↑↓
~a,s! 0

0 ḡ↓↓
~a,s! 0 ḡ↑↓

~a,s!

g↓↑
~a,s! 0 g↓↓

~a,s! 0

0 ḡ↑↓
~a,s! 0 ḡ↑↓

~a,s!

D ,

where gs,s8
(a,s)

51/2(gss8(px)6gss8(2px)); for the case«
!uDu the antisymmetrict̂a and symmetric t̂s matrices
~which match the normal and anomalous components of
Green’s functionĝa(b;px) are as follows:
t̂a5 i sign pxS 0 ta exp~ iw! 0 r a exp~ iw!

ta exp~2 iw! 0 2r a exp~2 iw! 0

0 2r a* exp~ iw! 0 2ta exp~2 iw!

r a* exp~2 iw! 0 2ta exp~2 iw! 0

D ~17!

and

t̂s5S 1 ts exp~ iw! 0 r s exp~ iw!

2ts exp~2 iw! 1 r s exp~2 iw! 0

0 2r s* exp~ iw! 1 ts exp~ iw!

2r s* exp~2 iw! 0 2ts exp~2 iw! 1

D . ~18!
ac-
ro-

-
ter
ter-

-

Herets f5 i t a1ts andr s f5 ir a1r s are the probability ampli-
tudes for an electron incident on the magnetically inhomo
neous region to be reflected back as a hole with the same
with the opposite direction of its spin, respectively~uts fu2

1ur s fu251; see Fig. 1!.
For the domains with collinear magnetization~case 1!

one has

ta'12
1

2 S pLDW

Lhnx
D 2

, r a'0;ts'0,r s5
pLDW

Lhunxu
. ~19!

For the domains with noncollinear magnetization~case 2!
one has

ta52cos
2LD

unxuLh
, r a.0; ts5

hz
~0!

l 0
sin

2LD

unxuLh
,

-
nd

r s52
h1

0*

l 0
sin

2LD

unxuLh
~20!

~Eqs.~19! and ~20! are written for 1>unxu@pLDW /Lh!.
Equation ~16! together with Eqs.~19!, ~20! show that

spin-flip scattering at the magnetization inhomogeneity
companied by Andreev reflection at the F/S interface p
duces a new triplet order parameter~Eq. ~1! and a new nor-
mal singlet correlation functionGs,2s proportional to the
spin-flip probability amplituder s f . In contrast to the conven
tional singlet order parameter, this triplet order parame
does not decay exponentially at distances from the F/S in
face greater than the magnetic lengthLI 0

in the diffusive
ferromagnet. This fact can be proved for two cases: 1! l 0

!Lh , and 2! l 0@Lh . In case 1! one neglects the terms qua
dratically small inur s fu!1 in the Usadel equation~12! ~that
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is, if one neglects the terms quadratic inFs,s andGs,2s and
their derivatives!. In this case, for the ‘‘usual’’ component
Fs,2s

a andGs,s8
a one gets the conventional Usadel equat

that shows exponential decay ofFs,2s
a at distances greate

thanLI 0
~Ref. 2!. As for theFs,s

a components, the equation
for them show a slow variation of these components at s
distances because these equations have no terms propor
to I 0 . The latter is a mathematical manifestation of the f
that these correlation functions are associated with suc
scattering process under which the incident electron is tra
formed into a hole without changing the direction of the sp
and hence this electron-hole transformation requires
change in the magnetic energy (I 0) of the quasiparticles, a
is qualitatively explained in the Introduction.

In case 2! ( l 0@Lh) at distancesx@ l 0 the Green’s func-
tions behave in the same way. In order to see this we s
with solving the Eilenberger equation at distancesLD!x
! l 0 , where the equation is linear with constant coefficien
It is straightforward to see that the Green functionsFs,2s

a

}exp(ix/(Lhnx)), Gs,2s
a }exp(ix/(Lhnx)), and hence they are

rapidly oscillating functions of the momentum directionnx at
distancesx@Lh . This means that the averaging with respe
to the momentum direction results in their decay prop
tional toLh /x!1.2 As to the Green’s functions with the sam
direction of the spin variables~Gs,s

a and Fs,s
a !, they are

slowly varying functions of the momentum direction, an
they survive at such distances. Neglecting the rapidly os
lating components of the Green’s function^ĝ(a)& averaged
over the momentum direction~which are small in the param
eterLh /x!1!, one finds that only the triplet components a
nonzero:

^ĝ~a,tr!&[Ĝ~a,tr!5S G↑↑
~a! 0 0 F↓↓

~a!

0 Ḡ↓↓
~a! F̄↓↓

~a! 0

0 F↓↓
~a! G↓↓

~a! 0

F̄↑↑
~a! 0 0 Ḡ↑↑

~a!

D . ~21!

Using Eq. ~21!, one sees that nonlinear Eilenberg
equation~8! splits into two sets of equations for the slow
varying components of the Green’s function and the rapi
oscillating ones in the regionLh /x!1. The latter are not of
interest to us as at distancesx> l 0 they decay exponentially
the matrix Eilenberger equation for the slowly varying co
ponents is as follows:

ivFn
]

]R
ǧtr1F«ť31

i

t0
^ǧtr&,ǧtrG50, ~22!

where the reduced matrix Green function~see Eq.~7!! is

ĝ~a,tr!5S g↑↑
~a! 0 0 f ↓↓

~a!

0 ḡ↓↓
~a! f̄ ↓↓

~a! 0

0 f ↓↓
~a! g↓↓

~a! 0

f̄ ↑↑
~a! 0 0 ḡ↑↑

~a!

D . ~23!

In the dirty limit, Eq. ~22! reduces to a set of Usade
equations for the Green’s functionsǦ~a,tr! @see Eq.~21!# that
reads
h
nal
t
a

s-
,
o

rt

.

t
-

il-

r

y

-

D
d

dx
S Ǧ~ tr!

dǦ~ tr!

dx
D 1@«ť3 ,Ǧ~ tr!#50. ~24!

From the above considerations it follows that Eq.~22!
and Eq. ~24! are valid for the both casesl 0!Lh and
l 0@Lh .

We obtain the boundary conditions for Eq.~24! at dis-
tances from the F/S interface of the order ofl 0( l 0@LD) for
the case\vF /«@ l 0 that permits us to neglect the term pr
portional to« in the Eilenberger equation~22! and rewrite it
as the following equation:20

vFt0n
]

]R
ǧa

tr5ǧa
tr^ǧs

tr&2ǧs
tr^ǧa

tr&, ~25!

where

ǧs~a!
tr 5

1

2
~ ǧtr~px!6ǧtr~2px!!.

Averaging Eq.~25! over the momentum direction, one se
thatC5^nxǧ

tr& does not depend onx.20 Using this fact, Eqs.
~16!, ~18!, and~21!, and the relationǧtr5 l 0Ǧ~tr!¹Ǧ~tr! which
couples the isotropic Usadel functions and the anisotro
one at distances greater thanl 0 , one gets the desired effec
tive boundary conditions for the Usadel equation~24! at x
'0 ~that is in the vicinity of the magnetically inhomoge
neous region adjacent to the F/S interface! as follows:

d

dx
Fs,s

~a,tr!U
x50

5s
vF

D
eiw^unxur s&. ~26!

The exchange energyI 0 does not appear in Eqs.~22!,
~24! as these equations contain only triplet normal a
anomalous Green’s functions: formally this set of equatio
is the same as for a nonmagnetic conductor-supercondu
diffusive structure if one changes the triplet anomalo
Green’s functions to the singlet ones and uses the boun
conditions~26!. From here it obviously follows that the spin
flip scattering due to magnetic inhomogeneity accompan
by Andreev reflection produces a new~triplet! order param-
eter ~1! ~see also Eq.~7!! that decays at distances from F
interface of the same order of magnitude as in nonmagn
metal-superconductor structures,L«5A\D/«, producing a
long-range proximity effect in the ferromagnet. In the ne
Section we solve the Usadel equation~24! using boundary
conditions~26! and find the conductance of such a structu

4. SOLUTION OF THE EFFECTIVE USADEL EQUATION AND
THE CONDUCTANCE OF THE STRUCTURE

The current flowing through the structure under cons
eration can be written as follows~see, e.g., Refs. 22, and 23!

j 5
sN

2e E TrsC zS Ĝ~R,tr!
dĜ~K,tr!

dx
1Ĝ~K,tr!

dĜ~A,tr!

dx
D d«

~27!

where sN is the conductivity of the normal metal;sC is a
434 matrix ŝ0^ sz .

According to the relation17,21

Ǧ~ tr!Ǧ~ tr!51̌ ~28!

the Keldysh functionĜ(K,tr) reads
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Ĝ~k,tr!5Ĝ~R,tr!q̂2q̂Ĝ~A,tr! ~29!

whereq̂ is a diagonal matrix

q̂5S q↑1 0 0 0

0 q↓2 0 0

0 0 q↓3 0

0 0 0 q↑4

D , ~30!

while the components of retarded and advanced Gre
functions~21! satisfy the relations

Gs,s
~g,tr!Gs,s

~g,tr!1Fs,s
~g,tr!F̄s,s

~g,tr!51;

Gs,s
~g,tr!52Ḡs,s

~g,tr! ~31!

(g5R,A). Matrix q̂ together withĜ(R,tr) satisfies matrix
equation~24!.

Following the reasoning of Ref. 1 and using Eqs.~27!–
~30!, one can rewrite Eq.~27! for the current as follows:

j 5
sN

32 E d«(
s

~ f s~L !2 f s~0!!
1

ms~L !
, ~32!

where f s(x) is the distribution function for electrons wit
spin s5(↑,↓), and

ms~«!5E
0

L dx

12Gs
~R,tr!Gs

~A,tr!2Fs
~R,tr!Fs

~A,tr! . ~33!

Therefore, the current is determined byĜ(R,tr!, the triplet
Green’s functions of which for normal pairingGs,s

R , Ḡs,s
R

and anomalous pairingFs,s
R ,F̄s,s

R can be parameterized~see
Eq. ~31!! in the standard way as follows:

Ĝs,s
R 5S cosh~Qs! sinh~Qs!exp~ ixs!

2sinh~Qs!exp~2 ixs! 2cosh~Qs!
D ,

~34!

where Qs and xs are complex functions; the functionxs

does not contribute to the conductance~see Eq.~37! below!.
Using the parameterization~34! and Eqs.~24! and ~26!,

one gets both the Usadel equation and its boundary co
tions as

\D
d2Qs

dx2 22i«Qs50, ~35!

d

dx
QsU

x50

5s
vF

D
u^unxur s&u. ~36!

Here r s is the magnetic spin-flip scattering amplitude@see
Eq. ~19!, ~20!#. Equations~35! and~36! are linear due to the
smallness of the amplitude for magnetic spin-flip scatteri
ur su!1, and are valid in the temperature intervalkBT!D,
which includes the Thouless energykBTTh5\D/L2!D.

In order to calculate the conductance we follow Ref
and find that the excess conductance can be written as

dG

G0
52

1

16T (
s521

1 E
2`

`

d«
] f 0

]« F 1

L E
0

L

dx~ReQs!2G ,
~37!

whereG0 is the conductance of the ferromagnetic part of
structure;f 0(«) is the Fermi distribution.
’s

i-

,

e

The solution of the Usadel equation~35! with the bound-
ary condition given by Eq.~36! at x50 and byQs50 at x
5L, is

Qs5s
vFu^unxur s&u

Dk~«!

sinh@k~«!~x2L !#

cosh~k~«!L !
, ~38!

k~«!5~11 i !A«/\D.

Equation ~38! shows that the superconducting corre
tions due to the spin-splitting processes in the magnetic
homogeneous region decay exponentially in the ferromag
and vanish at distances of orderLT5A\D/kBT ~for energies
«;kBT!, corresponding to the superconducting correlat
length in nonmagnetic materials.

Inserting Eq.~38! into Eq. ~37!, one obtains an exces
conductance that can be expressed as

dG/G05g f ~T/TTh!, ~39!

where

g5u^unxur s&u2~L/ l 0!2

and f (T/TTh) is a dimensionless function, the temperatu
dependence of which is presented in Fig. 3:

f ~x!5
1

x E0

`

dt cosh22~ t2/2x!

3S Re
sinh@2~11 i !t#22~11 i !t

4~ i 21!t2 cosh2@~11 i !t#

1
sinh 2t2sin 2t

4t2ucosh~11 i !tu2D . ~40!

Using experimental values of the parameters taken fr
Ref. 10,D5100 nm2/s andT/TTh550, and making the rea
sonable assumption thatr s f;0.1, we find that our result for
the excess resistance,dR'210V, is in agreement with the
experiment. The temperature dependence of the excess
ductance in the rangeT;TTh is shown in Fig. 3. For higher
temperatures,T;D/kB@TTh5\D/(kBL2), our theory is not
valid, and contributions of orderkBT/D;1 can modify the
temperature dependence of the resistance. Additional m
surements around the Thouless temperature~where the prox-
imity effect is most pronounced! would permit a comparison
with the temperature dependence coming from the lo
range proximity effect described by our theory. Howev
additional investigations of the magnetic structure of the F
interface are needed to carry out a complete comparison

FIG. 3. Temperature dependence of the normalized excess conductanc~see
Eqs.~39! and ~40!!.
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the theory. Multidomain ferromagnets suitable for these st
ies can be created in various ways. It was recen
demonstrated24 that grain boundaries, magnetic inhomogen
ities ~including domains with nonparallel magnetization! can
be introduced in a predetermined position in a ferromag
film by controlling the epitaxial growth. Experiments i
which such magnetic inhomogeneities are intentionally c
ated would permit long-range proximity effects to be stud
in well-characterized ferromagnet—superconductor str
tures.

In conclusion, we have shown that spin-splitting scatt
ing related to magnetic inhomogeneities modifies the sp
selection rule governing Andreev reflections at a ferrom
netic normal metal-superconductor interface. As a resu
long-range proximity effect, due to correlations betwe
spin-aligned electrons and holes, appears~a spin-triplet prox-
imity effect!. Estimations of the value of the excess condu
tance are consistent with experiments.8–11 For applications,
an important consequence of this phenomenon is that
proximity effect can be stimulated by orders of magnitude
intentionally produced magnetic inhomogeneity in t
sample.

We acknowledge useful discussions with E. V. Bezug
and Z. G. Ivanov. We are grateful to Z. G. Ivanov for callin
to our attention experimental possibilities for observing
effect predicted by our theory.

*E-mail: kadig@kam.kharkov.ua
1!A short formulation of this prediction was published as a Letter in Ref.

Analogous prediction based on a somewhat different approach was s
taneously made in Ref. 16.
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V. M. Loktev* and Yu. G. Pogorelov

Bogolyubov Institute for Theoretical Physics of the National Academy of Science of Ukraine, 14b,
Metrologichna Str., Kiev, 03143, Ukraine; CFP and Departamento de Fı´sica da Faculdade de Cieˆncias da
Universidade do Porto, Rua do Campo Alegre, 687, 4169-007 Porto, Portugal
~Submitted May 14, 2001!
Fiz. Nizk. Temp.27, 1039–1052~September–October 2001!

We consider the interplay between superconducting coupling and dopant impurity scattering of
charge carriers in planar square lattice systems and examine the physical conditions
~doping level, temperature, local symmetry of coupling and scattering potentials! necessary in
this model system to obtain ad-wave superconducting order, like that observed in real
doped cuprate HTSC materials. Using the Lifshitz model for the disorder introduced into the
system by dopants, we analyze also the nonuniform structure of such ad-wave parameter,
including both its magnitude and phase variation. The results indicate thatd-wave
superconductivity becomes possible in a doped metal until it is destroyed at too high doping
levels. © 2001 American Institute of Physics.@DOI: 10.1063/1.1401186#
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1. INTRODUCTION

Studies of the effect of impurities and defects on sup
conducting~SC! properties of metals~including SC alloys!
began practically as early as the BCS theory had been
structed. In particular, the classical papers by Anderson1 and
by Abrikosov and Gor’kov2 indicated a substantial differenc
between magnetic and nonmagnetic impurities in superc
ductors. While the addition of nonmagnetic impurities h
practically no effect on the value of the transition critic
temperatureTc , the presence of spin on the impurity ato
~leading to the Kondo effect in a normal metal! results in
pair-breaking, that is, it transforms a singlet Cooper pair i
an unstable triplet and rapidly suppressesTc . All of the
known studies have considered thes-type, or isotropic, SC
order ~apart from heavy-fermion systems, where it is t
p-type order andTc is extremely low! and, correspondingly
an isotropic gap near the Fermi level.

The discovery of high-Tc superconductivity~HTSC! in
copper oxides confronted physicists with a number of pr
lems which still remain a challenge for the theory. Undou
edly, this includes the issue of the HTSC mechanism,
strong dependences of many~both SC and normal! proper-
ties of copper oxides on the charge-carrier concentration,
specifics of weakly doped systems~first of all, the existence
of a pseudogap at temperatures aboveTc!, the formation of
stripe structures, etc.~see, e.g., the review articles!.3–6 Such
a problem is also presented by the impurity effect on the
properties of HTSC systems. These differ from the ‘‘old’’
‘‘conventional’’ superconductors not only in their higherTc

and thed-wave anisotropy of their order parameter but a
in the fact that here magnetic and nonmagnetic impuri
change their roles: the former are weak suppressors oTc

~Refs. 7 and 8!, while the latter~in particular, Zn substituting
for Cu in cuprate layers! lead to a fast decay of HTSC.7,10,11

Many aspects of impurity effects in superconductors w
anisotropic ~including d-wave! pairing have already bee
studied theoretically in Refs. 12–17, using a range of mod
and approximations. However, these~and many other! papers
7671063-777X/2001/27(9–10)/10/$20.00
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did not include one of the most essential features of HT
systems: the fact that they cannot be non-impure.

In other words, most of theoretical approaches to HT
are based on the concept formulated and applied in the af
mentioned pioneering works:1,2 one starts from an ideal~2D
or quasi-2D! metal with a given Fermi energy«F , defined by
the density of free carriers, and then considers the pertu
tion of an independently existing SC condensate by so
extrinsic~magnetic or nonmagnetic! impurities. Their action,
local or global, affects the preformed and condensed sin
pairs. Of course, this formulation is reasonable but it lacks
essential element for the conductance in copper oxides
most all HTSCs are doped metals, where~like the doped
semiconductors! each carrier is provided by insertion of
donor or acceptor into the system. In turn, this implies t
HTSCs are intrinsically impure systems with an inhere
disorder,1! and the number of impurity~‘‘foreign’’ included!
atoms can not be less than the number of charge carrier
least. While in normal metals one has the conditionkFl @1
~kF is the Fermi momentum, andl is the carrier mean free
path between collisions with impurity atoms!,18 it turns to
kFl;1 in HTSCs, and they belong to the family of ‘‘bad
metals with bothkF and l determined by the doping.

Perhaps the first attempt to consider in a self-consis
way the characteristic tendencies for HTSC, pairing of
carriers and their localization on impurity atoms, was ma
in the authors’ previous paper.19 It discussed the phase dia
gram of doped 2D metal in presence ofs-wave pairing and
showed that SC is possible neither at low impurity conc
trations c,c0;«0 /W ~when all the carriers are localize
near impurities with localization energies«0 much less than
the bandwidthW, so thatc0 is typically few percent! nor at
too high c ~when the pair inverse lifetime times\ exceeds
the SC gap!. There, in general, the self-consistency is rela
either to the SC order parameter~like the common Bardeen
Cooper-Schrieffer or Bogolyubov-de Gennes treatments! and
to the chemical potential.

The present work is aimed at extending the approach
© 2001 American Institute of Physics
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Ref. 19 to the case ofd-wave SC coupling and to trace th
formation of the corresponding order parameter. It is mo
vated, not least, by an apparent controversy between the
perimental evidence ford-symmetry of the order paramete
in HTSCs20–22and the theoretical claim that anisotropic pa
ing should not survive in the presence of chaotically distr
uted isotropic scatterers.23 For the sake of simplicity, we re
strict consideration to the doping rangec.c0 , where the
self-consistency is only relevant for the SC order parame
while the chemical potential can be put in the form2! m
'«F'3cW/4. Then we distinguish between two types
impurity effects by doping. The first, the so-calledhomoge-
neous effects, are displayed by translationally invarian
single-particle Green functions~SPGFs!. They have been
studied earlier by various means24 but, as a rule, by introduc
ing the disorder through a single parameterVA of Anderson’s
model.24 In contrast, we employ Lifshitz’s model o
disorder,25 characterized by two independent parametersc
and the impurity potentialVL . They produce an equivalen
VA;Ac(12c)VL , but not vice versa. Within this mode
more adequate for doped HTSC systems, we conclude
persistence of thed-wave order parameter under homog
neous impurity effects. Also we explicitly consider the oth
type of effects,inhomogeneous, due to local variations of the
order parameter near impurity centers. This involvestwo-
particle Green functions~TPGFs! besides the usual SPGF
and yields a possible limitation on SC at high enough dop
concentrations.

At least, we would like to acknowledge the great hon
and pleasant opportunity for us to publish this paper in
Low Temperature Physics issue dedicated to the memor
the outstanding physicist L. V. Shubnikov, whose contrib
tion to low-temperature physics in general and to superc
ductivity in particular cannot be overestimated.

2. HAMILTONIAN AND GREEN FUNCTIONS

We start from the model electronic Hamiltonian in th
band representation,

H5(
k H (s «kck,s

1 ck,s

2
1

N (
k8

FVgkgk8ck,↑
1 n2k,↓

1 c2k8,↓ck8,↑

2VL(
p,s

ei ~k82k!•pck8,s
1 ck,sG J , ~1!

whereck,s andck,s
1 the Fermi operators for a charge carri

with wave vectork and spins. The simplest band energ
«k54t22t(cosakx1cosaky), with full bandwidthW58t, is
expressed through the amplitudet of carrier hopping be-
tween nearest-neighbor sites.3! ~of the totalN in the lattice,
with a lattice constanta!. The parameterV models the attrac-
tion between two carriers with opposite spins on such si
the factorgk5(cosakx2cosaky)u(«D

2 2jk
2) hasd-wave sym-

metry and is effective only for quasiparticle energiesjk
5«k2«F smaller than the ‘‘Debye energy’’«D . The latter is
understood as a characteristic energy of the intermed
~Frölich! boson, and in what follows we suppose the con
i-
x-

-

r,

he
-
r

nt

r
e
of
-
n-

s,

te
-

tion «D,m to hold and a BCS shell to exist~the alternative
m,«D , possible for underdoped HTSC systems, will
considered elsewhere!. The impurity perturbationVL ex-
presses the shift of the on-site electronic energy at a ran
dopant sitep, where the negative sign takes explicit accou
of the carrier attraction to the ionized dopant, and, for si
plicity, we consider this perturbation localized on a sing
site. With the usual BCS ansatz:cÀk,↓ck↑5^cÀk,↓ck,↑&
1wk , and in neglect of terms quadratic in the pair fluctu
tions wk , Eq. ~1! leads to a bilinear formH85H2mN:

H85(
k F(

s
jkck,s

1 ck,s2~Dkc2k,↓ck,↑1h.c.!

2
VL

N (
p,k8,s

e2 i ~k82k!•pck8,s
1 ck,sG . ~2!

Here the gap function is defined by the self-consistency
lation

Dk5
Vgk

N (
k8

gk8^ck8,↑c2k8,↓&, ~3!

extending the common BCS gap equation to thed-wave
case. A nonuniform system can be treated within the form
ism used formerly for impurity problems in SC14,19 by pass-
ing to the Nambu spinorsck

15(ck,↑
1 ,cÀk,↓) andck and de-

fining the Fourier-transformed matrix Green function~GF!

Ĝk,k8~«![^̂ CkuCk8
1 &&«5E

2`

0

ei ~«2 i0!t^$Ck~ t !,Ck8
1 %&dt.

~4!

Here Â denotes a 232 matrix in Nambu indices,̂...& is the
quantum statistical average, and$a(t),b(0)% is the anticom-
mutator of Heisenberg operators. In the GFs below we o
their explicit dependence on energy« but distinguish be-
tween their diagonal and nondiagonal forms in the Nam
~N! and momentum~M! indices. Then, applying the Heisen
berg equation of motioni\]ck /]t5@H8,ck# in Eq. ~4!, we
arrive at an equation of motion of the Dyson type for t
SPGFs:

Ĝk,k85Ĝk
~0!dk,k82Ĝk

~0!V̂(
p,k9

ei ~k2k9!•pĜk9,k8 ~5!

where the unperturbed SPGFĜk
(0)5(«2jkt̂32Dkt̂1

1 i0)21, and the scattering matrixV̂5VLt̂3 includes the
Pauli matricest̂ i .

For a disordered system, the relevant~observable! char-
acteristics are described by the so-called self-averaging G
whose values for all particular realizations of disorder tu
practically nonrandom, equal to those averaged o
disorder.26 The most important example of such a function
the M-diagonal SPGF,Ĝk[Ĝk,k . The general solution for
Eq. ~5! in this case can be written~see Appendix E! as

Ĝk5$@Ĝk
~0!#212Ŝk%

21, ~6!

where the self-energy matrixŜk is given by the so-called
fully renormalized group expansion~GE!14,19,27,28
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Ŝk52cV̂@11ĜV̂#213H 11c(
nÞ0

@Â0ne
2 ik•n

1Â0nÂn0#@12Â0nÂn0#211¯J . ~7!

Here the integrated SPGF matrixĜ5N21SkĜk , and the
matrices Â0n of indirect interaction between scatterers
sites 0 andn are

Â0n52V̂ (
k8Þk

eik8•nĜk8@11ĜV̂#21. ~8!

The restriction tok8Þk in the single summation inÂ0n
should be complemented byk9Þk,k8 for double summation
in the productÂ0nÂn0 , but such restrictions can be ignore
in Â0nÂ0nÂn0 and the higher-degree terms27 resulting from
expansion of the right-hand side of Eq.~7!.

Many observable characteristics of the SC state foll
from the GFs, in the spectral theorem representation

^ab&5E
2`

` d«

eb~«2m!11
Im^̂ bua&&« , b5

1

T
, ~9!

where the chemical potentialm is defined by the overall elec
tron concentration

c5
1

N (
k
E

2`

` d«

eb~«2m!11
Im Trt̂3Ĝk . ~10!

On the other hand,c is just the concentration of dopant ce
ters which give rise to carrier scattering:c5N21Sp1 and the
carrier concentration only gets close to~but never exceeds! c
in the regime of the doped metal, forc above a certain met
allization thresholdc0 ~for a quasi-2D dispersed«k it is c0

;exp(2pW/4VL)!1.19 Under this condition, the self
consistency implied by Eq.~10! is not necessary, and a goo
approximation4! for the chemical potential ism'3cW/4 ~see
Appendix A!. Then the gap equation~3! takes the form

Dk5
Vgk

2N (
k8

gk8E
2`

` d«

eb~«2m!11
Im Trt̂1Ĝk , ~11!

and its solution, discussed in Appendix C for the unifo
case (VL50), is simply Dk5Dgk , with the ratio r
52D/kBTc being e1/3 times the s-wave BCS valuer BCS

'3.52.
Another important self-averaging quantity is the int

grated SPGF matrixĜ itself, since the density of statesr~«!
is just

r~«!5
1

p
Im TrĜ. ~12!

For an unperturbed systemVL→0, Ĝ→Ĝ(0)5N21SkĜk
(0) ,

and calculation of the imaginary part ofĜ(0) within the
nodal point approximation~Appendix B! leads to the stan
dardd-wave density of states:

r~«!→r~0!~«!5
1

p
Im TrĜ~0!

5
2«r0

D
arcsinFminS 1,

D

« D G , ~13!
t

wherer0'4/(pW) is the normal Fermi density of states of
doped~quasi-2D! metal with«F,W/2. Accordingly, the real
part of Ĝ(0) is

ReĜ~0!5«r0F W

m~W2m!
2

p

D
u~D2«!arccosh

D

« G . ~14!

Then Eqs.~13! and~14! can be unified into a single analyti
form:

Ĝ~0!5«r0F W

m~W2m!
2

p

D S arccosh
D

«
2 i

p

2 D G , ~15!

since at«.D one has arccos (D/«)5 i @p/22arcsin(D/«)#,
thus restoring Eq.~13!. But it is just the growth of the~real!
arccosh term at«,D that permits the existence of a low
energy (« res!D) resonance feature in Re(11ĜV̂)21 and
hence inr~«!. Such a resonance was discussed previous14

for a d-wave SC with low enough concentrationc ~so that
Ĝ'Ĝ(0)! of ‘‘foreign’’ impurities producing a strong enough
perturbation VL , and it is similar to the known low-
frequency resonance by heavy impurities in acoustic pho
spectra.29 However, in the situation of interest here, whe
bothVL andc are not small,Ĝ can be substantially modified
compared toĜ(0), and this is expressed in a very comp
cated way by Eq.~7!. To simplify the task, certain self
consistent procedures, like the CPA method, quite usefu
the theory of normal metals,30 can be employed. A similar
approach was previously proposed for ans-wave SC doped
system,19 and here we begin with the analysis of a se
consistent solution for Eq.~5! in the d-wave case.

3. UNIFORM DOPING EFFECTS IN THE SELF-CONSISTENT
APPROACH

If the GE series~7! is restricted to its first term, the

self-energy matrixŜk in fact becomes independent ofk:

Ŝk→Ŝ52cV̂@11ĜV̂#21, ~16!

and substitution of Eq.~16! into Eq. ~6! defines the self-
consistent approximationĜk

(sc) for the M-diagonal SPGF:

Ĝk
~sc!5$@Ĝk

~0!#212Ŝ~sc!%21, ~17!

Ŝ~sc!52cV̂@11Ĝ~sc!V̂#21, ~18!

Ĝ~sc!5
1

N (
k

Ĝk
~sc! . ~19!

To solve this system, we first parametrize the self-ene
matrix ~18!:

Ŝ~sc!5S01S11 t̂11S3t̂3 , ~20!

where theS i are some complex-valued functions of energ
Then the integration in Eq.~19! within the nodal-point ap-
proximation~Appendix D! results in

Ĝ~sc!5G01G1t̂11G3t̂3 ~21!

with the coefficients
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G05~«2S0!r03F2
p

2D S arccosh
D1S1

«2S0

1arccosh
D2S1

«2S0
2 ip D1

W

m~W2m!G , ~22!

G15S1r0

F2
2ip

A~«2S0!22~D1S1!21A~«2S0!22~D2S1!2

1
W

m~W2m!G , ~23!

G35r0F ln
m

W2m
12S3

~«2S0!22D2/32S1
2

«D
3 G . ~24!

Substituting Eq.~21! into Eq. ~18!, we arrive at

Ŝ~sc!5
cVL@VL~G01G1t̂1!2~11VLG3!t̂3#

~11VLG3!22VL
2~G0

22G1
2!

. ~25!

Comparing Eqs.~25!, and ~22!–~24! with Eq. ~20!, we im-

mediately conclude thatS15G150, or thatŜ (sc) is in fact
N-diagonal, which is extremely important. Physically, th
means that~within the self-consistent approximation linear
c! the scattering by dopants does not influence thed-wave
order parameter, and this can be directly related to the
that thes-symmetry of the impurity perturbationVL is or-
thogonal to thed-symmetry of the SC pairingV. It also
applies to more realistic models of dopant perturbation
HTSC ~e.g., with plaquette- or dumbbell-like anisotropy!,31

provided that their symmetries do not coincide with that
the order parameter. Complications arise when they do c
cide, as was found for an isotropic perturbation ons-wave
order with all threeS i being nonzero;19 hence the apparentl
‘‘harder’’ d-wave system in fact turns ‘‘easier’’!

By using the fact thatS150 and the relation cosh(x
1ip/2)5sinx, Eq. ~22! is brought to a very simple form:

D

«2S0
5sinS a2

G0

pr0

D

«2S0
D , ~26!

with a5WD/@pm(W2m)#!1, while the same compariso

for the two nonzero components ofŜ (sc): S0 andS3 , gives:

S0@~11VLG3!22VL
2G0

2#5cVL
2G0 , ~27!

S3@~11VLG3!22VL
2G0

2#52cVL~11VLG3!. ~28!

From Eq. ~28! we estimateuS3u;cVL ; hence, within the
relevant energy regionu«u!«D the function G3 from Eq.
~24! is reasonably well approximated by a~negative! con-
stantg35r0 ln@m/(W2m)#. Then Eq.~27! turns quadratic for
G0 :

G0
21

c

S0

G02S 1

Ṽ
D 2

50, ~29!

with Ṽ5VL /(11VLg3)'VL ln(1/c0)/ln(3c/4c0). The sys-
tem of equations~26!, ~29! fully determines the self-energ
S0 and other uniform physical properties of a disorder
d-wave system, and its solution can be found~in principle,
ct

n

f
n-

d

numerically! within the whole relevant energy range. It turn
especially simple ifuS0u!cṼ ~this proves to hold at least fo
«!« res!; then the proper solution to Eq.~29! is G0

'S0 /cṼ2, and from Eq.~26! we obtain the following equa-
tion for a single important functionS0 :

D

«2S0
5sinS a2

ãS0

«2S0
D ~30!

with ã5D/@pcṼ2r0#@1. It defines the self-consistent den
sity of states

r~SC!~«!5
1

p
Im TrĜ~SC!~«!5

2 ImS0~«!

pcṼ2
, ~31!

at lowest energies. The results of this approach are free o
infrared logarithmic divergences that appear in the integ
of perturbation theory32 and thus allow one to avoid applyin
heavy field-theoretic methods for a white-noise scatter
potential,15 whose adequacy to the case of discrete rand
dopants is not clear.

The exact value of the density of states at the very ce
of the gap,r(0)5r(«→0), is also of a particular interes
in view of the known claim about existence of a nonze
‘‘universal’’ value r(0);c/ ln(1/c) if VL is sufficiently
strong.12,17 However, we conclude from Eq.~30! that in the
limit «→0:

S0→«F11 i
ã

ln~2D/ãu«u!G ,
and hence of the self-consistent density of states at«→0:

r~SC!~«!→ 4ã2r~0!~«!

p In~2D/ãu«u!
, ~32!

vanishes even faster than the unperturbed functionr (0)(«) of
Eq. ~13!. This produces a certain narrow ‘‘quasi-gap’’~not to
be confused with the pseudogap observed atT.Tc in the
underdoped regime! around the center. For comparison, t
estimatedr~«! from the two first terms of Eq.~7! tends to
zero linearly in « with corrections;«2 ~Ref. 14!, while
the field-theoretical analysis15 predicts r(«)→«v, with
the nonuniversal exponent being~in our notation!
v5tanh lnAp2 DW/2cVL

2, which is always,1 and can
even be,0.

The discrepancy between our results and the aforem
tioned ‘‘universal’’ behavior originates in the improper use
the unitary limitVL→` in neglect of the 11VLG3 term in
Eq. ~27!, leading to the relationS052c/G0 . But the true
limiting relation is inverse:S05cṼ2G0 , with Ṽ finite for
VL→`, and also the unitary limit fails at any5! finite VL

when «→0. Finally, the existing experimental data do n
confirm the ‘‘universal’’ r~0! value but seem to favor the
conclusion that there exists a strong low-energy resonanc
r~«!,11 with a possible quasi-gap at the very center,33 though
experimental observations at such low energies of course
quire extremely low temperatures.

Note, however, that the self-consistent treatment of
low-energy resonance, at« res;D ln(3c/4c0)/(p ln 2p) for
the case of self-impurities~Fig. 1!, already requires solution
of the full system of equations~26!, ~29!, and, in view of a



E

-

ri
at

o

d
re

e

ua

d

GF

re

to
l

s in

-
o-

tors

771Low Temp. Phys. 27 (99–10), September–October 2001 V. M. Loktev and Yu. G. Pogorelov
probable underestimate of this hump~like that in normal
systems!,28,30 it should be better described by the exact G
~7!.

The expression obtained forŜ (sc) can be in principle
directly inserted in Eq.~17! in order to use the resulting
Ĝk

(SC) for correction of the gap equation~11!. However, at
the quasiparticle energiesjk;«D important there, renormal
ization effects are negligible, and thusD remains well ap-
proximated by the result of Appendix C.

4. NONUNIFORM EFFECTS

The SPGFs considered in the previous Section desc
the uniform self-averaging characteristics of the SC st
The next important question is the behavior of fluctuations
the order parameter~both its amplitude and phase! in an
inhomogeneous system, which should be closely relate
the breakdown of superconductivity in the overdoped
gime. A strong local suppression ofd-wave order close to a
single ‘‘foreign’’ impurity has been predicted theoretically14

and observed experimentally.11 In the general case of a finit
concentration of scatterers, the locald-wave order can be
characterized by the operator

Vn5
V

N (
k,k8

gke
i ~k2k8!•nc2k,↓ck8,↑ , ~33!

such that its mean value~generally complex! defines the uni-
form gap parameter:N21S

n
^Vn&5N21S

k
gkDk5D ~Ref. 14!.

On the other hand, it is natural to characterize local fluct
tions of the order parameter by the variance ofVn ~identified
with the variance of the gap parameter!:

d25
1

N (
n

~^Vn
2&2^Vn&

2!. ~34!

FIG. 1. Density of states in ad-wave SC system~heavy solid line!. The thin
solid line shows the unperturbedr (0)(«), and the arrow indicates the solu
tion for Re@(11VL G3)

22VL
2G0

2#50, corresponding to the low-energy res
nance~the other solution at«'D is not resonant! for the choice of param-
etersW52 eV, VL50.5 eV, c50.1.
be
e.
f

to
-

-

Using Eq.~33!, we write

d25
V2

N3 (
n

(
k1 ,k2 ,k3 ,k4

ei ~k11k22k32k4!•ngk1
gk2

3@^c2k1 ,↓ck3 ,↑c2k2 ,↓ck4 ,↑&2^c2k1 ,↓ck3 ,↑&

3^c2k2 ,↓ck4 ,↑&#, ~35!

or, summing overn to close the sum of 4 momenta, an
using the spectral representation~9! for T50:

d25
V2

N2 (
k1 ,k2 ,q

gk1
gk2F E0

`

d«Im^^c2k1 ,↓ck2 ,↑

3uc2k21q,↓ck12q,↑&&2E
0

`

d« Im^^c2k1 ,↓un̄k2 ,↑&&

3E
0

`

d« Im^^c2k21q,↓uck12q,↑&&G . ~36!

Here besides the previously used SPGFs, the TP
^^c2k1 ,↓ck2 ,↑uc2k21q,↓ck12q,↑&& appears. An explicit calcu-
lation of this function for the unperturbed (VL50) SC sys-
tem ~see Appendix E! gives the following result

^^c2k1 ,↓ck2 ,↑uc2k21q,↓ck12q,↑&&

5d0,q

4«Dk1
Dk2

1¯

~«22Ek1

2 2Ek2

2 !224Ek1

2 Ek2

2 . ~37!

HereEk
25jk

21Dk
2, and three other terms in the numerator a

not mutually odd ingk1
andgk2

and thus do not contribute to
d2. Then it is easy to see that the resulting contribution
Eq. ~36! from the M-diagonal (q50) and N-nondiagona
TPGFs by Eq. ~37! exactly cancels with that from
the SPGFs, which confirms the uniformity ofd-wave order
in this case. The most important contribution tod2 at
VLÞ0 comes from two consecutive scattering processe
the left-hand sides of an N- and M-nondiagonal (qÞ0)
TPGF, first c2k1 ,↓ck2 ,↑→c2k11q,↓ck2 ,↑ and then
c2k11q,↓ck2 ,↑→c2k11q,↓ck22q,↑ ~or vice versa, Fig. 2!, on
the same scattering centerp. It is linear inc, while the con-

tribution from SPGFs in this order,22DV*0
`d« Im Trt̂1Ŝ,

is zero, accordingly to theN-diagonal form ofŜ established

FIG. 2. Schematic of consecutive scattering processes~see Appendix E!,
bringing an M-nondiagonal TPGEf, through intermediate, partly
M-diagonal f 18 and f 28 to fully M-diagonal f 9: the solid vectors standing for
the operators of the left-hand side get fully nested with the dashed vec
for the right-hand side.
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in the previous Section. Hence we generally estimate
variance of the gap to grow withc as udu5DAc/c1, where
c1;(V/VL)2 defines the upper critical concentration for S
at T50.

A more detailed analysis, resolving amplitude and ph
fluctuations, can be done in a similar way, but consider
separately the two operators:

Vn,15
Vn1Vn

1

2
, and Vn,25

Vn2Vn
1

2i
,

such that their mean values^Vn,6& lead to real and imagi-
nary parts of the order parameter, and constructing the
responding variances:

d6
2 5

1

N (
n

~^Vn,6
2 &2^Vn,6&2!.

This approach should be particularly important upon
tension of the theory to finite temperatures, in order to es
lish the dominant type of fluctuations due to the static dis
der, responsible for breakdown of SC order atT5Tc , and its
possible role in the persistence of a pseudogap in the de
of statesr at T.Tc .

5. CONCLUSIONS

The analysis presented above shows that the disord
structure of doped HTSC systems is crucial for many of th
characteristic properties and for the existence of SC o
itself. The interplay between doping and disorder effects
be briefly summarized as follows. Superconductivity sets
with the metallization of the system, at a critical concent
tion c;c0 resulting from the competition between the k
netic energy of the charge carriers in the regular lattice
their attraction to random dopant centers. The unifo
d-wave order parameterD increases with increasing numb
of charge carriers asD;Ac ~Ref. 6! and saturates at a certa
optimum doping copt;«D /W, when the relationm.«D

comes to hold. With further increase inc, the increasing loca
fluctuations ofD bring it to collapse at some upper critic
concentrationc1;(V/VL)2, resulting from the competition
between the pairing and scattering potentials. This pictur
quantitatively satisfied with a very natural choice of para
etersW;2 eV, VL;0.5 eV, V;0.22 eV, «D;0.2 eV, giv-
ing plausible estimates:c0;5%, copt;15%, Tc,max

;100 K, c1;20%. Our forthcoming work should als
specify such important aspects, left beyond the scope of
paper, as the disorder effects on the cusp of density of st
r~«! at «5D, the matching conditions between the se
consistent and GE descriptions of SPGF, the exact nume
coefficient for the critical valuec1 , etc. And, of course, it is
of fundamental interest to extend the present self-consis
treatment to the case of finite temperatures up toTc , in order
to obtain a quantitative estimate for the bell-likeTc(c)
shape, and further toT.Tc , to study the role of doping
disorder versusd-wave SC coupling in the formation an
subsequent merging~at c;copt! of the pseudogap in the nor
mal density of states.
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APPENDIX A

For the normal phase, we consider the dispersion r
tion «k54t22t(cosakx1cosaky) and relate the dopant con
centrationc to the number~per unit cell! of occupied states
below m:

c5
2a2

~2p!2 E
«k<m

dk5arccosS 12
4m

W Darccos

3S 22
4m

W
2cosakxD5

2a2

p2 E
0
dkxE

0
dky

5
2

p2 E
124m/W

1 du

A12u2 E224m/W2u

1 dv

A12v2

5
2

p2 FS 4m

W D . ~A1!

Here the dependence of the integral

F~x!5E
12x

1 arccos~22x2u!du

A12u2

is very well approximated by a simple linear functionF(x)
'5x/3 in the whole physically important range 0<x
54m/W<xmax ~where xmax'0.6! corresponds tommax

'0.15W at the maximum physical dopingcmax'0.2!. Then
we readily arrive at the estimate cited above:

m'
3p2

40
cW'

3cW

4
.

APPENDIX B

For the uniform SC system withd-wave gap, we perform
integration over the Brillouin zone with the parametrizati
k2k i5a21(r0jei1D21hei3ez), ei5(61/&,61/&,0),
ez5(0,0,1), near 4 nodal pointsk i5arccos(12m/W)ei of the
gap functionDk5Dgk . This integration forG(0) becomes

Ĝ~0!5
1

N (
k

Ĝk
~0!5r0F 1

2D E
2D

D

dhE
2«D

«D
djĝ~«,j,h!

1E
2m

2«D
djĝ~«,j,0!1E

«D

W2m

djĝ~«,j,0!G , ~B1!

where we have defined the matrix function~cf. Ĝk
(0) in ~5!!

ĝ~«,j,h!5~«2jt̂32ht̂1!215
«1jt̂31ht̂1

«22j22h2 .

The integration inj ~normal to the Fermi surface! in Eq.
~B1! treats the BCS shell,@2«D ,«D#, separately from the
out-of-shell segments,@2m,2«D# and @«D ,W2m#, where
the gap parameterD becomes zero~together withgk! and no
integration overh5Dgk is needed. Equation~B1! permits
one to define explicitly the coefficient functionsgi in the
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general formĜ(0)5g01g1t̂11g3t̂3 . Let us denotez25«2

2h2, and then the shell contribution tog0 results from the
integral:

E
2«D

«D dj

z22j2 5
2

z S arctanh
z

«D
1 ip D'

2

«D
1

2ip

z
, ~B2!

which is followed for its last term by:

E
2D

D dh

A«22h2
52 arccos

D

«
. ~B3!

The out-of-shell contributions are:

E
2m

2«D dj

«22j2
5

1

« S arctanh
«

m
2arctanh

«

«D
D'

1

m
2

1

«D

~B4!

and

E
«D

W2m dj

«22j2
'

1

W2m
2

1

«D
. ~B5!

To find g1 andg3 , we use the obvious equations

E
2«D

«D j dj

z22j2
5E

21

1

h dh50

and

E
2m

2«D j dj

«22j2
1E

«D

W2m j dj

«22j2 5
1

2
ln

m22«2

~W2m!22«2

' ln
m

W2m
. ~B6!

Summing up Eqs.~B2!–~B6! we obtain

g05«r0F W

m~W2m!
2

p

D S arccosh
D

«
2

ip

2 D G ;
in accordance with Eq.~15!, g150 and g35r0 ln@m/(W
2m)#.

APPENDIX C

The gap equation~11! for a uniform (VL50) d-wave
system atT50 transforms into:

1

l
5

16

pD3 Im E
0

D

h2dhE
0

«D
djE

0

` d«

«22j22h22 i0
,

~C1!

with coupling constantl[Vr0 . The quantity sought is the
gap amplitudeD. On the right-hand side of Eq.~C1! we
perform the elementary integration over«, using the relation
Im(x2i0)215pd(x):

16

p
Im E

0

D

h2dhE
0

«D
d«E

0

` d«

«22j22h22 i0

58E
0

D

h2dhE
0

«D dj

Aj21h2
. ~C2!

Then, integrating out inj and passing fromh to y
5\«D /h, we present Eq.~C2! as
8S «D

D D 3E
«D /D

` arcsinhydy

y4

5
8

3
arcsinh

«D

D
14

«DA«D
2 1D2

3D2 2
4

3 S «D

D D 3

arcsinh
D

«D

'
8

3 S ln
2«D

D
1

1

3D .

The equation for critical temperatureTc , corresponding to
D50, in this case reads

1

l
5

16

3p
Im E

0

«D
dj tanhS j

2kBTc
D E

0

` d«

«22j22 i0

'
8

3
lnS 2gE«D

pkBTc
D ,

with the Euler constantgE'1.781. Hence for thed-wave
case the effective coupling constant isl̃58l/3, which is 8/3
times the ‘‘Hamiltonian’’ valuel, which can serve as on
more explanation for highTc itself. Also, the ratio r
52D/kBTc here turns out to be exp~1/3! times the common
s-wave BCS valuer BCS52p/gE'3.52, reaching values a
high asr d'4.92. In turn, this means that, for other cond
tions ~say,r0 andV! equal, thes-condensate turns out mor
stable against thermal fluctuations and requires a higherTc to
destroy it than thed-condensate. Of course, this is direct
related to the absence of a gap in the latter case, permi
quasiparticles to exist at anyT,Tc .

APPENDIX D

Calculation of the self-consistent SPGFĜ(SC)5G0

1G1t̂11G3t̂3 generalizes the scheme of Appendix B:

Ĝ~SC!5
1

N (
k

Ĝk
~SC!5r0F 1

2D E
2D

D

dhE
2«D

«D
djĝ~«

2S0 ,j1S3 ,h1S1!1E
2m

2«D
djĝ~«2S0 ,j

1S3 ,S1!1E
«D

W2m

djĝ~«2S0 ,j1S3 ,S1!G .
~D1!

Next we setz25(«2S0)22(h1S1)2 and z5r 1 ip, and
pass fromj to x5j1S3 , whereS3 can be taken real@as
seen, e.g., from the final result~28!#. Then the analog to Eq
~B2! is:
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E
2«D1S3

«D1S3 dx

z22x2

5
1

2z H 1

2
ln

@~«D1S31r !21p2#@~«D2S31r !21p2#

@~«D2S32r !21p2#@~«D1S32r !21p2#

2 i Farctan
«D1S31r

p
1arctan

«D1S32r

p

1arctan
«D2S31r

p
1arctan

«D2S32r

p G J
'

2

«D
2 i

p12p/«D

z
, ~D2!

where the small term 2p/«D can be safely dropped. The ne
integration, overy5h1S1 , is done only on theip/z term
accordingly to

E
2D1S1

D1S1 dy

A~«2S0!22y2

5arccos
D1S1

«2S0
1arccos

D2S1

«2S0
, ~D3!

which is relevant forG0 , supplemented with

E
2D1S1

D1S1 ydy

«2S0
22y2

52
4DS1

A~«2S0!22~D1S1!21A~«2S0!22~D2S1!2

~D4!

for G1 . The out-of-shell integration of the components me
tioned is much easier, giving:

E
«D2S3

m2S3 dx

~«2S0!22x2

5
1

«2S0
S arctanh

«2S0

m2S3
2arctanh

g2S0

«D2S3
D

'
1

m2S3
2

1

«D2S3
, ~D5!

and

E
«D2S3

W2m2S3 dx

~«2S0!2x2 '
1

W2m2S3
2

1

«D2S3
. ~D6!

HereS3 can also be disregarded besideW, m, «D , and then
the two21/«D terms cancel with that from Eq.~D2!. Now,
combining Eqs.~D2!–~D6!, we obtain

G05~«2S0!r0F W

m~W2m!
2

p

2D S arccosh
D1S1

«2S0

1arccosh
D2S1

«2S0
2 ip D G , ~D7!
-

and

G15S1r0F W

m~W2m!

2
2ip

A~«2S0!22~D1S1!21A~«2S0!22~D2S1!2G .

At least,G3 is obtained after

E
2«D1S3

«D1S3 xdx

z22x2 5
1

2
ln

~«D2S3!22z2

~«D1S3!22z2 ,

E
«D1S3

W2m1S3 xdx

z22x2 5
1

2
ln

~«D1S3!22z2

~W2m1S3!22z2 ,

E
2m1S3

2«D1S3 xdx

z22x2 5
1

2
ln

~m2S3!22z2

~«D2S3!22z2 ,

1

2D E
2D1S1

D1S1
y2dy5

D2

3
1S1

2,

in the form

G35gr0H ln
m

W2m
12S3

~«2S0!22D2/32S1
2

«D
3 J . ~D8!

APPENDIX E

Search for solutions of Eq.~5! in the form of GE consists
in consecutive iterations of its right-hand side, separat
systematically the GFs already present in previo
iterations.27 Let us start from the M-diagonal SPGFGk , and
then the iteration sequence begins with singling out the s
tering term withĜk itself from those withGk8,k , k8Þk:

Ĝk5Ĝk
~0!1Ĝk

~0!
1

N (
k8,p

ei ~k2k8!•pV̂Ĝk8,k5Ĝk
~0!

1cĜk
~0!V̂Ĝk1Ĝk

~0!V̂
1

N (
k8Þk,p

ei ~k2k8!•pĜk8,k .

~E1!

Then for eachĜk8,k we again write down Eq.~5! and sepa-
rate the scattering terms withĜk and Ĝk8,k in their right-
hand sides:

Ĝk8,k5Ĝk8
~0!V̂

1

N (
k9,p8

ei ~k82k9!•pĜk9,k

5cĜk8
~0!V̂Ĝk8,k1Ĝk8

~0!V̂
1

N
ei ~k82k!•p8Ĝk

1Ĝk8
~0!V̂

1

N (
p8Þp

ei ~k82k!•p8Ĝk

1Ĝk8
~0!V̂

1

N (
k9Þk,k8;p8

ei ~k82k9!•p8Ĝk9,k . ~E2!

Note that thep85p term which gives the phase facto
ei (k82k)•p in the right-hand side of Eq.~E2!, coherent to that
already figured in the last sum in Eq.~E1!, is explicitly sepa-
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rated from incoherent ones, ei (k82k)•p , p8Þp ~but there will
be no such separation when doing the 1st iteration of Eq.~5!

for the M-nondiagonal SPGFĜk8,k itself!. Continuing the
sequence, we shall explicitly collect the terms with the init
function Gk , resulting from:~i! all multiple scatterings on
the same sitep, and ~ii ! on the same pair of sitesp andp8
Þp. Then the summing of~i! in p produces the first term o
GE, and, if the pair processes are neglected, it will coinc
with the well-known CPA result.30 The second term of the
GE, obtained by summing of ii! in p,p8Þp, contains inter-
action matricesÂp8,p generated by multiply scattered fun
tions Ĝk8,k , k8Þk etc. ~including their own renormaliza
tion!. For instance, the iteration for a functionĜk9,k with
k9Þk,k8 in the last term in Eq.~E2! will give:

Ĝk9,k5Ĝk9
~0!V̂

1

N (
k9,p9

ei ~k92k-!•p9Ĝk-,k

5Ĝk9
~0!V̂

1

N
ei ~k92k!•pĜk1Ĝk9

~0!V̂
1

N
ei ~k92k!•p8Ĝk

1terms with Ĝk8,k and Ĝk9,k

1terms with Ĝk-,k ~k-Þk,k8,k9!. ~E3!

Consequently, the GE forĜk acquires the form given by
Eq. ~6!.

Now turn to the TPGF

^^c2k1 ,↓ck2 ,↑uc2k21q,↓ck12q,↑&&,

beginning from the equations of motion in the absence
scattering, which develop into a 434 matrix form:

B̂~j1 ,j2 ,D1 ,D2! f 5d0,qd,

B̂~j1 ,j2 ,D1 ,D2!

5S «2j12j2 D1 D2 0

D1 «1j12j2 0 D2

D2 0 «2j11j2 D1

0 D2 D1 «1j11j2

D
~E4!

with 4-vectors:

f 5S ^^c2k1 ,↓ck2 ,↑uc2k21q,↓ck12q,↑&&

^^ck1 ,↑
1 ck2 ,↑uc2k21q,↓ck12q,↑&&

^^c2k1 ,↓c2k2 ,↓
1 uc2k21q,↓ck12q,↑&&

^^ck1 ,↑
1 c2k2 ,↓

1 uc2k21q,↓ck12q,↑&&
D ,

d5S 2D1D2

D1

D2

2
D ,

and j1[jk1
, j2[jk2

, D1[Dk1
, D2[Dk2

. The solution to
Eq. ~E4!:

f 5d0,qB
21~j1 ,j2 ,D1 ,D2!d,

gives just the result of Eq.~37! for the 1st component off.
l

e

f

In the presence of scattering, we consider only
M-nondiagonal (qÞ0) case, and then Eq.~E4! turns into

B̂~j1 ,j2 ,D1 ,D2! f 52
1

N (
p

~e2 iq•pÂ1f 181eiq•pÂ2f 28!,

~E5!

where the vectors of ‘‘single scattered’’ TPGFs are

f 185S ^^c2k11q,↓ck2 ,↑uc2k21q,↓ck12q,↑&&

^^ck12q,↑
1 ck2 ,↑uc2k21q,↓ck12q,↑&&

^^c2k11q,↓c2k2 ,↓
1 uc2k21q,↓ck12q,↑&&

^^ck12q,↑
1 c2k2 ,↓

1 uc2k21q,↓ck12q,↑&&
D ,

f 285S ^^c2k1 ,↓ck22q,↑uc2k21q,↓ck12q,↑&&

^^ck1 ,↑
1 ck22q,↑uc2k21q,↓ck12q,↑&&

^^c2k1 ,↓c2k21q,↓
1 uc2k21q,↓ck12q,↑&&

^^ck1 ,↑
1 c2k21q,↓

1 uc2k21q,↓ck12q,↑&&
D ,

and the 434 matrices:

Â15S V̂ 0

0 V̂
D ,Â25S V̂t̂3 0

0 2V̂t̂3
D .

Next, the equations of motion forf 1,28 :

B̂~j18 ,j2 ,D18 ,D2! f 1852
1

N
e2 iq•pÂ1f 9,

~E6!

B̂~j1 ,j28 ,D1 ,D28! f 2852
1

N
e2 iq•pÂ2f 9,

with

j18[jk12q ,j28[jk22q , D18[Dk12q , D28[Dk22q ,

contain the ‘‘doubly scattered’’ TPGF f 9
[^^c2k11q,↓ck22q,↑uc2k21q,↓ck12q,↑&&, which is already
M-diagonal and hence can be taken just in the form of E
~37!. Finally, the solution

f 5B̂21~j1 ,j2 ,D1 ,D2!

3H d0,q1
c

N
@Â1B̂21~j18 ,j2 ,D18 ,D2!Â1

1Â2B̂21~j1 ,j28 ,D1 ,D28!Â2#B̂21~j18 ,j28 ,D18 ,D28!J d,

~E7!

defines the contribution;c(VLD/V)2 to d2, Eq. ~36!,
the factor D2 being due to D1 ,D2-odd terms
from B̂21(j18 ,j2 ,D1 ,D2) and 1/V2 due to the
dominanting, zeroth order in D1 ,D2 , terms
from B̂21(j18 ,j2 ,D18 ,D28)B̂

21(j18 ,j28 ,D18 ,D28) and
B̂21(j1 ,j28 ,D1 ,D28)B̂

21(j18 ,j28 ,D18 ,D28).

*E-mail: vloktev@bitp.kiev.ua
1!Here we don’t consider the possible formation of stripe structures, wh

an ordered or disordered distribution of dopants cannot yet be confir
by any reliable data.

2!However, it is known thatm can differ substantially from the Fermi energ
«F in the limit of very low doping~see, e.g., Refs. 4 and 6!.

3!So, we do not take into account next-neighbor hoppings.
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4!This approximation is actually justified by the fact that forc.c0 the Fermi
level «F of the metallic phase is well higher than the conduction ba
edge, and one can hardly suppose the existence of local pairs an
related inequalitym,«F at these concentrations. Therefore, in what f
lows we do not distinguish betweenm and«F .

5!Except for the special case 1/Ṽ50, which corresponds toc'4c0/3, while
the actual consideration is forc!c0 .
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Model for superconductivity in optimally doped electron cuprates
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The very anomalous normal state properties and superconductivity of electron-doped
superconducting cuprates with theT* structure are discussed. The high values of the electron
and hole mobilities in the literature are explained by the electrons and holes existing in
different layers. The annealing procedures necessary for superconductivity produce oxygen-
vacancy negative-U pairing centers. The relative insensitivity ofTc to the annealing condition is
attributed to stabilization of the chemical potential near the middle of the narrow oxygen
band formed by oxygen vacancies, where the electronic entropy is large. ©2001 American
Institute of Physics.@DOI: 10.1063/1.1401187#
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INTRODUCTION

Pairing interactions which are confined only to the Cu2

layers of optimally hole-doped high-temperature superc
ducting cuprates are believed to be insufficient to account
the wide range of maximumTc values which are found in the
families of superconducting cuprates which have the high
Tc ~Ref. 1!. In the present paper we extend our discussion
include the electron-doped superconducting cuprates.

While pairing interactions are considered to be exc
sively in the CuO2 layers in the most widely accepted mode
of cuprate superconductivity, there is certainly no theoret
reason why they cannot occur elsewhere. Attractive inte
tions across interfaces have been discussed many times i
past, starting with Ginzburg2 and Bardeen.3 In their models
artificial interfaces were considered.

In the cuprates nature has provided layers with w
matched interfaces, with the possibility of transferring cha
~or doping! from reservoir layers which are removed fro
the CuO2 layers. Ternary layered perovskites and structu
with even more-complex unit cells grown either as sin
crystals or as films might be considered to be ‘‘se
organized’’ with layer sequencing that permits modula
doping. In order to account for the very high-Tc supercon-
ducting transitions of the cuprates which have Hg-, Tl-, a
Bi-based charge reservoir layers, we have suggested, o
basis of well-known chemistry of these elements, that th
6S1 cations are negativeU centers. These provide an effe
tive attractive potential between electrons of opposite sp1

The negativeU center forms as a result of the cation inte
action with surrounding atoms~polarization, deformation
magnetic, etc.! and internal electron correlation. In th
strongly ionic limit the 6S1 cations can disproportionate t
6S0 and 6S2 configurations. More realistically, they woul
form a narrow band based upon those configurations.
quasiparticles in this partially filled band can interact w
the pair ordering in the CuO2 layers and become part of th
condensate. While at this stage there is no direct proof
this idea, we believe it has merit because:~i! it is well known
that Hg, Bi, and Tl form negativeU centers in many oxides
and ~ii ! there is the well-documented case discovered
7771063-777X/2001/27(9–10)/3/$20.00
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Chernik and Lykov4 of superconductivity resulting when
small concentrations of Tl are substituted for Pb in Pb
Two articles review the extensive research in Russia wh
shows convincingly that Tl~and no other dopants! forms a
narrow resonant band based upon 6S026S2 states inside the
PbTe valence band which, when partially occupied, becom
superconducting.5,6 Optimum doping of about;1020 carriers
per cubic centimeter results inTc values which range up to 2
K. It is of interest that these quantities are comparable
those found in optimally oxygen-reduced SrTiO3.

More experiments are needed to test the idea that n
tive U centers enhance the superconductivity of the laye
cuprates. As a first step in this direction, we refer to a mo
which analyzes tunneling through a barrier containing ne
tive U impurities7 and predicts that an enhanced critical cu
rent should be observed due to pair resonant tunneling.

In the present paper we show that pairing due to nega
U centers may be useful as a basis for understanding
perplexing chemistry and unusual normal state properties
ported in the literature of the electron-doped cuprates suc
~NdCe!2CuO4 ~NCCO! which have theT* structure, where a
separate oxygen layer exists between the rare-earth laye

ELECTRON DOPED CUPRATES

The synthesis of electron-doped superconducting
prates is a two step process.8 The first step is a straightfor
ward substitution of a tetravalent cation~Ce or Th! for the
trivalent rare earth, such as Nd. The added electron whic
transferred to the CuO2 layer remains weakly localized. Th
second step involves annealing in vacuum or an inert g
which removes a small amount of oxygen~;1 or 2%!. The
second step is essential for producing superconductivity9 and
cannot be understood in terms of simple doping or cha
transfer. From chemical considerations each oxygen remo
leaves two electrons in the lattice. Intuitively one might e
pect the increased electron doping to be the same as w
be obtained by the substitution of two additional Ce41 for
Nd31, which results only in a small decrease in resistivi
However, a much more remarkable change occurs. The tr
© 2001 American Institute of Physics
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port behavior shows that mobile holes and electrons are
ated and that superconductivity appears below about 25

The neutron diffraction data10 show no significant struc
tural change results from the oxygen reduction~step 2!. The
only difference is that a barely detectable concentration
interstitial oxygen at the apical oxygen (O3) site ~which is
not occupied in the idealT* phase! is no longer detected in
the reduced~superconducting! single crystal.

The profound consequences of removing 1% or so
oxygen from the lattice are not at all clear. Studies
(Nd1.85Ce0.15!CuO4, the most intensively investigated sy
tem, show that the superconducting properties are only fo
in a narrow concentration range for compositions 0.15<Ce
<0.18,9 and only after reduced oxygen annealing. After th
treatment the transport properties suggest semimetallic
havior with low carrier concentration. For some samples
Hall effect changes sign with temperature.11 and the Seebeck
voltage can be of either sign.12 The positive Nernst effect is
1 to 2 orders of magnitude larger than expected for a typ
Fermi liquid.12 A large positive magnetoresistance at
K12,13 is observed, which on simple considerations sugge
mobilities of the order of 100 nm2/~V•s!. Smaller changes in
the resistivity itself with doping indicate that mobilit
changes may be more important than doping.

SUGGESTED MODEL

There have been no satisfactory models proposed to
plain the transport and superconductivity ofn-type cuprates.
It seems apparent to us that it will be necessary to cons
interactions throughout the entire complex unit cell, much
we have argued is needed to understand the hole-do
cuprates.1 For the electron-doped cuprates with the high
Tc , more-definitive experiments, particularly careful me
surements comparing single crystals and epitaxial films
fore and after step 2, are needed. At present we can o
only educated guesses as to the underlying microsc
physics and chemistry.

There is no doubt that in step 1 the Ce doping trans
electrons to the CuO2 layer. The CuO bond distance in
creases and the distance between the NdCe layer and
oxygen layer decreases.14

NORMAL STATE PROPERTIES

It takes 15% Ce doping to destroy the antiferromagne
long-range order, after which the transport remains in
weak localization regime at low temperatures.

In step 2, oxygen vacancies are created and two e
trons remain in the lattice for each oxygen removed. It
well known from the properties of reduced alkaline ea
oxides that oxygen vacancies are never paramagnetic.15 We
postulate that similar behavior occurs in the reduced
prates. That this is not unexpected follows from a mo
comparing the energies of singly and doubly charged im
rity centers in a dielectric continuum.16

A maximum positive magnetoresistance is expec
when the electron and hole conductivities are equal. T
maximum is observed approximately at the same concen
tion asTc(max) ~Fig. 7 of Ref. 12!. The magnitude suggest
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there are about 1020 carriers. If they were confined to singl
layers one would expect strong 2d electron-hole Coulomb
scattering and low mobility.

Semimetals with high mobilities such as Sb and Bi a
3-dimensional and have very large dielectric constants; b
of these factors increase the screening. We suggest that
is a different reason for the high mobility in NCCO, name
because the mobile carriers exist in different layers. T
electrons are confined to the CuO2 layers and the holes ar
confined to the oxygen layers, where the Madelung poten
favors holes. It is significant that step 2 is only effective af
the long-range antiferromagnetic order is destroyed by
Ce doping. The electrons in the CuO2 layers are then less
localized and may promote increased conductivity in
oxygen layers. This interaction in turn should promote de
calization in the CuO2 layers.17

SUPERCONDUCTING INTERACTIONS

Without the oxygen vacancies there is no supercond
tivity. We propose that the oxygen-vacancy negative-U cen-
ters discussed above support superconducting pairing in
actions in the oxygen layers, much as Hg, Bi, and Tl catio
do in the charge reservoir layers of the hole-doped type
cuprates.1 Experiments5 with Tl in PbTe wherein the hole
concentration was changed by additional doping with N
which is a lower-lying acceptor level than Tl, show that,
obtain maximumTc , the chemical potential must be close
the middle of the narrow negative-U band, where both occu
pied and unoccupied negativeU states are present.

This position of the chemical potential is stabilized aft
annealing by thermodynamics due to the highest elec
density of states being near the middle of the impurity ba
A somewhat related behavior has been noted in oxyg
nonstoichiometric~HgRe!Ba2CuOy , where a value ofTc

close toTc(max) after annealing is achieved independently
changes in Hg and Re composition.18 The procedures for
obtainingTc in step 2, which are relatively robust and ind
pendent of the exact annealing regime, i.e., whether don
a vacuum, or in an inert gas, or in oxygen at a more eleva
temperature, can reasonably be attributed to a similar t
modynamic stabilization.

CONCLUSION

We have proposed a model which has the virtue of be
able to explain the unusual normal state and superconduc
properties of electron-doped cuprate superconductors for
first time. The model has unusual features, particularly t
there are mobile electrons and holes present which exis
different layers of the unit cell. Superconducting pairing i
teractions are believed to arise from negative-U center oxy-
gen vacancies which are formed upon removing oxygen
annealing. Considerably more experimental and theoret
work is required in order to prove or disprove our model.

We are grateful for the opportunity to dedicate this sh
note and unconventional model to the memory of L. Shu
nikov and to acknowledge the enormous contributions
physics that he made during his shortened life.

The work at Stanford has been supported in part by
Air Force Office of Scientific Research.
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In the paper we present the results of the ac susceptibility measurements of the newly discovered
superconducting diboride—MgB2. © 2001 American Institute of Physics.
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1. INTRODUCTION

At the very beginning of the new millennium Akimitsu1

proved that it is still possible to discover superconductiv
with a rather high critical temperature in a compound wh
comes from the already well-investigated family of diborid
and was commercially available. After this discovery, MgB2,
with its critical temperatureTc538 K, was investigated with
unprecedented speed. After a few months almost every c
acteristic of the material had been determined.

The first information about the superconducting prop
ties of the compounds with the AlB2-type structure was pub
lished already in 1970 by Cooperet al.2 They found that
hexagonal NbB2 or MoB2 as cast are not superconductin
but increasing the amount of boron to about 2.5 or substi
ing with Sc, Y, Zr, Mo, Ru, Hf, or Th for Nb or additionally
with Al, Ti, V, Ta, or Au for Mo resulted in a superconduc
ing material with a critical temperature peaking atTc

59.3 K for Nb1.9Y0.1B2 and at Tc511.2 K for
Mo1.69Zr0.31B2.

The results of another systematic search for superc
ductivity in diborides were published by Leyarovskaet al.3

Investigating the magnetic susceptibility of MeB2 ~Me5Ti,
Zr, Hf, V, Nb, Ta, Cr, Mo! down to 0.42 K, the authors foun
that only NbB2 was superconducting, with a critical temper
ture of Tc50.62 K. MgB2 was not among the materia
studied.

After Akimitsu’s discovery1 it was quite natural tha
many research groups rechecked old or newly prepared
borides. And the results obtained by different groups w
quite surprising. Kaczorowskiet al.4 found a superconduct
ing signal in old TaB2, with Tc59.5 K, but did not find it for
TiB2, HfB2, VB2, NbB2, or ZrB2. In turn Gasparovet al.5

found superconductivity in ZrB2 with Tc55.5 K, but they
did not confirm its existence for TaB2 and NbB2. Following
the report by Felner6 that BeB2 is not superconducting, ther
was a paper by Younget al.7 reporting superconductivity in
BeB2.75, with Tc'0.7 K. Superconductivity was als
discovered8 in ReB2 ~Tc in the range 4.5–6.3 K, dependin
on boron content! and Re3 B (Tc54.7 K).
7801063-777X/2001/27(9–10)/3/$20.00
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Substituting magnesium with monovalent, divalent,
trivalent ions was studied by Medvedevaet al.9 Its influence
on the superconducting properties of MgB2 is connected with
the electronic structure of the latter and is dominated by
chemical bonding of the hexagonal, graphitelike B she
The s bonds between the boron atoms are unfilled and t
metallic, with more electrons in thep bonds. As a result,
MgB2 may be well characterized by the ionic form
Mg21~B2!

22. Filling the holes in thes band by trivalent
substitution is unfavorable for superconductivity, while som
monovalent substitutions may be favorable for it. These fi
ings have been partially supported as the substitution
trivalent aluminum degraded the superconductivity in t
material,10 but monovalent copper substitution only broa
ened the transition without changing the transition-on
value.11

In our paper we describe the results of a differe
method of doping of MgB2—hydrogenation. We also men
tion the results of doping TaB2 with hydrogen.

2. MATERIALS AND METHODS

In our investigations we made use of commercia
available, powdered MgB2 ~Johnson Matthey GmbH Alfa—
98% purity!. Hydrogen absorption was performed at a co
stant temperature under hydrogen gas pressure of 0.5–20
Our first attempts at a reacting temperature of about 250
resulted in decomposition of MgB2. So finally the reaction
temperature was set at 100 °C and the pressure at 20
The concentration of hydrogen was determined volume
cally by monitoring the pressure change in a calibrat
sealed volume. Under the conditions described above,
hydrogen content was not higher than about (361)%/f.u. In
an attempt to increase the hydrogen uptake we increased
hydrogen pressure to 7 kbar, leaving the temperature equ
100 °C. In this case the uptake of hydrogen was very simi
as measured by the mass spectrometry method, and equ
about 3 %/f.u. X-ray analysis was carried out using an ST
diffraction system. The material was characterized by
magnetic susceptibility measurements.
© 2001 American Institute of Physics
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3. RESULTS AND DISCUSSION

X-ray diffractograms for as-obtained and hydrogena
samples are presented in Fig. 1. It is clearly seen that b
the positions of the diffraction peaks and their widths a
practically the same for all the measured samples. Sm
changes of the peak heights are to be ascribed, accordin
us, to the difference between the mass and thickness o
samples rather than to the different amounts of the majo
phase. In principle such a result might be expected as
hydrogen uptake was rather small. Summing up—the st
ture and the volume of the phase with the MgB2-type struc-
ture remained unchanged after hydrogenation.

According to the paper by Wanet al.12 the values of the
lattice constants are connected with the location of the Fe

FIG. 2. Real~a! and imaginary~b! parts of the ac susceptibility of MgB2
hydrogenated under a pressure of 20 bar. The insets show the ac sus
bility for as-obtained MgB2.

FIG. 1. X-ray diffractograms of as-obtained MgB2 and hydrogenated unde
pressures of 20 bar and 7 kbar.
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level relative to the density of states~DOS!. Thus the con-
stancy of the lattice constants probably means that the D
is not changing meaningfully, either.

The results of ac susceptibility measurements of Mg2

hydrogenated at 20 bar are presented in Fig. 2. For comp
son, the results for the parent MgB2 are presented in the
insets. The masses of both powdered samples were
similar. So the main features of the plots are:
— the critical temperatures of both pure and hydrogena
compounds differs negligibly;
— the superconducting response~and thus the amount o
superconducting phase! is two orders of magnitude lower fo
the hydrogenated sample;
— the superconducting transition width is narrower for t
hydratized material.

Figure 3 shows a comparison between the ac susce
bilities of the MgB2 after hydrogenation under different hy
drogen pressures. As was mentioned above, the hydro
uptake was very similar in the two cases despite the fact
the pressures during hydrogenation differ by 350 times. A
similarly to Fig. 2, one can see that the critical temperat
remained unchanged and that there is an additional decr
of the amount of superconducting phase.

The two facts—unchanged critical temperature and
creasing~with hydrogenation! amount of superconducting
phase–are rather surprising. The first fact implies that
density of states, electron–phonon interaction, and pho
spectrum remained unchanged after hydrogen upta
whereas the decrease of the amount of superconduc
phase may imply that the density of states was meaningf
changed.
pti-

FIG. 3. Comparison of the ac susceptibility measurements results
MgB2H0.03 obtained under hydrogen pressures of 20 bar~d! and 7 kbar~s!.
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So to account for our observations, in the picture of co
ventional BCS phonon-mediated superconductivity, the
fluence of hydrogenation on superconductivity should ac
two opposing directions. We can analyze it using the mo
fied McMillan equation:13

kBTc5
\v0

1.2
expS 2

1.04~11l!

l2m* ~110.62l! D ,

wherekB is Boltzmann’s constant,v0 is the averaged pho
non frequency,l is the electron–phonon coupling consta
andm* is the Coulomb pseudopotential.

Hydrogenation can influence the phonon frequency
was shown by Hinkset al.14 that the vibrations of B atoms
are more strongly coupled to the electronic structure t
those of Mg atoms. This may be inferred from the fact th
the isotope effect for boron is much stronger than for m
nesium. Both a theoretical calculation15 and experimenta
work support the view that theE2g in-plane boron stretching
mode is the main source of strong electron–phonon c
pling. This mode was found to be strongly anharmonic.16 So
if hydrogen is adsorbed within the boron planes~where it is
easy to find the proper placement for it! it may strongly
influence the stretching boron mode. But it is not easy
determine what kind of influence it might have. It might b
increasing or lowering the anharmonicity or lowering or i
creasing the phonon frequency. This way hydrogen can
changel or m* .

Absorption of hydrogen within the Mg planes also c
not be excluded. Such a placement should not change
important modes of phonon frequencies,14 but it could influ-
ence the ionicity of the magnesium and boron planes.15 This
in turn should change the position of Fermi level with r
spect to thes boron bands and DOS. And with it also Co
lomb screening and electron–phonon coupling could
changed. We believe that a change of ionicity of the lay
should influence the value of the lattice constantc, perpen-
dicular to the planes. As no such influence was observe
our study, we are inclined toward the first possibility.

We also applied hydrogenation under low pressure
temperature to the controversial compound TaB2 studied by
Kaczorowskiet al.4 In this case the hydrogen uptake w
equal to 36 %/f.u., much higher than for MgB2. And inspite
of such high hydrogen content, the critical temperature
mained unchanged and equal to about 9.5 K, but the diam
netic signal was an order of magnitude lower than for
undoped material.
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4. SUMMARY

In conclusion, we have observed a meaningful decre
of the diamagnetic signal of hydrogenated commercial Mg2

powder, while its critical temperature remained practica
unchanged. The hydrogen uptake was very low~about 4%/
f.u.! and independent on the pressure used. Such strang
havior can be explained by some opposite influence of
hydrogen on the DOS, phonon frequency, electron–pho
coupling, and Coulomb screening.

The authors would like to express their gratitude to D
Marek Wolcyrz for x-ray measurements and to Dr. Tadeu
Kopec for valuable discussions.
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The quantum Hall effect~QHE! is inherent to uniform two-dimensional~2D! electron systems.
At the same time, the basic low-dimensional conducting systems in the presence of
metallic contacts are ‘‘regularly nonuniform.’’ Nevertheless, the QHE is well observed in them.
The apparent paradox is resolved in a nontrivial manner. Regularly nonuniform 2D systems
under conditions of the QHE admit the existence of integer~incompressible! channels that
determine the conducting properties of the 2D system. To describe such a modification of
the QHE requires a special formalism that explicitly takes into account the properties of the
incompressible strips. The goal of this paper is to discuss the causes for the onset of
regular nonuniformity of the 2D electron density in typical low-dimensional systems and to
determine the basic characteristics of the QHE for such systems in terms pertaining to the
individual incompressible strips. ©2001 American Institute of Physics.
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It is well known that the contact of two three
dimensional~3D! metals having different work functionsWi

leads to a partial transfer of electrons from one of the me
to the other so as to equalize their electrochem
potentials.1 The corresponding disruption of the local ne
trality in good metals occurs on scales of the order of
interatomic distances, while in samples with Boltzmann s
tistics it occurs over a length of the order of the Debye
dius. It is of interest to examine the analogous problem
contacts between 2D and 3D conducting systems. T
makes it clear that in 2D systems there is no character
length scale over which the local neutrality is disrupted, i
the contact-related perturbation of the electron density sp
practically the entire 2D region accessible to the cha
transport. Below we shall refer to such a deformation of
electron density as regularly nonuniform~in distinction to
the possible random fluctuations of the density, the aver
value of which over the volume of the sample is usua
assumed to be zero!. In view of the sensitivity of many 2D
problems, the QHE in particular, to the local electron dens
it seems logical that the contact-related regular nonuni
mity of the electron density will play an appreciable role
the effective formation of the Hall plateau. In this paper w
give a consistent treatment of contact phenomena in 2D
tems and discuss the details of the QHE in the presenc
contact effects.

CONTACT ELECTROSTATICS

1. In setting forth the concrete results, let us start
recalling the electrostatics for a contact of two metals hav
different bulk characteristics, a circumstance which is eff
tively taken into account by the introduction of a conta
potential differencefab ~Ref. 1!,

efab5Wa2Wb , ~1!
7831063-777X/2001/27(9–10)/7/$20.00
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whereWi is the work function of the respective metal, ande
is the elementary charge.

In the contact of metalsA and B with open faces~see
Fig. 1! an electric field with potentialw arises in the vacuum
gap between the facesAO andOB ~Ref. 1!:

w~u!5fab

u

a
, ~2!

wherea is the angle between facesOA andOB.
The electric field is given by

Er52
1

r

]w

]u
5

fab

ar
, Er54pedn~r ! ~3!

and it falls off in inverse proportion to the distancer from
the pointO. This field is related to the surface charge dens
dn(r ) distributed along the free facesOA andOB.

Now let the role of rayOB be played by a 2D electron
system and for simplicity take anglesa andb in Fig. 1 equal
to each other. Now the additional surface charge den

FIG. 1. Contact of two metallic samples having free boundaries.
© 2001 American Institute of Physics
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from ~3! is simultaneously an addition to the uniform ele
tron densityns of this system. In other words, the contact
the 2D electron gas with the conducting electrodes~2D or
3D! can at large distances noticeably disrupt the spatial
formity of the 2D electron density if such was present in t
2D sample without the contacts.

2. The divergence of the fieldE ~3! at small distances
and the integral divergence for the total effective surfa
charge, which also follows from~3!, are removed in the natu
ral way. The first of these singularities vanishes when vari
corrections to the condition of thermodynamic equilibriu
are included in the problem. For example, if one is talki
about an accumulation of electrons in a 2D electron gas, t
the divergence is removed at Bohr distances by allowa
for the Fermi energy in the overall balance of forces~see
Refs. 2–4!. If we arbitrary talking about the other sign ofW,
corresponding to depletion of the 2D system, then the res
ing equilibrium problem can contain so-called depletion la
ers, completely devoid of free electrons, at the ends of
2D system. This type of equilibrium has been discussed
great detail in the literature, particularly in connection w
the creation of controllable 2D systems, the geometry
which is controlled by external fields~see, e.g., Refs. 2, 3
5–9!.

Removal of the integral divergence of the charge
achieved by restricting the dimensions of the 2D system.
different versions of this problem are extremely diverse. B
low we will be mainly discussing two results: a density pe
turbationdn0(x) for a quasi-1D Corbino disk, and the anal
gous problem for an extended Hall sample in its central p
far from the metallic contacts.

A Corbino disk is quasi-1D if (R12R2)/(R11R2)!1,
whereR1 andR2 are the outer and inner radii of the disk.
this case the uniform partdn0(x) of the electron density o
contact origin has been found as3

dn0~x!5
kwfab

p2e~w22x2!
, 2w<x<1w. ~4!

Here 2w5R22R1 is the width of the 2D region between th
metallic ‘‘banks,’’ thex axis is directed in the radial direc
tion, the origin of coordinates is at the center of the 2
region,k is the dielectric constant of the medium, andfab is
the contact potential difference. In the limitaB!w (aB is the
effective Bohr radius! approximation~4! works well far from
the pointsx56w.

For a Hall sample the contact electrostatic problem is
yet ‘‘standard,’’ and it therefore makes sense to give the
tails of its solution. The initial equation is

ew~x,y!5
2e2

k E
2L

1L

dsE
2w

1w

ds
dn~s,s!

@~x2s!21~y2s!2#1/2

5const5W, ~5!

2w<x<1w; 2L<y<1L; W[Wa2Wb ;

w~x,y,z50!50,uyu.L;
]w~x,y,0!

]z
50,uxu.w.

The y axis is directed along the long side of a rectangle,
electric potentials of the metallic contacts are both cho
equal to zero, andW5efab .
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The Fourier transformation of~5! with respect to the
variabley gives

w~x,q!5const5
2e

k E
2w

1w

dn~s,q!K0~qux2su!ds, ~6!

2p/L<uqu<1`,

whereK0(x) is the Bessel function of complex argument.
In the limit of small x the function K0(x) follows a

logarithmic law. Consequently, ifL@w, then far from the
contacts the integral equation~6! takes the form

ew~x!5
2e2

k E
2w

1w

dn~s! ln
L

x2s
ds5const. ~7!

The solution of this equation with respect todn(x) has the
structure

dn~x!}
const

Aw22x2
~8!

with the value of the const determined by the requiremen

W5
2e2

k E
2w

1w

dn~s!ln~L/s!ds.

As a result, we have

n~x!5ns1dn.ns1
kW

ce2Aw22x2
, c52p ln

L

w
. ~9!

The limit q→0 used in~7! applies ifw!L and the in-
vestigatedx cross section of the Hall sample is far from th
metallic contacts. Both assumptions are assumed to hold
low.

EQUILIBRIUM CHARACTERISTICS OF THE SAMPLE IN THE
QUANTUM HALL EFFECT REGIME

The formation of integer Hall strips in nonuniform 2D
systems is accompanied by a redistribution of charge in
neighborhood of the integer points on the electron den
profile n(x). Consequently, one of the main properties
normal 2D systems—their equipotential character—is d
turbed for states in the QHE regime. The corresponding p
dictions of the theory are checked by obvious experiments
the measurement of the local electrostatic fields~techniques
utilizing the linear electrooptic effect are set forth in Re
10–12 and the microprobe technique is described in Refs
and 14!. The general conclusions that follow from Ref
10–14 argue in favor of the existence of 2D contact pheno
ena and, as a consequence, integer channels in the inter
2D systems.

The quantitative basis for the conclusions of this Sect
is provided by the results of Shklovskii and coworkers8,9 on
the properties of equilibrium integer channels for 2
samples with densityn(x). For example, for the centra
channel and with a known curvaturen9(0) of the classical
distribution of the electron density at its extremal point~the
point with zero first derivativen8(0)), thedistributionw(x)
over the cross section of the channel with an integer fill
factor n l51,2,3,... has the form
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w~x!52
pen9a3

3k
~12x2/a2!3/2, ~10!

and the width 2a is determined from

n9~0!a2/45@n~0!2n l #nH ,

n9~0!5d2n~0!/dx2, ~11!

n~0!5n~0!/nH , nH
215p l H

2 , l H
2 5

c\

eH
. ~12!

Here H is the magnetic field normal to the plane of th
Corbino disk.

The width of a strip is rather sensitive to the value of t
magnetic field, and it varies from zero upon its nucleation
the critical dimensions

amax
3 5

3k\vc

pe2un9~0!u
, ~13!

where, as the magnetic field is increased, the maximum v
of the potential~10! at the center of the channel reaches
value\vc , after which the strip splits into two~for details of
this process see Ref. 9!.

Substituting the expression forn9(0) that follows from
~4! into the definition~13!, we get

~amax/w!35
3p\vc

2efab
. ~14!

For a Hall sample withn(x) given by Eq.~9! we have

~amax/w!35
3c\vc

pW
. ~15!

Formulas~10!–~15! are valid if \vc>W. In the oppo-
site, altogether typical limiting case\vc!W it becomes pos-
sible for a large number of incompressible strips to form, a
the description of the form in~10!, ~11! loses meaning. An
adequate formalism is needed which takes into account
large number of strips and the interactions between th
This can be done if it is taken into account that each strip
a potential difference\vc on its ‘‘banks.’’ Consequently, the
local value of the electrostatic potential in the problem w
a large number of strips can be constructed in the form

ew~x!.\vcn~x!, n~x!5p l H
2 n~x!, ~16!

wheren(x) is the local filling factor andl H is the magnetic
length.

According to Eq.~16!, in the limit \vc!W the electro-
static potential reproduces on average the local behavio
the electron density.

Formula~16!, like expressions~4! and ~9!, loses mean-
ing near the ends6w, where the excess electron density
divergent~or zero!.

Having definitions~10!–~16! at our disposal, let us con
sider the experimental data for the equilibrium distributi
w(x) in rectangular samples and Corbino disks.11,12The most
important result of these measurements is the qualitative
ference in the behavior of the equilibrium value ofw(x) over
the cross section of the sample in the normal and ‘‘interm
diate’’ states, when the system contains integer channel
the first case, as expected,w(x)5const along the 2D system
As to the ‘‘strip’’ systems containing one or several integ
o

ue

d

he
.
s

of

if-

-
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r

channels, here the relative value ofw(x) falls off toward the
center of the cross section. We note that the available dat
the ‘‘intermediate’’ state do not give the absolute values
w(x) but only indicate that it is nonmonotonic.

Turning to a discussion of the experiments, let us be
with the results presented in Ref. 11, which attest to
nonuniformity of the distributionw(x) over the cross section
of the Hall sample under the conditions of the QHE. Unfo
tunately, the data of Ref. 11 contain an uncertainty that
terferes with their interpretation: in Fig. 2, taken from Re
11, one can clearly see an asymmetry which is appare
due to the influence of the neighboring channels; in additi
the position of the cross section, chosen by the authors f
hydrodynamic considerations~decreasing the transport cu
rent through this ‘‘dead’’ channel as much as possible!, is
located at a short and poorly determined distance from
ends of this segment of complex configuration, complicat
the consideration of the details ofw(x). Nevertheless, the
function w(x)}(12x2/a2)3/2 or, more precisely, its trans
form

f~x!5
1

2R E
x2R

x1R

w~s!ds, ~17!

which is shown by the solid curve in Fig. 3, gives a go
approximation of the data of Ref. 11 for the central part
the sample. HereR550mm is the radius of the laser beam
used in the experiments.11,12

The information for the Corbino disk is more ‘‘transpa
ent.’’ A comparison of the data of Ref. 12 with two version
of the distribution w(x)—multichannel ~16! and single-
channel~10!—is presented in Figs. 4 and 5. The calculat
curves f(x) were constructed using algorithm~17!. The
curves were ‘‘tied in’’ to the minimumf(0), and theparam-
etersR and the geometric dimensions contained in defi
tions ~10! and~16! were varied. For example, the solid curv
in Fig. 4 corresponds to the valuesR550mm and v
5250mm. The additional lines in Fig. 4 illustrate the influ
ence of the laser beam radiusR on the behavior off(x). In
Fig. 5 the functionw(x) in ~10! was ‘‘fit’’ to the same points
for two different values ofa (R550mm).

It should be noted that the experimental points in Figs
and 5 were obtained by scanning Figs. 1 and 2 from Ref.

FIG. 2. Hall sample from Ref. 11; the arrows are a schematic indication
the current streamlines.
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Then, using Fig. 9 from Ref. 11, which is identical to Fig.
from Ref. 12, we were able to rescale the results of the sc
ning of Fig. 2 of Ref. 12 to the corresponding numbers
w(x).

Summing up, we can conclude that the Hall samp
studied in Ref. 11 are well described in the single-chan
approximation~10!. As to the Corbino disk, the experiment
data of Ref. 12 are better described by a multichannel dis
bution w(x) ~16!.

HALL TRANSPORT IN NONUNIFORM SAMPLES

The phenomenological theory8,9 of the integer Hall chan-
nels in nonuniform 2D electron systems was developed

FIG. 3. Distribution of the electric potential over the cross sectionAB ~see
Fig. 2! on the so-called ‘‘dead’’ end~there is no transport current through th
cross section!. The solid line was calculated according to formulas~9!, ~10!,
and ~17! with R550mm, a5160mm.

FIG. 4. Coordinate dependence of the transform~4!, ~16!, ~17! for a Corbino
disk. The solid line corresponds to parametersR550mm, w5250mm. The
experimental points are from Ref. 12. The degree of sensitivity of the
tential ~16!, ~17! to variations of the radiusR is illustrated by the two
additional curves:R575mm ~–––!, R55 mm ~•••••!.
n-
r

s
el

i-

r

equilibrium conditions, when the electrochemical potentiam
is constant along the sample. Moreover, a large numbe
the experiments with nonuniform samples and, in particu
practically all the measurements of the local characteris
of various 2D systems~see Refs. 10–14! have been carried
out in the transport regime, when there is a ‘‘drawing’’ p
tential differenceVH across the boundaries of the samp
The influence ofVHÞ0 on the characteristics of the ind
vidual integer~incompressible! channels becomes a questio
We are talking about a change in the strip width 2a and also
a shift D of their position~relative to the equilibrium posi-
tion! under the influence ofVH . In this Section we solve the
problem for the central incompressible channel in a nonu
form 2D electron system having a one-dimensional elect
density profilen(x) which is symmetric about its center. Be
sides the one-dimensionality of the problem we shall u
additional simplifications~as in Refs. 8 and 9!, viz: the trans-
verse dimensions 2w of the two-dimensional system ar
quite large~in comparison with the Bohr radius and the ma
netic length!, there is no screening of the electrodes, the te
perature is low but finite~in order to avoid the correlation
effects that lead to the fractional quantum Hall effect!, and
the Hall potential differenceVH is less than or comparable t
the cyclotron energy, i.e.,VH!\vc , wherevc is the cyclo-
tron frequency.

General results forD(VH) anda(VH) are used below in
an interpretation of the observed14 details of the local char-
acteristics of the Hall samples with a nonuniform profi
n(x) of contact origin.

1. Let us start with the electrochemical potentialm. Un-
der nonequilibrium conditions this difference is no long
constant along the 2D system. Its behavior follows from
requirements

¹•div j50, ¹3rot j50, ~18!

j i5e21s ik]m/]xk , ~19!

-

FIG. 5. The functionc(x) from ~10! and ~17! for a Corbino disk.R
550mm, a5230mm, ~solid curve!; R550mm, a5250mm ~dashed
curve!.
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wheres ik is the conductivity tensor@in Ref. 9 ~see Eq.~56!
of that paper! and Ref. 15 Ohm’s law contains the electric
potentialw instead ofm#. The combination of~18! and ~19!
leads to the equation

¹2
•Dm50 ~20!

even if sxx→0 ~we note that the authors of Ref. 15 do n
share this point of view!.

Using ~20! and the inequalityw!L, where L is the
length of the Hall sample, it is easy to see that in the pr
ence of a Hall voltageVH the functionm(x) for a sample far
from the contacts is a linear function of the coordinatex:

m~x!5eVH~x1D1a!/2, sxy@sxx ,

2a1D<x<1a1D, a,w ~21!

~the parameterD is defined below!.
Expression~21! and the definition ofm(x) for electrons

in a magnetic field give a basis for formulating the proble
of the properties of incompressible strips in the presenc
transport. In a simplified version of the solution of this pro
lem it is proposed~in analogy with Refs. 8 and 9! to start by
modeling the electron densitydn(x) inside an incompress
ible strip so that its effective value is a constant, correspo
ing to an integer filling factor. Havingdn(x), we reconstruct
the distributionw(x) with additional requirements that th
tangential electric fields vanish at the boundaries of the s
The ‘‘tie-in’’ of w(x) to the behavior ofm(x) occurs at these
same ends. In the problem withVHÞ0 such an algorithm can
be used only for the central strip. As to the ‘‘side’’ channe
in the transport version the extension of the concepts of R
8 and 9 encounters difficulties that require special discuss

Thus we assume

dn~x!5~nD2 l !nH1nD8 j1nD9 j2/2,

j5x1D, l 51,2,3,... ~22!

n~x!5p l H
2 n~x!, nH51/~p l H

2 !, 2a1D<x<1a1D,

wherel H is the magnetic length,D is the overall shift of the
central strip relative to the coordinate origin, andnD[n(x
5D). In the limit D→0 expression~22! agrees withdn(x)
from Ref. 9.

The corresponding distributionEx(x) follows from Pois-
son’s equation written in a form which takes into account
constancy of the electrochemical potential within the lim
of an integer strip:

edn~j!52
k

2p2 E
2a

1a

ds
Ex~s!

j2s
.

As a result

ExA~12j2/a2!5
2pe

k H F ~nD2 l !nHT1S j

aD1nD8 aT2S j

aD
1

nD9 a2

8 FT3S j

aD1T1S j

aD G J 1EH ,

~23!

whereTi(s) are Chebyshev polynomials,16 and the constan
EH is as yet arbitrary and will be related toVH below.

The field ~23! can vanish at the endsj56a if
l

s-

of
-

d-

p.

,
fs.
n.

e

2penD8 a1kEH50, ~24!

a2524@nD2 l #nH /~nD9 !,l 51,2,3,..., ~25!

wheren(x) is the equilibrium profile of the electron densit
The difference between~25! and the definition ofa2 from
Ref. 9 lies in the fact thatnD and the derivativenD9 in our
case are evaluated not at zero but at the pointx5D.

The potentialw(j) is obtained from Eq.~23! by a single
integration. Additionally taking into account~24! and ~25!,
we have

w~j!5
VH

p S zA12z21
p

2
1arcsinz D

1
2penD9 a2~12z2!3/2

6k
, z5j/a, ~26!

and

2p2enD8 a2/k5VH . ~27!

Requirements~27! and ~24! determine the constantEH

52VH /pa in ~24!. Formulas~24!–~27! complete the solu-
tion of the problem of the behavior of the main channel n
an extremum of the electron density with an even pro
n(x) in the presence ofVHÞ0.

2. Recent experiments with Hall samples under con
tions of the QHE with the use of a scanning potent
microscope13,14 attest to the nonuniform but regular distribu
tion of the equilibrium electron density in them, with a stru
ture of the formn(x) ~x is the coordinate over a cross sectio
of the sample normal to the current lines!. The nonuniformity
of n(x) is due to contact phenomena which with a high pro
ability are present in the experiments under discussion
this case for Hall samples 2w2L (L@w) far from the con-
tacts the distributionn(x) has the form~9!. Using this infor-
mation, we rewrite a number of general definitions. T
quantityD is given by

D52
c

p2

eVH

W

w3

a2 . ~28!

In addition, we note that

dw5w~x,VH!2w~x!.VH

~x1D!1a

2
,

2a1D<x<1a1D ~29!

varies in an approximately linear manner over the cross s
tion of the central strip between the values 0,VH .

Turning to the experiments, we shall interpret the m
complete Hall data, which are presented in Ref. 14~see Sec.
2 of that paper! for the distributiondw(x) over a cross sec
tion in the central part of a Hall sample of width 2w
510mm in various magnetic fields. The experiment w
done using a scanning microscope, which made it possibl
work in the linear regioneVH<\vc . However, the tunnel-
ing technique turns out to be poorly suited for equilibriu
measurements~as was the case in Refs. 11 and 12!. As a
result, the authors of Ref. 14 published only equilibrium d
for dw(x), analogous to the difference~29!. These functions
are reproduced here in Fig. 6. The numbers1–11 on the
right-hand side of Fig. 6 enumerate the recordings ofdw(x)
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for different values of the magnetic field. These same nu
bers are indicated in the inset, which gives an idea of
behavior ofRxy of this sample in the neighborhood of th
Hall plateau.

The numbers in the left-hand part of Fig. 6 give the loc
values of the filling factorn(0) at eachi th line. These num-
bers differ from those given in Ref. 14 by a linear shift a
have been chosen from considerations of self-consistenc
the contact scenario. In our version of events the nuclea
of a quasi-symmetric incompressible strip occurs in
neighborhood of line2 ~line 1 does not show any signs of th
existence of a strip, and on line3 the strip already has a finit
width!. Consequently, on this line the value ofn(0) should
take the value 2, and this value is taken as a basis for
malizing the values ofn(0). With increasing numberi the
magnetic field decreases, and the width of the central s

FIG. 6. Recorded traces14 of the local values of the electric potential alon
one of the Hall cross sections in the central region of the sample for var
magnetic fields. The numbers on the right enumerate the traces, and tho
the left give the local values of the filling factorn(0) at the point of the
maximum value of the electron density on the assumption thatn(0)52 on
line 2 and that the Hall voltage is sufficiently small. The arrows on lines2–5
indicate the boundaries of the central incompressible strip in the absen
transport current, as calculated using Eq.~12!. The double arrows on line6
give an idea of the scale of the asymmetry in the position of the bounda
under the influence of the transport current. Inset: Hall resistance of
sample versus the magnetic field in the neighborhood of the investig
quantum plateau.14 Also shown here is a selection of lines1–11 of the main
figure, allowing one to judge the relationship between the ‘‘quality’’ of t
plateau and the width of the incompressible strips corresponding to t
lines.
-
e

l

of
n

e

r-

ip

grows. This behavior ofa(H) is possible only if the local
densityn(x) decreases with distance from the center of
sample. In other words, the data on the behavior ofa(H) on
lines2–6 are evidence for a version of the contact interact
that leads to depletion of the 2D system. The positions of
boundaries6a(H) with changing field in approximation
~14! are indicated by arrows on lines3–6. Here the free
parameterW/\vc is chosen such that under conditions co
responding to the decay of the central strip into two sa
lites, the value ofamax ~15! would be approximately equa
~as is seen in Fig. 6! to one-half ofv ~line 6!. Hence and
from Eq. ~15! it follows that

W

\vc
5

3c

p S w

amax
D 3

5
24c

p
. ~30!

The variation ofdw(x) observed in Ref. 14 lies roughly
in the region between the arrows~see Fig. 6!. As follows
from Eq. ~29!, this distribution is approximately linear be
tween the ‘‘banks’’ of a strip. The small asymmetry is due
the influence of the Hall voltage on the boundaries of
central incompressible strip. As an estimate of the asym
try we use the quantityD ~28!. With allowance for~30!, the
scale of the cyclotron energy on line5 and the experimenta
valueeVH.0.01 eV<\vc

(5) ~see Ref. 14!, we have forD

D~5!<0.1w. ~31!

The position of the boundaries of the central strip, correc
by D, are indicated by the double arrows on lines3–6 in
Fig. 6.

The current asymmetry on lines7–11 is particularly no-
ticeable. Here the central part has undergone a transitio
the ‘‘normal’’ state, i.e., is equipotential. The incompressib
satellites are asymmetrically squeezed toward the bounda
of the Hall region. Unfortunately, the equilibrium treatme
of Ref. 9 does not admit generalization to the case of the s
satellites forVHÞ0. This circumstance was also mention
above, and so we show without comment the interesting d
on the splitting of the central channel~lines 7–11!.

In summary, we have proposed a formalism that gen
alizes the results of Refs. 8 and 9 for integer~incompress-
ible! strips in nonuniform 2D systems to the case of a fin
Hall voltageVHÞ0. The results of the theory are used f
interpretation of the data obtained in Refs. 11, 12, and
with the use of the hypothesis that the nonuniformity of t
Hall sample is of contact origin. This hypothesis is very pr
ductive for discussing the equilibrium properties of nonu
form Corbino disks with integer strips~see Figs. 3 and 4!.
The appearance of the same channels in Hall samples is c
pletely natural.

The picture that appears is qualitatively quite similar
the observations and explains many of the existing details
particular, we have determined the sign of the contact ene
for the samples from Ref. 14, which corresponds to deple
of the 2D region, and its scale, which is much larger than
cyclotron energy@see the definition ofw in ~30!#. We have
given an explanation for the shiftD of the central strip under
the influence of a nonzero Hall voltageVHÞ0 @formulas~28!
and~31!# and also for the shift of the extrema ofw(x) under
the influence ofVHÞ0, for which a clear realization is no
yet available.
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On the nature of the half-integer quantum features on the transport and Hall resistances
of 2D electron systems in a quantizing magnetic field

E. A. Pashitski *

Institute of Physics, National Academy of Sciences of Ukraine, pr. Nauki 46, 03028 Kiev, Ukraine
~Submitted June 18, 2001!
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It is shown that in two-dimensional~2D! electron systems in a quantizing magnetic field, in
addition to electron–hole~excitonic! pairing through the Coulomb interaction it is also possible to
have Cooper pairing of the 2D electrons due to their interaction with 2D phonons and 2D
plasmons localized at the interface of the crystals in semiconductor heterostructures. By summing
the divergent~asT→0! ladder diagrams in the zero-sound and Cooper channels, the critical
temperatures of the transition to the excitonic and Cooper phases are found. It is shown that the
excitonic phase can exist only in comparatively narrow regions near half-integer values of
the filling factorn5(2n21)/2 (n51,2,3,...), afinding which is in qualitative agreement with the
experimentally observed anisotropic features in the transport resistance of 2D systems in the
integer quantum Hall effect regime. By taking into account a superposition of states of bound
electron pairs and unpaired 2D electrons in the Cooper phase, one can describe practically
all of the experimentally observed quantum features in the fractional quantum Hall effect regime,
including at values ofn that are not described by the composite fermion model. At the
same time, the interelectron attraction can promote triplet Cooper pairing of composite fermions,
which is accompanied by the appearance of an ‘‘exotic’’ quantum feature atn55/2.
Arguments supporting the possibility of experimental observation of the Cooper phase are
presented. ©2001 American Institute of Physics.@DOI: @DOI: 10.1063/1.1414567#
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1. INTRODUCTION

Experimental studies of the integer and fractional qu
tum Hall effects ~IQHE and FQHE! in semiconductor
heterostructures1,2 show evidence that as the quality of th
samples is improved and the mobility of the two-dimensio
~2D! electrons in the inversion layers is increased, ever la
numbers of new quantum features are observed on the cu
of the Hall resistanceRxy5RH and transport resistanceRxx

~or Ryy! as functions of the strength of the quantizing ma
netic field H.3,4 In the FQHE regime one often observ
fractional values of the electronic filling factorn5q/k which
cannot be described in the framework of the Laugh
theory,5 on the basis of the fractional statistics of anyons,6–8

nor with the use of the model of composite fermions,9,10

which leads to fractions of the formn5n/(2n61) for n
52,3,4,... .

Of greatest interest recently is the quantum feature at
half-integer valuen55/2, which was first observed in Re
11 for an isolated GaSb–InAs–GaSb quantum well and t
in GaAs/AlGaAs heterostructures with a high electr
mobility.12,13 Formally the valuen55/2 belongs to the re
gion of the IQHE, but the state corresponding to it has all
characteristic properties of a state of the FQHE and has
energy gap in the spectrum of elementary excitations.3 To
interpret the ‘‘exotic’’ quantum state with factorn55/2, in
Ref. 14 it was proposed to use a model ofp-wave triplet
Cooper pairing of composite fermions due to a weak attr
tion arising as a result of ‘‘overscreening’’ of the Coulom
repulsion.

In this connection it should be noted that the possibi
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of Cooper pairing of 2D electrons in a quantizing magne
field as a result of the electron–phonon interaction was c
sidered previously in Ref. 15. It was shown in the se
consistent field approximation that in a high enough quan
ing magnetic field under the conditionvHe.ṽph ~where
vHe5eH/cme* is the cyclotron frequency of electrons wit
effective massme* , and ṽph is the maximum frequency o
the phonon spectrum!, when in the process of the electron
phonon interaction the electrons remain on the upper p
tially filled Landau level, the critical temperature of the tra
sition to the superconducting state realized on the Lan
wave functions is determined by the expression

Tc5
NLWph

2

kB

tanh@1/2 ln~1/ns21!#

ln~1/ns21!
, ~1!

where Wph is the matrix element of the electron–phono
interaction,ns is the degree of filling of the upper Landa
level s (0<ns<1), NL5 1

2p l H
2 is the degeneracy of the

Landau level, andl H5A\c/eH is the quantum magnetic
length~Planck’s constant\ and Boltzmann’s constantkB will
henceforth be taken equal to unity!.

It follows from Eq. ~1! that Tc reaches a maximum a
ns51/2 and goes to zero by a logarithmic law forns→0 and
ns→1 ~Fig. 1!. As a result of the change in the number
filled Landau levelsn5s11 with increasing magnetic field
Tc is an oscillatory function ofH with periodDH5H/s, and
with increasingH the maximum values ofTc increase by a
linear law, sinceNL;H.

An important feature of expression~1! is that in a suffi-
ciently strong quantizing magnetic field the value ofTc is
independent of the 2D electron density of statesN2D
© 2001 American Institute of Physics
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5me* /2p. This means that the Cooper pairing of electro
on the same Landau level is possible for arbitrarily smallme*
if the interelectron attraction due to the electron–phonon
teraction exceeds the Coulomb repulsion. We note that
problem of Cooper pairing of 2D electrons in a quantizi
magnetic field and the related phenomenon of giant osc
tions of the superconducting order parameter as a functio
H were considered in Refs. 16 and 17.

In Ref. 18 it was pointed out that in semiconductor h
erostructures the strongest electron–phonon interaction
2D electrons is not with the three-dimensional~3D! bulk
phonons but with surface acoustic and optical 2D phono
which should exist at the interfaces between the differ
crystals. In particular, optical surface oscillations~interfacial
modes! have been observed experimentally in the Ram
scattering spectra of semiconductor superlattices.19,20 It is
also possible that the superconducting transition atT,1 K
observed21 in a silicon metal–insulator–semiconduct
~MIS! structure~in the absence of magnetic field! is the re-
sult of an electron–phonon interaction with surface phono

Another possible mechanism of attraction between
electrons, which was considered previously in Refs. 22
23, is the ‘‘dynamic overscreening’’ of the Coulomb intera
tion in layered semiconductor structures and quantum we
an effect which arises due to the exchange of virtual qua
of the low-frequency plasma oscillations of ‘‘heavy’’ hole
with an effective massmh* @me* . This electron–plasmon in
teraction mechanism is radically different from that propos
in Ref. 24 for explaining the experimental data21 on the plas-
mon mechanism of Cooper pairing of 2D electrons due
their interaction with intrinsic high-frequency 2D plasmo
with a square-root dispersion relationvq;Aq.

In addition, in a GaAs/AlGaAs heterostructure with
high mobility of the 2D electrons in the IQHE regime
ultralow temperatures, new quantum features of the trans
resistance have been observed near half-integer values o
electronic filling factorn5(2n21)/2, starting withn53.25

Such features, in the form of alternating maxima and mini
or narrow peaks ofRxx(H) andRyy(H) in the region of the
broad plateau on the field dependence ofRH , are character-
ized by strong anisotropy (RyyÞRxx) and are apparently du

FIG. 1. Dependence onns of the critical temperaturesTc and TCDW nor-
malized toNLWph

2 , according to formulas~1! and~5! for different relation-
ships between the matrix elements of the electron–phonon and Cou

interactions. Curve1 for TCDW corresponds to the conditionWph
2 ,Ṽc ,

curve2 to Wph
2 5Ṽc , and curve3 to Wph

2 .Ṽc .
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to electron–hole~excitonic! pairing and to scattering of the
current carriers on quantum charge-density waves~CDWs!,
which were predicted in Ref. 26 and studied in more detai
Refs. 27–31. In the self-consistent-field approximation
critical temperatureTCDW of the transition to the spatially
inhomogeneous excitonic phase is given by the expressi26

TCDW52NLṼc~q!ns~12ns!, ~2!

whereṼc(q) is the matrix element of the screened Coulom
interaction in a quantizing magnetic field at a value of t
momentum transferq equal to the inverse period of th
CDW. It follows thatTCDW , like Tc in Eq. ~1!, is a periodic
function of magnetic field and reaches maximum values
half-filling of the upper Landau level, whenns51/2.

However, the parabolic behavior ofTCDW(ns) in the in-
terval 0<ns<1 ~Fig. 1! does not agree with the character
the experimentally observed features ofRxx andRyy in com-
paratively narrow regions in the neighborhood of the poi
n5(2n21)/2 for n>3.25 This creates some difficulties fo
interpreting these features as being a manifestation of e
tonic pairing and the related formation of quantu
CDWs.28–31Moreover, it remains unclear why no features
Rxx andRyy are observed forn53/2 and 1/2.

In the present paper we make the conjecture that
features of the transport resistance of a 2D system in
IQHE regime nearn55/2, 7/2, 9/2,... and also the ‘‘exotic’
quantum feature ofRxx and RH at n55/2 and a number of
other features at values ofn in the FQHE regime are conse
quences of an effective interelectron attraction which is d
to the interaction of 2D electrons with 2D phonons and
plasmons localized at the heterojunction. This attract
leads to a competition between the electron–hole~excitonic!
pairing due to the Coulomb interaction and the electro
electron ~Cooper! pairing due to the electron–phonon an
electron–plasmon interactions, because of the fact that
corresponding diagrams of the thermodynamic perturba
theory for the two-particle Green’s function at zero total e
ergy and T→0 have divergences of the same powe
(;1/T) in the zero-sound and Cooper channels.

By simultaneous summation of the divergent ladder d
grams in both channels in the local-interaction approxim
tion the critical temperatures of the transition to the excito
and Cooper phases are found, and the phase diagrams o
2D system are constructed in the IQHE and FQHE regim
It is shown that the excitonic phase with a spatially perio
quantum CDW can exist only in comparatively narrow r
gions around the half-integer valuesn5(2n21)/2, in quali-
tative agreement with the experimental data25 on the obser-
vation of the features ofRxx andRyy in the IQHE regime.

In the ultraquantum limit, by taking into account a s
perposition of states of the bound electron pairs and the
paired 2D electrons on the lowest spin Landau level, o
can, on the basis of the Halperin multiparticle wa
function,32 describe practically all of the experimentally ob
served quantum features of the Hall and transport re
tances, including those at values of the filling factorn
52/7, 2/9, 2/11, 3/11, etc., which are not described by
composite fermion model.9,10At the same time, the interelec
tron attraction due to the electron–phonon and electro
plasmon interactions with surface phonons and plasmons

b



s
ic

un

e
th
as
ai
i

io
o

,
-
la

e

-

n

b
’ o

f

ke
he
ter-
s,
ol-

on-

with
n-

er-

f

of
ra-

w
c
n

e
tion
2D

n,

-

792 Low Temp. Phys. 27 (99–10), September–October 2001 E. A. Pashitski 
bring about triplet Cooper pairing of composite fermion
which is accompanied by the appearance of an ‘‘exot
quantum feature atn55/2.11–14

2. COULOMB, ELECTRON–PHONON AND
ELECTRON–PLASMON INTERACTIONS IN 2D SYSTEMS
IN A QUANTIZING MAGNETIC FIELD

In studying the properties of 2D electron systems in
quantizing magnetic field, one ordinarily takes into acco
only the Coulomb interaction between electrons26–31 with a
characteristic energye2/«0l H ~where«0 is the dielectric con-
stant of the crystal!.

As was shown in Ref. 33, the Hamiltonian of th
Coulomb interaction between 2D electrons found on
same Landau level in the momentum representation h
certain symmetry and is invariant with respect to a cert
identity integral transformation, which enables one to elim
nate all loop diagrams from the thermodynamic perturbat
series with the aid of the operation of antisymmetrization
the Fourier components of the Coulomb potential.

The antisymmitrized potential for thesth Landau level
has the following form:33

Ũs~q!5
1

2
@Ṽs~q!2Ṽs8~q!#, ~3!

where

Ṽs~q!5Vc~q!ws
2~q!;

Ṽs8~q!5
l H
2

2p E d2p exp$ ip•ql H
2 %Ṽs~p!; ~4!

ws(q)5e2q2l H
2 /4Ls(q

2l H
2 ), Ls(z) is a Laguerre polynomial

and Vc(q)52pe2/q«0 is the Fourier component of the un
screened Coulomb repulsion in the 2D system. In particu
for the lowest Landau level (s50) in the ultraquantum limit
the potential~3! with allowance for~4! is expressed as

Ũ0~q!5
pe2l H

«0
Fe2x2/2

x
2Ap/2 I 0~x2/4!e2x2/4G , ~5!

wherex5qlH , andI 0(z) is a modified Bessel function of th
first kind. In the case of two filled Landau levels (s51) we
have, according to~3! and ~4!,

Ũ1~q!5
pe2l H

«0
H e2x2/2

x
~12x2!22Ap/2F I 0

x2

4
e2x2/4

22FS 3

2
,1;2

x2

2 D16FS 5

2
,1;2

x2

2 D G J , ~6!

where F(a,b;z)[1F1(a,b;z) is the confluent hypergeo
metric function.

Figure 2 shows the momentum dependence ofŨ0(q)
and Ũ1(q). We see thatŨ0(q).0 in the regionq,q0

'0.7l H
21 , and Ũ1(q).0 in the region q,q1'1.4l H

21 ,
which corresponds to Coulomb repulsion. In the regio
q.q0 andq.q1 , however, the potentialsŨ0(q) andŨ1(q)
become negative, corresponding to an effective attraction
tween 2D electrons due to the ‘‘magnetic overscreening’
,
’’

a
t

e
a

n
-
n
f

r,

s

e-
f

the Coulomb interaction.33 An analogous sign change o
Ũs(q) for q> l H

21 should occur on all Landau levels.
As we have said, in real heterostructures~p–n junc-

tions! in addition to the Coulomb interaction one must ta
into account the inelastic interaction of 2D electrons in t
inversion layers with surface phonons localized at the in
faces of the crystals18–20 and also with surface plasmon
which are associated with the relatively low-frequency c
lective oscillations of the ‘‘heavy’’ holes.22,23In particular, as
was shown in Ref. 22, at the interface between two semic
ductors, onep-type and the othern-type, with substantially
different effective masses of the holes and electrons and
a high mobility of free carriers in a certain region of freque
cies v and longitudinal wave numbersq, there can exist
weakly damped surface plasmons with the following disp
sion relation, which is of the acoustic type atq→0:

vpl~q!5Vh@11A111/q2Re
2#21, ~7!

where Vh5A4pe2nh /«0mh* is the plasma frequency o
‘‘heavy’’ holes with an average volume concentrationnh ,
andRe5AEF«0/6pe2ne is the screening radius in the case
screening by degenerate ‘‘light’’ electrons with a concent
tion ne and Fermi energyEF in crystals with the same
dielectric constant«0 . Here the electric field of the
surface plasma wave falls off with increasing distancez from
the interface according to an exponential la
;exp(2zAq21Re

22), and the Hamiltonian of the adiabati
~under the conditionmh* @me* ) electron–plasmon interactio
is analogous to the Fro¨lich Hamiltonian for the electron–
phonon interaction:

Hpl~z!5 i (
k,q,s

gpl~q,z!vpl
1/2~q!ak1q,s

1 aksbq
11h.c., ~8!

where

gpl~q,z!5S pe2

«0Aq21Re
22D 1/2

exp~2zAq21Re
22!, ~9!

andz is the coordinate of the 2D electron layer~see below!.
The corresponding effective Hamiltonian of th

electron–electron interaction in second order of perturba
theory owing to the exchange of virtual 2D phonons and
plasmons in the Landau gauge has the form~cf. Ref. 33!

FIG. 2. Antisymmetrized matrix element of the Coulomb interactio

Ũs(q), normalized bype2l H /«0 , as a function of the dimensionless mo
mentumx5qlH for s50 ~dashed curve! ands51 ~solid curve!.
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Hee5 (
k,k8,q8

(
s,s8

@ g̃ph
2 ~q!Dph~q,«s2«s8!

1g̃pl
2 ~q!dDpl~q,«s2«s8!#

3ws~q!ws8~q!ak1q,s
1 ak2q,s

1 ak8s8aks , ~10!

where g̃ph and g̃pl are the matrix elements of the electron
phonon and electron–plasmon interactions,aks

1 and aks are
the creation and annihilation operators for an electron w
2D momentumk at thesth Landau level, andDph and Dpl

are the phonon and plasmon Green’s functions:

Dph,pl~q,v!5
vph,pl

2 ~q!

v22vph,pl
2 ~q!

. ~11!

If the characteristic energies of the surface phononsvph(q)
and plasmonsvpl(q) for q; l H

21 do not exceed a value
2mBH ~wheremB is the Bohr magneton!, then the inelastic
processes due to the electron–phonon and electron–plas
interactions do not lead to mixing of the states of differe
Landau levels. In that case we may neglect retardation
fects in ~11! for 2D electrons on the same Landau levels
5s8) and setv50, so thatDph(q,0)5Dpl(q,0)521, corre-
sponding to interelectron attraction.

The effective attraction between 2D electrons due
their interaction with surface phonons is characterized by
square of the matrix element of the electron–phonon in
action, which in the long-wavelength approximation can
written in the form

g̃ph
2 ~q!5

ã2

2 F D̃A
2

Ms̃2
1

g̃0
2

M̃ ṽ0
2Ge22qd, ~12!

whereã is the average lattice constant at the heterojunct
d is the distance of the 2D electron layer from the interfa
of the crystals,D̃A is the deformation potential of acoust
2D phonons with phase velocitys̃ along the interface,g̃0 is
the deformation constant for optical 2D phonons with f
quencyṽ0 , andM andM̃ are the total and reduced mass
of the atoms in the unit cells of the crystals on the two sid
of the interface. If the difference of the elastic constants
the crystals is sufficiently small, so that the values ofs̃ and
ṽ0 are small~compared with the bulk values!, the value of
g̃ph

2 can be considerably greater than the electron–pho
interaction with 3D phonons in semiconductors.34

To calculate the matrix element of the electron–plasm
interaction with surface plasmons in heterostructures w
size quantization of the electron spectrum in the invers
layer, we take into account that for a sufficiently thin electr
layer of thicknessLe the screening radius in the case of
quadratic spectrum of degenerate 2D electrons with con
tration N and Fermi momentumkF5A2pN is given byR̃e

5ALeae* /2 ~whereae* 5«0 /me* e2 is the effective Bohr ra-
dius of the electron!. Here the Fourier component of th
screened Coulomb potential under the conditionLe!ae* to
good accuracy reduces to the expression~see Ref. 35!

Ṽc~q!>
2pe2

q1Le/2Re
2 5

2pe2

q12/ae*
. ~13!
h

on
t
f-

o
e
r-
e

n,
e

-

s
f

n

n
h
n

n-

In this case, if the width of the localization region fo
‘‘heavy’’ holes satisfiesLh@Le , the frequency of the adia
batic surface plasmons is given by

vpl~q!5Vh /A2~111/qae* !, ~14!

so thatvs(q);Aq for q→0, and the electron–plasmon in
teraction constant has the form

g̃pl~q!5S 2pe2

«0~q12/ae* ! D
1/2

expH 2d̃S q1
2

ae*
D J , ~15!

where d̃ is the distance between the maxima of the dens
distributions for electrons and holes localized on oppos
sides of the heterojunction (d̃.d).

In a magnetic field strong enough to quantize the sp
trum of ‘‘light’’ 2D electrons but not the ‘‘heavy’’ holes, the
spectrum of 2D plasmons acquires a finite gap atq→0:

ṽpl~q!5AvHh
2 1vpl

2 ~q!, ~16!

where vHh5eH/mh* c is the cyclotron frequency of the
holes. We note that the surface plasmon energy~16! for
mh* ,m0 exceeds the value of the Zeeman splitting of t
Landau levels, so that the inelastic electron–plasmon in
action can lead to mixing of the states of the nearest s
Landau levels.

Since the screening of the Coulomb interaction of t
electrons is strongly suppressed in a quantizing magn
field, the frequency of the 2D plasmons isvpl'Vh /&, and
the square of the matrix element of the electron–phonon
teraction has the form

g̃pl
2 ~q!5

2pe2

q«0
e22qd̃. ~17!

Taking into account that the Hamiltonian~10! for s
5s8 has the same symmetry as the Coulomb Hamiltonia33

by analogy with the Coulomb potential~6! we obtain the
following effective antisymmetrized electron–phonon a
electron–plasmon interaction potential:

W̃s~q!>W̃s
ph~q!1W̃s

pl~q!

52
1

2 H @ g̃ph
2 ~q!1g̃pl

2 ~q!#ws
2~q!2

l H
2

2p

3E d2p exp~ ip•ql H
2 !@ g̃ph

2 ~p!1g̃pl
2 ~p!#ws

2~p!J .

~18!

For calculating the matrix elementW̃s(q) it is necessary
to know the explicit momentum dependence of the electro
phonon and electron–plasmon interaction constants, s
for a contact~point! interaction with a constant Fourier com
ponent, expression~18! is identically zero~see Ref. 33!.

In the long-wavelength approximation (qd,1) for the
electron–phonon interaction constant for surface phon
one can to good accuracy keep only the correction linearq
@see Eq.~12!#:

g̃ph
2 ~q!>g̃ph

2 ~0!~122qd!. ~19!
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As a result, the phonon part of the matrix elementW̃s(q)
for s50 becomes

W̃s
ph~q!5g̃ph

2 ~0!
d

l H
Fxe2x2/22Ap/2F

3S 2
1

2
,1;

x2

2 De2x2/2G . ~20!

Here we have used the Kummer formulaF(a,b;z)
5ezF(b2a,b;2z). For s51 the corresponding matrix el
ement of the electron–phonon interaction is

W̃1
ph~q!5g̃ph

2 ~0!
d

l H
H x~12x2!2e2x2/22A2pFF

3S 2
1

2
,1;

x2

2 D26FS 2
3

2
,1;

x2

2 D115F

3S 2
5

2
,1;

x2

2 D Ge2x2/2J . ~21!

Figure 3 shows the momentum dependence ofW̃0
ph(q)

and W̃1
ph(q). We see that in the regionqlH,1 the matrix

element of the electron–phonon interaction correspond
attraction, while repulsion is dominant forqlH.1.

Using expression~17!, which in fact describes a weak
ening of the Coulomb repulsion by the effective interelectr
attraction due to the electron–plasmon interaction, we ob
in the long-wavelength approximation

FIG. 3. Antisymmetrized matrix element of the electron–phonon interac

W̃s
ph(q), normalized tog̃ph

2 (0)d/ l H and plotted versusx5qlH , for s50
~dashed curve! ands51 ~solid curve!.
to

n

Vc~q!2g̃pl
2 ~q!5Vc~q!~12e2qd̃!'

4pe2d̃

«0
~12qd̃!.

~22!

As a result of the antisymmetrization the constant te
in ~22! drops out, and for the total matrix element of th
Coulomb and electron–plasmon interactions, according
Eqs. ~3! and ~18!, for s50 and 1 we obtain the same mo
mentum dependence as for the matrix elements of
electron–phonon interaction, Eqs.~20! and~21!, but with the
opposite sign, since the Coulomb repulsion is dominant o
the attraction coming from the electron–plasmon interacti
Here the corresponding coupling constant with allowance
the electron–phonon interaction is@ g̃ph

2 (0)22pe2d̃2/
«0d#d/ l H .

Figure 4 shows the momentum dependence of the t
potential of the Coulomb, electron–plasmon, and electro
phonon interactions fors50 ~a! and s51 ~b! for different
values of the dimensionless parameterb5g̃ph

2 (0)«0d/
2pe2d̃2. We see that the potentialŨs(q)1W̃s(q) corre-
sponds to attraction~is negative! in the regionqlH,1, with a
minimum at the pointq50, if b.1, or in the regionqlH
.1 if b,1.

If the adiabatic electron–plasmon interaction with su
face plasma oscillations of ‘‘heavy’’ holes is suppressed
some reason, e.g., because of a large distanced̃, in which
case the electron–plasmon interaction is exponentially sm
@see Eq.~17!#, then the resulting momentum dependence
the matrix element of the Coulomb and electron–phonon
teractions, according to Eqs.~5!, ~6!, ~20!, and~21!, has the
form shown in Fig. 5 fors50 ~a! ands51 ~b! for different
values of the dimensionless parameterb̃5g̃ph

2 (0)«0d/
pe2l H

2 characterizing the relative value of the electron
phonon interaction constant and the Coulomb repulsion.
see that in this case there is a certain region of momen
transfers in which attraction exists,Ũs(q)1W̃s

ph(q),0, but
for q→0 the Coulomb repulsion is dominant.

3. COMPETITION BETWEEN THE COOPER AND EXCITONIC
MECHANISMS OF PAIRING IN 2D SYSTEMS IN A
QUANTIZING MAGNETIC FIELD

n

FIG. 4. Momentum dependence of the total potential of the Coulomb, electron–plasmon, and electron–phonon interactions, normalized tope2l H /«0 , for
s50 ~a! ands51 ~b! and various values of the parameterb5g̃ph

2 (0)«0/2pe2d: 0 ~1!, 0.5 ~2!, 1.5 ~3!, 2 ~4!.
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FIG. 5. Momentum dependence of the total potential of the Coulomb and electron–phonon interactions, normalized tope2lH /«0 , for s50 ~a! ands51 ~b!

and various values of the parameterb̃52bd̃2/ l H
2 : 0 ~1!, 0.5 ~2!, 1.5 ~3!, 2 ~4!.
t
da
h

an

n’s

he

e
s
e

,

pe
co

0,

-

m-

lf-

ous
alo-
e-
rg-

and
6.

the
ion

he
which was discussed in the preceding Section, promotes
Cooper pairing of 2D electrons on the same spin Lan
level, and this competes with the excitonic pairing broug
about by the Coulomb attraction between electrons
holes.

An analysis of the diagrams for the two-particle Gree
function of 2D electrons on thesth Landau level atTÞ0 has
shown36 that the summation of the ladder diagrams of t
form

T(
v

Gs~v!Gs~v1v12v2!52dv1v2

ns~12ns!

T
~23!

in the zero-sound channel, which have a power-law div
gence forT→0 ~hereGs(v) is the single-particle Green’
function anddv1v2

is the Kronecker delta with respect to th
discrete Matsubara frequenciesv1 and v2!, gives rise to a
singularity ~a simple pole! at a certain finite temperature
which corresponds to the critical temperatureTCDW of the
transition to the excitonic phase with a quantum CDW@see
Eq. ~2!#.

At the same time, it was stated in Ref. 36 that Coo
pairing cannot occur in 2D systems, since the simplest
responding diagram has the form

T (
v

Gs~v!Gs~v11v22v!5
2f~«!21

i ~v11v2!22«
, ~24!

where f («)5(e«/T11)21 is the Fermi distribution function
of the electrons, which under the conditionT!mBH is to
exponential accuracy equal to the degree of fillingns of the
upper Landau level~see Refs. 15 and 36!. If v11v2Þ0,
then expression~24! is nonsingular forT→0 and goes to
zero at half-filling of thesth Landau level, whenf («)5ns

51/2.
However, for zero total energyv11v250 expression

~24! at the point«50 has an indeterminacy of the type 0/
which can be resolved by using the relationsf («)5ns and
«5Tln(1/ns21) in the region 0,ns,1. In that case expres
sion ~24! under the conditionv152v2 takes the form

T(
v

Gs~v!Gs~2v!5
tanh@1/2 ln~1/ns21!#

2T ln~1/ns21!
. ~25!

We see that, like the zero-sound diagram~23!, the Coo-
per diagram~25! diverges in a power-law manner atT→0.
he
u
t
d

r-

r
r-

Summation of the ladder diagrams of the type~25! gives a
pole in the two-particle Green’s function at a certain te
peratureTc determined by the relation

11NL@W̃s~q!1Ũs~q!#
tanh@1/2 ln~1/ns21!#

2Tc ln~1/ns21!
50. ~26!

An analogous result was obtained in Ref. 15 in the se
consistent-field approximation@cf. Eq. ~1!#.

However, since diagrams of the types~23! and ~25! are
characterized by the same divergence;1/T at T→0, to cal-
culate the critical temperature one must do a simultane
summation of these diagrams. The situation here is an
gous to the so-called ‘‘parquet’’ approximation for on
dimensional systems, when all of the logarithmically dive
ing diagrams are summed~see Refs. 37–40!.

The integral equation for the vertex part~four-pole! Gs

of the electron–electron interaction at thesth Landau level,
obtained with a summation of the divergent zero-sound
Cooper diagrams, is presented in graphical form in Fig.
HereGs

(0) is the nonsingular~at T→0! part of Gs , andGs
(1)

andGs
(2) are the irreducible parts ofGs corresponding to the

Cooper and zero-sound channels. Adopting for simplicity
local-interaction approximation, we arrive at an express
for Gs containing a pole with respect toT:

Gs~T!5
Gs

~0!

12lsFs~ns!/T
, ~27!

where

ls522NL@W̃s~qs!1Ũs~qs!#; ~28!

FIG. 6. Graphical form of the integral equation for the vertex part of t
interelectron interaction, obtained by summation of the divergent~at T→0!
ladder diagrams in the zero-sound and Cooper channels.
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Fs~ns!5gs
~1!

tanh@1/2 ln~1/ns21!#

2 ln~1/ns21!
2gs

~2!ns~12ns!.

~29!

Here gs
(1) and gs

(2) are the relative contributions of the dia
grams of the Cooper and zero-sound types, andqs is the
momentum transfer corresponding to the maximum value
the coupling constantls and critical temperature:

Ts~ns!5lsFs~ns!. ~30!

Figure 7 shows curves of the functionFs(ns) con-
structed according to Eq.~29! for several different relation-
ships between the parametersgs

(1) and gs
(2) . We see that

under the conditiongs
(1)>gs

(2) the functionFs(ns) is always
positive and has a minimum at the pointns51/2. In this case
Ts is equal to the critical temperature of the transition to
Cooper phaseTc

(s) and is nonzero only for a positive value o
the coupling constantls.0, which corresponds to the max
mum electron–electron attraction, i.e., a negative minim
of the potentialW̃s(q)1Ũs(q) at a momentum transferq
5qs

min ~see Figs. 4 and 5!. Because of the interelectron a
traction due to the electron–phonon and electron–plasm
interactions, in the temperature region 0,T,Ts[Tc

(s) there
exists a Cooper phase with a nonzero concentration of bo
electron pairs and with a finite energy~Cooper! gap in the
spectrum of elementary excitations. We note that when
electron–plasmon interaction is taken into account, the m
mum attraction is attained forq50 ~Fig. 4!, which corre-
sponds to a spatially homogeneous Cooper phase. In
case, in spite of the fact that the surface plasmon ene
ṽpl(q) can exceed the Zeeman splitting of the Landau lev
@see Eq.~16!#, under the conditionTc

(s)!2mBH the Cooper
pairing of 2D electrons is possible only for electrons on
same partially filled spin Landau level and is therefore o
triplet p-wave character.

Under the conditiongs
(1),gs

(2) in the neighborhood of
the pointns51/2 the functionFs(ns) becomes negative~Fig.
7!. In the region of magnetic fields whereFs(ns),0 there
can be nonzero values ofTs only for ls,0, which corre-
sponds to a positive maximum of the potentialW̃s(q)
1Ũs(q) at the point q5qs

max ~see Figs. 4 and 5!, i.e.,
electron–electron repulsion and electron–hole attraction
this caseTs is equal to the critical temperatureTCDW

(s) of the
transition to a spatially homogeneous excitonic phase wi
quantum CDW.

Figure 8 shows the phase diagram of a 2D electron s

FIG. 7. The functionFs(ns) for different relationships between the param
etersgs

(1) andgs
(2) : gs

(1),gs
(2) ~1!; gs

(1)5gs
(2) ~2!; gs

(1).gs
(2) ~3!.
of

e

n

nd

e
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a

s-

tem in a quantizing magnetic field in the variablesT andns

in the interval 0<ns<1 under the conditiongs
(1),gs

(2) . We
see that the critical temperature of the excitonic phaseTCDW

(s)

is maximum at the pointns51/2, so that forT,TCDW max
(s) in

relatively narrow intervals of magnetic field fieldH near
half-integer values of the total filling factorn5(2n21)/2
one may observe features inRxx andRyy due to the scatter-
ing of electrons on quantum CDWs,25,29–31and the width of
these field intervals should increase with decreasingT.

The fact that the features ofRxx and Ryy are not ob-
served upon the filling of the two lowest Landau leve
whenn51/2, 3/2~Ref. 25!, may be due to an insufficiently
low measurement temperature or to the circumstance
gs

(1).gs
(2) in these cases. HereTCDW

(s) 50, andTc
(s).0 in the

entire interval 0<ns<1, i.e., a transition can occur only t
the Cooper phase asT is lowered.

It should be noted that the coherent state of Cooper p
in a quantizing magnetic field, analogous to the Cooper c
densate in superconductors,41 can arise only in the case o
rather strong overlap of their wave functions, i.e., under
condition that the average distance between pairs,r̄ p

>(2/pN)1/2, is less than the localization length 2l H of the
electron wave functions. This corresponds to values of
total filling factor n5N/NL54l H

2 / r̄ p
2.1.

4. COOPER PAIRING OF 2D ELECTRONS AND THE PHASE
DIAGRAM IN THE ULTRAQUANTUM LIMIT

A question of particular interest is that of the Coop
pairing of 2D electrons in the ultraquantum limit (s50),
when the filling factorn0 of the lowest spin Landau level i
equal ton52p l H

2 N,1, so that the average distance betwe
electronsr̄ e5(pN)21/2. l HA2.

In this case the phase diagram of the 2D system can
presented in the variablesT–H, since n5H0 /H, where
H05NF0 and F0 is the magnetic flux quantum. Figure
shows the phase diagrams corresponding to the condit
g0

(1).g0
(2) ~a! or g0

(1),g0
(2) ~b! for the same parameter va

ues as in Fig. 8. The temperature region below theTc
(0)(H)

curves is the existence region of the Cooper phase, and
low the curveTCDW

(0) (H) in Fig. 9b is the existence region o

FIG. 8. Dependence onns of the critical temperaturesTc
(s) and TCDW

(s) ,
normalized tolsgs

(1) , for gs
(1),gs

(2) . The value ofls for the Cooper phase
was chosen at the point of maximum interelectron attraction (q50) due to
the electron–phonon and electron–plasmon interactions, and for the
tonic phase, at the point of maximum repulsion (q1

max'1.7l H
21) for s51 and

b52 ~Fig. 4b!.
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FIG. 9. Phase diagram of a 2D system in the variablesT and H, normalized tol0g0
(1) and H0 , respectively, in the ultraquantum limit (s50) for g0

(1)

>g0
(2) andg0

(1),g0
(2) ~b! for b52 ~Fig. 4a!.
n
n

lin

n
m
ng
v

t

d

-

n

ro

-

he

nto

-
ot
the

ntra-

-
ot

of
the excitonic phase. By analogy with superconductors41 it is
natural to suppose that in the Cooper phase in the regio
,T,Tc

(0) there is coexistence of bound electron pairs a
unbound 2D electrons, whereas forT→0 all of the electrons
are bound into Cooper pairs, and forT>Tc

(0) all of the elec-
trons are unpaired and form an ‘‘incompressible’’ Laugh
2D liquid.5

The possibility of coexistence of bound pairs and u
bound electrons in a 2D system in the ultraquantum li
was considered in Ref. 32 without specifying the pairi
mechanism. With the use of a many-particle variational wa
function of the polynomial type,5,27 symmetric with respec
to interchanges of pairs~bosons! and antisymmetric with re-
spect to the interchanges of free electrons~fermions!, it was
shown in Ref. 32 that a superposition of the statesNp of the
bound pairs andNe of the unbound 2D electrons should lea
to quantum features of the Hall resistanceRH and transport
resistanceRxx in the FQHE regime for values of the filling
factor n5N/Nw ~whereN5Ne12Np is the total concentra
tion of 2D electrons, andNw5H/F0 is the number of flux
quantaF0 per unit area! given by the following relation:

n5
4m1p24r

mp2r 2 , ~31!

where m is a positive odd number (m>3), p is an even
number (p>4), and r is a number of arbitrary parity (r
>2). Here the relative numbers of unpaired 2D electro
and bound~Cooper! pairs are given by

ne5
Ne

Ne12Np
5

p22r

4m1p24r
;

np5
Np

Ne12Np
5

2m2r

4m1p24r
. ~32!

Under the conditionr 52m the Halperin relation~31! for
any m and p ~including the pointp52r 54m, at which an
indeterminacy of the type 0/0 appears! gives the simple frac-
tions n51/m (m53,5,7,...). We note that the conditionr
52m, according to Eq.~32!, corresponds to a state with ze
concentration of Cooper pairs~np50, ne51!, i.e., a ‘‘nor-
mal’’ Laughlin liquid5 in the temperature regionT>Tc

(0) .
However, the fractionsn51/m can also be contained in re
lation ~31! for any finite valuesnpÞ0, i.e., in the Cooper
phaseT,Tc

(0) . For example, the fractionn51/3 is realized,
0
d

-
it

e

s

according to~31!, for m57, p516, r 52 (ne5np51/3), the
fraction n51/5 for m57, p522, r 58 ~or r 512! or for m
57, p528, r 56 (ne52np51/2), and the fractionn51/7
for m59, p546, r 58 ~ne53/5, np51/5!.

On the other hand, forp52r ~but rÞ2m! relation ~31!
for any m gives a sequence of fractional valuesn52/r ,
which for odd values ofr 5(2n11) with n>1 corresponds
to the experimentally observed sequence of fractionsn
52/3, 2/5, 2/7, etc., while for evenr 52(2n11) it reduces
to the Laughlin fractionsn51/(2n11). We note that the
fractions n52/7, 2/9, 2/11, etc. are not described by t
composite fermion model,9 which givesn5n/(2n61) for
n>2.

The conditionp52r , according to Eq.~32!, corresponds
to a state with zero concentration of free 2D electrons~ne

50, np51/2!, i.e., to the Cooper phase atT50, when all the
electrons on the lowest spin Landau level are bound i
triplet pairs with spin 1. However, fractions of the typen
52/(2n11) are contained in relation~31! for neÞ0 as well.
For example, the fractionn52/5 is realized form57, p
512, r 52 (ne5np51/3), the fractionn52/7 for m53, p
56, r 59 (ne52/3,np51/6) or for m57, p520, r 58 ~ne

51/4, np53/8!, the fractionn52/9 for m55, p520, r 52
~or r 58! or for m57, p528, r 54 (ne52np51/2), and the
fraction n52/11 for m57, p528, r 58 (ne52np51/2).

Relation ~31! also contains other experimentally ob
served fractional values of the filling factor which are n
contained in the composite fermion model. For example,
fraction n53/11 follows from ~31! for m53, p54, r 510
(ne5np51/3) or for m57, p518, r 54 (ne52np51/2),
the fractionn54/11 for m53, p520, r 54 ~ne53/4, np

51/8! or m53, p512, r 55 (ne52np51/2), or for m55,
p512, r 54 ~ne51/4, np53/8!, and the fractionn53/13 for
m57, p520, r 56 (ne5np51/3). We note that asT de-
creases in the Cooper phase, states with a higher conce
tion of bound electron pairs should be realized.

In addition, under the conditionp52r 54n (n
51,2,3,...) relation ~31! contains fractions with even de
nominators,n51/2, 1/4, 1/6, etc., which, as a rule, are n
observed in experiments.3,4 If it is assumed that the condition
g0

(1)5g0
(2) holds for the lowest Landau level (s50), then in

accordance with~29! we obtainTCDW
(0) 50 in the entire inter-

val 0<n0<1 andTc
(0)50 at the pointn051/2 ~see Fig. 9a!.

This means that in the FQHE regime in the neighborhood
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n[n051/2 the quantum states with a Cooper gap are
cluded and, consequently, those features ofRH and Rxx

which are determined by relation~31! should be absent, a
should the features ofRxx andRyy due to the quantum CDW
Nevertheless, a pseudogap atn51/2 has been observed i
tunneling experiments.42

At the same time, because of the interelectron attrac
due to the electron–phonon and electron–plasmon inte
tions with surface phonons and plasmons at sufficiently
temperatures, triplet Cooper pairing of composite fermio
is, in principle, possible, and such pairing can be accom
nied by the appearance of a quantum feature atn55/2.14

5. DISCUSSION OF THE RESULTS AND COMPARISON WITH
EXPERIMENT

The mechanism proposed in this paper for the Coo
pairing of 2D electrons in a quantizing magnetic field, bas
on their interaction with 2D phonons and 2D plasmons
calized near the interface of the crystals, enables one to
scribe the quantum features of the transport and Hall re
tances in the IQHE and FQHE regimes in a unified approa
taking into account the power-law divergence of the Coo
and zero-sound diagrams atT→0. Summation of the diver-
gent ladder diagrams of thermodynamic perturbation the
in the zero-sound and Cooper channels in the local appr
mation gives an expression for the vertex part with a pole
a certain temperature which depends on the degree of fi
of the upper Landau level. This allows one to construct
phase diagram of a 2D system in a quantizing magnetic fi
in the case when the contribution of electron–hole proces
is dominant, this phase diagram contains both a Cooper
an excitonic phase~Fig. 8!. The latter is localized near half
integer values of the filling factorn5(2n21)/2, in qualita-
tive agreement with the experimental data25 from observa-
tion of the anisotropic features of the transport resistan
which are due to the scattering of 2D electrons on quan
CDWs.29–31 The absence of such features forn51 and 2
may be due to enhancement of the contribution of electro
electron processes on the lower Landau levels, when
Cooper pairing of 2D electrons become the leading effe
Here the superposition of bound electron pairs and unpa
electrons in the Cooper phase in the ultraquantum limit gi
rise to new features of the Hall and transport resistance
fractional values ofn, which are not described by the com
posite fermion model.

It is interesting to compare the theoretical phase diag
for a system in the FQHE regime for the Cooper phase un
the conditionsg1

(0)5g2
(0) ~Fig. 9a! with the experimental

phase diagram constructed in Refs. 43 and 44 on the bas
magnetooptic measurements~Fig. 10!. This empirical phase
diagram was interpreted in Refs. 43 and 44 as being
result of Wigner crystallization of 2D electrons in a quant
ing magnetic field asT is lowered. However, as was noted
Ref. 43, the measured temperature of the liquid–crystal t
sition turned out to be much lower than the classical melt
temperature of the 2D Wigner crystal at the correspond
electron concentration. Furthermore, the tentative bound
of the existence region of the Wigner crystal indicated
Refs. 43 and 44 (nc50.26) does not agree with the data fro
-
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the study of nonlinear magnetotransport phenomenanc

50.22); this is most likely due to the accuracy of the cor
sponding experimental methods.

In the ‘‘solid’’ phase, which in Refs. 43 and 44 wa
correlated with the behavior of the a weakly damped line
the spectrum of recombination radiation, quantum featu
were observed in the FQHE regime~including atn,nc! at
values of the filling factor n52/3, 2/5, 2/7, 2/9, 2/11,
which are characteristic for the Cooper phase~see Sec. 4!
and are contained in the Halperin relation~31!. In this con-
nection one can assume that the weakly damped line in
luminescence spectrum of the 2D system may be due no
Wigner crystallization but to Cooper pairing of 2D electron
since the Cooper phase in the FQHE regime (n,1) may be
a precursor of the superconducting coherent phase in
IQHE regime (n.1).

An additional argument in favor of this assumption is t
qualitative similarity between the theoretical dependence
Tc

(0)(H) in Fig. 9a and the envelope of the phase bounda
in Fig. 10. As to the ‘‘fine structure’’ of the empirical phas
diagram, which is manifested in the existence of narrow d
on the field dependence of the critical temperature near
fractional valuesn51/5,1/7, etc., a natural explanation fo
this effect~as also for the case of the Wigner crystal!43,44 is
that the energy of the ground state of the Laughlin liquid5 has
deep minima atn51/(2n11), which lie below the energy
of the Cooper phase at the same values ofn.

Thus it is not ruled out that what was observed in t
magnetooptic experiments43,44 was not a ‘‘solid’’ Wigner
phase but a ‘‘liquid’’ Cooper phase, arising because of
interelectron attraction due to the electron–phonon a
electron–plasmon interactions with surface phonons
plasmons. In the neighborhood ofn51/2, whereTc

(0)'0 for
g1

(0)'g2
(0) , such attraction at lowT may promote triplet

Cooper pairing of composite fermions14 and the appearanc
of a quantum feature atn55/2.11–13

In closing, the author thanks Yu. A. Bychkov and I. B
Levinson, V. B. Timofeev, and I. V. Kukushkin for helpfu
discussions.

This paper is dedicated to the centenary of the birth
the outstanding experimental physicist Lev Vasilievi
Shubnikov, who was among the earliest discoverers of qu

FIG. 10. Experimental phase diagram of a 2D system in the FQHE reg
obtained in Ref. 44 on the basis of the results of magnetooptic meas
ments on different samples:1,d—N55.331010 cm22; j—N55.2
31010 cm22; m—N56.131010 cm22; h—results of Ref. 45;n—results
of Refs. 46 and 47.
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tum effects in high magnetic fields, of which the quantu
Hall effect in 2D systems is an example.

*E-mail: pashitsk@iop.kiev.ua

1K. Von Klitzing, C. Dorda, and M. Pepper, Phys. Rev. Lett.45, 494
~1980!.

2D. C. Tsui, H. L. Stormer, and A. C. Gossard, Phys. Rev. Lett.48, 1559
~1982!.

3Kh. Shtermer, Usp. Fiz. Nauk170, 304, ~2000!.
4D. Tsui, Usp. Fiz. Nauk170, 320, ~2000!.
5R. B. Laughlin, Phys. Rev. Lett.50, 1395 ~1983!; Science242, 525
~1988!; Usp. Fiz. Nauk170, 294 ~2000!.

6F. D. M. Haldane, Phys. Rev. Lett.51, 605 ~1983!.
7B. I. Halperin, Phys. Rev. Lett.52, 1583~1984!.
8F. D. M. Haldane and E. H. Rezayi, Phys. Rev. Lett.54, 237 ~1985!.
9J. K. Jain, Phys. Rev. Lett.63, 199 ~1989!.

10B. I. Halperin, P. A. Lee, and N. Read, Phys. Rev. B47, 7312~1993!.
11E. Mendez, L. I. Chang, C. A. Chang, L. F. Alexander, and L. Esaki, S

Sci. 142, 215 ~1984!.
12R. Willett, J. P. Eisenstein, H. L. Stormer, D. C. Tsui, A. C. Gossard, a

J. H. English, Phys. Rev. Lett.59, 1776~1987!.
13W. Pan, J. S. Xia, V. Shvarts, D. E. Adams, H. L. Stormer, D. C. Ts

L. N. Pfeiffer, K. W. Baldein, and K. W. West, Phys. Rev. Lett.83, 3530
~1999!.

14V. W. Scarola, K. Park, and J. K. Jain, Nature~London! 406, 863 ~2000!.
15A. L. Kasatkin and E´ . A. Pashitski�, Ukr. Fiz. Zh. ~Russ. Ed.! 22, 467

~1977!.
16F. D. M. Haldeine and E. Rezayi, Phys. Rev. Lett.60, 956 ~1988!.
17T. Maniv, A. I. Room, I. D. Vagner, and P. Wyderet al., Phys. Rev. B46,

8360 ~1992!.
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Bound spin-excitons in two-dimensional electron gas
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A theory of the spin exciton capture by a magnetic impurity in a 2D electron gas is developed.
We consider a resonance model for the electron scattering by a transition metal impurity
and calculate the binding potential for spin excitons. This potential is spin selective and is capable
of binding a spin exciton with zero angular momentum. In order to trap an exciton with a
nonzero angular momentumm, the potential must exceed a certain threshold value that depends
on m. © 2001 American Institute of Physics.@DOI: 10.1063/1.1414568#
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1. INTRODUCTION

The Shubnikov–de Haas effect is a powerful tool f
studies of a two-dimensional electron gas~2DEG! in a strong
magnetic field. In particular, the oscillatory behavior of t
electronicg factor in a 2DEG has been investigated with t
help of this effect~see Ref. 1 and references therein!. Two
important parameters which predetermine the propertie
the 2DEG in a strong magnetic fieldB are the cyclotron
frequencyvB5eB/mc and the effective Coulomb energ
Ec5e2/k l B ( l B5(\c/eB)1/2) is the magnetic length. In the
limit of ultrahigh magnetic fields, whenEc!\vB and only
the lowest Landau sublevel is filled, the low-energy branc
of the excitation spectrum are represented by well-separ
bands of spin waves, magnetoplasmons, etc. These ex
tions have been studied in detail on recent decades~see, e.g.,
Refs. 2–7!. Various forms of spin excitations can be o
served experimentally using the inelastic light scatter
method as described in Ref. 8, where features are obse
that are attributed to collective excitation in a 2DEG. T
presence of magnetic impurities may account for additio
features due to localized spin excitations.

The spin waves formed by the electrons in the dow
spin and holes in up-spinn50 Landau subbands make u
the lowest branch of magnetic excitations. These states
separated by the Zeeman gapDB5gmBB from the ground
state and form a band with a width of;Ec . The exciton
dispersion law is quadratic at small wave numbers and s
rates in the short-wave length limit, where the excitons,
fact, transform into free electron-hole pairs.2

This paper studies the interaction between spin wa
and a magnetic impurity in a 2DEG. To be more specific,
consider doped heterojunctions GaAs/GaAlAs and rela
materials, so we refer below to a III–V semiconductor a
host material, in which some cation atoms are substituted
magnetic transition metal impurities. It is known9 that tran-
sition metal atoms create deep levels in the forbidden ene
gap of the host semiconductor, and the main mechanism
the electron–impurity scattering is the resonance scatte
by the d levels of the unfilled 3d shell of transition metal
8001063-777X/2001/27(9–10)/7/$20.00
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ions. The intra-atomic exchange interaction leads to Hun
rule, which governs the occupation of the deep levels. A
result, the transition atoms in a semiconductor are magn
We will show below that the interplay between the magne
impurity scattering and attractive electron-hole interaction
excited 2DEG results in a bound spin exciton. The spectr
of these bound states is the subject of the present study

2. MODEL AND APPROXIMATIONS

We start with the model of a 2DEG doped by magne
impurities which is discussed in detail in Ref. 10. This mod
is described by the Hamiltonian

H5Hb1Hi ~1!

where

Hb5 (
nms

Ensanm,s
1 anm,s ~2!

is the Hamiltonian of a 2DEG strongly quantized by a ma
netic field. It is convenient to use the symmetric cylindric
gauge for the vector potentialA5((2B/2)y,B/2,0), so that
the indexm in ~2! describes different orbital states in a give
Landau level

En5\vBS n1
1

2D[
\2

2m

2n11

l B
2 . ~3!

Then, assuming a small impurity concentration, the i
purity related partHi of the Hamiltonian~1! can be written
in the general form

Hi5(
G

^ iGuEGu iG&1(
g

(
nms

~^ iguVunm&digs
1 anms

1h.c.!1 (
nms

^nmuDVun8m8&anms
1 an8m8s . ~4!

Here the state of an isolated impurity ion is characterized
a configurationdn of its unfilled d shell in a crystal field
preserving the point symmetry of the bulk semiconduc
© 2001 American Institute of Physics
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~we assume that the potential responsible for the confinem
in the z direction does not perturb the crystalline enviro
ment of the impurity site!. Then the electrons in thed shell
are characterized by the representationsg5t2 ,e of the tetra-
hedral point group, and the many-electron statesuG& of the
3d shell may be represented as

dG
n5~ne↑

r 1e↓
r 2t2↑

r 3 t2↓
r 4 !(

i
r i5n

~↓ and↑ are two projections of the electron spin!. The scat-
tering part ofHi consists of two components:9 the second
term in Eq.~4! describes the resonance part of the impur
scattering; the third term represents the short-range subs
tion potentialDV5Vi(r 2R0)2Vhost(r 2R0), where R0 is
the position of the substitutional impurity in the host lattic
The resonance scattering arises together with the usual
tential’’ scattering due to the fact that the energy level« ig

5EG(dn)2EG ,(dn21) enters the fundamental energy gap
the host semiconductor or appears in the lowest conduc
band of the topmost valence band. Here the configura
dn21 is missing one electron in a stateg5e or t2 in com-
parison with the statedn.

The impurity problem with the two scattering mech
nisms can be solved in the general case.11,12 In our special
case its solutions are essentially different for thee and t2

channels. As is shown in Ref. 10, thet2 component of the
impurity potential results in deep levels in the forbidden e
ergy gap or resonances in the conduction band, but o
weakly perturbs the Landau levelsEn . On the other hand
e-scattering results in the appearance of bound Landau s
with m50 between Landau levels with nonzero orbi
quantum number and in a splitting of the lowest bound s
from the Landau grid. The reason for this difference is in
short-rangenature of both components of the scattering p
tential. The eventual reason for this difference is the orb
dependence of the matrix element

^nmuDUugm&;S r

l B
D umu

!1 ~5!

for mÞ0.9 Here r is the radial variable in the cylindrica
coordinates (r,w,z). When estimating this matrix elemen
one should chooser of the order of the atomic radius. As
result, only the orbitalsue1&}ur 223z2&;Y20 with m50
may be strongly hybridized with the Landau states.

According to Refs. 10 and 12, the localized eigensta
of the Hamiltonian~1!, ~4! are given by the following equa
tion

Eigs2« igs2Mg~Eigs!50, ~6!

where

Mg~Eigs!5(
b

^gmuDUub&^buDUugm&
Eigs2Eb

, ~7!

whereub&[ubns& stands for the eigenfunctions of the ma
netically quantized electrons captured by the local poten
DU. The latter problem was solved in Ref. 13 for an attra
tive potentialDU,0. It was shown that the short-range p
tential also perturbs only the zero orbital statesm50. The
general structure of the electron spectrum of a doped 2D
is sketched in Fig. 1.
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This observation allows us to divide the states in t
Landau band~2! into two groups,

Hb5Hb01Hb8 . ~8!

HereHb0 includes only the states with the zero angular m
ment m50, whereasHb8 includes all the remaining states
Only the states withm50 are involved in the formation o
the bound Landau states given by the solutions of Eq.~6!.
Similar reduction can be made in the manifold$ igs% due to
the ‘‘selection rule’’~5!: when considering the renormaliza
tion of the statesub& due to the resonance scattering, w
retain only the stateue1& in the corresponding sector of th
secular matrix. As a result, one has the following equatio

Ebns2Ebns
~0! 5

^bnsuDUue1s&^e1suDUubns&
Ebns2Eies

1dM ~Ebns! ~9!

for the energy shift of a given levelEbns
(0) which according to

Ref. 13 appears in the gap between the bare Landau le
En21 and En . Here we have picked up the direct mutu
repulsion of thenth Landau level and thed level in the first
term of the right-hand side of Eq.~9!. The influence of the
other bound Landau states is given by the second term,

dM ~E!5 (
b8Þb

^b8uDUue1s&^e1suDUub8&~E2Eb
~0!!

~E2Eies!~E2Eb8
~0!

!
.

The role of these states is to keep the renormalized leve
the same energy intervalEn21,s,Ebns,Ens .

An important feature of the resonant channel of impur
scattering is itsspin selectivity, which stems from the spin
structure of the transition metald shell. It is known9 that in
their main features the transition metal impurities follow t
‘‘Aufbau principle’’ of the quantum mechanics of isolate
atoms. This means that thed shell is usually filled in accor-
dance with Hund’s rule or, in other words, the exchan
interaction makes the levelEie↑ lie always below the level

FIG. 1. A schematic representation of the interacting Landau and impu
levels. Eies are the impurity levels for spin-up and spin-down electron
They result from the prime impurity levels« ies shifted to new positions due
to their interaction with the Landau levels withm50. The Landau levels
with m50 are also shifted to their new positionsEbes . The inset illustrates
the case when an impurity prime spin-down state is nearly degenerate
the lowest Landau spin-down state.
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Eie↓ . Then the splittingDes5Eie↓2Eie↑ generates the spin
splitting Dbs

(n) of the bound Landau states via Eq.~9!. This
splitting can be estimated as

Dbs
~n!'

Des

D↑
~n!D↓

~n! S UVerU21 (
n8Þn

uVen8u
2dn

Ebn
~0!2Ebn8

~0! D . ~10!

Here Ds
(n)5Ebn2Eies , Ven5^e1uDUubn&, dn5Ebn2Ebn

(0)

~the spin dependence of the two last quantities is neglect!.
It is important for the further classification of the spin exc
tons that the sign ofDbs

(n) , unlike the sign ofDes, can be both
negative or positive, since the energy differencesD↑

(n) and
D↓

(n) can have either the same or the opposite signs dep
ing on the type of the transition metal ion and the host ma
~see the discussion in Ref. 10!. According to Eq.~10! the
resonance impurity scattering results in a ‘‘transfer’’ of t
exchange splittingDes of the impurityd shell to the spectrum
of the Landau electrons. This transfer is illustrated by
level renormalization in Fig. 1.

Now we know the general structure of the one-parti
spectrum of a magnetically doped 2DEG, which should se
as a background when magnetic excitons and magneto
mons are formed. This spectrum consists of equidistant L
dau levels withmÞ0 which are unperturbed by the impurit
scattering. The states withm50 form their own grid: a pair
of spin-split statesEbns appears in each energy gapEn

(0)

2En21
(0) , and the lowest pair of bound statesEbns arises in

the fundamental energy gap of the 2D semiconductor be
the Landau levelE0 .

3. ENERGY SPECTRUM OF LOCALIZED SPIN EXCITONS

According to the general classification of the multipa
ticle excitations from a filled Landau level in a 2DEG,4 the
lowest branch of the electron–hole excitations is that of
spin waves. These spin excitons arise as bound electron–
pairs with parallel spins as a result of a spin-flip excitati
from the lower filled sublevelE0↑ of the lowest Landau leve
to its higher empty sublevelE0↓ . To calculate the spectrum
of the localized spin excitons, one should keep only th
states withn50 in the bare HamiltonianHb ~2!, take into
account the Zeeman splitting of the Landau states explic
and then add the electron-hole Coulomb interactionH int ,

Hex
0 5(

p
~E0↑ap

1ap1E0↓bp
1bp!1H int . ~11!

Operatorsa1(a) andb1(b) describe creation~annihilation!
of electrons with the up or down spinss, indexn50 being
omitted. Here the electron wave functions are written in
asymmetric Landau gaugeA5B(y,0,0). Then the total
Hamiltonian of a doped 2DEG takes the form

H5Hex
0 1Hi . ~12!

The impurity-related termHi was analyzed in the previou
Section using the symmetric gauge. Now it should be
derived in the Landau gauge.

Using the solution of the impurity problem found in th
previous Section and taking into account that the Lan
levels withm50 are included inHex, contrary to the ‘‘ex-
traction’’ principle formulated in Eq.~8!, we can writeHi in
the form ~see Appendix!
d

d-
x

e

e
s-

n-

w

e
ole

y,

e

-

u

Hi5~ uA00u2Eb0↑2E0↑!ai0
1ai0

1~ uB00u2Eb0↓2E0↓!bi0
1bi01Hi ,nd . ~13!

HereEb0s are the solutions of Eq.~9! for the lowest bound
Landau state, and the operatorsai0

1 andbi0
1 create the corre-

sponding eigenfunctions in the symmetric cylindrical gau
The coefficientsA00,B00 are defined in Eq.~A2!. The off-
diagonal termHi ,nd contains the contribution from the highe
Landau levels withn.0, whose value is of the order o
;uA0nu2/En!1 and will be neglected in the further calcula
tions.

In principle, the scattering potential also contains ter
corresponding to the spin-flip processes,

H'5J~die↑
1 die↓bi0

1ai01die↓
1 die↑ai0

1bi0!. ~14!

The spin-flip terms are inessential in comparison with
leading spin-diagonal terms~13! because each spin flip cos
the Hund energyDes5Eie↓2Eie↑ , so thatJ;uVe0u2/Dex .
The spin-flip processes, in principle, result in a multiple c
ation of spin excitons, but the contribution of these proces
to the spin-wave spectrum is at least;J2, and we also ne-
glect them in the further calculations.

Then, we turn from the cylindrical gauge to the Land
gauge,

ai0
15(

p
Apap

1 , bi0
15(

p
Bpbp

1 , ~15!

where

Ap5^ i0↑up↑&, Bp5^ i0↓up↓&. ~16!

As a result the impurity Hamiltonian in the Landa
gauge has the form

Hi5(
pp8

@U↑~p,p8!ap
1ap81U↓~p,p8!bp

1bp8# ~17!

where

U↑~p,p8!5K↑Jp↑Jp8↑* , U↓~p,p8!5K↓Jp↓Pp8↓* . ~18!

Here Jps5^CbsuCp,0s&, andCp,0s are the wave functions
of the lowest Landau level,

cp,0s~x,y!5
1

~2p3/2!1/2
exp~ ipy!expS 2

~x1p!2

2 D . ~19!

Herex,y are Cartesian projections of the dimensionless v
tor r / l B . The coefficientsKs are calculated in the Appendix

To derive the impurity Hamiltonian in the Landau gaug
we use the identity

ap
1ap85E dqx

2p
expF2 iqx

p1p8

2 Gr↑~qx ,p82p!,

bp
1bp85E dqx

2p
expF2 iqx

p1p8

2 Gr↓~qx ,p82p!, ~20!

where the electron density operators are

r↑~q!5(
p

ap
1ap1qy

expS iqxS p1
qy

2 D D
r↓~q!5(

p
bp

1bp1qy
expS iqxS p1

qy

2 D D ~21!
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with q5(qx ,qy). Then inserting Eq.~20! into Eq. ~17!, we
get, after straightforward calculations,

Hi5(
q,s

Us~q!eq2/4rs~q!, ~22!

where the matrix elements of the impurity potential are

Us~q!5KsE d2r 1d2r 2cbs

3S r 1
2

2 DcbsS r 2
2

2 DexpS 2
ur 12r 2u2

4 D
3expH 1

2
@~x12x2!qy1~y12y2!qx2 i ~y1

1y2!qy1 i ~x11x2!qx2 i ~x11x2!~y12y2!#J .

~23!

Here the coefficientsKs determined in the Appendix depen
on the specific form of the scattering impurity potential a
ing on the electrons in the Landau subband 0s @see Eqs.~16!,
~A3!, ~A6!, ~A8!#. We discuss here the limit of a strong ma
netic field, when the cyclotron energy\vB5\2/2mlB is
large compared to the Coulomb energye2/k l B . It is essential
that the impurity potential is spin selective, i.e., its comp
nents acting on the electrons in the two Landau subbands
differ significantly in magnitude~see below!.

We consider the case of the filling factorv51, when the
spin-up Landau band is totally full and the spin-down La
dau band is completely empty. Then the eigenfunctions
the Hamiltonian~11!,

Cex,k
~0! 5(

r
bp

1ap1ky
expS ikxS p1

ky

2 D D u0&, ~24!

correspond to the free spin-excitons with the energy sp
trum «ex(k),

H ~0!Cex
~0!~k!5«ex~k!Cex,k

~0! . ~25!

Here k5kx ,ky is the wave vector of a spin exciton. Th
exciton dispersion law is

«ex~k!5DB1S e2

k l B
D S p

2 D 1/2

@12e2k2/4I 0~k2/4!#

[DB1V~k2! ~26!

~see Refs. 2–4 and 14!. Here DB5ugmBBu is the Zeeman
energy;I 0 is a modified Bessel function.

The wave function of a bound exciton is looked for
the form

Cex5(
k

f ~k!Cex,k
~0! . ~27!

The function~27! must be an eigenfunction of the Hami
tonian ~12!. The standard procedure leads to the equatio
-

-
an

-
f

c-

@«ex~k!2«# f ~k!12i(
k8

Ũ1~k2k8!

3sin
1

2
@k83k#zf ~k8!22(

k8
Ũ2~k2k8!

3cos
1

2
@k83k#zf ~k8!50, ~28!

for the envelope functionf (k). Here

Ũ6~q!5
1

2
~U↑~q!6U↓~q!!e2q2/4[U6~q!e2q2/4.

As is discussed in the Appendix, the localization rad
rb of the impurity wave function is substantially smaller tha
the magnetic length. Then theq dependence of the matri
elements~23! is insignificant, and they can be estimated a

Us'Ks~2p2!S E
0

`

djcbs~j! D 2

[KsI b . ~29!

Taking into account the cylindrical symmetry of the proble
we seek the solutions of Eq.~28! in the form

f ~k!5 f m~k!eimw, ~30!

where the integer quantitym is the quantum number of th
bound exciton.

Now we substitute the functions~30! in Eq. ~28! and
carry out the integration over the directions of the vectork8.
Then the term proportional toU1 contains the integrals

E
0

2p dw

2p
expS kk8

2
cosw D sinS kk8

2
sinw D sinmw

5
~kk8! umu

2umu11umu
sign~m! ~31!

in which the sign function is defined as

sign~m!5H 1, m.0

0, m50,

21, m,0.

~32!

The term proportional toU2 contains the integrals

E
0

2p dw

2p
expS kk8

2
cosw D sinS kk8

2
sinw D cosmw

5
~kk8! umu

2umu11umu
~33!

for all values of the quantum numberm.
The equations defining the radial partsf m(k) of the en-

velope functions~30! are

f m~k!5Wnkumue2k2/4
1

«2«ex~k!
Fm , ~34!

where

Wm5
1

2umu11umu! $U↓@11sign~m!#2U↑@12sign~m!#%

and

Fm5(
k

e2k2/4kumu f m~k!.
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FIG. 2. A graphical solution of Eq.~35! for m50. Due to the logarithmic divergence of the functionM 0(«) at «5DB , a spin exciton can be always boun
with an energy«0 below the bottom of the spin-exciton band~a!. A graphical solution of Eq.~35! for m521. The functionM 21(«) is now nondivergent.
Hence, a spin exciton can be bound with an energy«21 below the bottom of the spin-exciton band if the parameterW21 is larger than the threshold valu

W̄2151/M 21(DB) ~b!.
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The energy«m of the bound exciton with the quantum
numberm can be found as a solution of the equation

15WmMm~«m!, ~35!

where

Mm~«!5(
k

k2umue2k2/2

«2«ex~k!
. ~36!

We introduce now the new variablev5k2 and convert
the summation in Eq.~36! to integration. Then the fact that a
small v the dispersion lawV(v)}v allows us to find the
behavior of the quantityMm(«) at «→DB .

Mm~«!5pE
0

D

dv
vme2v/2

«2DB2V~v!

'H 22pmex* ln mex* uDB2«u, m50

Mm~DB!2Mm8 ~DB!u«2DBu, «→DB20, mÞ0
.

~37!

Here mex* 52k\2/e2(2eB/p\c)1/2 is the effective mass o
the free exciton at small momenta,2 Mm(DB),0, M 8(DB)
5(dM(«)/d«)u«2DB→20.0.

Now using the normalization condition

(
k

u f m~k!u251,

one finds that

Fm5uWmu@M 8~«m!#21/2. ~38!

This equation closes the procedure. Now the spectrum
spin excitations in 2DEG pinned by the resonance impu
with its own localized spin is determined by Eqs.~35!–~37!.
The coupling constants are determined in Eqs.~29!, ~A7!,
~A8!, and the wave function of the bound spin exciton
given by Eqs.~27!, ~34!, and~38!.

Starting the analysis of the bound exciton solutions w
the m50 case, we see that in the weak-scattering limit
magnitudes of both coupling constants~29! are determined
by the coefficient~A7!. Then the potential in Eq.~35! is
given by the following equation
of
y

e

W052U252VebIb~b↑2b↓!5VebIb
2 Des

D↑D↓
.0. ~39!

The scattering potential~39! is repulsive and Eq.~35! for
m50 has no bound solutions below the exciton band.

Such a solution appears when the resonance scatte
for the spin-down electrons is strong~see inset in Fig. 1!.
This is a realistic condition for transition metal impurities8

In that case we use Eq.~A7! for the potential acting on the
spin-up electrons, and Eq.~A8! for the potential acting on
the spin-down electrons. The coupling constant is

W052U2'2
1

2
~Veb2w0!I b . ~40!

Due to the logarithmic divergence of the functionM0(«)
near the bottom of the excitonic band~see Eq.~37!!, a dis-
crete solution of Eq.~35! appears, provided the resonan
component of impurity scattering is stronger than the pot
tial component,Veb.w0 , i.e., W0,0 ~see Fig. 2!.

The selectivity with respect to the orbital quantum nu
ber m of the bound spin exciton is intrinsically connecte
with the spin selectivity of the impurity potential. The orbit
momentum is the sum of the electron and hole mome
m5me1mh . As is shown in Refs. 10 and 13, only the ele
trons or holes withme,h50 can be captured by the shor
range impurity potential, which isU↓ for electrons and2U↑
for holes. Therefore, in a bound exciton withmÞ0 one of
the carriers~electron or hole! must have zero momentum
Then the momentum of the whole exciton is, in fact, t
momentum of the second carrier. This second carrier
bound by the combined action of the Coulomb attraction
the first carrier and the diamagnetic contribution of the L
renz force. The sign of the orbital momentum and the cha
of the carrier predetermines the sign, attractive or repuls
of the Lorenz force contribution to the total potential. As
result, only the electrons withme.0 and the holes with
mh,0 can be captured in the limit of a strong magnetic fie
Hence, the sign of the exciton orbital momentum provid
information on which carrier is bound by the short-ran
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potential. It is the hole, bound by the potential2U↓ , in the
casem,0 and the electron, bound by the potential2U↑ , in
the casem,0.

In the casem50 both carriers are captured by their co
responding short-range potentials, and then their total c
pling strength,U↓2U↑ , determines the binding energy o
the exciton.

4. CONCLUSIONS

To conclude, we have found that a magnetic impur
can bind a spin exciton in a 2DEG. It turned out that t
mechanism of the exciton capture is thespin-selective reso
nance scatteringby the deep impurity levels. This spin se
lectivity stems from Hund’s rule in the particular case
transition-metal impurities. The interaction in the second
der in scattering potential can be described in terms of
indirect spin exchangeJ @see Eq.~14!#, and only the longi-
tudinal component of this exchange is essential for the
mation of a bound spin exciton. The transverse compon
of this exchange give a contribution to the binding ene
only in fourth order in the scattering potential.

It is found that the spin-selective impurity potential
always capable of binding the exciton in a state with
momentm50 due to the edge van Hove singularity of th
density of states in a 2DEG. Excitons withm Þ0 can be also
trapped, but then the conditions for the capture are m
restrictive.

The analysis of the electronic structure of 3d transition
metal impurities in GaAs-related systems shows that
strongest binding potential is created by the light eleme
~V, Cr!.

This work was supported by the German-Israeli Foun
tion for Research and Development, Grant No. 04
220.07195. K. K. thanks Israeli Science Foundation for s
port ~grant ‘‘Nonlinear Current Response of Multileve
Quantum Systems’’!. The authors are indebted to Yu. Byc
kov, S. Dickmann, T. Maniv, and I. Vagner for valuable d
cussions.

APPENDIX

In order to derive the impurity Hamiltonian for 2D elec
trons in the Landau gauge, we use the fact that the reson
scattering involves only the Landau states withm50. These
states are included in the Hamiltonian~11!, so one should
subtract them fromHi , which then acquires the form

Hi5Eb0↑1ai0
1ai01Eb0↓bi0

1bi02E0↑a0
1a02Eb0↓b0

1b0 .
~A1!

Then the bound Landau states withm50 can be re-expande
in free Landau states,

ai05(
n

A0nan0 , bi05(
n

B0nbn0 ~A2!

~Ref. 13!. As a result we come to Eq.~13!.
In order to calculate the expansion coefficientsAp , Bp in

Eq. ~15!, one needs the wave functions of the bound elect
in the lowest Landau level. The wave functions of the low
localized Landau states correspond to the solutionsEb0s of
Eq. ~9!. If these states are deep enough below the un
u-
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turbed Landau spectrum, one can neglect the contribu
dM (E) of the higher Landau levels, and the eigenfunctio
c i0s has the form10

c i0s52sinusc ies1cosuscbs ~A3!

with the mixing coefficient given by tan 2us52Veb/Ds , and
Veb5^e1uDUub0&. The wave functionscbs describe the
Landau state bound in a short range attractive potential,13

cbs~j!5
G~j!

l B@2pc8~j!#1/2

Wa,0~j!

j1/2 , ~A4!

where 2j5(r/ l B)2, G, c8, and Wa,m are the gamma func
tion, trigamma function, and Whittaker function, respe
tively. The index a is determined by the correspondin
eigenstate,a5221(12«b0sl B

2) with «52m* E/\2. When
the level«b0s is deep enough or the magnetic field is we
enough, i.e.,u«b0su l B

2@1, the wave functioncbs ~A4! has the
standard asymptotic form

cbs;
e2`

A`
. ~A5!

Here uau' l B
2/2rb

2, P 5r/rb , andrb
215«b . Thus the local-

ization radii of thed electron (rd), bound Landau electron
(rb), and free Landau electron (l B) obey the hierarchyrd

!rb! l B . As a result one can safely neglect the contributi
of the d componentc ies ~A3! into the overlap integral~16!.
Then in the case of weak scattering one hasbs5Veb /Ds

!1(u !1), and the overlap integrals~16! can be approxi-
mated by the following equations

Ap5~12b↑
2!Jp↑ , Bp5~12b↓

2!Jp↓ . ~A6!

Thus the spin dependence of the matrix elements~A6! is
determined by the energy differencesDs in front of the in-
tegral and by the indexa of the Whittaker function. Having
in mind the difference in localization degrees of the wa
functions ~A4! and ~19!, we can estimate the magnitude
the overlap integralsJps as Jps;(rbs / l B), i.e., these inte-
grals are sensitive both to the spin splitting and to the m
netic field. The energy differences in the Hamiltonian~13!
are determined by the short-range component of the impu
potential, which in our theory enters as a phenomenolog
parameterv0 . In the weak-scattering limit one hasEb0s

2E052v01bsVeb ~if the short-range potential is
attractive!.10 As a result, the latter factor is dominant in th
limit, so that

Ks52~v02bsVeb!. ~A7!

In accordance with Hund’s rule for 3d impurities
D↑.D↓ , and soK↑.K↓ .

Next we consider the situation where one of the re
nanced levels, namely« ie↓ , is above the lowest Landa
level, and the scattering is strong for the spin-down el
trons,u↓;2p/4. The inequalityu↑!1 still holds, since the
estimates~A6! and ~A7! for spin-up states are still valid. As
for the spin-down states, the coefficient sinu↓ is ;1/2 and

K↓52
1

2
~v01Veb!. ~A8!

The magnitudes of the scattering potentialsU↑ andU↓ differ
noticeably in this case.
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Shell effects in alkali metal nanowires
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After making a cold weld by pressing two clean metal surfaces together and then gradually
separating the two pieces, a metallic nanowire is formed, which progressively thins down to a
single atom before the contact is lost. We show evidence that the radii of such nanowires
are influenced by electronic shell filling effects, in analogy to electronic shell structure in metal
clusters. A modulation of the shell effect, known as supershell structure, is clearly observed.
For sodium and potassium at larger diameters there is a crossover to crystalline facets with shell-
closings corresponding to the completion of an additional atomic layer. We conclude that a
complete analogy exists between shell structure in metallic clusters and nanowires. ©2001
American Institute of Physics.@DOI: 10.1063/1.1414569#
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1. INTRODUCTION

The understanding of processes that occur on an ato
scale when two materials are brought into contact is of f
damental importance to problems such as adhesion, h
ness, plastic and elastic response to external strength,
ture, friction, and wear.1 For conducting materials a new
phenomenon appears due to quantization of conduc
channels.2–4 Novel techniques enable one to create and st
the properties of nanowires down to a chain of sin
atoms.5,6 For these experiments, as well as for the abo
mentioned problems, the processes connected with stab
and cohesive energy of nanoscopic contacts are of prim
importance.

The stability of microscopic and nanoscopic objects
tightly connected with the so-called shell effects. In thr
dimensions, shell effects are concerned with the number
microscopic particles~baryons in nuclei, electrons in a
atom, atoms in a cluster! for which an enhanced stability o
the system is found. These are called ‘‘magic numbers.’’
the periodic table of elements the noble gases, with fu
occupied electronic shells, acquire the highest stability, si
they possess the largest ionization potential and are ch
cally inert. For the clusters emitted by a vapor jet in a m
spectrometer, the abundance of ‘‘magic masses’’ is enhan
since these clusters posses higher stability as compared t
others.7–9

In metallic clusters, one distinguishes two different sh
effects: one is connected with conduction electrons,
which the cluster behaves like a giant atom,7–9 and the other
relates to the configuration of atoms in the cluster.9,10 Both
are due to minima in the cluster free energy, but the fi
requires conduction electrons, while the second also app
to nonconducting materials.

In this paper we describe in detail the shell effects d
covered by us in an open system: a metallic nanowire.11–13In
8071063-777X/2001/27(9–10)/14/$20.00
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these objects electrons are not confined along the wire a
In spite of this, shell effects manifest themselves as peak
a histogram for the electrical conductance of the wire
corded for wires while the wire diameters are chang
showing the most stable configurations. Since the cond
tance depends on the wire cross-sectional area, the l
quantity gives, on the one hand, the number of conduc
electron modes in the two lateral dimensions, and, on
other hand, the number of atoms. Both of these effects, e
tronic and atomic, are distinctly seen in the conductance
tograms, which exhibit their coexistence and crossov
Thus, there appears to be a complete analogy between
shell effects in metallic clusters and nanowires.

2. EXPERIMENTAL TECHNIQUE

For our study of nanowires we use~Fig. 1a! the me-
chanically controllable break-junction~MCB! technique de-
veloped in Ref. 14. The metallic sample was fixed by Styc
epoxy on a flexible substrate made from phosphor bro
~bending beam! and supported by three points: two are
the upper side of the bending beam~counter supports!, and
the third is at the opposite side supported by a movable p
driver. A metallic sample, prepared as a thick wire, is ele
trically isolated from the bronze substrate. The wire was
cularly notched in the middle in order to concentrate t
pulling strength at the center while the substrate was ben
mechanical~not shown! and piezo drivers. By fixing the
sample as close as possible near the notch, a large redu
~100–1000! is achieved in the ratio between movement
the electrodes with respect to each other and the expansio
the piezo driver, in the perpendicular direction.

In order to study alkali metals, two important modific
tions are made. First, due to the extraordinary reactivity
alkaline elements, contact with the ambient environm
must be avoided. This is achieved by making all the pre
© 2001 American Institute of Physics
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rations in paraffin oil. The sample is cut into the shape o
rectangular bar, at the center of which we cut a notch. Si
the bar with the notch is also covered by the oil, it cannot
glued and must be fixed mechanically. For this purpose
use four tiny bolts and nuts that are electrically isolated fr
the substrate~Fig. 1b!.4 After mounting, the whole setup i
rapidly placed in an evacuated metallic can and put int
cryostat with an environmental temperature of 4.2 K. T
walls of the can that are being kept at helium temperat
serve as a cryogenic pump ensuring a very high vacu
around the sample. The bar is then broken at the notch
mechanical bending of the substrate. The cyclic electr
movement of the piezo drive rod periodically sweeps
electrical conductance between the electrodes from a de
value ~of the order of tens to hundreds of conductan
quanta1!! down to complete separation~conductance much
less than one quantum unit!. The important advantage of th
MCB device is that the cryopumping action of the low
temperature environment ensures that the freshly expo
fracture surfaces are not polluted by adsorbates.

The conductance is measured in a four-terminal dc c
stant voltage mode. A fixed bias voltage is applied, in
range 1–100 mV, so that the current through the contac
proportional to its conductance. Since the high bias heats

FIG. 1. a—Schematic drawing of a substrate with a sample mounted
three-point bending configuration. The bending of the substrate due to
movement~or expansion! of the piezo over a distanceD, shown in gray,
causes the epoxy droplets to move apart byd, leading to the breaking of the
junction. The amount of bending is exaggerated for clarity. b—A mode
an alkali break junction. The principle is the same here as in part~a! but the
two epoxy drops are replaced by four M1 bolts with nuts fixing the sam
to the substrate. The length of the substrate remains 22 mm.
a
e
e
e

a
e
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wire at large conductances, we prefer to use the sma
possible biases. Our experience leads to the conclusion
up to a bias of;10 mV the heating can be neglected. T
drift and calibration of the current-to-voltage converter
verified against standard conductors of 1, 10, and 100G0 ,
ensuring an overall accuracy in the conductance better
1% for G.10G0 . Scans are taken continuously by rampi
the displacementd[ l of the electrodes with respect to eac
other, using the piezo driver. Each individual curve of t
conductance versus the displacement,G( l ), is recorded in
;0.1 seconds from the highest conductance into the tun
ing regime. The curves are digitized with 16-bit resoluti
and a data acquisition rate of;105 point/s. The conductance
scale is divided into 1500 bins and data points from up
;105 individual scans are accumulated automatically, cre
ing a conductance histogram at the given experimental c
ditions ~temperature, voltage bias, indentation depth!. For
most cases we have found that about 103 scans are enough t
achieve convergence in the shape of the histograms.
speed of scanning is limited from above by the data acqu
tion rate of the electronics, and from below by a reasona
time required for the experiment~normally, several hours!.
To compare different histograms, we normalized them
their area over a fixed conductance range.

3. RESULTS

3.1. Experiment
Low-temperature histograms and scans.In Fig. 2 we

show histograms for Na, K, and Li taken atT54.2 K, along
with typical scans~see inset!. All histograms display the
characteristic series of peaks in succession at 1, 3, 5, 6
units of reduced conductance2! which has been shown in the
oretical and experimental works4,15,16 to be the hallmark of
quantum mode degeneracy for electronic wave functions
waveguide with circular cross section. This degenera
arises from the azimuthal quantum number, which takes

a
he

f

e

FIG. 2. Normalized conductance histograms of.1000 individual conduc-
tance traces of Na, K, and Li measured at 4.2 K under cryogenic vacuu
a constant voltage bias of 10 mV. The curves for K and Na are shifted
clarity by 0.15 and 0.3, respectively. Typical individual conductance tra
~scans! are shown in the inset.g5G/G0 , whereG052e2/h, is the reduced
conductance.
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values~2 and1!. When this happens~at g51, 3, 6, and so
on! the conductance increases by 2 quanta for increa
nanowire diameter.

First we discuss the positions of these peaks. They
more or less shifted to the left compared to the integer v
ues. The least shift occurs for theg51 peak and it increase
noticeably for higherg. Phenomenologically, this increas
can be described by a series resistance of the orde
;100V, originating from the backscattering of electro
wave functions by defects and surface irregularities,4,17,18

and inelastic scattering by phonons. The latter may be
cause for a noticeably larger shift for Li, for which it i
known that the electron–phonon interaction paramete
several times larger than for Na and K.19

The intensities of the first few peaks for Na and K,
the one hand, and Li on the other hand, are also quite di
ent. The height of the peaks atg51 and 3 in Li is much
lower than for Na and K. On the contrary, the peaks ag
55, 6 in Li is noticeably higher than those for Na and
This may be explained qualitatively by a much higher m
bility of Li atoms even at helium temperature, which may
due to tunneling because of the light Li mass and the
crease in the potential barriers at the surface, making a
tact of just a few atoms unstable.

Next, we draw attention to the broad maxima atg'8,
11, 15, which are slightly more intense in Li, presumab
again because of the enhanced mobility of Li surface ato
We shall see below that these broad peaks are precurso
the electronic shell effect for alkali metal nanowires. T
gether with the peak atg55 they give the most favorabl
diameters, corresponding to the local minima in the el
tronic part of the thermodynamic potential. As to the peak
g55, this point of view is supported by the fact that, acco
ing to the theoretical calculation of the sodium histogram20

the intensity of theg55 peak should be noticeably small
than the peak atg56. In fact, in the experimental histogram
~see Fig. 2! they are approximately of the same intensi
Another confirmation that theg55 peak is not connecte
with the fully open conducting channel comes from Ref. 1
where its behavior is radically different from that of th
peaks atg51, 3, 6. Thus, we propose that the enhanc
intensity of theg55 peak is due to the broad maximum
the favorable diameters dictated by the electronic shell
fect.

Scans taken at helium temperature and shown in the
set in Fig. 2 exhibit smooth variations~plateaus! interrupted
by sharp decreases~steps!, evidencing that the elastic elon
gations are followed by atomic rearrangements. This po
at the crystalline structure of the neck. Only for the low-lyin
conductances do the plateaus coincide with quantum u
~'1, 3, 5, 6!, which can be even seen statistically on t
average scan plotted by integrating the histogram. For hig
conductance,g*7, though the steps in the scans look
sharp as for lowerg, no peaks on the low-temperature hist
gram appear. This means that the plateaus occur with ne
equal probabilities for any conductances in different sca
leading on average to the smooth background in the hi
grams. According to Ref. 21, from the smooth part of t
scans one can find the approximate shape of the neck
shall turn to this issue below when discussing the ato
g
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shell structure of the nanowires. At low temperatures,
piezo voltage versus elongation of the neck can be calibra
using the Fowler-Nordheim formula or the Gundla
oscillations22 for the tunnel regime at biases of the order o
few volts.

By storing several intermediate histograms during
accumulation of the final histograms, for the full number
scans for a given contact, one can obtain an impressio
their evolution with increasing numbers of scans. One c
observe both the purification of the metal under the cont
which leads to more distinct shell-effect structure with i
creasing number of indentations, as well as to the oppo
behavior, which we ascribe to the adsorbed impurities.23

Temperature dependence of the scans.Let us describe
the temperature dependence of the scans, taking Li as
ample ~Fig. 3!. Figure 3a shows two scans for low and e
evated temperatures, typical for all the alkali metals stud
As the temperature increases, the low-lying conductance
teaus become unstable. Moreover, the piezo voltage is
longer the only parameter controlling the evolution of t
neck, as a result of the strongly enhanced diffusion of
surface atoms. The atoms in the wire experience tension
only from the external force but also from the Laplace pr
sure. This means that upon putting the external force to z
the conductivity of the neck still evolves with time until th
contact disappears.

We mentioned above that Li atoms revealed increa
diffusion when we considered the low intensity of theg51

FIG. 3. a—Typical individual scans for Li break-junctions at two differe
temperatures. 1 piezo volt corresponds approximately to 0.5 Å. b—L
plateau at 140 K, shown on a logarithmic scale in the inset.
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peak in the Li histograms at helium temperatures. The
hanced mobility of the atoms also leads to the anomal
behavior of the conductance traceG(Vpiezo) at high tempera-
tures shown in Fig. 3b, where it steeply drops to zero from
fairly high conductance. For Li atT5140 K all steps on the
G(Vpiezo) scans disappear and all structure in the histogra
disappears except atg'5. This peak in the histogram be
comes very high, corresponding to anomalously long p
teaus in the scans. The length of the plateaus reaches se
tens of Å, while typical plateaus correspond to less than 1
The same qualitative behavior was observed for Na, altho
for this metal it was more difficult to register scans at su
elevated temperature. We interpret this phenomenon in
following way.

At T'140 K the Li nanowire ‘‘melts,’’ although the tem
perature of the bulk melting point is much higher. By this w
mean that the diffusion of atoms over the length of t
nanowire becomes much faster than our data acquisition
According to Refs. 24 and 25, a strong depression of
melting point is expected for small systems due to
Laplace tension. The change of the melting temperatureTm

compared to the bulk valueT0 is approximately given by
(Tm2T0)/T052(s12s2)/QR, where s1,2 is the surface
tension in the liquid and solid phases, respectively,Q is the
heat of fusion, andR is the wire radius.26 Thus we sugges
that at the starting point of the long plateau a liquidlike m
tallic neck appears, which connects the solid banks. Fur
elongation of the neck proceeds continuously, decreasin
diameter as the wire is stretched, approximately as a po
law g}(Vpiezo)

n, with n.21.3.
Temperature dependence of the histograms.The tem-

perature dependences of Na and Li histograms are show
Fig. 4. One recognizes the low-temperature curves simila
those shown in Fig. 2. While raising the temperature,
low-conductance peaks gradually disappear due to increa
thermal instabilities. On the other hand, for thicker wires
new succession of strong peaks grows, owing to the
creased mobility of atoms at elevated temperatures. We s
consider these series of peaks in detail in the next Secti
Here we only point out that the positions of these peaks
the conductance axis does not correspond to those that m
arise due to individual quantum modes, which would inc
ment either by one or two conductance quanta. Instead, t
peaks are broader and reveal a separation that grows
conductance. The intensities of these peaks depend, am
other parameters, on the depth of indentation, which can
proximately be characterized by the highest value of the c
ductance scale in the histogram. A second parameter is
voltage bias at which the scans are recorded. Unfortuna
there are additional parameters that we can hardly con
with the technique used. These include possible surface
taminations and the orientation of the crystallites on the t
electrodes. We stress that these drawbacks mainly con
the intensity of the peaks and much less their positions on
conductance axis, while the period of the peak series rem
almost unaltered. Since, as will be shown below, there
two mechanisms leading to different series of peaks w
different periods~namely, electronic and atomic shell serie!,
the positions of the peaks depend upon the relative inten
of these mechanisms. Fortunately, the true frequencies o
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oscillations can be obtained from the Fourier transform
the experimental histograms.

3.2. Electronic shell and supershell effects

In this Section we describe the observation of electro
shell-effect oscillations11,12 in alkali metal nanowires. The
experimental results depend on several factors discu
above. We emphasize once again that all shell-effect st
tures are observed at elevated temperature, at which a
have enough mobility to occupy the most favorable positio
in the lattice structure. This structure corresponds to the lo
minima of the total free energy of the nanowire.

Histograms and peak positions.A typical histogram for
sodium is shown in Fig. 5a. The positions of the main pea
labeled by sequential numbers, are regularly spaced a
function ofg1/2. That means that they periodically appear
a function of the radius of the wire, since for a circul
nanowire the radius of the smallest cross sectionR, obtained
from the Weyl semiclassical27 expression for a ballistic re
gime, reads:

gW'S kFR

2 D 2S 12
2

kFRD'S kFR

2 D 2

, ~1!

wherekF is the Fermi wave vector and (kFR/2)25gS is the
Sharvin conductance. We prefer to plotg1/2 along the ab-
scissa, since it is the experimentally measured quantity, w
the inferred radius depends somewhat on the shape
nanowire. For example, for a contact in the form of an orifi

FIG. 4. Temperature evolution of conductance histograms for Na and
The histograms have been normalized to the total area under the curv
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one hasgW.gS@121/(kFR)#, which makes the correction
to the Sharvin conductance smaller.16 The inset in Fig. 5a
demonstrates that the peak positions are periodic, with a
riod of ;0.58. We see that at elevated temperatures thg
51 peak is absent and the highest intensity is reachedg
'16. The shape of the background is determined by
global variation of the conductance with elongation, which
turn depends on the effective length of nanowire that
forms during elongation21,28 ~see below!. This length is lo-
cated near the narrowest cross section of the nanowire
can be qualitatively described with the model considered
Ref. 21. The latter is valid when diffusion of the atoms fro
the neck to the electrodes can be neglected.3! Superimposed
in the main periodic structure we note an oscillating behav
of the envelope of the maxima in the histogram of Fig.
This modulation is the signature of the supershell effect
will be considered in more detail in the section on the Fo
rier transformation. Finally, we draw attention to the low
intensity oscillations atg1/2*7.5. They have a much smalle
period and are due to the crossover from the electronic to
atomic shell effect~see below!.

Similar periodic structure is seen for potassium~Fig. 5b!
and lithium ~Fig. 5c!. The periods shown in the insets a
0.54 and 0.62 for K and Li, respectively. Maximal amp
tudes are observed atg1/2.4 – 5, and the peak atg51 is

FIG. 5. Conductance histogram for sodium, constructed from'14000 indi-
vidual traces recorded atT590 K and at 100 mV voltage bias~a!; conduc-
tance histogram for potassium, constructed from;5000 individual traces
recorded atT5100 K and 8 mV voltage bias~b!; conductance histogram fo
lithium, constructed from;8000 individual traces recorded atT5100 K
and 10 mV voltage bias~c!. We count the split peak #3 as a single peak,
for Na ~see ~a!!. The peaks are numbered as shown, and a plot of p
positions vs their index number is fit by a straight line in the insets. T
slopes are 0.58160.005, 0.5460.005, and 0.6260.02 for Na, K, and Li,
respectively. Note that the horizontal axis is given as the square root og.
e-

e

-

nd
n

r
.
d
-

e

missing, just as for Na. The periods are close to wha
observed in Na, although a small change in the slope is o
observed for different samples. The modulation of the pe
heights also varies from contact to contact. While a modu
tion is clearly seen in the Li histogram~Fig. 5c!, for the
given K contact~Fig. 5b! only a nonmonotonic behavio
around the peaks with indices 3–5 is found. In the next S
tion we present a different K histogram, which exhibits mu
more modulation by the superposition of different shell
fects ~Fig. 7!.

Fourier transformations.Determination of the averag
period from the slope of the peak positions in terms ofg1/2

versus their indices~see insets in Fig. 5! gives limited infor-
mation about the probabilities for observing specific cond
tance values. For example, in this way, one cannot acco
for the nonmonotonic behavior of the peak heights. T
problem arises, whether to count the peaks with smaller
plitude.

Fortunately, we can make use of a direct Fourier analy
of the histograms, which exposes a superposition of sev
periodic components. A typical example for sodium is sho
in Fig. 6. In order to avoid a huge low-frequency tail in th
Fourier spectra, we subtract a smooth background show
the dashed curve in the inset of Fig. 6a. The resulting cu
is displayed on the main panel of Fig. 6a. It reveals a cl
low-frequency modulation with a period of;4.0. Here, we
use the variablekFR instead ofg1/2 for the abscissa, by us
of the Weyl expression~1!, which will prove convenient for
comparison with the theoretical results in the discussion s
tion below. The Fourier spectrum for this histogram is sho
in Fig. 6b. It contains two prominent frequencies, 0.64 a

k
e

FIG. 6. a—Conductance histogram for sodium from Fig. 5a with a smo
background subtracted~the original curve and the background are shown
the inset!. The arrows point at the positions of the minima in the oscillati
amplitudes. b—Fourier spectrum of the curve in part~a!.
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0.89, where the first has a lower intensity than the seco
The latter of the two frequencies is very close to the~aver-
age! one obtained for the magic numbers in spheri
clusters.11 As will be discussed below, for clusters the inte
sity of the first principal frequency is negligibly small, an
the observed frequency equals the average of triangular
square orbits: (0.8310.90)/250.86 ~see Table I!. The pres-
ence of the lower-frequency component for the nanow
explains why the frequency of the second prominent pea
a little bit higher than what would be obtained from th
averaged periodD(g1/2).0.58 given by the slope in the inse
of Fig. 5a.4! In Fig. 6b the low-intensity peaks at frequenci
above 1 are presumably due to the harmonics and comb
tions of the two principal frequencies.

Considering the histogram for potassium~Fig. 7a!,
which is different from the one in Fig. 5b, we see that the
are again two prominent peaks in the Fourier transform
0.63 and 0.84, close to those observed for sodium. In a
tion, there is an appreciable maximum around 2.2, which
difficult to explain in terms of overtones but stems from t
atomic shell effect, as we will see below. For the given
histogram one obtains an average period ofD(kFR).1.15
from the slope of the peak positions, giving an average
quency of 1/D(kFR)50.87. This nearly coincides with th
upper principal frequency because of the small intensity
the first principal frequency.

TABLE I. First few shortest classical periodic orbits and their frequencie
circular geometry. The circle (t51,p5`) marks the end of the first band
(t51); the second one contains trajectories which make two revolut
around the center (t52), the third—three. etc.
d.

l

nd

s
is

a-

e
at
i-

is

-

f

Finally, let us consider the Fourier transform of the
histogram from Fig. 5c. Figure 8b shows three peaks

n

s

FIG. 7. a—Conductance histogram for potassium atT550 K, constructed
from 1000 individual scans recorded at 125 mV voltage bias, after subtr
ing a smooth background~the original curve and the background are show
in the inset!. b—Fourier spectrum of the curve in part~a!.

FIG. 8. a—Conductance histogram for lithium from Fig. 5c with a smoo
background subtracted~the original curve and the background are shown
the inset!. b—Fourier spectrum of the curve in part~a!.
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about the same intensity. Those at frequencies 0.66 and
are of the same origin as the principal frequencies in Na
K. As to the lowest frequency at 0.25, it may be due to
anomalously strong interference of the principal frequenc
giving rise to a difference frequency with a period of 4
This may be due to the fact that the intensity of the fi
principal peak~at 0.66! is as strong as the second one. It
interesting to note that both principal Fourier frequencies
Li are higher than in Na and K. However, the average f
quency of (0.6610.93)/250.78 is lower than in Na, corre
sponding to a larger average periodD(g1/2)50.64 ~or
D(kFR).1.27!. Indeed, since in Li the intensities of the tw
principal peaks are approximately the same, we can sim
average their frequencies, while this is would not be corr
for Na and K.

3.3. Atomic shell effect 13

Searching for the shell oscillations at still higher condu
tance, we have found a new series that appears to be d
a purely-classical effect, similar to that found in clusters.
in clusters, we named it an ‘‘atomic shell effect’’ and discu
its origin in the next Section. We start by presenting the m
experimental facts concerning this effect.

Crossover from electronic to atomic shell effect.The
most spectacular results are achieved for potassium. The
responding histogram is shown in Fig. 9. It shows two typ
of oscillations with a relatively sharp crossover atg1/2'6. In
the inset, the reduced conductances, corresponding to
peaks in the histogram, are plotted against their sequent
numbered indices. The index number of the peaks is a
shown in the histogram, where they are labeled at increm
of five. The first few points in the inset, corresponding to t
strong peaks in the histogram, have an approximate slop
0.61, which agrees reasonably well with the slope de
mined for the electronic shells. Beyond the first few poin
up to 48 points obey a linear relation with a slope of 0.2
60.001. Structure in the histograms with this particular p
riod has been reproducibly observed for many contacts.

FIG. 9. Potassium histogram constructed from 1000 individual conducta
traces recorded at 1 mV voltage bias and atT5100 K. The peaks are num
bered sequentially and their position is plotted as a function of this num
in the inset. Straight solid lines show the slopes 1.447 and 0.241 for
atomic shells and single hexagonal facets, respectively. A linear fit for
electronic-shell points gives 0.61~dashed straight line!. A linear fit to the
experimental data starting with number 6 gives a slope of 0.224. Along
g1/2 values on the horizontal axis the correspondingkFR values are given on
top, according to formula~1!.
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can see that the transition between these two sets of osc
tions ~electronic and atomic! is quite sharp, although the
shorter period pattern extends a little with reduced amplitu
into the lower conductance range, where it overlaps with
electronic shell oscillations.

For sodium, the crossover is found at larger diamet
than for potassium~Fig. 10! with periods equal to (0.62
60.05)g1/2 and (0.22460.001)g1/2 for the electronic and
atomic shells, respectively. For comparison in Fig. 10
plot the histogram for the potassium nanowires as a thin
curve. Some discrepancies between the Na and K histogr
are seen in the low conductance range, which are mo
influenced by the different voltage bias. However, the beh
ior remains basically the same.

Superposition of electronic and atomic-shell structure
low conductances.Atomic-shell oscillations can be ob
served at conductances starting as low asg'6 – 7. In Fig. 11
we show some of the histograms recorded in a single se
under seemingly the same experimental conditions. In
first recording no distinct oscillations were observed~not
shown!. Each trial, which consisted of many scans, was p
formed by making a contact with a resistance of about 1V
(;104g) and then mechanically receding the electrodes
bring the conductance down to the tunneling regime. T
next several trials are displayed in Fig. 11~curves1–5!. It is
seen that for this particular sample the histograms cha
drastically from those resembling the atomic-shell oscil
tions ~curves1, 2, and3! to ones having the electronic she
periodicity ~curves4 and 5!. Presumably, this is due to th
increase in the mobility of the surface atoms. Namely, for
last trials the mobility of atoms at the surface is increased
much that no crystalline facets~see below! could be created
during the acquisition time for the scans. Other causes m
be the random crystal orientation of the neck, creating a
vorable condition for one of the two shell effects, and alt
ing of the shape of the nanowire during many indentatio
Interestingly, the extreme shape of histograms presente
Fig. 11 ~curves4 and 5! reproduces quite satisfactorily th
electronic-shell histograms presented above. The same is
for the atomic-shell histograms at low conductances~curves
2 and3!. As an illustration, in Fig. 12a we show by a thic

ce

er
ll
e

h

FIG. 10. Sodium histogram constructed from 10424 individual conducta
scans recorded at 100 mV voltage bias and atT5100 K. The peaks are
numbered sequentially and their position vs number is plotted in the inse
straight-line fits give slopes of 0.62 and 0.224 for the electronic and ato
series, respectively. One of the typical histograms for potassium is sh
for comparison~dotted curve!.
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line the histogram for another sample~recorded in an experi
ment approximately a year later! and superimposed on curv
2 from Fig. 11 ~note the change in the x coordinate!. The

FIG. 11. Evolution of shell-oscillations obtained in successive runs in
same experiment for a potassium nanowire atT580 K,Vbias510 mV. In
curves2 and3 the atomic-like period is clearly seen, while for curves4 and
5 the period is due to the electronic shell effect. Each histogram consis
from several thousands up to several tens of thousands of scans.

FIG. 12. a—Two conductance histograms for potassium showing ma
atomic-shell oscillations. The dotted curve is curve2 from Fig. 11, while the
full curve was taken almost a year later. Good reproducibility is seen for
measurements. b—Fourier spectrum of the full curve in part~a!. Superpo-
sition of two shell effects is seen from the peaks in the Fourier spectru
1.2 and 1.8, and 4.4 for electronic and atomic principal frequencies, res
tively. T580 K, Vbias510 and 20 mV for the dotted and solid curves, r
spectively.
reproducibility of the peak positions is quite good, desp
important variations in the amplitudes. One should not th
that the electronic-shell structure is negligibly small for the
curves. The Fourier transformation shown in Fig. 12b for
solid curve in Fig. 12a clearly shows the characteristic f
quencies for both shell effects: electronic peaks at 1.2
1.8 and the atomic peak at 4.4. Other features with low
intensity may be explained as harmonics and sub-harmo
of the principal frequencies.

Additional structure of atomic-shell oscillations.Occa-
sionally, the atomic-shell oscillations reveal additional stru
ture in their amplitude and periodicity. The peaks can
grouped by sixes, based on the amplitudes, as seen fo
ample in Fig. 9. Here, the thin vertical lines atg1/2'6.3, 7.6,
8.9, and 10.5 indicate higher amplitudes and correspon
the index numbers 7, 13, 19, and 26. For other contacts, t
may be other envelope patterns. The period of these hig
amplitude peaks equals 1.36'0.22436, which is very close
to a single close-packed monatomic layer covering
nanowire~see below!. Moreover, the period between adja
cent peaks as a function of the reduced conductanceg ap-
pears not to scatter randomly around a linear dependenc
one might expect. A linear dependence follows when
period is constant as a function ofg1/2. Instead, when the
distance between the adjacent peaks is averaged ov
points~as shown in the inset of Fig. 13! in order to smoothen
fluctuations, they can again be grouped by approximately
peaks~Fig. 13!. For this particular contact, the averaged p
riod exhibits a smooth staircase in which the vertical ste
closely coincide with the higher-amplitude peak indic
~numbers 7, 13, 19, and 26!. The difference in height of the
plateaus is approximately oneG0 . This behavior will be ex-
plained in the next Section.

e

of

ly

e

at
c-

FIG. 13. The averaged period of the oscillations in Fig. 9 plotted vs p
index. The vertical dotted lines mark the positions of peaks with maxim
amplitude~numbers 7, 13, 19, 26!. The gray staircase is a guide to the eye
identify the step structure. A fragment of a conductance histogram is sh
in the inset to explain the averaging procedure^Dgi&51/2@(gi2gi 21)
1(gi 112gi)#. An artist’s impression of the atomic positions in the norm
cross section of the wire is sketched in the lower right corner. For simplic
we have drawn a two-dimensional structure. The six facets symbolize th
data points at each plateau, while the height of the step correspond
successive layers for a close-packed structure.
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4. DISCUSSION

4.1. Electronic shells

Exact quantum mechanical result. To understand semi
quantitatively the electronic shell effect in the formation
metallic nanowires, we use the simple model of a meta
circular cylinder15,29,30,33connecting two metallic reservoir
~electrodes!. A more realistic shape for the wires21 will be
considered later. When the wire diameterd is comparable
with the de Broglie wave length of conduction electrons
the Fermi energy, quantum size effects in the lateral dim
sions lead to a finite number of conductance channels, e
corresponding to an electron wave propagating along
wire axisz. In order to obtain the energy spectrum«(kz) of
these modes, one solves the Schro¨dinger equation to obtain

«~kz!5«mn1
\2kz

2

2me
, ~2!

where

«mn5
\2

2meR
2 gmn

2 ,

me is the electron mass,gmn is thenth zero of themth Bessel
function of the first kind,R is the radius of the nanowire,d
52R, andkz is thez component of the electron wave num
ber. In any single one-dimensional subband the total num
of states per unit length of the wire~including spin degen-
eracy! is

Nmn~«!52
2ukz~«!u

2p
52S 2me

p2\2D 1/2

A«2«mn, ~3!

and the density of states is

Dmn~«2«mn![
dNmn~«!

d« S 2me

p2\2D 1/2 1

A«2«mn

. ~4!

Let us now consider a cylinder of finite lengthL, radiusR,
and volumeV, which is elongated at the ends so that
volumeV5pR2L remains constant. To use expressions~2!–
~4! we should impose the conditionL@R, which allows us
to consider the cylinder as quasi-infinite in thez direction.
The total number of occupied states in such a cylinder fil
up to the bulk Fermi energy«F is5!

N~«F!5(
m,n

Nmn~«F!5(
m,n

E
«mn

«F
LDmn~«2«mn!d«

5(
m,n

2LS 2me

p2\2D 1/2

A«2«mn.

The total energy of the electron system is

E5(
m,n

E
«mn

«F
L«D~«2«mn!d«

5(
m,n

F2

3
LS 2me

p2\2D 1/2

~«F2«mn!
3/21«mnNmn~«F!G .

Assumingm5«F at low temperatures, we can write the the
modynamic potential
c

t
n-
ch
e

er

d

V5E2mN52
4

3
LS 2me

p2\2D 1/2

(
m,n

~«F2«mn!
3/2,

whose derivative with respect to the length gives us the fo

F52
dV

dL
5S 2me

p2\2D 1/2

3(
m,n

S 4

3
~«F2«mn!

3/222«mn~«F2«mn!
1/2D .

The density of states, the thermodynamic potential, and
force are calculated as functions of the wire radius fo
given Fermi energy using the formulas

D~kFR!5
1

p«F
(
m,n

F12S gmn

kFRD 2G21/2

,

V~kFR!5
2\2kF

5V

3p2me

1

~kFR!2 (
m,n

F12S gmn

kFRD 2G3/2

, ~5!

F~kFR!5
\2kF

3

pme
3(

m,n
F2

3 S 12S gmn

kFRD 2D 3/2

2
gmn

2

~kFR!2 S 12S gmn

kFRD 2D 1/2G .
The results for a sodium nanowire with a constant v

ume of 10 nm3 and the bulk Fermi energy are plotted in Fi
14. Whenever the bottom of another subband falls below
Fermi energy, the density of states and the force exhibit
gularities. The force, being the derivative of the thermod
namic potential with respect to the length of the cylind
describes the response of the system to elongation. Whe
value is nonzero the wire tends to shorten~negative force! or
stretch~positive force! spontaneously in order to reduce i
free energy; only when the force is zero is a true state
stability achieved. We should also take into account tha
the classical limit of large diameters we should recove
constant destabilizing force resulting from the surface t
sion. Therefore we do not have truly stable nanowires
rather ones with enhanced stability at the radii where
force is minimal. Those minima in the absolute value of t
force give the diameters at which the wires are particula
stable. At the lowest conductances these minima occur s
chronously with the conductance jumps, coinciding with t
maxima in the density of states. But when multiple singula
ties of the spectrum are very close to each other, formin
bunch~like those atkFR'8.5, 10.5, 12 etc.! the force shows
one global extremum. This bunching and the correspond
pronounced force extrema mark the fundamental differen
between the conductance quantization and shell effects:
former stems from individual spectral singularities, while t
latter is due to the inhomogeneous distribution of the featu
in the spectrum~caused by geometrical symmetries!, which
results in their periodic grouping, or bunching. At this poi
we cannot say anything about the periodicities of the bun
ing as a function of radius. While it is easy to calculate the
numerically for not too largekFR, an exact analytical ap
proach using the double Poisson summation formula32 is
complicated, and a much more transparent derivation ba
on the semiclassical Bohr-Sommerfeld quantization con
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FIG. 14. Density of states~DOS! ~a! and force~c! in the nanowire calculated using Eq.~5!. Smooth backgrounds, subtracted before performing the Fou
transforms, are also shown. Parts~b! and ~d! show Fourier transforms of the oscillating parts of DOS and the force, respectively.
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ex-
tion is used instead. Even if we plot the density of states~or
any other quantity dependent on it! numerically on a large
scale, the periodicities are not yet seen with the naked
~Fig. 14a!. So naturally we would like to take a Fourier tran
form of exactly calculated thermodynamic quantities~5! to
see whether the periodicities are indeed there, and we fo
the same procedure as we used above for experimental
processing. Thus we simply subtract the smoothed ba
ground by hand~see the smooth curves in Figs. 14a and 1!
and perform the Fourier transformation. Both frequen
spectra~Figs. 14b and 14d! give us three prominent peaks6!

at 0.63, 0.83, and 0.90. The latter two are very close to e
other, and, taking into account the reduced amplitude of
third peak and its proximity to the second one, we can
that the oscillating part of the density of states as well as
force is mainly composed of two major frequencies, 0.62 a
0.87. These correspond to the two peaks in the experime
Fourier spectra at 0.64 and 0.89~Fig. 6!. This is a very im-
portant result, which shows that quantum oscillations in e
of the quantities of Eq.~5! possess the principal periodicitie
of the energy spectrum, and that this seemingly irregu
spectrum of electron energies in a cylindrical nanowire c
be decomposed into a few basic harmonics.

Semiclassical approximation.Much more information
about the bunching of energy levels, leading to periodicit
in the spectrum, can be obtained from the semiclass
approach.30,34–36In this approach we consider an electron
a wave packet constructed from many quantum mechan
eigenstates. The wave packet has wave vectorsk concen-
trated in the range satisfying the uncertainty principle in
space region where we would like to localize our partic
ye
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For a circular cross section of the nanowire, the condition
validity of the semiclassical approximation readskR@1. In-
stead of finding the discrete quantum mechanical eigen
ues, one uses the approximate Bohr-Sommerfeld semicla
cal quantization condition:

1

2p\ R pdx5n1
1

2
,

wheren is a positive integer,p is the momentum, and the
integration is performed over one period of classical mot
of the particle in the plane perpendicular to the wire axis

For an axially symmetric circular cylinder, this conditio
transforms into a one-dimensional quantization condit
along the radius variable, of the form:37

E
m/k

R
Ak22m2/r 2dr5p~n1«/4!, ~6!

where k5A2meE/\,E is the kinetic energy,m5...2,
21,0,1,2,... is the azimuthal quantum number,n is a positive
integer,«/4,1, andr is the wire radius, which has two turn
ing points:m/k andR, respectively. Integrating Eq.~6!, we
obtain the quantization condition fork:

kR~sinw2w cosw!5~n1«/4!p, ~7!

cosw5m/~kR!.

This is an implicit dependence ofk on n andm from which
the semiclassical spectrum can be derived.

In the case of a complicated geometry, this approac
preferred to solving the Schro¨dinger equation exactly, but in
our simple symmetric case we can obtain the spectrum
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actly ~see above! and therefore we shall rather use this re
tion to analyze the behavior ofk. Following Balian and
Bloch,38 we shall look for bunching of the eigenvalues—
those intervals ofk where the energy levels are very close
each other. In order to find them, we should consider
variationsdm and dn and find the conditions at which th
correspondingd(kR)!1 for some fixedR. As we are look-
ing at the semiclassical approximation, we should cons
only the part of the spectrum for largek andn where we can
ignore«. Combining both equations in~7! and varyingm and
n, we obtain:

d~kR!sinw5pdn1wdm; dn, dmPZ. ~8!

In order to haved(kR)50 for nonzerodm anddn, the
value ofw should be a rational fraction ofp:w/p5t/p. Of
coursew has to satisfy Eqs.~7!, which have solutions of the
form38 w5(t/p)p1O(1/kR), wherep and t are two inte-
gers, satisfying the conditionp>2t. Since they enter only in
the form of a fractiont/p, we can assume that they a
co-prime.

We can now fix the values oft,pÞ0 and look for the
corresponding periodicity inkR. Substitutingw5tp/p into
the same variation~8!, we obtain

D~kR!sinw5
p

r
~pDn1tDm!.

In order to determine the period of this dependence, we h
to find the smallest possible value ofD(kR)Þ0. It follows
from Bezout’s theorem that for integersp andt prime to each
other there exist integersDn andDm such thatpDn1tDm
51. Thus we obtain the periodicity of the bunches:Dk
52p/(2pRsinw). On the other hand, it is easy to see th
L(p,t)52pRsinw, w5tp/p is just the perimeter of a poly
gon inscribed into a circle of a radiusR havingp vertices and
makingt revolutions around the center. Therefore we see
our spectrum will contain multiple sets of periodic bunch
of levels determined by the choice ofp and t ~or, alterna-
tively, Dn and Dm!, and each set can be described as
closed semiclassical trajectory inside a circular cross sec
of a cylinder. Some of them are shown in Table I. This is
very general result: it allows one to take a full set of eige
functions of the system determined by varying two quant
numbersm and n, and using the above-mentioned relatio
to ‘‘create’’ particles in the form of wave packets movin
along certain trajectories~polygons inscribed in a circle!.

Now let us compare the frequencies which we obtain
the exact quantum mechanical treatment~Fig. 14b, d! with
the ones determined by semiclassical trajectories. As
number of vertices of a polygon with winding numbert51
inscribed in a circle grows, its perimeter approaches
circle itself. Thus, the minimum periodD(kR)52pR/
L(p,t)51 would be for a trajectory which is the circle itsel
setting the maximum frequency in the spectrum. The po
tions of the first few periods are calculated, and the co
sponding trajectories are shown in Table I.

It is important to note that the values that we obtain
the frequencies of the first few orbits coincide perfectly w
the positions of the peaks on the Fourier spectrum of
calculated electronic density of states~or force! in a perfect
cylinder ~Fig. 14b, d!. We can therefore draw the importa
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conclusion that the peaks in the Fourier spectrum of the
cillating part of the force in the nanowire, located at t
frequencies of Table I, each correspond to a single semic
sical trajectory. Every trajectory is characterized by two p
rameters~t, p! and is composed of all eigenstates with qua
tum numbers~m, n! chosen such thatDm5p, Dn5t. In
other words, by grouping together the wave functionsCmn

based on this principle~Dm5p, Dn5t, wherep and t are
fixed!, one can construct a wave packet or a ‘‘particle’’ tra
eling along a classical trajectory of a polygon withp vertices
inscribed in a circle and makingt turns around the center.

There is an important difference between cluster phys
and that of nanowires. In spherical clusters the spec
weight of the diametric orbit (t,p)5(1,2) is much smaller
than that of the triangular and square orbits.7! Then, in order
to observe the beating between the latter two, one ha
register a large number of oscillations, since the first mi
mum occurs at about 11–12 maxima due to the closenes
the frequencies. This is not a simple task because of
strongly decaying amplitudes, but one can make use o
additional feature: the nearly identical intensities of the
angular and square orbits give rise to the missing of one
of the oscillation period at the minimum.39 In the nanowire,
in contrast, because of the less symmetric configuration,
intensity of the diametric orbit is approximately similar
that of the triangular and square orbits~see Fig. 14!. Thus the
beating between them is observed at a much higher
quency, as can easily be seen in the experimental histogr
The missing half-period is not observed in the nanowi
because of the small number of oscillations between
nodes in the beating pattern.

The intensities of the spectral contributions of each t
jectory are determined by their weight in the semiclassi
expansion. From Figs. 14b, d one can see that for allp.4
andt.1 the contributions become negligibly small. This c
be explained if one recalls thatp5Dm, t5Dn, so the
smaller these are, the more individual energy levels~or wave
eigenfunctions! for a given limiting Fermi energy«F will be
present in the spectrum and contribute to a particular tra
tory, increasing its weight in the spectrum. An exact deriv
tion of this fact can be found in Ref. 38.

4.2. Atomic shells
Structure of alkali nanowires: 6-fold symmetry.Re-

cently several papers have appeared that consider uncon
tional structures for nanowires.40–42 In Ref. 40 a 5-fold
cluster-like structure was observed for a sodium nanow
through computer simulation. For gold, Kondo and Taka
anagi claimed to observed spiral-like shell structures with
incremental number of 7 atoms in cross section.42 Molecular
dynamic simulations for thes-p metals Al and Pb were re
ported in Ref. 41, where a ‘‘weird’’ spiral-like structure wa
predicted for nanowires with conductances smaller th
10G0 . Some of these weird wires resemble the structu
observed in Ref. 42. Note that for thicker nanowires the c
culations predict a close-packed hexagonal structure.

When searching for an explanation for the structure t
we have called ‘‘atomic’’ in our experiment, we are again l
by the research on metal clusters. For alkali-metal clus
produced in vacuum a clear transition has been obse
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between the series of magic numbers given by the closin
electronic shells and the other series of magic numbers
termined by the closing of geometric shells of atoms.8–10The
latter series result from the fact that the clusters hav
highly symmetric crystalline shape, and the surface energ
a cluster attains a minimum when a new layer of atoms co
pletely covers the surface. Let us assume that nanowires
a similar tendency toward crystalline order, and form face
Such faceting has indeed been observed recently in trans
sion electron microscope images of gold nanobridges un
thinning of the bridges by the electron beam current.43 If
many hundreds of wires are drawn, the facets should be
pressed due to a well-defined minimum in the surface ene
Since the periodic pattern extends to large wire diamet
we first start with the assumption that the lattice structure
the wire is that of the bulk metal. The bulk lattice structure
potassium is bcc and the lowest energy surfaces are the@110#
surfaces. A wire with only@110# facets can be formed with
the wire axis along@100# and@111#. The cross section of the
former would be square while that of the latter is a hexag
The hexagonal wire clearly has a smaller surface area
would be preferred.

In order to calculate the slope ofg1/2 versus the peak
index i, we approximate the relation between the cond
tance and wire cross sectionA by the lowest-order term,g
'kF

2A/4p, which is appropriate forkFR@1. The distance
between the@110# atomic layers ish5a0 /&, wherea0 is
the size of the cubic unit cell. We thus obtain

]Ag

] i
5

31/4

2Ap
kFa0 .

For a bcc latticekFa05(6p2)1/3, and for the slope we obtain
a valuea51.447, which is shown in the inset in Fig. 9 as
line labeled ‘‘full atomic shell.’’ This is clearly a much
higher slope than the one we observe, and even higher
the slope for the electronic shell structure.

Sodium has a low-temperature martensitic phase tra
tion toward a close-packed atomic structure and it is poss
that the surface tension favors close packing in nanowire
turns out that one can construct a similar shape of a nan
ire, as proposed above for the bcc structure having c
packing. Such a wire would have an fcc lattice, with the w
axis along @011#, and six facets that are perpendicular
@100#, @11̄1#, @ 1̄1̄1#, @ 1̄00#, @ 1̄11̄#, and @111̄#. For this
arrangement we obtaina535/6p1/6/213/1251.427, which is
very close to the value for the bcc structure.

When we assume that a stable configuration is obtai
each time when a singlefacetof the nanowire is completed
in analogy to what is observed for some metal clusters~e.g.,
for aluminum!,10,44 then the slope becomes a factor of
lower, equal to 0.241, in close agreement with the exp
mental data. Further support for this interpretation com
from considering the conductance values for closing of a
shell. We can write

g1/25a~ j 1 j 0!, ~9!

where j is the index of a full shell of atoms, with all facet
covered, andj 050.5 is an offset value, which depends som
what on the boundary conditions for the electrons. From
expression, and using the experimental valuea5630.224
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51.34, we find that the beginning of the atomic-shell stru
ture in Fig. 9 is described by the shell numbersj 54, 5, and
6, which are closed atg1/256.02, 7.36, and 8.70, respec
tively. Apart from the small shift, which may be absorbed
a new choice of the offsetj 050.66, these values correspon
to the higher-intensity peaks with indices 7, 13, and 19, a
five smaller peaks between them. By analogy to the ob
vation on Ca clusters,10 this suggests an enhanced stabil
for nanowires with all six facets covered. Alternatively, o
can check the self-consistency of the linear relation~9! by
assuming that the first fully covered layer with 6-fold sym
metry should contain at least 6 alkali atoms in the cro
section, taking into account that 1 monovalent atom appro
mately corresponds to a single conductance channel and,
respondingly, to a reduced conductanceg'6. Thus, follow-
ing formula ~9!, for the slopea we obtainA6/(110.66)
51.47, very close to the theoretical value 1.447 and the
perimental slope 1.34.

Furthermore, proceeding this way, we obtain the exp
nation for the step structure shown in Fig. 13. When
successively remove 6 hexagonal facets with the same n
ber ~on average! of atoms ~see the inset in Fig. 13!, they
should give 6 successive stability peaks, which increase
conductanceg by the same average increment, depending
the size of the hexagon. While receding the electrodes,
next full atomic shell should give us the next 6 stabili
facets with an increment decreasing approximately by
atom, i.e., by one conductance quantum, etc. This is
what is observed in Fig. 13, where the edges of the ‘‘p
teaus’’ coincide with the maximal peaks with indices 7, 1
19, and the increment between successive ‘‘platea
amounts to about 1 quantum unit.

One-atomic-layer slab model for stretching nanowir
In this paragraph we show that the hexagonal clo

packed structure of a nanowire is compatible with the oft
discussed model of plastic flow of a metallic nanowire d
ing pulling off of the electrodes.

Molecular dynamics simulations performed by Landm
et al.1 suggest that plastic flow of a nanometer-sized con
involves a series of successive structural transformations
small number of atomic layers adjacent to the narrowest
of the constriction. In each transformation the neck shrin
as one atomic layer is added. Let us consider for simplic
the circular symmetric model described in Refs. 20 and
The narrowest part of a wire is responsible for its electri
conductance. Untiedtet al. propose that a part of the cylin
drical constriction of the junction, which they call the tran
formation lengthl, depends on the minimal cross sectio
area A as l5a0An, where a0 is a constant andn is an
exponent.8! Depending on the indentation procedure a
other parameters of the experiment~temperature, elongation
rate, presence of adsorbates, etc.!, a0 andn may have vari-
ous values.

According to Ref. 21, the process of pulling the nano
ire can be represented schematically as shown in the ins
Fig. 15. Starting with a relatively thick bridge of cross se
tion A0 @see~a!#, the lengthl0 first transforms elastically,
which is schematically shown in~b!. The elastic elongation
corresponds to a plateau in the conductance versus elo
tion curve. Next, it goes through a yielding stage, whi
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corresponds to a jumplike shrinking of the diameter. Follo
ing Refs. 1, 20, and 28, we assume that the wire relaxe
creating one more atomic layer~see Figs. 15b and 15c of th
inset!. We take into account the discreteness of the ato
structure, which consists of close-packed atomic layers w
thicknessh. Then, due to volume conservation, the ato
from a fractionx of the surface layer with a transformatio
lengthl and a wire radiusR, 2pRxl(A)h, should be trans-
ferred to the new atomic layer along the wire axispR2h ~see
Fig. 15!. Equating these two quantities we obtain

2pRxl~A!h5pR2h, or l~A!5R/2x. ~10!

In this model a proportionality betweenl and R exists re-
gardless of the presence of the atomic shell effect, as
shown in Ref. 21. Taking into account that at elevated te
peratures the proportionality between piezo voltage and e
gation may be violated, we use instead a model to extra
scale for the elongation. We assume that the distance
tween the conductance peaks of the atomic-shell struc
corresponds to an elongationh5A8/3r 0 , equal to the dis-
tance between the close-packed layers of atoms~r 0 is the
atomic radius!. In this way we obtain the conductanc
versus-elongation curve shown in Fig. 15. Fitting this cu
to the model dependence21

g~ l !5gmaxS 12
nl

l0
D 1/n

, ~11!

where l is the elongation,gmax5g(l50) and l05l( l 50),
we obtainl/R'3.1. Here we start the elongation at the co
ductancegmax5250, which corresponds toRmax54.26 nm
andl0513.3 nm. Froml'3R it follows thatx51/6, which
perfectly correlates with hexagonal symmetry of clos

FIG. 15. Dependence of the conductance versus elongation for an ave
scan obtained by plotting positions of the atomic shell peaks in the ra
30,g,250 versus the elongation, which is calculated asi 3h, wherei is a
successive integer andh is the interlayer distance. The fit~curve! of the
experimental data points~squares! by Eq. ~11! gives an exponentn50.51
and a transformation length atg5250 of l0513.3 nm.
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packed atoms in the nanowire. This is important, becaus
the nanowire is stretched the crystal facets do not evapo
like in mass spectroscopy but should be built into the th
ning wire, if we neglect their escape to the electrodes.

5. SUMMARY

We have presented evidence for two sets of magic nu
bers in metallic nanowires: electronic and atomic, in co
plete analogy with cluster physics. These two sets of osc
tions in the conductance histogram compete with each ot
as in cluster physics, where the transition from the electro
shell structure to the atomic shell structure is also obser
for larger diameters.9 One shell-closing effect is related t
the energy of the total volume of electrons, for which t
amplitude of the oscillations in the thermodynamic poten
decreases as 1/R. The other is due to the surface energy, f
which the amplitude of the oscillations is roughly constant
a function ofR. The transition between them depends on
parameters of experiment. The atomic-shell oscillations
observed at larger diameters~conductances! than the elec-
tronic ones, but they may overlap substantially. For Li, a
in many cases for Na, the electronic-shell structure osci
tions completely dominate the spectrum.

The periodic peak structure in the histograms is o
observed at temperatures well above helium temperat
Thermal energy is required in order to have sufficient mob
ity of the atoms allowing the structure to accommodate to
lowest free energy. Potassium has the lowest melting t
perature among three alkali metals~Li, Na, K! studied by us.
This means that at a given temperature its atoms have
highest mobility, and for this metal we obtain the large
number of oscillations in the conductance histogram. Fr
our data we cannot exclude other atomic wire arrangeme
since they depend strongly on the material studied.41,42How-
ever, in the latter studies, beyond a critical radius of the or
of three atomic distances the bulk lattice structure is rec
ered. Therefore, it is likely that the nanowires with diamet
in the range of the atomic-shell structure oscillations o
served here have a regular atomic stacking structure. On
other hand, the alkali metals Li and Na have low-temperat
martensitic phase transitions toward a close-packed ato
structure, and it is likely that the surface tension favors clo
packing in the nanowires.

Since we have studied conductance histogram for a
line metals up to high conductances, we can claim that
most all the structure observed originates from favora
atomic configurations and not from conductance quant
tion, unlike the initial few peaks~1, 3, 6! at low tempera-
tures, where transmission measurements convincingly s
degenerate quantized conductance modes.18 However, the fa-
vorable atomic configurations are influenced by the qua
zation of the electronic levels, and only the atomic sh
structure is a purely classical effect, but still on the atom
scale.

I. K. Y. is grateful to the Kamerlingh Onnes Laborato
of Leiden University for its hospitality and for the opportu
nity to participate in the work presented in this paper. Spe
thanks to Prof. L. J. de Jongh for his interest and continu
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1!One conductance quantum equalsG0[2e2/h5(12907V)21.
2!From now on we shall use the reduced conductance asg5G/G0 , where

G052e2/h.
3!We shall discuss the transformation length21 in the paragraph concerning

the atomic shell structure.
4!The latter corresponds to the frequency 0.866.
5!The assumption that the Fermi energy of the wire is always equal to th

the bulk is, generally speaking, invalid.31 This correction, however, doe
not change the results qualitatively and, since we are only interested i
periodicities of the thermodynamic quantities, it can be ignored for
sake of simplicity.

6!The features at about 1.3, 1.6, and higher are the higher-order harmon
the main frequencies; their presence will be explained later. The m
peak at 0.3 is probably a subharmonic due to the size of the interva
transformation. This ‘‘extra’’ feature is an artifact of our crude method—
is absent if one treats the problem exactly.35

7!Any polygon inscribed in a diametric cross section of a sphere has
additional degree of freedom, that of rotation around an axis lying in
plane of the polygon. Only the diametric orbit does not have this feat
and hence its contribution to the spectrum is reduced.

8!This form is a generalization of the expressionl5const which was
adopted in Ref. 28 and corresponds ton50.
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44T. P. Martin, U. Näher, and H. Schaber, Chem. Phys. Lett.199, 470

~1992!.

This article was published in English in the original Russian journal. Rep
duced here with stylistic changes by AIP.



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 9–10 SEPTEMBER–OCTOBER 2001
Thermoelectric effects in a Luttinger liquid
I. V. Krive*

B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of Science
of Ukraine, 47 Lenin Ave., Kharkov 61103, Ukraine

I. A. Romanovsky

V. N. Karasin Kharkov National University, 4 Svobody Sq., Kharkov 61077, Ukraine

E. N. Bogachek, A. G. Scherbakov, and Uzi Landman

School of Physics, Georgia Institute of Technology, Atlanta, GA 30332-0430, USA
~Submitted March 19, 2001!
Fiz. Nizk. Temp.27, 1110–1122~September–October 2001!

Thermoelectric effects in a Luttinger liquid~LL ! wire adiabatically connected to the leads of
noninteracting electrons are considered. For a multichannel LL a staircase-like behavior of the
thermal conductance as a function of chemical potential is found. The thermopower for a
LL wire with an impurity is evaluated for two cases:~i! LL constriction, and~ii ! infinite LL wire.
We show that the thermopower is described a Mott-like formula renormalized by an
interaction-dependent factor. For an infinite LL the renormalization factor decreases with increase
of the interaction. However, for a realistic situation, when a LL wire is connected to the
leads of noninteracting electrons~LL constriction!, the repulsive electron-electron interaction
enhances the thermopower. A nonlinear Peltier effect in a LL is briefly discussed.
© 2001 American Institute of Physics.@DOI: 10.1063/1.1414571#
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1. INTRODUCTION

Charge and heat transport through a narrow wire wh
width is comparable to the electron Fermi wavelength oc
via a finite number of transport channels associated w
quantization of the electron’s transverse momentum in
wire. Furthermore, at low temperatures the phase-brea
length, lr(T), can exceed the length of the wire,lr(T)
.L, and the electron transport becomes phase coheren
the Landauer approach1 to such quantum mechanical tran
port problems the complexity of calculating the releva
transport coefficients is reduced to a single-particle scatte
problem, with the transport properties of the electrons
scribed in terms of the probability for transmission of t
electrons through the effective scattering potential rep
sented by the wire. Indeed, this approach, whose implem
tation is often simpler than the use of the Kubo treatmen
such problems, has proved to be most useful for the desc
tion of the transport properties of noninteracting electro
through wires~constrictions! of reduced dimensions~see re-
views in Ref. 2!.

It is well known that for strictly one-dimensional~1D!
interacting electron systems the Fermi liquid~FL! descrip-
tion of the low-energy excitations does not hold. Instead,
such systems with interactions which leave the electro
spectrum gapless, the corresponding ‘‘long-waveleng
theory is that of the Luttinger liquid~LL !.3 Unlike the Fermi
liquid description, where charged excitations are represe
by quasiparticles~electrons and holes!, electrons do not
propagate in an~infinite! LL. Rather, the excitation spectrum
of the LL consists of gapless bosonic excitations~charge and
spin density waves!; harmonic oscillations of boson field
8211063-777X/2001/27(9–10)/10/$20.00
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are neutral, whereas their topological excitations ca
charge and spin.

Since the LL and the FL have qualitatively different e
citation spectra, the transport properties of LLs have been
subject of theoretical interest, and it was shown rather ea4

that the electric conductanceG of an impurity-free infinite
LL depends on the interelectron interaction, i.e.,G5gG0 ,
whereG05e2/h is the quantum of conductance andg is the
dimensionless electron–electron interaction parameter of
LL. Subsequent intensive investigations pertaining to tra
port properties of LLs were triggered by the studies of Ka
and Fisher5 and of Glazmanet al.,6 who considered the
transport of charge through a local impurity in the LL, fin
ing that for repulsive electron-electron interactions the c
ductance scales with temperature~at low temperatures! as a
power lawG(T);T2/g22; such behavior has been reporte
in recent experiments.7,8

Heat transport in a LL was first considered in Ref.
where it was shown that in an infinite homogeneous LL
thermal conductanceK(T) is not renormalized by the inter
actions, i.e.,K(T)5K0(T)5(p2/3)kB

2T/h, while in the pres-
ence of an impurityK(T);T3. This result, together with the
one for the electrical conductance, predicts violation of
Wiedemann-Franz law in a LL.

The above results, which were derived for effective
infinite LLs, cannot be tested directly in quantum wires co
nected to source and drain leads. To address this issue
transport properties of the LL were considered for a finite
wire adiabatically connected to FL leads modeled by 1D r
ervoirs of noninteracting electrons. The results obtained
such a finite and impurity-free LL wire were found to b
qualitatively different from those derived for the infinite LL
© 2001 American Institute of Physics
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In particular, it was shown that for finite LL wires with adia
batic contacts to the reservoirs the electric conductance is
renormalized by the interelectron interaction10 and that the
thermal conductance is significantly suppressed~for spinless
electrons! for a strong repulsive interparticle interaction.11,12

These predictions have a rather simple physical explana
Since the electrons in the reservoirs are taken as noninte
ing particles, one could use the Landauer approach for
culation of the electric and thermal conductances. For
adiabatic LL constriction the electrons are not backscatte
by the confining potential of the wire, and consequen
charge is transmitted through the wire with unit probabili
Therefore, the electric conductance of a LL constriction
incides with the conductance of a single-channel quan
point contact. In contrast, heat is transported in the LL
plasmons~charge-entropy separation!11 which, for strong in-
teractions, are significantly backscattered at the ‘‘transitio
region between the LL wire and the FL reservoirs, and c
sequently heat transport is suppressed.

The aforementioned studies dealt with spinless electr
and a single-channel LL. However, in many real situatio
the quantum wires may support several 1D~transport! chan-
nels, and currently thermoelectric effects in LLs rema
largely unexplored. In this context, we remark that it h
been noted13 that the thermopower of a Hubbard chain, in t
vicinity of a Mott-Hubbard phase transition to a dielectr
phase, can be calculated using the Mott formula~see, e.g.,
Ref. 14! for noninteracting fermions. This observation h
been exploited15 in a derivation of the thermopower of
homogeneous infinite Hubbard chain in the limits when
Hubbard model can be mapped onto a model of spin
Dirac fermions.

In light of the above, we report here on studies of h
transport through a multichannel LL constriction connec
to Fermi liquid leads, as well as investigations of the th
mopower~Seebeck! and Peltier effect in a LL wire~Fig. 1!.

First, we study heat transport through a multichannel
constriction. In this case the thermal conductance as a fu
tion of the chemical potentialm demonstrates a staircase-lik
behavior. We show that at low temperaturesT!T0.\v0 /L
~v0 is the characteristic velocity, which is determined by t
strength of the confining potential, andL is the length of the
LL wire! the steps in the conductanceK(m) are practically
unaffected by electron-electron interactions. On the ot
hand, strong interactions suppress the heat conductio
temperaturesT;T0 ; however, the steps are pronounc
even in this high-temperature region. Subsequently,
evaluate the thermopower for a finite LL wire connected
FL leads. In this case a simple physical approach to the p

FIG. 1. Schematic of a Luttinger liquid~LL ! nanowire of lengthL, con-
nected to Fermi liquid~FL! reservoirs that are kept at different temperatur
The impurity~scattering potential, denoted byX! is placed in the middle of
the LL wire.
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lem was used. The finite LL wire is modeled by an effecti
transmission coefficient which in the Landauer-Buttiker a
proach determines the charge and heat transport betwee
leads. We predict that the thermopower of a LL with
impurity is described by a Mott-like formula—it depend
linearly on the temperature and is proportional to the lo
rithmic derivative of the bare~unrenormalized by the
electron-electron interactions! electric conductance. At low
temperatureskBT!DL.\s/L ~L is the length of the LL
wire, ands is the plasmon velocity! the thermopower is no
renormalized by the electron-electron interactions, and i
described by the well-known formula for the thermopow
S0 for a system of noninteracting electrons~see, e.g., Ref.
14!. At temperatureskBT@DL the interaction renormalize
the thermopower, and consequently for a strong interac
SLL;S0 /g2@S0 . The renormalization factor is different fo
spinless and spin-1/2 electrons, and the enhancement o
thermopower is more pronounced for spinless particles.

Next, we calculate the thermopower for an infinite L
Although the situation when the effects of the leads are
cluded appears somewhat artificial from the experimen
point of view, it is useful to elaborate this problem by
powerful LL calculation technique. In particular, we note th
the transport properties of 1D interacting electrons have b
studied mostly for an infinite LL, and thus the evaluation
the thermopower for this case represents an interesting
important theoretical problem. We show that for an infin
LL wire with an impurity the thermopower is described b
the Mott formula,S0 , multiplicatively renormalized by the
electron-electron interaction.

For an infinite LL the renormalization factor decreas
with increase of the interaction,S(g!1);gS0 . This result
does not contradict our previous claim, since the two pr
lems under study~infinite LL wire and LL wire adiabatically
connected to metallic leads! are not identical. In particular
the driving voltage which enters the definition of the the
mopower is different for the two cases in question. For
infinite LL it is the voltage dropV across the impurity. In the
case of the LL constriction the bias voltageU is defined as
the difference of the chemical potentials of the leads,U
5Dm/e. It has been shown16 that for a strong impurity
~weak tunneling! V5g2U. Thus the thermopower of a LL
wire, when expressed in terms ofU, is enhanced by interac
tion. This derivation supports our finding that the strong
terelectron interaction strongly enhances the thermopowe
a LL with an impurity.

It is well known ~see, e.g., Ref. 14! that in the linear-
response regime the Peltier effect is determined by the s
thermoelectric coefficient as the Seebeck effect. Howeve
the nonlinear regime the Onsager symmetry relations
tween the transport coefficients cease to be valid, and
Peltier coefficient foreV>kBT ~V is the bias voltage! de-
scribes an independent thermoelectric phenomenon.
evaluate the nonlinear Peltier coefficient for an impuri
containing LL wire connected to leads. The phenomenolo
cal approach, when the finite LL wire is modeled by an
fective transmission coefficient, does not predict t
renormalization of the nonlinear differential Peltier coef
cient by the interaction.

The paper is organized as follows. In Sec. 2 the therm

.
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conductance of a multichannel LL is studied. In Sec. 3
thermopower of a LL constriction with an impurity is evalu
ated in a phenomenological approach. In Sec. 4 bosoniza
technique in conjunction with a tunneling Hamiltonia
method is used for a calculation of the thermopower of
infinite LL. In Sec. 5 we investigate the Peltier effect in
Luttinger liquid. The main results are summarized in Sec

2. INTERACTION-ENHANCED STAIRCASE BEHAVIOR OF
THE THERMAL CONDUCTANCE

To calculate the thermal conductance of a multichan
LL wire adiabatically connected to 2D reservoirs of non
teracting electrons we will use the multimode LL model d
veloped in Ref. 16. The Hamiltonian of the model in t
boson representation takes the form

H5(
j 51

N E dxFpj
2~x!

2mnj
1

mnj

2
v j

2~uj8!2G
1

U0

2 (
i , j 51

N

ninjE dx fL~x!ui8~x!uj8~x!, ~1!

whereuj (x) is the displacement operator of thej th mode;
uj8[]uj /]x; pj is the conjugate momentum, wit
@ui(x),pj (y)#5 i\d i j d(x2y); nj is the number density o
the electrons in thej th mode andv j5p\nj /m is the corre-
sponding Fermi velocity, andU0 determines the strength o
the electron-electron interaction, which is assumed to be
cal: U(x2y)5U0d(x2y). We introduced into the Hamil-
tonian in Eq.~1! a smooth functionf L(x) that restricts the
electron-electron interaction to a finite region of lengthL.
The electron reservoirs are modeled as 1DN-channel Fermi
gases and they are represented, in the boson form, by
noninteracting part of the Hamiltonian.

The Hamiltonian in Eq.~1! is quadratic and can be easi
diagonalized. In diagonal form it describesN noninteracting
‘‘bosonic’’ modes with velocitiessn (n51,...,N) which are
adiabatically transformed intoN modes with velocitiesvn

(n51,...,N). The latter modes correspond to theN noninter-
acting electron channels in the leads. The plasmon veloc
sn are determined by the equation17

(
n51

N
vn

s22vn
2 5

p\

U0
. ~2!

For a two-channel (N52) case the above equation ca
be easily solved, yielding

s1~2!5A1

2
~u1

21u2
2!6

1

2
A~u1

22u2
2!21~2U0 /p\!2v1v2,

~3!

where

u1~2!5v1~2!A11U0 /~p\v1~2!!. ~4!

In the limit of strong interelectron repulsion, i.e.,U0

@p\v1(2) , the interaction parameters of the two-chann
LL, defined asgn5vn /sn , take the form (v1>v2)
e

on

n

.

l

-

o-
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es

l

g1[
v1

s1
.S p\v1

U0

v1

v1
21v2

2D 1/2

!1;

g2[
v2

s2
.Av2 /v1<1. ~5!

Note that for spin-1/2 interacting electrons the Ham
tonian of a single channel LL is given by Eq.~1! with N
52 andv15v25v. In this case the velocity of the ‘‘spin’’
modes25v is not renormalized by the interaction, i.e.,gs

51. In the following we will see that ‘‘spin’’ channels offe
‘‘easy pathways’’ for heat transport through a LL constri
tion.

In the absence of electron backscattering~see discussion
below! the plasmon modes are noninteracting. Conseque
the Landauer approach1 can be used for calculation of th
thermal conductance. The corresponding express
reads11,12

K~T!5
1

Th (
n51

N E
0

`

d««2S 2
] f B

]« D tn~«!, ~6!

where f B[@exp(«/kBT)21#21 is the Bose-Einstein distribu
tion function of the plasmons, andtn(«) is the probability of
plasmon transmission through thenth mode of the LL. As
we have said, we assume here that the contacts of the L
the Fermi liquid reservoirs are adiabatic, which means t
there is no backscattering of charged excitations in the
Formally Eq. ~6! represents the thermal conductance o
purely bosonic noninteracting system.18 As was shown in
Refs. 11 and 12, this formula also applies to an adiabatic~no
electron backscattering! LL wire, where the heat is trans
ported by bosonic excitations~plasmons!, whose dynamics,
in the absence of local scatterers, is described by a quad
Hamiltonian. These considerations lead one to conclude
Eq. ~6! yields the exact thermal conductance of a LL wire
the absence of impurities. However, the plasmons could
backscattered by the ‘‘transition region’’ between the LL a
the FL reservoirs. Since the widthd of the transition regions
obeyslF!d!L, we can model them as zero-width boun
aries located atx50 andx5L. Consequently, the mismatc
of the plasmon velocities at the boundaries will cause str
backscattering of the plasmons. Thus the transmission c
ficient tn(«) in Eq. ~6! can be obtained by taking the functio
f L(x) in Eq. ~1! to be of the form f L(x)5u(x)u(L2x)
@whereu(x) is the Heaviside step function# and matching the
wave functions of the plasmons at the boundaries. Si
there is no channel mixing,tn(«) takes a form analogous t
that calculated in Ref. 12:

tn~«!5Fcos2S «

Dn
D1

1

4 S gn1
1

gn
D 2

sin2S «

Dn
D G21

, ~7!

whereDn[\sn /L is the characteristic energy scale for th
finite LL wire, and the plasmon velocitiessn (n51,...,N) are
determined by Eq.~2!. Note that for spin-1/2 electrons th
‘‘spin’’ mode is not renormalized by interaction, and the co
responding correlation parametersgn

(s)51 (n51,...,N/2);
i.e., for the ‘‘spin channels’’ one hastn

(s)51, and the heat
transport associated with spin density wave excitations is
affected by the electron-electron interaction.
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The expressions given in Eqs.~2!, ~5!, and~7! generalize
the problem of heat transport through a single-mode spin
LL11,12 to a multichannel LL. Now the Fermi velocitiesvn

depend both on the chemical potentialm and the ‘‘trans-
verse’’ quantum numbern which characterizes the quantiz
tion of the transverse electron momentum. For a parab
confining potential Uc(y)5mV2y2/2 the corresponding
transverse energy takes the valuesEn

'5\V(n21/2) (n
51,...,N), and the Fermi velocity of thenth mode is given
by

vn5v0uS m

\V
1

1

2
2nD S m

\V
1

1

2
2nD 1/2

, ~8!

wherev05A2\V/m. The appearance of the step function
the definition of the Fermi velocities of the multimode L
results in a staircase behavior of the electricG(m) and ther-
mal K(m) conductances as functions of the chemical pot
tial m.

An important comment concerning Eqs.~6!–~8! is war-
ranted here. Note that Eq.~7! is an exact result for noninter
acting plasmon excitations—that is, when the electrons
not backscattered by the confining potential in the LL co
striction. Such a condition is fulfilled at low temperatur
and for chemical potentials satisfyingmÞ\V(n21/2). In
the vicinity of m5\V(n21/2) an additional electron mod
is converted from an evanescent to a propagating mode.
implies that upon reaching the thresholdm for entrance into
the contact, the character of the corresponding m
changes, and in doing so the mode is strongly influenced
the confining potential. Consequently, at such threshold
ues of the chemical potential the assumption of adiabati
of the LL constriction fails, and in calculating the therm
conductance the contribution due to electron transport ne
to be considered. However, it is well known that the tra
port of charge through a local~of the order oflF! potential
in a LL is strongly suppressed due to plasmon renormal
tion of the bare scattering potential,9 implying that for suffi-
ciently long wires and for strong electron-electron repuls
the contribution of electron transport to the thermal cond
tanceK(T) is small and can be neglected. Therefore,
conclude that under such circumstances Eq.~6! is valid for
practically all values of the chemical potential except at
very beginning of the steps. We note that at low tempe
tures,T!\v0 /L, the staircase-like behavior of the therm
conductance is practically unaffected by electron-electron
teraction~Fig. 2a!. At high temperaturesT@\v0 /L the ther-
mal conductance, although being suppressed in the cas
strong interaction,11,12 still demonstrates a clear staircase b
havior as a function of chemical potential~Fig. 2b!.

3. IMPURITY-INDUCED THERMOPOWER IN A LUTTINGER-
LIQUID CONSTRICTION

The thermopower is a measure of the capability o
system of charged particles to generate an electromo
force when a temperature gradient is applied across the
tem. In the linear-response regime it can be represented
ratio of transport coefficients,

S~T,m!52
L~T,m!

G~T,m!
, ~9!
ss
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where G is the electric conductance andL is the cross-
transport coefficient which connects the electric current
the temperature difference for noninteracting particles. Th
coefficients can be calculated using a formalism develo
in Ref. 19 and adapted in Ref. 18 to the Landauer schem1

In this approach the transport coefficients are expresse
terms of the transmission probabilityt j («) for an electron to
arrive at the drain electrode in thej th channel as

G~T,m!5G0(
j 51

N E
0

`

d«S 2
] f F

]« D t j~«!, ~10!

and

L~T,m!5G0

kB

h (
j 51

N E
0

`

d«S 2
] f F

]« D «2m

kBT
t j~«!. ~11!

Here G0 is the conductance quantum andf F(«2m) is the
Fermi-Dirac distribution function of the electrons in th
leads.

Equations~10! and ~11! cannot be applied to an infinite
LL, where electrons are not propagating particles and
conventional scattering problem is ‘‘ill-posed.’’A general a
proach for calculating transport coefficients in a system
strongly interacting particles is the Kubo formalism, and
recent publication where it was used for calculation of t
thermopower for a Hubbard chain can be found in Ref.
As may be seen from that study, with the Kubo approach
difficult to calculate the thermopower in the whole range
external parameters~temperature, interaction strength, de
sity of particles, etc.!, and indeed the final analytical expre
sions for the desired quantities were derived13,15 only in the

FIG. 2. The thermal conductance, in units ofp2kB
2T/3h, plotted as a func-

tion of the dimensionless chemical potentialm/(\V)11/2 for several val-
ues of the strength of the electron-electron interactionU0 /(p\vF). In ~a!
the temperature was taken to beT̃5kBTL/(\v0)50.1, and in~b! T̃510.
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limits when the Hubbard model can be mapped to a mode
noninteracting fermions, for which a Mott-type expressi
for the thermopower could be used.

To obtain thermopower results pertaining specifically
the transport properties of systems of strongly interact
electrons, and to consider quantum-wires thermoelectric
fects which could be tested in experiments, we choose
invoke at first certain simplified~yet physically reliable!
models of strongly interacting electron systems. Such ph
cal models of charge transport in LLs of strongly, as well
weakly, interacting electrons were proposed in Refs. 6
20 and were shown to yield the same results as those
tained from more conventional~and rigorous! treatments of
LL effects,5,21 through the use of Landauer-like expressio
for estimating the dependence of the conductance on
temperature and on the bias voltage. In this Section an
Sec. 5 we use such a phenomenological approach~see also
Ref. 22! for studying the Seebeck and Peltier effects in m
tichannel LLs.

When a LL is connected to FL reservoirs with give
temperatures and chemical potentials one could make us
Eqs.~10! and~11!, with t j («) now regarded as the probabi
ity of transmission of the electrons~in the j th channel!
through the effective potential barrier formed by the L
piece of the wire. For a wire which is adiabatically connec
to the leads the transmission coefficient is unity as long
we neglect the backscattering of electrons by the confin
potential. For a perfect wire the backscattering effect is
ponentially small for practically all values of the chemic
potential, except at the narrow regions in the vicinity of co
ductance jumps~steps! where an additional mode is con
verted from an evanescent to a strongly propagating mo
Such a physical picture results in a staircase-like behavio
the conductance as a function of the chemical potential
is often modeled by abrupt jumps of the electron transm
sion coefficient from zero~reflected mode! to one~transmit-
ted mode!. This model is too simplified for real quantum
point contacts, where the specific features of the confin
potential could be important for a correct description of t
transition region between the conduction plateaus. Howe
for strongly interacting electrons this simple model, whi
does not depend on the details of the bare scattering po
tial, could be a correct approximation. Indeed, the transm
sion of electrons through a long but finite LL is determin
by an effective scattering potential that includes the effect
electron-electron interactions. This potential for sufficien
long wires and for temperatureskBT!EF quenches all
modes whose bare transmission coefficientst0 are not very
close to unity~see the corresponding discussion in Ref. 2!.
Since according to Eqs.~9!–~11! the thermopowerS(T,m)
}]G/]m we observe that for a multimode LL constrictio
the thermopower vanishes on the conductance plateaus a
peaks at the conduction steps~that is, at the transition region
from one conductance plateau to the next!. The qualitative
distinction of the thermopower in a LL from that evaluat
for noninteracting electrons23,24 lies in the shape of the ther
mopower peaks. For strongly interacting electrons a sim
approximation in which the~now effective! transmission co-
efficient is modeled by a Heaviside step function could b
quite reliable procedure. Then the temperature behavio
of
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the peaks will be universal~it will not depend on the con-
crete shape of the confining potential!. To make more-
definite predictions we need to evaluate the thermopower
a quantum wire with a single impurity.

Since it is known that in the presence of an impurity t
conductance of a LL is strongly suppressed, one may naiv
expect that the thermopowerS}]G/]m will also be strongly
suppressed in such a wire. However, as we show below,
is not the case. Instead, we find that for strong~repulsive!
electron-electron interactions the impurity-induced th
mopower of a LL is significantly enhanced in comparis
with the thermopower of a system of noninteracting p
ticles.

To calculate the thermopower of a finite-length LL in th
presence of a local impurity~which we place for simplicity at
the middle of the constriction! we will model the effective
transmission coefficient as

teff~«!5t0~«!S DL

L D a

for u«2EFu!DL , ~12!

and

teff~«!5t0~«!U«2EF

L Ua

for u«2EFu@DL . ~13!

Here t0(«)!1 is the bare transmission coefficient dete
mined by the unrenormalized scattering potential~we restrict
ourselves to a single-mode LL!; DL5\s/L is the character-
istic low-energy scale~s is the plasmon velocity!, andL is
the cutoff energy, which for a purely 1D LL is of the order o
the Fermi energyEF . The exponenta depends on the
electron-electron interaction strength and is different
spinless and spin-1/2 electrons:17

a52S 1

g
21D ; g5S 11

U0

p\vF
D 21/2

for s50, ~14!

and

a5
2

gs
21; gs52S 11

2U0

p\vF
D 21/2

for s51/2. ~15!

The transmission probabilityteff in Eq. ~12! results in an
expression for the linear conductance which coincides~up to
an irrelevant numerical constant! with that obtained in Ref.
25 via a renormalization group calculation. In fact, the sa
expression has been used6 for estimation of the temperatur
dependence of the LL conductance in the limit of stro
interaction (g!1); this is also the limit of interest to us
since for weak interactions LL effects would be mu
weaker.

The bare transmission is commonly assumed to b
smooth function of the energy aroundEF , i.e.,

t0~«!.t0~EF!1~«2EF!S ]t0

]« D
«5EF

. ~16!
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With this form, Eqs.~10! and ~11! yield

GLL~T!5G0t0~EF!

3H S DL

L D a

, kBT!DL ,

2~12212a!G~11a!z~a!S kBT

L D a

, DL<kBT!L,

~17!

and

LLL~T!5G0S p2kB
2T

3e D t08~EF!

3H S DL

L D a

, kBT!DL ,

6

p2 ~122212a!G~31a!z~21a!S kBT

L D a

, kBT>DL ,

~18!

whereG(x) and z(x) are the gamma function and the Ri
mann zeta function, respectively.

From Eqs.~9!, ~17!, and ~18! we conclude that at low
temperatureskBT!DL the thermopower of a LL constriction
with an impurity is not renormalized by the interelectro
interactions. Instead it is described by a Mott-type form
for noninteracting electrons,24

S0~T!.2
p2

3

kB
2

e S ] ln G0~«!

]« D
«5EF

, ~19!

whereG0(«) is the corresponding~bare! conductance of the
noninteracting electrons. This finding is not surprising, sin
at kBT!DL the electrons in the leads determine the transp
properties of the LL constriction. However, at temperatu
kBT@DL the thermopower, being still a linear function o
temperature, undergoes a strong multiplicative renormal
tion:

SLL~T>DL /kB!.Cs~g!S0~T!, ~20!

Cs~g!5
3

p2

122212a

12212a

z~a12!

z~a!
~a11!~a12!.

Note that unlike the electric conductanceGLL(T) and the
cross-coefficientLLL(T), the thermopowerSLL(T) does not
depend on the cutoff parameter, and therefore the interac
and spin-dependent factorCs(g) cannot be absorbed into
definition of L.

For noninteracting electronsCs(g51)51, and the Mott-
type formula~Eq. ~19!! holds ~as it should! for all tempera-
tures (kBT!EF). In the limit of strong interactionU0

@p\vF

C0~g!1!512
U0

p3\vF
, ~21!

C1/2~g!1!56
U0

p3\vF
. ~22!
a

e
rt
s

a-

n-

From Eqs.~20!–~22! we observe that the LL effects on th
thermopower are most significant for strong interactio
U0@p\vF , and that they are more pronounced for spinle
particles than for spin-1/2 electrons~Fig. 3!.

Since for the thermopower the interaction depende
factorizes. Equation~20! could be readily generalized for th
case of wires with dilute impurities, where the average sp
ing between the impurities is large enough so that the im
rities act incoherently. In this case the thermopower will s
be described by Eq.~20! at temperatureskBT.\sn̄, wheren̄
is the mean concentration of the impurities. An interest
example is a LL junction made of a perfect LL wire of leng
L connected to leads through a potential barrier at the c
tacts. The thermopower of such a LL junction for tempe
tureskBT>DL is described by Eqs.~19! and ~20! with the
total ~bare! conductanceG05G1

0G2
0/(G1

01G2
0), where G1

0

andG2
0 are the~bare! conductances of the contacts.

The thermopower, being the ratio of transport coe
cients, is less affected by interaction than the transport c
ficients themselves~Eqs.~17!, ~18!!. It is the prefactors in the
power-law dependences ofG(T) andL(T) on the tempera-
ture that determine the dependence of the thermopowe
the interaction strength. In the phenomenological appro
developed above, the quantitative correctness of these c
ficients cannot be proved. Therefore, we conclude that
electron-electron interaction enhances the thermopower
LL wire, and we will attempt to find a more rigorous trea
ment of the problem. In the next Section we evaluate
thermopower of an infinite LL with an impurity by makin
use of the bosonization technique when calculating the c
rent in the wire induced by the bias voltage and by the te
perature difference.

4. THERMOPOWER OF AN INFINITE LUTTINGER LIQUID

Let us consider an infinite LL wire with a single impurit
placed~for definiteness! at x50 ~i.e., the middle of the wire;
see Fig. 1!. It is known that for a LL with repulsive electron
electron interaction the charge transport through an impu

FIG. 3. The renormalization parameterC(g) and the dimensionless electro
interaction parameterg plotted versus the dimensionless strength of t
electron-electron interactionU0 /(p\vF) for spinless~solid line! and spin-
1/2 ~dashed line! electrons.
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is sharply suppressed at low temperatures. Therefore, th
is ‘‘split’’ by the impurity into two disconnected semi-infinite
segments, and the charge current through the impurity ca
evaluated with the use of the tunneling Hamiltonian meth

We start with the Hamiltonian

H5 (
m51,2

H0,m1Ht ,

where H0,m describes two (m51,2) identical semi-infinite
parts of the LL wire. In the bosonic form it reads

H0,m5
s\

8p E dx@g~]xQm!21g21~]xFm!2#. ~23!

Heres is the plasmon velocity,g5vF /s is the LL correlation
parameter,Fm(x) is the displacement field, andQm(x) is the
field complementary toFm(x), obeying the commutation re
lation ~see, e.g., Ref. 25! @Qm(x),Fm(x8)#
52p idmm8 sgn(x2x8). The tunneling Hamiltonian is

Ht5E
2`

0

dx1E
0

1`

dx2@^x2uT̂ux1&c2
1~x2!c1~x1!

1^x1uT̂ux2&c1
1~x1!c2~x2!#, ~24!

wherecm(cm
1) is the electron annihilation~creation! opera-

tor, the indexm labels two identical semi-infinite segmen
of the LL wire, and̂ x2uT̂ux1& is the tunneling matrix elemen
in the coordinate representation, i.e., the amplitude for
process of electron tunneling from the pointx1 to the point
x2 .

Let us introduce the ‘‘slow’’ annihilation and creatio
operators of two types—for right- and left-moving electron
cm(x)5eipFxCm,R(x)1e2 ipFxCm,L(x). At first we suggest
that our contact is pointlike. Then one can simplify the tu
neling Hamiltonian and write it in the form

Ht5 (
r 1 ,r 2

~l0C2,r 2

1 ~0!C1,r 1
~0!1h.c.!, ~25!

where Cm,r m
(Cm,r m

1 ) is the operator of annihilation~cre-

ation! of an electron from themth half of the wire~for right-
moving ~R! electronsr m511, for left-moving~L! electrons
r m521!.

We assume that the bare tunneling amplitudel0 is small.
Then the tunneling rate of electrons through the barrier
be obtained to leading order from Fermi’s ‘‘golden rule
The total rate of electrons from the left~‘‘1’’ ! LL to the right
~‘‘2’’ ! LL is of the form ~see, e.g., Ref. 27!

G125
2p

\ (
E18E28E18E28

u^E1E2uHtuE18E28&u
2

3P12dS E181E282E12E22
eV

2 D , ~26!

whereP12 is the probability of finding the system in the sta
uE1E2&, andV is the bias voltage. The standard evaluati
~see below! of the tunnel currentJ(V,T)5e@G12(V,T)
2G21(V,T)# results in the well-known expression for th
conductanceG(T) of an LL with an impurity.5

Let us assume now that the temperatures of the left (T1)
and right (T2) parts of the wire are different. In this case o
LL

be
.

e

:

-

n

can expect the contribution (JT) to the charge current in
duced by the temperature gradient. The Hamiltonian giv
by Eq. ~25! with a constant bare tunneling amplitude do
not allow one to evaluate this contribution. To obtain t
temperature-induced current we have to take into accoun
finite size of the barrier. We can do it by modifying th
tunneling Hamiltonian. The modified Hamiltonian include
extra terms containing the derivatives of the field operato

Ht5 (
r 1 ,r 2

~l0C2,r 2

1 ~0!C1,r 1
~0!1h.c.!

1 (
r 1 ,r 2

$2 i\l1@r 1C2,r 2

1 ~0!]xC1,r 1
~0!

2r 2]xC2,r 2

1 ~0!C1,r 1
~0!#1h.c.%. ~27!

Here ul1u is a small additional parameter (ul1upF;ul0u).
Notice that this form of the Hamiltonian corresponds to
tunneling amplitude which depends upon the momentum
the tunneling electron^p2uTup1&5l01l1r 1q11l1r 2q2 ,
whereqm5pm2r mpF is the momentum of the electron to
ward the Fermi level.

Now the total electron current through the barrier can
written in the form

J52ieul0u2 (
r 1 ,r 2

E
2`

1`

dt sin~eVt!^C2,r 2
~ t !C2,r 2

1 &

3^C1,r 1

1 ~ t !C1,r 1
&12ie\~l0l1*

1l0* l1! (
r 1 ,r 2

E
2`

1`

dt cos~eVt!

3~r 1]x^C1,r 1

1 ~ t,x!C1,r 1
&!^C2,r 2

~ t !C2,r 2

1 &U
x→0

22ie\~l0l1* 1l0* l1! (
r 18r 2

E
2`

1`

dt cos~eVt!

3~r 2]x^C2,r 2
~ t,x!C2,r 2

1 &!^C1,r 1

1 ~ t !C1,r 1
&U

x→0

, ~28!

where^...& denotes the thermal average, andCm,r m
(t) are the

field operators in the Heisenberg representation,Cm,r m

[Cm,r m
(0). The correlation functions in Eq.~28! can be

calculated by making use of the bosonization formula

Cm,r m
~x,t !5

1

A2pa
Um,r m

1 e2 i @r mFm~x,t !1Qm~x,t !#/2. ~29!

Here a is the cutoff parameter (a;\vF /EF), andUm,r m

1 is

the unitary raising operator, which increases the numbe
electrons on the branchr m by one particle but does not affec
the bosonic excitations. We will not specify its form, sin
this operator enters the formulas we are studying only in
combinationUU151. Now the bosonic fieldsFm(x,t) and
Qm(x,t) are in the Heisenberg representation.

In our case we have to impose a boundary condition
the displacement fieldFm(x) at x50 to account for the
semi-infiniteness of each segment of the LL wire, i.e.,

F1~0!5F2~0!50. ~30!
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Besides this, the boson fieldsQm(x) in Eqs.~23!, ~29! satisfy
the boundary condition

j ~x50!5
1

2p
]xQm~0!50. ~31!

The boson fields obeying the boundary conditions Eqs.~30!,
~31! in the momentum representation take the form

Qm~x!5 i E
2`

1`

dpS 2s

gp
oD 1/2

~bp2bp
1!cosS p

o

s
xD ,

Fm~x!5E
2`

1`

dpS 2sg

p
o D 1/2

~bp1bp
1!sinS p

o

s
xD , ~32!

wherebp and bp
1 are the standard bosonic annihilation a

creation operators (@bp ,bp8
1

#5dp,p8); p
05supu is the energy

of bosonic excitation with momentump.
With the help of Eqs.~29! and ~32! it is straightforward

to evaluate the correlation functions. In the vicinity of th
contact (x;0) one gets the desired correlator

^Cm,r m

1 ~x,t !Cm,r m
&.

1

2pa

3F 1

11 ivFx/a

pTmx

sinh~pTmx!G
1/2~1/g1r m!

3F 1

11 ivFh/a

pTmh

sinh~pTmh!G
1/2~1/g2r m!

,

~33!

where x5t2x/s and h5t1x/s. By substituting Eq.~33!
into Eq. ~28! we find the total electron current. In the linea
response approximationV→0, T12T25DT→0, the
voltage-induced (JV) and temperature-induced (JT) currents
take the form

JV58i
ul0u2e2

~2pa!2
VE

2`

`

dt
t

~11 ivFt/a!2/g F T̃t

sinh~ T̃t !
G 2/g

,

~34!

JT5
16ipe

~2pa!2
~l0l1* 1l0* l1!

kBDT

vF
E

2`

` dt

T̃t

3S 11 i
vFt

a
D 22/gF T̃t

sinh~ T̃t !
G 2/g

@ T̃t cosh~ T̃t !21#

3F T̃t cosh~ T̃t !2S 11 i
vFt

a
D 21G . ~35!

Here T̃[pkBT/\, whereT5(T11T2)/2 is the mean tem-
perature.

The integrals in Eqs.~34! and ~35! look very compli-
cated. Fortunately we are interested only in the limita→0.
In this case the asymptotics of the above integrals can
easily found. Both currentsJV,T are power-law functions o
the small dimensionless parameter Y[pkBTa/\vF!1. The
leading terms in the asymptotics Y→0 are

JV5VG~T!, ~36!
e

G~T!.
ul0u2e2

4p\3vF
2 BS 1

2
,g21D S pkBTa

\vF
D 2/g22

,

JT5kBDTL~T!, ~37!

L~T!.
pe

2\3vF
3 ~l0l1* 1l0* l1!kBTBS 3

2
,g21D

3S pkBTa

\vF
D 2/g22

.

Here B(x,y)5G(x)G(y)/G(x1y) is the beta function.
Equation ~36! coincides with the one found in Ref. 28.
predicts the power-law dependence of conductance on t
perature. Equation~37! is a new result. From Eqs.~36! and
~37! one easily gets the thermopower

S~g!52
kB

2p2

e

B~3/2,g21!

B~1/2,g21!

T

ul0u2

2

vF
~l0l1* 1l0* l1!.

~38!

For noninteracting electrons (g51) Eq. ~38! has to trans-
form into the Mott formula, Eq.~19!. This allows us to relate
the parametersl0 , l1 of the tunneling Hamiltonian to the
conductance and its derivative at the Fermi energy

2

vFul0u2 ~l0l1* 1l0* l1!5
1

G0

]G0

]« U
«5EF

, ~39!

whereG0 is the bare~unrenormalized by interaction! con-
ductance. Thus, the thermopower of an infinite LL takes
form

S~g!52
p2g

21g

kB
2T

e

] ln G0~«!

]«
U

«5EF

5
3g

21g
S0 . ~40!

We showed that the electron-electron interaction in
systems modeled by a Luttinger liquid multiplicative
renormalizes the thermopowerS0 of the Fermi liquid. For an
infinite Luttinger liquid the renormalization factor decreas
with increasing interaction. At first glance this result, E
~40!, contradicts the conclusion derived in the previous S
tion. Notice, however, that the two problems in question
not equivalent. It is well known, for instance, that the depe
dence of the conductance on the interaction strength is
ferent for an infinite LL and for a finite LL wire connected t
reservoirs of noninteracting electrons~see, e.g., Ref. 10!. To
relate the two problems under study we will follow the co
siderations presented in Ref. 16. In that paper it was sho
that for a LL wire adiabatically connected to electron res
voirs the voltage dropV across the strong impurity~no elec-
tron tunneling! is connected to the voltage dropU measured
on the leads by the simple relationV5g2U. This formula is
the manifestation of the Coulomb blockade phenomen
Physically it is evident that in the limit of strong interactio
g2;\vF /e2!1 the shift of the chemical potentials in th
leads (DmL5eU) cannot change significantly the charg
densities in the LL wire ‘‘split’’ into two parts by a strong
impurity potential. So, to relate~at least qualitatively! the
thermopowerS(g) evaluated for infinite LL to the ther-
mopowerSLL(g) of a LL smoothly connected to the leads
noninteractive electrons we first of all have to replace
voltageV in Eqs. ~26!, ~28!, ~34!, and ~36! by g2U. Then
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SLL(g);S(g)/g2 ——→g!1
S0 /g. This means that for a rea

situation, when the voltage dropU is measured between th
leads, the interaction enhances the thermopower. This
ports our claim based on the calculations done in the p
nomenological approach. Notice that there is still a discr
ancy~by a factorg21 @1! between the above estimates a
Eq. ~40! in the limit of strong interaction. This inconsistenc
could be attributed to the qualitative nature of our estim
tions based on the phenomenological model~Sec. 3!.

5. NONLINEAR PELTIER EFFECT IN A LUTTINGER LIQUID

According to the Thompson relation for the cros
coefficients of the 232 matrix of transport coefficients in th
linear response theory, the Peltier coefficientP(T,V) ~de-
fined as the ratio of heat current to the electric current in
absence of a temperature gradient across the system!.

P~T,V!5S JQ

Je
D

DT50

, ~41!

obeys the relationP52kBTS, whereS is the thermopower.
It is rather easy to verify that this relation also holds for a
if eV!kBT, and thus the linear Peltier coefficient in the L
can be described using Eqs.~17!–~22!. In the nonlinear re-
gime, eV!kBT, the Onsager symmetry relations betwe
the transport coefficients cease to be valid. For noninter
ing electrons the nonlinear Peltier effect has been studie
Ref. 29, and here we remark on its behavior for a LL with
impurity.

In the Landauer-Buttiker approach the electric and h
currents between reservoirs of noninteracting electrons
fixed temperatures and chemical potentialsm1(2) are given
by18,19

Je~T,V!5
G0

e E
0

`

d«teff~«!@ f 1~«!2 f 2~«!#. ~42!

JQ~T,V!5
1

h E0

`

d« teff~«!~«2m!@ f 1~«!2 f 2~«!#, ~43!

where

f 1~2!~«!5FexpS «2m1~2!

kBT D11G21

are the distribution functions of the electrons in the res
voirs,m1(2)5m6eV/2 for a symmetric LL wire, andV is the
voltage drop across the wire. In the following we will us
Eq. ~12! ~as in Sec. 3! to model the transmission probabilit
teff(E) for a finite LL with an impurity placed in the middle
of the wire.

Prior to proceeding with our analysis we note that t
J2V characteristics of a finite LL connected to FL reservo
were studied in Refs. 30 and 22 using different approac
In Ref. 22 the current–voltage dependence was calcul
using a qualitative physical approach, similar to that e
ployed by us in the present study, while a more rigoro
treatment of charge transport through a finite LL with
impurity, based on renormalization group analysis, w
elaborated in Ref. 30. Unlike the linear-response trans
regime, where the above two approaches arrived at sim
results, in the nonlinear regime they yield different behavi
p-
e-
-

-

e

t-
in

t
at

r-

s.
ed
-
s

s
rt
ar
s

for the current as a function of voltage at low temperatu
(T→0). Since the backscattering of the electrons by a lo
impurity in an infinite LL leads to a power-law dependen
of the electric current on the voltage,5 it may be expected,
and is indeed found in our model, that for a finite LL th
behavior would cross over to ordinary OhmicJ2V behavior
for eV!DL . However, the analysis given in Ref. 30 re
vealed the occurrence of additional oscillations of the curr
as a function of the bias voltage, which do not appear in
model. Underlying these oscillations is the multiple scatt
ing of the plasmon by the impurity potential and at t
boundaries of the LL, and the phase of these oscillation
sensitive to the position of the impurity. While our approx
mation scheme does not reveal these mesoscopic os
tions, one may expect that such fine structure in theJ2V
characteristics would be obliterated upon averaging over
position of the impurity.

With the above assumptions, and using Eq.~12! in Eq.
~42!, we obtain for the differential electric conductance
kBT!eV,

]Je

]V
5G0t0~EF!S DL

L D a

for eV!DL , ~44!

and

]Je

]V
5G0t0~EF!S DL

2L D a

for eV>DL . ~45!

In a similar fashion we obtain for the heat current
kBT!eV

]JQ

]V
.

e

h
t08~EF!S eV

2 D 2S DL

L D a

for eV!DL , ~46!

and

]JQ

]V
.

e

h
t08~EF!S eV

2 D 2S eV

2L D a

for eV>DL . ~47!

From Eqs.~44!–~47! it is readily seen that within the
framework of our calculations the nonlinear Peltier coe
cient for a symmetric LL constriction with an impurit
placed at the middle of the LL wire does not depend on
interelectron interactions, and the differential Peltier coe
cient is given by~at kBT!eV!

P~V![
]JQ /]V

]Je /]V
.

1

e S eV

2 D 2S ] ln t0~«!

]« D
«5EF

. ~48!

We remark, however, that an influence of the interel
tron interactions on the Peltier coefficient may occur
asymmetric LL wires or when the aforementioned mes
copic oscillations are included.

6. CONCLUSIONS

In this paper we have used physically motivated mod
to investigate the heat transport through a multichannel
wire and also the thermopower and Peltier effect in a sing
channel LL with an impurity.

~i! For a multichannel LL wire, we predict that electron
electron interactions would stabilize the staircase-like beh
ior of the thermal conductanceK(T,m) as a function of the
chemical potential~which can be controlled through the us
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of a gate voltage!. For strongly interacting particles th
jumps in the thermal conductance at each valuem5mn at
which a new propagating channel is allowed to enter
constriction remain sharp even at comparatively ‘‘high’’ tem
peratures.

~ii ! For a perfect ~impurity-free! LL wire the ther-
mopower~Seebeck coefficient! vanishes on the conductanc
plateaus and it peaks sharply at the conductance jumps
also considered the thermopower effect for a single-chan
LL constriction with an impurity placed at the middle of th
constriction. For this system the Mott expression for the th
mopower holds at low temperatureskBT!DL5\s/L, where
s is the plasmon velocity andL is the length of the LL wire.
However, atkBT.DL the thermopower is multiplicatively
renormalized by the electron-electron interactions. The ef
of this renormalization is predicted to be more pronounc
for spinless particles than for spin-1/2 electrons. This conc
sion is supported by an evaluation of the thermopower for
infinite LL with an impurity by the tunnel Hamiltonian
method. The Peltier coefficientP(T,V) of a LL wire, in the
linear-response regime, is determined by the thermopow
P(T)52kBTSLL(T). Unlike the thermopower~Seebeck co-
efficient! the nonlinear Peltier coefficient is found in ou
model to be unaffected by the interelectron interactions,
thus it is determined by the energy dependence of the
probability of transmission through the wire.
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Magnetic susceptibility of La 0.875Sr0.125MnO3 under hydrostatic pressure to 1 GPa
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The magnetic susceptibility of single-crystal La0.875Sr0.125MnO3 is measured under hydrostatic
pressure up to 1 GPa. The Curie temperatureTC and the temperaturesTM andTOO of
quantum phase transitions are determined. The pressure dependence of these transition
temperatures is determined:dTC /dP518 K/GPa, dTM /dP516 K/GPa, anddTOO /dP522
K/GPa. The phase diagram obtained demonstrates that an applied pressure can have the
same effect on the phase transitions as a change in the degree of dopingx. © 2001 American
Institute of Physics.@DOI: 10.1063/1.1414572#
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A great interest in perovskite manganates has arise
connection with the discovery of colossal magnetoresista
in these materials. The ‘‘double exchange’’ theory propos
in Refs. 1 and 2 was later supplemented to include
electron–phonon interaction and the resulting Jahn–Te
deformations of the lattice.3 These disruptions of the lattic
are often accompanied by structural transitions and the
mation of small polarons. Manganates have complex ph
diagrams involving structural, orbital, spin, and char
orderings.4,5 Several orderings can occur simultaneously, a
they can have a static or a dynamic character. Experimen
obtained phase diagrams in the temperature and exte
pressure remain extremely rare for manganates.6

The effect of pressure on the thermopower and resis
ity of a La12xSrxMnO3 sample withx50.125 was investi-
gated previously.7 There have been many studies of samp
with this special composition.5,7–16 For an ordered distribu
tion of the Sr impurity over the volume of the crystal,
doubling of the lattice period should occur, and that co
lead to the formation of a crystalline superstructure and, a
consequence, to the appearance of interesting new eff
TheP–T phase diagram has its greatest complexity near
concentration.17

At higher concentrations (x.xC50.18) the samples ar
found in a ferromagnetic metallic state in which no magne
transitions below the Curie temperatureTC have yet been
observed. Indeed, a study18 of the temperature dependence
the magnetic susceptibilityx on samples of La12xSrxMnO3

with x50.2 and 0.3 under hydrostatic pressure up to 1.8 G
did not reveal any features in the behavior ofx(T). How-
ever, a clear understanding of the nature of magnetic tra
tions upon changing temperature has not yet been achie
We have therefore measured the temperature dependen
the magnetic susceptibility under hydrostatic pressures o
to 1 GPa on the same La0.875Sr0.125MnO3 samples that were
used for the thermopower and resistivity measurement
Ref. 7.

MEASUREMENT TECHNIQUES

The magnetic susceptibility of single-crystal samples
La0.875Sr0.125MnO3 was measured by a modulation meth
8311063-777X/2001/27(9–10)/4/$20.00
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with the signal recorded at the fundamental modulation f
quency, equal to 19 Hz.19 The amplitude of the modulating
signal was 800 A/m. The pressure was created in a fix
pressure chamber.20 The pressure-transmitting medium us
was a 1:1 kerosene–oil mixture. The modulating coil w
placed on the housing of the chamber, and the measuring
was placed inside the chamber with the sample. As the ch
ber was cooled, the pressure was measured by a manga
resistance manometer, and the temperature by a cop
~copper1iron! thermocouple placed inside the high-pressu
chamber. The rate of cooling did not exceed 1 K/min.

As the temperature was lowered, the pressure in
chamber decreased.21 The critical points on theP–T phase
diagram are shown with allowance for the drop in pressu
In Fig. 1, which illustrates the temperature dependencex(T),
the pressure corresponds to room temperature. The pres
dependence of the emf of the thermocouple is small.
example, at 1 GPa for a~Au1Fe!–Cu thermocouple a
liquid-helium temperatures the change is less than 2%~Ref.
22!.

The La0.875Sr0.125MnO3 were furnished by the laborator
of A. M. Balbashov. The quality of the samples was esta
lished by a detailed x-ray structural analysis.23

RESULTS

Figure 1 shows the results of the measurements of
temperature dependence of the magnetic susceptibilityx for
two single-crystal samples at different pressures. The m
surements were made under identical conditions except
the difference in pressure. The change of the amplitude of
signal may be due to mechanical stresses or to annea
during the pressure cycling. For constructing the phase
gram the important thing is the position of the characteris
points and not the amplitude of the signal. On cooling bel
200 K a rapid growth of the susceptibility begins, and th
one observes two anomalous peaks, after which the sus
tibility x(T) follows the usual trend for a ferromagnet. As
Ref. 15, we attribute the sharp rise inx(T) to a transition
from the paramagnetic to the ferromagnetic state. The C
temperatureTC was determined from the inflection point o
the x(T) curve. At standard pressure one hasTC5187 K,
© 2001 American Institute of Physics
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FIG. 1. Magnetic susceptibilityx versus temperatureT for two single-crystal samples of La0.875Sr0.125MnO3 ~a and b! of arbitrary orientation at different
pressures. The pressure values are given for room temperature.
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which agrees with the data of Refs. 5,7,14, and 16. W
increasing pressureTC increases at a rate ofdTC /dP518
K/GPa.

The maximum on thex(T) curve atT'150 K is appar-
ently due to a second-order phase transition from a cond
ing ferromagnetic phase to a ferromagnetic insulator.6,15 It is
customary in the literature to denote this temperature
TOO . With increasing pressureTOO increases at a rate o
dTOO /dP522 K/GPa.

The origin of the maximum at 180 K at standard pre
sure will be discussed in detail below. We denote the te
perature at which this maximum is observed byTM . With
increasing pressuredTM /dP516 K/GPa.

The pressure dependence of the temperaturesTC , TOO ,
andTM are presented on theP–T diagram~see Fig. 2!.

DISCUSSION OF THE RESULTS

The presence of features on thex(T) curve ~see Fig. 1!
near 150 and 180 K suggests that two quantum magn
transitions occur in addition to the transition from the pa
magnetic to the ferromagnetic state (TC5187 K!. Similar
behavior ofx(T), with peaks atTOO5149 K andTM5175
K at atmospheric pressure, was observed on
La0.875Sr0.125MnO3 sample in Ref. 15.

Figure 3 shows the temperature dependence ofx and of
the thermopowera,7 which has a minimum atT'175 K.
With increasing pressure the temperature at which the m

FIG. 2. Temperatures of the magnetic transitions versus applied pres
The solid lines show our measurements (x50.125), and the dotted lines th
data of Ref. 6 (x50.14).
h
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s

-
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tic
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a
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mum of a(T) is observed increases at practically the sa
rate as the temperatureTM of the maximum ofx(T): 16 and
17 K/GPa, respectively. This suggests that the features on
x(T) anda(T) curves may be due to the same transition

The nature of the transition atTM5175–180 K is not
completely clear. It may be due to phase separation int
conducting and a nonconducting phase. The conduc
phase is usually identified with ferromagnetic~FM! polarons,
which are nucleated already in the paramagnetic~PM! phase
at T.TC ~Ref. 24! and whose existence in the PM and a
tiferromagnetic~AFM! matrices has been detected over
wide temperature range, 4.2–300 K.25–27 Apparently the
growth of the thermopower belowTM as the resistivity con-
tinues to decrease7 is also indicative of phase separation
the sample. Optical measurements in Ref. 16 revealed a
furcation of the peak of the phonon mode at a frequency
350 cm21, due to the bending of the MnO6 octahedra, start-
ing at a temperature ofT5180 K. This bifurcation increased
as the temperature was lowered. The authors of Ref.
attributed this effect to phase separation.

Ferromagnetic ordering makes the Jahn–Teller dis
tions of the lattice energetically unfavorable. When the te
perature is lowered below the Curie point, the Jahn–Te
distortions begin to decrease strongly.25,28The decrease con
tinues below the temperatureTM , until a structural transition
O8–O* occurs atTOO5150 K7,14,15 ~in Ref. 5 a valueTOO

5160 K was found!. The O* phase is very close to th
high-temperature orthorhombic phaseO but with somewhat
larger Jahn–Teller lattice distortions, the value of which

re.
FIG. 3. Temperature dependence of the susceptibilityx and thermopowera
~Ref. 7! at standard pressure.
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mains practically unchanged as the temperature is lowe
further. This structural transition is accompanied by a stro
rearrangement of the electronic structure: the ferromagn
metal ~FMM! is transformed into a ferromagnetic insulat
~FMI!.

In addition to the peak on the temperature dependenc
the magnetic susceptibility, which we also observed in R
9 and 15, the presence of a magnetic transition atTOO

5150 K is also evidenced by anomalies in the behavior
the magnetic momentM , which were observed in Refs. 5,1
and 14. The start of the localization of the carriers atT
5150 K is confirmed by the temperature dependence of
resistivity, which increases rapidly as the temperature is lo
ered below 150 K.7,10,12,14

On the basis of neutron measurements made in Ref.
was concluded that the metal–insulator transition atT
5TOO in samples withx50.125 is due to the formation of
commensurate polaron-ordered phase. In such a ph
Mn–O layers containing only Mn31 ions and having Jahn–
Teller distortions like those in theO8 phase alternate with
undistorted layers in which polarons~Mn41 ions with holes
localized on them! form a regular charge-ordered square l
tice. Resonance x-ray scattering on such samples at 15
has revealed the appearance of a static antiferromagneti
bital ordering of hybridizedeg orbitals.11 As the temperature
is lowered, the AFM type of orbital ordering gives way to
FM type, while the spin ordering remains of the FM typ
The AFM type of orbital ordering lowers the electron kine
energyEkin and greatly weakens the double exchange. T
ferromagnetism of the spins is then due entirely to supe
change, which is favored by the orbital ordering.12 The ab-
sence of double exchange promotes localization of the c
ers and a FMM–FMI transition.

The question of the influence of charge ordering on
dielectric properties of doped manganates was discusse
Ref. 13. A calculation by the Hartree–Fock model gave t
stable solutions for a La0.875Sr0.125MnO3 sample, with pos-
sible orbital and charge orderings. Even in this case, h
ever, the FM state is realized only in the presence of a fi
lattice deformation, which persists atT<TOO ~Ref. 28!. It is
this deformation that can give rise to a superstructure~e.g., a
doubling of the lattice period! and to the opening of a gap i
the carrier spectrum.

In La12xSrxMnO3 compounds, because of the differe
equilibrium lengths of the La–O and Mn–O bonds, the cu
lattice is distorted and is transformed to rhombohedral
orthorhombic. The Mn–O–Mn line is bent at an anglew.
Hydrostatic pressure decreases the Mn–O distance, the
tice asymmetry, and the anglew. This leads to an increase i
the exchange integral of neighboring Mn ions and in
hopping matrix element. Pressure also decreases the a
between thet2g spins of the neighboring Mn ions, so that
the temperature region nearTC the double exchange and th
number of ferromagnetic clusters increase, and that is
companied by a decrease in resistivity. The growth of
ferromagnetic phase is accompanied by a decrease in
Jahn–Teller lattice distortions.29 With decreasing tempera
ture this leads to an earlier structural transitionO8–O* and
to the appearance of orbital ordering. Because of the sp
orbit interaction, orbital ordering leads to FM ordering of t
ed
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spins and to their localization, i.e., to a ferromagnetic in
lator phase. The dependence of the bending angle of
Mn–O–Mnline on the degree of dopingx in the compounds
La12xSrxMnO3 in the orthorhombic structure was studied
Ref. 9.

In the presence of Jahn–Teller distortions the influen
of pressure on TC is enhanced significantly because of t
optical vibrations of the oxygen ions.30 This leads to a broad
ening of the effective bandWeff and to an increase inTC .
The system undergoes a transition from strong (J@Weff) to
weak (J!Weff) coupling, whereJ is the exchange energy
Increasing the Sr concentration in La12xSrxMnO3 increases
the average ionic radius, an effect analogous to an exte
pressure, i.e., an increase in the covalency of the bo
Weff , andTC .

A calculation using our data and previously publish
data shows that for matching of the characteristic values
TOO , TM , and TC for samples withx50.125, 0.14, and
0.15, a changeDx510.01 corresponds to a pressure i
creaseDP;0.7 GPa.

Our results on the pressure dependence ofTC agree and
with the data of Ref. 7 to within the error limits (dTC /dP
518 and 16 K/GPa, respectively!. As the degree of dopingx
increases, the pressure derivative initially remains unchan
~16 K/GPa forx50.15) and then drops sharply in the FM
phase forx.xC ~2 K/GPa forx50.4–0.5).18 Our results on
the temperaturesTOO and TC are very close to the data o
Ref. 6, obtained on a sample withx50.14. Both of these
temperatures increase substantially with increasing app
pressure, showing that pressure, like doping~for x<0.15),
tends to stabilize the ferromagnetic polarons.

CONCLUSIONS

1. The temperature dependence of the magnetic sus
tibility of La12xSrxMnO3 single crystals withx50.125 has
peaks at two temperatures. The first peak, atT5TOO5150
K, is attributed by the authors to a FMM–FMI transitio
The second peak, atT5TM5180 K, is attributed to mag-
netic ordering in the FM matrix.

2. Under hydrostatic pressure to 1 GPa the temperat
of the magnetic transitionsTOO , TM , and TC increase at
rates of 22, 16, and 18 K/GPa, respectively. This means
pressure stabilizes the ferromagnetic phase.

3. TheP–T phase diagrams obtained here and in Re
demonstrate that a change in the degree of dopingx and an
applied pressureP can have an identical effect on the qua
tum phase transitions.

The authors thank E´ . L. Nagaev and L. I. Koroleva for a
helpful discussion of the results, and M. I. Baneeva
analysis of the phase composition of the samples.
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Relaxation processes in amorphous films of monoatomic metals
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The relaxation of the electrical resistance in amorphous films of Bi, Yb, Be, and Mn is
investigated at low temperatures. It is shown that this process during an isothermal hold is
ordinarily a simple exponential process with a single characteristic relaxation time. In amorphous
metal–hydrogen films a subbarrier tunneling of hydrogen atoms apparently occurs. It is
conjectured that this is the cause of the delay in the onset of superconductivity atT54.2 K after
completion of the condensation of amorphous Be–H films. ©2001 American Institute of
Physics. @DOI: @DOI: 10.1063/1.1414573#
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1. INTRODUCTION

Amorphous metallic alloys, obtained by the rap
quenching of a melt or deposition of a vapor on a cold s
strate, are configurationally frozen far from internal equil
rium. If they have sufficient atomic mobility, they can low
their free energy through some change in the parameter
the amorphous structure. Such structural relaxation can
stantially alter many properties. The main types of expe
ments on the study of relaxation processes in amorph
materials deal with relaxation of stress, volume, entha
viscosity, electrical properties, and superconduct
properties.1–5 The links between the various changes in pro
erties remain little studied. There have been a few studie
which the kinetics of different processes~e.g., relaxation of
the enthalpy and volume2 or relaxation of the electrical re
sistance and elastic constants6! have been investigated on th
same material and in the same temperature interval,
these have shown a significant similarity in the relaxat
behavior of the quantities measured, attesting to the e
tence of a unified mechanism for their change. In meta
amorphous alloys, in addition to the irreversible relaxat
usually due to a change in topological structure, a revers
relaxation, due to a change in local chemical order, has
been observed.3

The atomic basis of structural relaxation is most eas
understood in amorphous monoatomic metals, in which th
is no influence from atoms of another species. In particula
has been shown calorimetrically that reversible relaxatio
not observed in glasses consisting of only a metal o
metalloid.3

Systematic studies of relaxation processes in amorph
films of monoatomic metals at temperatures close to liq
helium temperature have been extremely rare. Neverthe
a few experimental papers on this topic are known.7–11

The present paper is devoted to a preliminary study
the relaxational change in the resistance of amorphous fi
of Bi, Ga, Be, V, Yb, and Mn both during their heating
temperatures slightly below the crystallization temperat
Tcr and during an isothermal hold at lower temperatures. T
value ofTcr depends on the purity and thickness of the am
phous layer of metal12,13and for the amorphous films~except
8351063-777X/2001/27(9–10)/8/$20.00
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for Mn! investigated in this study ranges from 13 to 70
The relaxation behavior of the resistance of amorphous fi
was studied in the temperature interval 4.2–Tcr . Naturally, at
such low temperatures the relaxational changes in the re
tance are small. However, first, the high accuracy of the m
surements makes it possible to reveal the main behavi
regularities of this change, and, second, as will be sho
below, the tiny relaxational changes of the resistance
sometimes accompanied by large changes in the super
ducting and kinetic parameters of the films.

2. METHODOLOGICAL NOTES

It is known that the only way of obtaining amorphou
films of pure monoatomic metals is condensation of th
vapors in an ultrahigh vacuum on a substrate cooled by
uid helium. The details of the technique used in this expe
ment have been described by us previously.12,14 The tech-
nique ensures a residual pressure of'10210Pa in the film-
condensation vessel prior to the start of condensat
Although the pressure was not varied during condensat
the parameters of the films obtained~the resistance,Tcr ,
critical thickness,12 superconducting transition temperatu
Tc , etc.! demonstrate that our films are every bit as pure
those obtained in a controlled vacuum with a residual
pressure of 1.3331028– 1.3331029 Pa.15

In addition to studying the processes of resistance re
ation in pure amorphous films of the metals listed above,
also investigated the influence of hydrogen~up to 50 at.%!
on these processes in Be, Bi, and Yb films. The hydrog
was introduced into the amorphous films of these metals
condensing them at a partial pressure of pure hydro
'4.6731025 Pa~and partial pressures of the components
the residual air of less than 10210Pa!. The technique of ob-
taining the metal–hydrogen films is described in detail
Ref. 14.

The resistance of the samples obtained was meas
using a potentiometer in a four-probe scheme. The temp
ture of the samples was determined by a platinum resista
thermometer. The accuracy of the temperature measurem
in the interval 4.2–20.4 K was 0.05–0.1 K; at higher te
peratures it was 0.5 K or better. The average temperatur
© 2001 American Institute of Physics
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the Yb, Bi, Ga, Be, Mn, and V films at the time of the
condensation was measured in auxiliary experiments w
the aid of a film thermometer deposited directly on the s
strate prior to condensation of the metal to be investigate
did not exceed 5, 5.5, 6, 10, 15, and 18 K, respectively.16 The
superconductivity of the pure amorphous films of Bi, Ga, a
Be during their condensation confirms that their avera
temperature did not exceed their respective values ofTc .
The heating of the samples to the crystallization tempera
was done at a rate of 0.5–1 K/min. To fix the relaxati
processes more completely, the approach to the temper
of the isothermal hold was made at a much higher rate. F
thicknesses greater than 60 nm were determined from
optical density of the films, and the thickness of the thinn
films was measured by an interferometric method.

3. EXPERIMENTAL RESULTS

The existence of relaxation processes in amorph
films of pure metals is clearly manifested even during th
heating, starting at the very lowest temperatures. Figure
shows the temperature dependence of the resistanceR on
heating of an amorphous film of bismuth'10 nm thick. The
sharp increase of the resistance at a temperature'21 K
(5Tcr) is due to crystallization of the sample. The part of t
curve atT,Tcr characterizes the amorphous state of the fi
Figure 1b shows on an enlarged scale the irreversible cha
of the resistance of this sample on heating toT519 K ~curve
1! and the reversible path ofR(T) in the interval 11–19 K
~curve2!. Curve2 characterizes the temperature depende
of the resistance of the relaxed film. Curve1 reflects both the
negative temperature coefficient of resistance of this part
lar sample and the lowering ofR with increasing temperatur
owing to structural relaxation.

The relaxational decrease of the resistance of an am
phous film can be characterized by the parameterd
5DR/R0 , where R0 is the resistance of an as-condens
film at a temperature above the superconducting transi
~for Bi and Be! or at T54.2 K ~for V, Yb, and Mn!;1! DR
5R02RT , whereRT is the resistance of the film at the sam
temperature after it has been heated to a certain temper
Th,Tcr or after an isothermal hold atTi,Tcr .

The relaxational decrease of the resistance is manife
particularly clearly during heating of the thinnest film
(,5 nm) ~see Ref. 9, for example!. This behavior may be
due, in particular, to the fact that the rate of heat remo

FIG. 1. The temperature dependence of the electric resistance of a bis
film, including the crystallization process~a!; the relaxational change in the
resistance of this same film in the amorphous state~b! ~see explanation in
text!.
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from the film during condensation is inversely proportion
to its thickness.17 The heat removal from the surface of thic
films is slower, and so there is a greater possibility for rela
ational processes to take place during condensation. Fo
metals investigated in the present study the values ofd are
small, usually only a few tenths of a percent~see Table I! as
a consequence of the small difference between the temp
ture of the film during its condensation and the crystalliz
tion temperature, which sets a ceiling on the temperatur
which relaxation processes can be studied in the homo
neous amorphous state. Amorphous Mn films condense
T,15 K are an exception; for themTcr'380 K.18

Figure 2a shows the relaxational decrease of the re
tance of an amorphous Mn film'100 nm thick at T
54.2 K as a function of the heating temperature. For
maximally relaxed film the value ofd is '10%. The relax-
ational decrease of the resistance on heating of amorph
Mn films is accompanied by an appreciable change in
Hall constantRH . This is shown in Fig. 2b, where the value
of RH of the film atT54.2 are plotted as a function of th
heating temperature.

Relaxation processes in amorphous films of pure me
are clearly manifested even during an isothermal hold aTi

uth

TABLE I. Percent relaxational decrease of the resistance~d! of amorphous
films condensed on a liquid-helium cooled substrate, as a result of
heating toTh,Tcr .

Metal d, nm Th , K Tcr , K d, %

Bi 10 20 21 0.2
V 16 34 40 0.55
Yb 6 12.5 19 0.39
Yb 26 9 13 0.09

Be–H 30 55 60 0.79
Be–H 71 58 65 0.29

FIG. 2. Relaxational change in the resistance~a! and Hall constant~b! of an
amorphous manganese film atT54.2 K as functions of the heating tempera
ture Th .
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54.2 K, i.e., at a temperature even lower than the aver
temperature of the film during its condensation. As is kno
from studies of the structural relaxation of amorphous me
lic alloys, at each temperature of an isothermal hold an
vestigated property changes rapidly at first and then prog
sively slows in time, although in many cases there is
discernable tendency for the property to stabilize at so
final value.3 This type of relaxation ordinarily takes place fo
annealing below the glass temperatureTg . A glass relaxes in
the direction of the greatest equilibrium but, as a rule, d
not reach it.

Amorphous films of monoatomic metals behave in
analogous way during an isothermal hold atTi,Tcr , but in
their case equilibrium is often attained. As an example, F
3a shows the relative change of the resistance of amorp
vanadium films at a temperature of 4.2 K as a function of
hold time after condensation was stopped.

As we see from Fig. 3a, the resistanceR of the V films
decreases rapidly during the first 15 min of the hold, af
which R reaches a certain final value~at whichd'0.4%!.

In many cases the relaxational change in the proper
of amorphous solids is described satisfactorily by
expression2

R2Req5~R02Req!expS 2
t

t D n

, ~1!

whereR is the instantaneous value of the property~in our
case the resistance! at time t, R0 and Req are the initial (t
50) and equilibrium (t→`) values ofR;2 t is the charac-

FIG. 3. Reduced electrical resistance of amorphous vanadium films of th
ness 12 nm~curve1! and 20 nm~curve2! as functions of the time of a hold
at Ti54.2 K ~a! and a plot of ln@(R02Req)/(R2Req)# versust for these same
films ~b!.
e
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teristic relaxation time~for a given hold temperature!, andn
is an exponent (<1) that depends on the temperature of t
isothermal hold.2! The relaxational change in the resistan
of amorphous films of vanadium atTi54.2 K, shown in Fig.
3a, is satisfactorily described by Eq.~1! with n51 ~Fig. 3b!.
A deviation from Eq.~1! is observed only in the initial stag
of the relaxation process,t→0, and in the stage where th
system is approaching equilibrium. Ytterbium films beha
in a qualitatively similar way during a hold at 4.2 K. How
ever, the parameterd characterizing the relaxational decrea
in the resistance is much smaller for Yb than for V. The va
of d varies from 0.13% for a Yb film of thickness'3 nm to
0.002–0.004% for films thicker than 15 nm. It is clear that
Yb films the relaxation processes are able to take place a
time of condensation. However, even such a small rel
ational change of the resistance can lead to a catastro
effect in ytterbium films of subcritical thickness—to th
spontaneous onset, atTi54.2 K, of avalanche~explosive!
crystallization of the entire sample. We attribute this to t
formation, in a localized region of the film, of a ‘‘ho
center’’16 having a coordination structure close to that of Y
in the stable fcc phase, which initiates a self-sustaining p
cess of avalanche crystallization.

Pure amorphous films of Bi and Be are superconduc
even during condensation, once they reach a certain th
ness (;5 nm). Heating the samples from 4.2 K toTc in our
technique is done in approximately half an hour. By this tim
a substantial part of the relaxation process will already h
occurred. For this reason, in studying relaxation processe
is important to take into account the relation between
time of the relaxation process and the time necessary
measurement of the relaxing property.

However, in our experiments it is methodological
simple to heat the films from 4.2 K to liquid hydrogen tem
perature ('20.4 K) over a time of the order of 1–2 min
This makes it possible to study atT520.4 K the relaxational
change of the resistance of amorphous films obtained at t
peratures close to that of liquid helium. Of course, this
possible only for thin films for whichTcr.20.4 K. Figure 4a
shows the relaxational decrease of the resistance of an a
phous Bi film '8 nm thick, obtained by condensation of
liquid-helium cooled substrate and rapidly heated to liqu
hydrogen temperature. The time dependence of the resist
of this film during an isothermal hold atTi520.4 K is de-
scribed satisfactorily by Eq.~1! with n51/2 ~see Fig. 4b!. In
this case, as we see in Fig. 4a,d'0.74%. We note that the
relaxational change of the resistance of a Bi film of appro
mately the same thickness, condensed at a substrate tem
ture of'20.4 K, is only 0.08% during a 150-min hold at th
same temperature. In the latter case, apparently, the re
ation was practically completed during condensation.

The same situation is observed for gallium. The res
tance of an amorphous Ga film'10 nm thick, condensed on
a liquid-hydrogen cooled substrate and held atTi520.4 K
for 25 min after the evaporator was turned off, decreased
only 0.03%. During a further hold~up to 50 min! the resis-
tance of this film remained unchanged.

For amorphous manganese films an isothermal hold
Ti54.2 K for several hours did not lead to a noticeab
change in resistance. However, after heating of the film

k-
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room temperature, which is a process accompanied by
irreversible decrease in resistance~see Figs. 2 and 5!, an
isothermal hold atTi'295 K leads to a further drop in resis
tance. Figure 5 shows portions of the heating curves for
identical amorphous Mn films. Curve1 corresponds to a con
tinuous heating at an average rate of'3 K/min, and curve2
corresponds to heating with an isothermal hold at room te
perature for 22 days.

The interpolation of curve2 between points A and C
shows the presumed~by analogy with curve1! path of

FIG. 4. Relaxational decrease of the resistance of an amorphous Bi
during a hold atTi520.4 K ~a!; a plot of ln@(R02Req)/(R2Req)# versust1/2

for this same film~b!.

FIG. 5. Temperature dependence of the resistance during the heatin
amorphous Mn films condensed on a liquid-helium cooled substr
1—continuous heating at a rate of'3 K/min; 2—heating with an isother-
mal hold atTi5295 K for 22 days.
an

o

-

R/R0(T) in the case of a continuous heating of this film. T
path of curve2 shows that the relaxational decrease of t
resistance of an amorphous Mn film during a 22-day hold
room temperature is equivalent to a continuous heating
that film at a rate of'3 K/min up toT'350 K. In the case
of Mn the change ofR with time during the isothermal hold
cannot be described using a single characteristic relaxa
time t, i.e., by a relation of the form~1!.

Relaxation phenomena are sometimes manifested m
interestingly in the superconducting properties. It has b
noted7,8,11 that in certain cases amorphous Bi and Ga fil
have a finite resistance immediately after condensation
stopped, and it decreases smoothly with hold time at 4.2
until a transition occurs to the superconducting state. W
the experimental conditions are changed so as to reduce
minimum the introduction of impurities into the condens
layer of metal, this effect is eliminated,11 i.e., the supercon-
ductivity arises right during the process of condensation.

We studied the behavior of the resistance of amorph
Bi films containing up to'50 at.% hydrogen, during an
after their condensation. Without exception, in all expe
ments the superconductivity of the films arose during c
densation, when the thickness of the film reached 5–6 n3!

Apparently the aforementioned anomalous behavior of
resistance of amorphous Bi films7,8,11 during a hold at 4.2 K
was due to some other impurities.

In amorphous beryllium films stabilized by a hydroge
impurity we routinely observed a phenomenon similar to t
described in Ref. 11. Pure beryllium films, upon reaching
thickness of ;5 nm, become superconducting durin
condensation.16 At a smaller thickness or if the film has bee
heated aboveTc , the superconductivity sets in immediate
after the evaporator is shut off~curve1 in Fig. 6, where the
arrow indicates the time at which the condensation w
stopped!.

The parts of the curves to the left of the arrow show t
change in resistance of the films during condensation be
the evaporator was shut off. Curves2 and3 in Fig. 6 ~to the
right of the arrow! describe the behavior of Be–H films afte
the evaporator was shut off. It is seen that the supercond
tivity of the Be–H films at 4.2 K arises during the firs
minute or so of the hold at this temperature. After the film
heated toT'13 K over a time of about half an hour, theirTc

was already about 10 K with a transition width of'0.3 K.
Thus in the time interval 1 min,t,30 min the value ofTc of
the Be–H films increases from below 4.2 to'10 K. Here the
normal resistance of these films decreases by approxima
2% in comparison with the resistance at the time the cond
sation was stopped. Thus the relatively small relaxatio
decrease of the resistance of Be–H films is accompanied
a significant change in the superconducting transition te
perature. It should be noted that curves2 and 3 in Fig. 6
describe the behavior of two Be–H films of the same thic
ness and containing approximately the same amount of
drogen. One can discern a tendency toward increasing d
of the onset of superconductivity in the as-condensed fi
of Be–H with increasing hydrogen concentration. Unfort
nately, we cannot determine the hydrogen concentration
these films to sufficient accuracy, and anyway it decrea
rapidly as the samples are heated to room temperature.
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rough estimates according to formula~16! from Ref. 19 give
values of the initial hydrogen concentration of 1–3 at.%
the Be–H films.

The superconductivity temperature of the amorphous
Ga, and Be–H films established after heating toTh.Tc no
longer varies on further heating to very high~but less than
Tcr! temperatures, in contrast to the behavior of certain am
phous metallic alloys, where, as a result of relaxation p
cesses on heating toTh,Tcr , a lowering ofTc by 0.15–0.35
K has been observed.4,5,20 We observed approximately th
same decrease inTc ~by 0.15–0.20 K! for Be–H films
~50–70 nm thick! heated to the temperature at which cry
tallization begins ('66– 68 K), when, according to our est
mates, 1.5–2.5% of the sample had already formed the
phase of Be. The cause of the decrease inTc in that case is
the proximity effect.

4. DISCUSSION OF THE RESULTS

Let us start by noting some of the most general tre
discerned in the study of the irreversible structural relaxat
of amorphous metallic alloys.1–3 Diffraction studies show
that upon structural relaxation the height of the interfere
peaks increases and the dips become more individual,
the degree of regularity of the short-range structural or

FIG. 6. Change in voltage with time atTi54.2 K for amorphous Be–H
films of thickness'27 nm, after condensation was stopped~measurement
current'30mA!.
i,

r-
-

-

cp

s
n

e
e.,
r

becomes higher~but long-range three-dimensional ord
does not arise!. The distances over which the atoms mo
during relaxation is around 0.1 of the average interatom
distance, but the positions of almost all the atoms chan1

For example, the relaxational change of the resistance in
amorphous Mg70Zn30 alloy is accompanied by a displace
ment of the atoms by 0.01–0.03 nm.21

The most complete electron diffraction studies~using the
method of constructing the radial distribution functions
the atomic density! of the structure of low-temperature con
densates of Bi, Ga, Yb, and Be have been done by Kom
and co-workers.9,10 In particular, it was shown that irrevers
ible changes in the electrical properties of amorphous
films of small thickness (,5 nm) with increasing tempera
ture ~analogous to those seen in Fig. 1b! are due mainly to
changes in the coordination structure. Structural transfor
tions in amorphous Bi films of thickness 40–50 nm have a
been observed to occur during a hold atTi'4.2 K after con-
densation was stopped. On heating toTh,Tcr the coordina-
tion structure of the Bi films of all the thicknesses studi
became approximately the same~‘‘typical’’ !. As the thick-
ness of the amorphous ytterbium films was increased~from 2
to 20 nm! a decrease in the coordination number from 9 to
was observed. For Yb films of small thickness the coordi
tion number decreased from 9 to 7 as the temperature
raised.10

Qualitative results of electron diffraction studies of low
temperature condensates of Be have shown that with incr
ing temperature the changes of the radial distribution fu
tion manifest the same tendencies as in the case of ytterb
and bismuth.10

Thus we can assume that the relaxational changes o
resistance and Hall effect described above and shown
Figs. 1–6 are due to the structural changes observed in fi
of this sort in Refs. 9 and 10. Ultimately these structu
changes amount to a displacement of the metal atoms
positions with lower free energy. It might seem that the
displacements are negligibly small, since even the crysta
zation of monoatomic amorphous metals is realized via
diffusionless mechanism involving single ‘‘hops’’ of atom
across the crystallization front, and the length of su
‘‘hops’’ is a small fraction of the interatomic distance.16

It should be emphasized that, in contrast to the decre
in resistance as a result of relaxation of amorphous Bi film
the process of crystallization of these films is accompan
by a sharp increase in resistance~see Fig. 1a!. In the case of
amorphous Mn films the relaxation process on heating
characterized by an increase of the Hall constant aT
54.2 K ~Fig. 2b!, whereas the crystallization of these films
accompanied by a decrease ofRH ~at this same temperature!
to such a degree that it changes sign.18 Furthermore, unlike
the relaxation process~see Figs. 3 and 4! the initial period of
isothermal crystallization of amorphous metals is charac
ized by acceleration of the change in resistance with h
time.16 These facts are evidence that the relaxation proce
in the cases discussed above are in fact occurring in
amorphous phase of the metals and are not due to an in
stage of crystallization.

The main relaxation process of monoatomic amorph
metals ~V, Yb, Bi! is a simple exponential process with
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single relaxation time, since it is satisfactorily described
Eq. ~1!. Although the time is raised to a power different fro
unity in that equation, its differentiation with respect to tim
gives a linear differential equation of the first degree:2

d

dt
~R2Req!5~2nt2ntn21!~R2Req!. ~2!

The characteristic relaxation timet is determined by the
slope of the linear plot of ln@(R02Req)/(R2Req)# versust or
t1/2 shown in Figs. 3b and 4b and has a value, accordin
these plots, of'5 min for the vanadium films and'33 min
for the bismuth. The physical meaning of the relaxation ti
is not always clear; there is apparently no simple relat
betweent and the characteristics of the material.2 It can be
assumed1 that t is the time required for the atoms of th
metal to form a new configuration when they have occup
positions close to equilibrium.

As can be seen from Table I and Figs. 3–5, the rel
ational changes of the resistance of the investigated am
phous films during an isothermal hold at a temperatureTi

and during continuous slow heating to a higher tempera
Th (Ti,Th,Tcr) are quantities of the same order. Appa
ently, during the relaxation of amorphous metals a cert
equivalence of parameters~temperature and time! is mani-
fested which is characteristic of temperature–tim
superposition.2 This circumstance is in agreement with th
aforementioned linearity of the main relaxation process
the films under study.

In amorphous manganese films there is apparently a
valent component of the bonding between atoms in addi
to the metallic. That would account for the very high valu
of the resistivity (r'(420640)31026 V•cm) and crystal-
lization temperature on heating (Tcr'380 K).18 As we have
said, the relaxational decrease of the resistance in amorp
Mn is not described by a single relaxation time. It seems t
in this case for describing the stabilization of the amorph
state it is necessary to take into account a spectrum of
sible relaxation times.2 The presence of such a spectrum c
reflect the objective participation of various molecular p
cesses. To explain these processes it will be necessar
particular, to perfect techniques that will permit a rapid a
proach to the temperature of the isothermal hold in orde
obtain more-precise data on the time dependence of
change in resistance at different temperatures.

The state of atomic configurations in as-conden
amorphous films of pure metals is apparently close to
labile state predicted by Palatnikov and co-workers.22 There-
fore the amorphous films of the metals studied~except for
Mn!, which were condensed atT.4.2 K, relax noticeably
even at a lower temperature, transforming into a metast
amorphous state with a lower free energy. The mechanism
local rearrangement of the atomic configurations by me
of structural relaxation are not yet sufficiently clear. T
most widely used description of the atomic transport a
structural relaxation is based on the free-volume theory.23 It
appears that in our experiments an important condition fa
tating the atomic rearrangement is the presence in the a
phous films of a ‘‘frozen’’ free volumev f , which is defined
by Turnbull and Cohen23 as
y
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v f5 v̄2v08' v̄21.17v0 , ~3!

wherev̄, v0 , andv08 are, respectively, the average volum
per atom in the amorphous film, in the ideal close-pack
crystal, and in the close-packed disordered structure~Bernal
glass24!, which models an amorphous solid with intern
equilibrium. The regions of free volume in amorphous allo
have been detected experimentally.25 Positron annihilation
experiments have shown that the amorphous structure
tains vacancylike defects with a size of (0.2– 0.7)d0 ~d0 is
the size of an atom of the metal!, the concentration of which
reaches 3%.26 These defects also contribute to the free v
ume of amorphous films. The atomic rearrangement in
amorphous film is accompanied by a redistribution and
cape of the free volume. Proof of this is given by the increa
in the density of the amorphous alloys on annealing, whic
due to the escape of the free volume, the time depende
being of a logarithmic character.27

It appears that the change of the topological structure
amorphous films of Bi, Ga, Yb, and Be9,10 and the accompa
nying change of the electronic properties, which is describ
in the present paper, are also directly due to the redistribu
of the free volume both during a hold of the films at a fix
temperature and during their heating toTh,Tcr . This view
is supported, in particular, by experiments on the structu
relaxation of ytterbium films deposited at a nonzero anglea
between the direction of the molecule beam and the nor
to the substrate. It would seem that the relaxational chang
the resistance of such films should be larger than in the c
of films deposited normally, since the latter have a high
density.28,29 In other words, the films deposited at an ang
have a larger free volume. Indeed, we found that a hold
Ti54.2 K of amorphous Yb films condensed at an an
a'50° leads to an increase of the parameterd by an order of
magnitude in comparison with films deposited normally~un-
der otherwise similar conditions!.

It is known that the insertion of hydrogen atoms into t
lattices of metals usually causes an increase in volume a
distortion of the lattice. Nevertheless, the presence of up
50 at.% hydrogen in amorphous Yb and Bi films14,30 has
little effect on their electronic characteristics, stability, a
kinetic parameters of crystallization. Apparently, because
the large size of the Yb and Bi atoms the micropores in th
amorphous structures are larger in size than the hydro
atoms, and the presence of the latter does not have m
effect on the parameters of the short-range order. It can
assumed that the low-temperature mobility of hydrogen
oms in the amorphous phases of Yb and Bi are high, poss
because of the appearance of quantum effects~subbarrier
tunneling!. For this reason the relaxation processes in am
phous Bi–H and Yb–H films occur just as fast as in the p
films.

In beryllium, whose atomic radius is 38–41% small
than the atomic radii of Bi and Yb, hydrogen stabilizes t
amorphous phase substantially.31 Nevertheless, even in
amorphous Be–H films the diffusive mobility of the hydro
gen atoms is evidently quite high. The activationless
grouping of hydrogen atoms in the as-condensed films
Be–H is, we believe, responsible for the delay in the onse
superconductivity in them, since in pure Be films such
delay is not observed~see curve1 in Fig. 6!. Finally, the
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behavior of curves2 and 3 in Fig. 6 is not the result of a
simple cooling of the film after condensation is stopped
study of the thermal regime during avalanche crystallizat
of amorphous Yb films32 has shown that under identical e
perimental conditions the cooling of the avalanche crysta
zation front from a temperature'150 K16,17 to 5.6 K occurs
in '10 ms, i.e., the rate of cooling of the superheated fi
under these conditions reaches;15000 K/s.

Since amorphous beryllium is a superconductor w
weak coupling, one can use the BCS formula forTc :

Tc'1.14QD expS 2
1

N~EF!V* D , ~4!

whereQD is the Debye temperature,N(EF) is the density of
states of the electrons at the Fermi level, andV* describes
the interaction between two electrons through the excha
of phonons with allowance for the screened Coulomb in
action.

As we have said, the relaxation of the as-conden
Be–H films, leading to an increase ofTc from 4.2 to'10 K,
is accompanied by a decrease of the electrical resistanc~in
the normal state! by '2%. The accompanying change in th
Debye temperature is hardly noticeable. For example,
complete structural relaxation of some amorphous all
~e.g., Zr54Cu46)

5 leads to a decrease ofQD by only 2–3%.
Elementary estimates using the formulas of free-elect
theory show that the observed'2% decrease in the resis
tance of amorphous Be–H films corresponds to an incre
in the density of states by'1%. ~Here we have made th
assumption that the mean free path of the electrons for th
films, which is approximately equal to the interatom
distance,16 does not change in the course of the relaxatio!

According to formula~4!, a change of the value ofTc

from 4.2 to 10 K corresponds to an increase inN(EF)V* by
'18.5%. Apparently, the sharp increase inTc as a result of
relaxation of the as-condensed Be–H films is due mainly
growth of the electron–phonon interaction parameterV* .
The same conclusion was reached by the authors of Re
who showed that the relaxational change inTc on heating of
amorphous Cu–Zr films is due specifically to a change of
parameterV* and not ofN(EF), since, according to thei
magnetic susceptibility measurements, the change inN(EF)
is small. Unfortunately, we cannot propose a more rigor
explanation for the observed changes ofTc with time in
amorphous Be–H films, since an estimate ofTc requires de-
tailed knowledge of the electronic and phonon spectra,
hydrogen is known33 to have a strong influence on both.

CONCLUSIONS

1. In amorphous films of monoatomic metals there
appreciable relaxation of the electrical resistance even
temperature of 4.2 K, due to a structural rearrangement.

2. The structural relaxation of amorphous metals is
an incipient crystallization process but is a process of st
lization of the amorphous structure.

3. This relaxation, as a rule, is a simple exponential p
cess with a single characteristic relaxation time.

4. An apparent exception is the case of amorphous m
als with a substantial covalent contribution to the bond
n
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~e.g., Mn!, for which a description of the stabilization re
quires taking into account a spectrum of possible relaxa
times.

5. It appears that the process of structural relaxation
monoatomic amorphous metals is due to a redistribution
the free volume in the samples.

6. In amorphous metal–hydrogen films the redistributi
of the free volume is apparently combined with an activ
tionless regrouping~subbarrier tunneling! of hydrogen at-
oms.

7. Comparatively small relaxational changes in the res
tance in amorphous Be–H films~at Ti54.2 K! are accompa-
nied by a substantial change in the superconducting pro
ties, a fact which we attribute to enhancement of t
electron–phonon interaction in the process of structural
laxation of these films.

*E-mail: marbor@rocket.kharkov.ua
†Deceased.
1!For amorphous V films the value ofTc<3 K.16

2!If the equilibrium value of the resistance was not reached during the
thermal hold, thenReq was determined by extrapolating theR versust21

plot to t→`.
3!It is known that the value ofTc for amorphous metallic films decrease

strongly with decreasing thickness below 10 nm.13,16
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Isotope effects and the manifestation of 2D phase transitions in the kinetics of low-
temperature „down to 5 K … hydrogen adsorption

V. D. Osovski , Yu. G. Ptushinski ,* V. G. Sukretnyi, and B. A. Chuı̆kov
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The adsorption–desorption characteristics of hydrogen isotopes on the~110! surfaces of W and
Mo are investigated at a temperatureTs;5 K. It is found that the characteristics for
hydrogen and deuterium are very different. Isothermal desorption from W~110! at Ts;5 K is
observed in the case of H2, while that of D2 is practically absent. The desorption of H2

is suppressed as the flux of molecules to the surface increases; this, in the opinion of the authors,
is a consequence of phase transition from a 2D gas to a 2D condensate. The initial sticking
probability of H2 on W~110! depends strongly on the flux, while that of D2 is nearly independent
of flux; in the H2 case this is explained by the formation of nuclei of the 2D condensed
phase during the lifetime of the molecule in the precursor state. In the case of H2 adsorption on
Mo~110! a sharp and deep minimum is observed in the dependence of the sticking
probability on the coverage, which is absent in the case of D2. These isotope effects are
explained by the deeper position of the levels of the zero-point vibrations of the heavier molecule
D2. © 2001 American Institute of Physics.@DOI: @DOI: 10.1063/1.1414574#
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1. INTRODUCTION

The study of the adsorption interaction of hydrogen w
the surface of metals is of interest from at least two sta
points. First, hydrogen is a participant in such importa
catalytic reactions as the synthesis of ammonia and is al
prospective environmentally clean fuel. In the latter appli
tion it is necessary to dissolve and store the hydrogen
solid-state carrier. In both catalysis and dissolution the
stage of the processes is the dissociative adsorption of
drogen. Second, in the case of hydrogen adsorption one
expect significant isotope effects, especially at low tempe
tures. This is one of the reasons that have prompted us t
an experimental study of the kinetics of H2 and D2 adsorp-
tion at a substrate temperatureTs;5 K.

The second reason was the desire to investigate
weakly bound states of molecular adsorption of hydrogen
connection with their possible participation in the mech
nism of dissociative adsorption in the capacity of precur
states~prestates!. The idea of the participation of prestates
the adsorption process has become widely disseminated.
types of prestates are distinguished: intrinsic and extrin
The first is realized above an unoccupied site and influen
the initial sticking probabilityS0 ~at a coverageu→0!, and
the second is above an occupied adsorption site with
possibility of migration to an unoccupied site. The very sm
binding energy and, hence, the short lifetime of a molec
on the surface at ordinary temperatures are character
properties of prestates. Therefore, in order to stabilize
study the prestates it is necessary to cool the sampl
liquid-helium temperature. Although the study of hydrog
adsorption on metals at ordinary temperatures has been
subject of an enormous number of published works~see, e.g.,
the reviews1–4!, the number of experimental studies on low
temperature adsorption of hydrogen is extremely limit
References to the papers we know of can be found in Re
8431063-777X/2001/27(9–10)/7/$20.00
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In view of what we have said, we undertook an expe
mental investigation of the low-temperature adsorption of
hydrogen isotopes H2 and D2 on the~110! surfaces of single
crystals of tungsten and molybdenum. Adsorption syste
based on tungsten and molybdenum have become w
spread in surface physics as model systems with a comp
tively easily obtained atomically clean surface.

2. TECHNIQUES

These studies were carried out in an ultrahigh-vacu
apparatus of the ‘‘black chamber’’ type, the general featu
of which are described in Refs. 6 and 7. The apparatus
provisions for the formation of a molecular beam of the
fusion type, the straight-line registration of desorbed p
ticles, and cooling of the sample to a temperatureTs;5 K.
Here we give only a block diagram of the layout of the ma
elements of the apparatus~Fig. 1!. The vacuum conditions in
the apparatus are extremely perfect: with the sample man
lator flooded with liquid helium and the hydrogen molecu
beam open, the residual gas pressure is less than 10211Torr,
and the flux of molecules from the molecular beam source
the sample is 4 orders of magnitude greater than the b
ground flux.

Tungsten or molybdenum samples in the form of dis
12 mm in diameter and 0.8 mm thick were welded on as
bottom of a tubular rocking manipulator. The samples w
subjected to heat treatment in vacuum by the standard t
nology for ensuring an atomically clean surface. The heat
of the samples to temperaturesT,1000 K was done by
means of the thermal radiation from an incandescent tu
sten coil, and to temperaturesT.1000 K by electron bom-
bardment of the back side of the sample. The tempera
was monitored by means of a tungsten–rhenium therm
couple. Three types of experiments were done:

1. On a substrate cooled toTs;5 K a layer of hydrogen
~deuterium! was adsorbed until saturation, i.e., until a d
© 2001 American Institute of Physics
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namic equilibrium was established between the incident
desorbing fluxes. During the formation of the adsorbed la
~adlayer! the intensity of the beam of desorbing~and re-
flected! molecules was continuously measured. These m
surements made it possible to determine the sticking p
ability S and the surface densityn from the following
expressions:

S~ t !512I ~ t !/I m , ~1!

n~ t !5FE
0

t

S~ t !dt, ~2!

whereI (t) and I m are the ion currents of the detector at t
time t and after the formation of a saturated adlayer, resp
tively, and F is the flux of molecules to the surface of th
sample. The coverageu(t)5n(t)/na , wherena is the den-
sity of surface atoms of the substrate (;1.431015cm22) for
the investigated faces of W and Mo!. The intensity of the
molecular beam was calibrated by a method described
Ref. 8.

2. After the formation of a saturated adlayer the mole
lar beam was shut off and the isothermal desorption of m
ecules atTs;5 K was observed.

3. The saturated adlayer was desorbed as the temper
of the sample was gradually raised, and the thermodesorp
spectrum, which characterizes the set of adsorption sta
was measured.

The isotope effects are most clearly manifested in
periments of types 1 and 2, and the discussion below wil
mainly devoted to a description of them. We will turn to th
thermodesorption spectra in connection with the interpre
tion of the results.

FIG. 1. Diagram of the arrangement of the basic elements of the appar
1—sample, 2—mass-spectrometric detector,3—molecular beam source
4—shield.
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3. RESULTS AND DISCUSSION

3.1. Isothermal desorption of hydrogen from the W „110…
surface and the influence of the molecular flux

The isothermal desorption of hydrogen after the mole
lar beam was shut off was investigated for several differ
values of the flux to the surface during formation of t
adlayer.9 Figure 2 shows the time dependence of the rate
isothermal desorption of hydrogen molecules from adlay
formed at fluxes of ;131013 and ;231014

molecules/~cm2s!. Since the duration of the desorption pr
cess is considerably different for the different fluxes, in F
2 the time is plotted on a logarithmic scale. It is seen t
increasing the flux causes a sharp suppression of the iso
mal desorption. The number of molecules desorbed in
case of the high flux was smaller by a factor of 50 than
the low flux.

Let us begin with a discussion of the data for the case
a low flux during formation of the adlayer. The desorptio
process is conveniently divided into a rapid and a slow sta
The rapid stage is completed in several seconds, and du
this stage less than 1% of the total number of molecule
desorbed. We think that the rapid stage represents the de
tion of a small number of molecules that had been in d
namic equilibrium when the flux was on, residing in a sta
of the polylayer condensation type. The slow stage contin
for hundreds of seconds and, in our opinion, represents
desorption from a state of physical adsorption~physisorp-
tion!.

For analysis of the slow stage of isothermal desorpt
we use the Polyani–Wigner equation in logarithmic form:

log~2dn/dt!5 lognd1a logn20.43Ed /kTs , ~3!

wheren is the surface density of adsorbed molecules,nd is
the frequency factor,a is the order of the desorption reactio
and Ed is the activation energy for desorption. As we s
from Eq. ~3!, the dependence of log(2dn/dt) on logn is lin-
ear, and its slope can be used to determine the value oa.

us:

FIG. 2. Isothermal desorption of H2 molecules: low flux during formation of
the adlayer~1!, high flux ~2!.
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Figure 3 shows the experimentally measured dependenc
can be approximated by two linear segments AB and C
For segment AB the value ofa is close to unity, and for
segment CD it is close to zero. These results indicate tha
isothermal desorption of physisorbed molecules occurs f
two different states. We assume that segment AB repres
desorption from a two-dimensional~2D! gas state, and seg
ment CD represents desorption with the participation of
lands of a 2D condensed phase. Under conditions such
the 2D gas phase is exhausted and the rate of desor
becomes very low, a substantial role is played by the mec
nism wherein the gas phase is replenished through 2D ev
ration of the islands of the 2D condensate. After a cert
time this stabilizes the surface density in the 2D gas ph
~although the total number of adsorbed molecules is cont
ously decreasing!, and the order of the desorption reactio
approaches zero. It is expected that the activation energy
desorption from the 2D condensate into vacuum should
greater than from the 2D gas because of the attraction
tween molecules in the condensate.

That the physisorbed H2 layer has a two-phase structu
is also indicated by the thermodesorption spectrum meas
some time after the start of the slow stage of isotherm
desorption~Fig. 4!. Although the whole spectrum is show
including the chemisorbed atomic phase~410 and 550 K!,
we are now interested only in the low-temperature part. I
reasonable to assume that the peak at 6 K corresponds to
thermodesorption from the 2D gas state, and the peak a
K to that from the 2D condensate. We shall refer to t
adsorption states by the temperature of the desorption p

Assuming that at the temperature of the desorption pe
the lifetimet of a molecule in the corresponding adsorpti
state is close to 1 s, we can estimate the activation energ
desorptionEd from the Frenkel equation:

t5t0 exp~Ed /kTs!, ~4!

FIG. 3. Dependence of the rate of isothermal desorption of H2 on the sur-
face density.
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wheret05h/kTs is the vibrational period of the molecules
An estimate givesEd'15 meV for the 6 K state andEd

'25 meV for the 10 K state. On the basis of the resu
discussed above, we propose the hypothetical model
hydrogen adlayer atTs;5 K which is illustrated in Fig. 5.

Let us now turn to a discussion of the data on the i
thermal desorption in the case of a high flux of hydrog
molecules during formation of the adlayer. If our assumpt
as to the influence of the islands of 2D condensate on
isothermal desorption is correct, we would expect that w
increasing flux the probability of island formation would in
crease and, accordingly, so would the fraction of the surf
covered with the 2D condensed phase. It is known that
critical size of the nuclei of the condensed phase should
crease with increasing supersaturation, i.e., with increas
flux of molecules. Then it becomes more probable for a ga
condensate phase transition to occur during the time of
experiment. As we see in Fig. 2, increasing the flux did
deed lead to strong suppression of the isothermal desorp
We assume that the suppression of the isothermal desorp
at Ts;5 K in the case of a high flux is due to the fact that
large fraction of the H2 molecules is adsorbed in the form o
a 2D condensed phase, whereas for the low flux only a sm
fraction of the adsorbed molecules is contained in the
lands. The substantial increase in the 10 K peak in the t

FIG. 4. Thermodesorption spectrum in the case of a low flux of H2 mol-
ecules. The rate of increase of the sample temperature was;0.3 K/s in the
temperature interval 5–100 K, and;7 K/s in the interval 200–700 K.

FIG. 5. Hypothetical model of an H2 adlayer at a sample temperatureTs

;5 K: 1—chemisorbed monolayer of atoms;2—physisorbed monolayer of
molecules in the 2D gas and 2D condensate states;3—molecules in a state
of the polylayer condensation type.
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modesorption spectrum in the case of a high flux~Fig. 6!
argues in favor of the proposed interpretation.

If a change of state of the adsorbed molecules does
occur upon the change in flux, then the dynamic-equilibri
coverageus should follow the Langmuir isotherm. In ou
experiments we determinedus from the number of isother
mally desorbed H2 molecules; the experimental results a
shown by the small squares in Fig. 7, and the continu
curve is the Langmuir isotherm:10

us5F/@nand exp~2Ed /kTs!1F#. ~5!

FIG. 6. Thermodesorption spectrum in the case of a high flux of H2 mol-
ecules. The rate of increase of the temperature was;1 K/s.

FIG. 7. Langmuir isotherm;j—experimental points.
ot

s

In Eq. ~5! the pressure has been replaced by the flux. We
that at moderate values of the molecular flux the experim
tal data are satisfactorily described by the Langmuir i
therm, but forF.1014molecules/~cm2s! a sharp deviation is
observed, the result, we believe, of a phase transition fr
the 2D gas to the 2D condensate.

In experiments with deuterium, shutting off the molec
lar beam after the formation of a saturated adlayer atTs

;5 K led to a sharp drop in the ion current of the detect
i.e., the isothermal desorption of deuterium under these c
ditions is practically absent. The reason for this difference
behavior of the adsorbed D2 molecules from that of H2 mol-
ecules may be found in the difference of the quantum pr
erties of these molecules. The level of the zero-point vib
tions of the two-times heavier D2 molecule lies considerably
deeper in the physisorption potential well than does tha
the H2 molecule. Therefore, the activation energy for deso
tion of the D2 molecule is greater, and atTs;5 K no appre-
ciable isothermal desorption of deuterium is observed.

3.2. Kinetics of hydrogen adsorption and the influence of the
molecular flux

In view of the results of the previous subsection, w
expect, starting from the principle of detailed balance, tha
change in the flux of molecules to the surface will also le
to a change in the adsorption kinetics. We measured the
pendence of the sticking probability of the hydrogen m
ecules on the W~110! surface as a function of coverag
S(u), for fluxes in the range 1012– 1014molecules/~cm2s!
~see Fig. 8!.11 As we see from Fig. 8, increasing the flu
leads to significant growth of the initial sticking probabilit

FIG. 8. Dependence of the sticking probability of H2 on the coverage for
F5231014 ~1!, 431013 ~2!, 931012 ~3!, and 531012 ~4! molecules/~cm2s!;
Tg is the gas temperature.
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S0 ~at u→0! and of the maximum~saturation! coverageus ,
and also leads to the appearance and growth of a peak o
S(u) curves.

Let us discuss the possible mechanisms by which
molecular flux can influenceS(u). An increase ofS0 can
arise if there is an interaction of molecules being adsorbe
an intrinsic prestate. Although we are talking about the ini
sticking probability, which, strictly speaking, pertains to t
clean surface, in the real experiment its measured va
corresponds to some finite coverage of the surface. The
constant of our apparatus is 0.1 s, and during that ti
at a flux of 531012molecules/~cm2s!, some 531011

molecules/cm2 strike the surface, or, with a sticking probab
ity ;0.1, a coating of 531010molecules/cm2 is formed. The
average distance between molecules in this case is;5
31026 cm.

In order to assess whether molecules found in the
estate, by moving along the surface, encounter and inte
with each other, we can compare the distance between
ecules with the diffusion path lengthL at Ts;5 K. We have
not found any published data on the diffusion coefficient
H2 molecules along the W~110! surface, but in Ref. 12 ther
is information about the activation energy for the diffusion
molecular hydrogen. Using those data, we can obtain a ro
estimate of the diffusion coefficient from the expression

D5D0 exp~2Em /kTs!, ~6!

whereEm is the activation energy for surface diffusion, an
the pre-exponential factorD0 was assumed equal tob2kTs /h
~b is the lattice constant of the substrate!.13 The estimate
gave a valueD'1027 cm2/s andL5ADt51024 cm. ThusL
is much larger than the average distance between molec
even at the minimal flux, and it is quite probable that t
molecules encounter each other and interact in a time
0.1 s.

Let us now discuss what specific mechanisms could l
to an increase in the initial sticking probability. If the elas
cally reflected molecules, are not taken into account,
sticking probability can be expressed as follows:14,15

S05F11
nd

na
expS Ea2Ed

kTs
D G21

, ~7!

wherena andnd are frequency factors, andEa andEd are the
activation energies for the transition from an intrinsic p
estate to a state of chemisorption and desorption, res
tively. What we have said is illustrated in Fig. 9 by a on
dimensional potential diagram. It is seen from Eq.~7! that an
increase in the activation energy for desorption leads to
increase ofS0 , and if the interaction of molecules in th
prestate increasesEd , then this should be accompanied by
increase inS0 . It seems to us that the results considered
Sec. 3.1 are evidence that the increase in the initial stick
probability of hydrogen molecules with increasing flux
indeed caused by an increase inEd . We see that increasin
the flux suppresses the isothermal desorption of the hydro
molecules, i.e., increasesEd . As to the specific mechanism
for the increase inEd , we propose that it is due to the fo
mation of nuclei of the 2D condensed phase.

The dependence of the maximum coverage on the flu
molecules~Fig. 8! is typical for an adsorption phase that
not maintained steady at the given temperature but for wh
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a dynamic equilibrium density is established, with equ
rates of adsorption and desorption. As to the cause of
increase of the sticking probability with increasing covera
upon the formation of a molecular adsorption phase, we h
to the view expressed in one of our previous papers.16 We
suppose that the main cause of the growth ofS is an increase
in the efficiency of a loss of kinetic energy~accomodation!
by the incident molecules in collisions with weakly boun
molecules adsorbed previously.

Figure 10 shows theS(u) curves for the adsorption o

FIG. 9. One-dimensional potential diagram:Ea and Ed are the activation
energies of the transition to the states of chemisorption and desorp
respectively;Zp is the level of the zero-point vibrations.

FIG. 10. Dependence of the sticking probability of D2 on the coverage for
F5231014 ~1!, 431013 ~2!, and 831012 ~3! molecules/~cm2s!.
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deuterium. We see that these curves are qualitatively dif
ent from those for hydrogen. The maximum coverage and
initial sticking probability respond weakly to an increase
the flux of molecules during formation of the adlayer~S0

even decreases somewhat!. The maximum on theS(u)
curves is observed even at the lowest value of the flux, w
it is absent in the corresponding case for H2.

We assume that the differences in the adsorption kine
of H2 and D2 and the influence of the flux on the adsorpti
kinetics are also determined by the difference in the positi
of the levels of zero-point vibrations in the physisorpti
potential well. Since the level of zero-point vibrations of D2

is deeper, the activation energy for the desorption of D2 is
substantially higher. Therefore, atTs;5 K, where the phys-
isorbed H2 layer is unstable, the physisorbed layer of D2 is
stable and responds weakly to a change in flux. The rea
for the absence of growth ofS0 upon an increase in the flu
of D2 molecules, we believe, is also the deeper position
the level of zero-point vibrations. The process of nucleat
of the 2D condensed phase, which we think is responsible
the growth of the initial sticking probability for H2, does not
take place in the case of D2 because of the deeper potent
relief and, accordingly, the lower mobility of the molecule
Support for this view can be found in Ref. 12, where t
activation energy for surface diffusion of D2 is estimated as
6.6 meV, while for H2 it is 2.7 meV.

3.3. Adsorption of H 2 and D2 on the Mo „110… surface

It is of interest to compare the adsorption characteris
for hydrogen isotopes on the W~110! surface with those for
Mo~110!, which harldy differs in its atomic structure. In th
case of Mo~110! we measuredS(u) at a single value of the
flux of molecules onto the surface, but we varied the g
temperatureTg in the molecular beam source and thus var
the kinetic energy of the incident molecules. The influence
a change inTg on the adsorption characteristics of hydrog
on W~110! was investigated by us previously.17

Figure 11 shows the dependence of the initial stick
probability for H2 and D2 on Mo~110! as a function ofTg . In
both cases a monotonic decrease ofS0 with increasingTg is
observed. This behavior ofS0 argues in favor of an adsorp
tion mechanism involving an intrinsic prestate and the
sence of an appreciable activation barrier for transition t
state of chemisorption. In this respect the Mo~110! surface is
different from W~110!, for which a two-channel mechanism
of H2 adsorption is observed: adsorption via a prestate,
activational adsorption.17 The sticking probability of D2 is
considerably larger than that of H2, a circumstance which is
indicative of a phonon mechanism for the loss of kine
energy of the molecules incident on the surface. On the o
hand, the larger value ofS0 for deuterium may also be due t
the deeper-lying level of zero-point vibrations and, acco
ingly, to a larger value ofEd in Eq. ~7!.

Figure 12 shows theS(u) curves for the adsorption o
H2 and D2 on the Mo~110! surface forTg;100 K. In the case
of H2 the curve is extremely complex: after a slight increa
of S there is a steep decrease to a sharp minimum au
;0.5, and then it passes through a maximum and finally f
gradually to zero. The behavior ofS in the interval 0,u
,0.5 is evidence for adsorption through an extrinsic
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estate. We note that a coverageu50.5 ~in molecules! corre-
sponds to a monolayer of chemisorbed atoms. ThusS de-
creases to an extremely small value when the atomic ph
of adsorption is saturated. The initially unfilled chemic
bonds of the surface atoms of Mo are saturated at the en
the first stage and can no longer effect the capture and

FIG. 11. Initial sticking probability of H2 and D2 on Mo~110! versus the gas
temperature.

FIG. 12. Sticking probability of H2 and D2 on Mo~110! versus the coverage
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sequent dissociation of H2 molecules, and the mass diffe
ence of the complex Mo/H and the H2 molecule is too large
for efficient accomodation.

In the interval 0.5,u,1 the value of S increases
sharply owing to the formation of a weakly bound molecu
phase, which facilitates the loss of kinetic energy of the
cident molecules. Granted, one cannot rule out the influe
of a ‘‘softening’’ of the surface phonons, as was conjectu
in Refs. 18 and 19. However, the increase inS is too sharp
for it to be due to a simple accumulation of physisorbed2
molecules. It is probable that a change of state of the ph
isorbed molecules occurs. We assume that the formatio
nuclei of a 2D condensed phase occurs, which, as we h
said, suppresses the thermodesorption, further increasinS.
The cresting and subsequent decline ofS in the second stage
is probably due to the limited number of adsorption sites
the physisorbed layer.

Fig. 12 also shows theS(u) curve for the adsorption o
D2. This curve is qualitatively different from that for H2 in
that there is no minimum nearu50.5. To explain this differ-
ence we again turn to a consideration of the quantum p
erties of the H2 and D2 molecules. Because of the deep
position of the level of zero-point vibrations of the D2 mol-
ecule, its mobility in the extrinsic prestate should be subst
tially lower than for H2. This circumstance favors the forma
tion of a molecular physisorbed phase of D2 even before the
formation of the atomic phase is completed. The presenc
a weakly bound molecular phase leads to an increase in
sticking probability, compensating its decrease due to
saturation of the atomic phase. Because of their high mo
ity the H2 molecules easily ‘‘skip’’ to unoccupied sites, an
until those are all filled, the formation of a molecular pha
of adsorption does not occur. It seems to us that one sh
not rule out the possibility that quantum diffusion is par
responsible for the high mobility of the H2 molecules on the
Mo~110! surface.

As we showed in the previous subsection, in the cas
H2 adsorption on W~110! there is no sharp feature on th
S(u) curve nearu50.5 like that considered above fo
H2/Mo(110). This indicates that the potential relief alon
the surface is substantially deeper for H2/W(110) than for
H2/Mo(110). This is also confirmed by the data of Ref.
on the relative values of the activation energies for surf
diffusion of H2 on W~110! and Mo~110!.

4. CONCLUSION

We have observed the following isotope effects in t
kinetics of low-temperature adsorption and desorption of
drogen.

1. Isothermal desorption of H2 molecules from the
W~110! surface atTs;5 K is observed. Increasing the flux o
molecules onto the surface during the formation of a sa
rated adsorbed layer atTs;5 K sharply suppresses the su
sequent isothermal desorption of H2. The suppression of the
desorption is explained by the occurrence of a phase tra
tion from the 2D gas to the 2D condensate.

Under the same conditions, isothermal desorption of2

molecules was not observed. The reason for this differenc
the behavior of the H2 and D2 molecules, we believe, is th
difference in their quantum properties—the deeper posi
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of the level of zero-point vibrations of the heavier D2 mol-
ecules in the physisorption potential well.

2. At Ts;5 K one observes in the case of hydrogen, b
not for deuterium, an increase in the initial sticking probab
ity S0 and in the maximum coverage of the W~110! surface
when the flux of molecules to the surface is increased.
attribute this increase ofS0 to an increased probability o
formation of nuclei of the 2D condensed phase during
lifetime of the H2 molecules in the intrinsic precursor stat
The absence of such an effect in the case of D2 adsorption is
explained by the deeper position of the level of zero-po
vibrations in the physisorption potential well.

3. The curve of the sticking probability of the H2 mol-
ecule as a function of coverage for the Mo~110! surface has
a very sharp and deep minimum nearu50.5. This feature is
absent on theS(u) curve for the adsorption of D2. We at-
tribute this difference in the adsorption kinetics of H2 and D2

to the difference in the mobilities of these molecules alo
the Mo~110! surface, which, in turn, is due to the deep
position of the level of zero-point vibrations of the D2 mol-
ecule. The very high mobility of the H2 molecules makes it
possible to complete the formation of the atomic phase
adsorption before the formation of the molecular phase
gins; this makes the surface inert in this stage of the proc
We do not rule out the possibility of a contribution from
quantum diffusion of the H2 molecules in creating this high
mobility. The deeper potential relief for the D2 molecule and
its larger mass apparently make for a low probability of tu
neling diffusion for deuterium.
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A vitrifying structure transition in the Dy ÕMo„112… adsorption system
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Annealing-driven irreversible structural transitions are studied by low-energy electron diffraction
in submonolayer Dy films adsorbed on the Mo~112! surface. In a wide coverage rangeu.0.07,
Dy overlayers deposited at low temperatures (T'100 K) are ordered and keep their structure
upon annealing up to 350–600 K. Nearu50.68, the overlayers are stable to high-temperature
annealing (Ta51000 K) as well, whereas the denser films are metastable and transform to more
stable ordered structures. An unusual annealing effect is found foru,0.58: the initially ordered
metastable phases are replaced by phases having no extended order, which are assumed to be
two-dimensional glasses. ©2001 American Institute of Physics.@DOI: 10.1063/1.1414575#
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INTRODUCTION

The glassy state of matter has been attracting a great
abiding interest from both the basic and practical standpo
~see, e.g., Ref. 1!. There are a lot of methods of producin
various kinds of glasses. Among them, special attention
paid at present to the preparation and study of thin glassy
amorphous films, which combine a number of useful prop
ties provided by the disordered structure and low dimens
ality. In this communication, we report on a new meth
allowing one to obtain ultrathin~submonolayer! films which,
in contrast to the usual amorphous films, are stable aga
annealing and retain their disordered structure in a br
temperature range.

Our results have been obtained with Dy submonolay
on the Mo~112! surface. The adsorbed Dy atoms possess
appreciable positive electrical charge, and their interac
with one another is of complex nature, including both dipo
dipole and substrate-mediated interactions. The energ
such interactions can reach 102221021 eV for nearest
neighbors, so the adsorbed films are usually ordered be
T5100– 1000 K.2,3 Owing to the considerable dipole mo
ment associated with the adsorption bond~above 1 D at low
Dy coverage!, the adsorbate strongly reduces the work fun
tion of the surface. The work function and structure
Dy/Mo overlayers have been studied earlier,4 but the
annealing-driven structural transitions and work functi
changes were not revealed. Specifically, thec(232) lattice
was reported to exist up tou50.5, which is followed by
uniaxially compressed lattices atu.0.5 in the submonolaye
coverage range. The coverage is defined as the ratio o
sorbate to substrate surface atom concentrations. We
investigated the structure of Dy adlayers both as-deposite
a low temperature (T5100 K) and successively annealed
the range 100 K,Ta,1200 K, with recording of the result
ing structures at the low temperature. The rate of tempera
decrease after each annealing step did not exceed25 K/s. In
such experiments, we have found a strong effect of annea
on the character of the order.
8501063-777X/2001/27(9–10)/4/$20.00
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RESULTS AND DISCUSSION

To carry out this study, we have used the ultrahig
vacuum system and the experimental setup descr
earlier.5–7 Briefly, a SPECTALEED instrument equippe
with a charge-coupled device~CCD! camera was used to
study the surface structure. The stored video records of
low energy electron diffraction~LEED! patterns were uti-
lized to measure the peak intensities for the particular sp
The contact potential difference method was applied
monitoring the work function changes. The same molyb
num specimen as in our previous work6,7 was used for the
substrate. Its surface consists of~112! terraces as broad a

350 Å3550 Å along the@ 1̄1̄1# and @11̄0# axes, respec-
tively. The atomic beam of Dy was obtained from a piece
dysprosium metal spot-welded to a tantalum ribbon serv
as a heater. Auger electron spectroscopy was used to c
the cleanliness of the substrate and the adsorbate. The
erageu was determined from the deposition time and wo
function measurements, which were calibrated by mean
LEED in the coverage rangeu50.68– 0.75. This range is
specific for the existence of a single-phase incommensu
structure undergoing uniaxial compression and therefor
not likely to contain other phases which might be overlook
by LEED.

At annealing temperatures belowTa5350– 600 K, a set
of ordered overlayer structures is found with increasing c
erage fromu50.07, until the formation of a close-packe
physical monolayer atu50.77. These structures in their ma
jority are different from those reported in Ref. 4. A
we intend to discuss in detail the phase transitions for
Dy/Mo~112! system in a separate paper, we will not pres
here the whole series of ordered film structures observe
this work but will focus on the annealing-driven irreversib
order-disorder transition.

In general, the periodicity of an ordered film structu
differs from that of a substrate. Therefore LEED usually
veals an order in the adsorbed overlayer via extra~fractional-
© 2001 American Institute of Physics
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order! diffraction beams which are absent in the cases o
clean substrate or a disordered adsorbed layer. For exam
Fig. 1b shows a LEED pattern from an ordered (631) Dy
overlayer which is observed in the coverage rangeu
50.07– 0.3. The pattern differs from that of the clean su
strate~Fig. 1a! by the presence of five extra beams betwe
the integer-order beams along the@ 1̄1̄1# direction. Figure 2
shows a possible model of the (631) structure which is
consistent with the LEED pattern and the coverage value
should be mentioned that the (631) structure is one of thos
transforming into a glassy phase in the progress of annea
Patterns with fractional-order LEED spots are indeed
served in the whole submonolayer coverage range at the
annealing temperatures mentioned above. A full list of
ordered structures found will be given in the diagram of a
nealed states presented below.

An increase of the annealing temperature exerts a dif
ent effect on the order in Dy adfilms depending on th

FIG. 1. Low-energy electron diffraction patterns from Dy/Mo~112! overlay-
ers. The pattern from the clean substrate~a! is presented for a reference
with the principal axes indicated. Coverage~monolayers!: 0 ~a!; 0.25 ~b!;
0.68 ~c!; 0.45 ~d!. Annealing temperature, K: 200~b!; 800 ~c, d!. Electron
energy, eV: 67~a,b!: 55 ~c,d!.

FIG. 2. A hypothetical hard-sphere model for an ordered dysprosium o
layer (631) corresponding tou50.3. The unfilled circles show the topmos
substrate layer, and the gray disks show the adsorbate layer, with he
darkness corresponding to greater vertical depth. The principal axes
indicated.
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coverage. As a measure of the degree of order we use
peak intensity of LEED. Aboveu.0.6, the annealing result
in a usual effect of improvement of the order. This is illu
trated in Fig. 3 foru50.68: the fractional-order beam inten
sity gradually increases and then levels off. The relev
LEED pattern from the eventually annealed overlayer
shown in Fig. 1c. The steady growth of the order, start
from the lowest annealing temperature, is indicative of co
siderable mobility of adatoms already at 100 K. Designat
as Tmob a certain minimum temperature at which adato
can move over neighboring adsorption sites during the t
of an experiment, we conclude thatTmob is ,100 K. Accord-
ing to this designation,Tmob can be expressed in terms of th
parameters of surface diffusion asTmob'Ed/30kB , whereEd

is the activation energy andkB is Boltzmann’s constant.2,8

Besides promoting adatom mobility, an increase of tempe
ture can also cause an order–disorder transition if the t
perature reaches some critical valueTc specified by the in-
teraction energy of adatomsEi as Tc'Ei /kB ~see Ref. 8!.
Ordering is realized within the time of an experime
(10– 102 s) if

Tmob,Tc , or Ed,30 Ei ; ~1!

otherwise, upon the cooling that follows each annealing s
a frozen disorder is observed instead of order. The overla
under consideration (u50.68) is apparently what result
when inequality~1! is fulfilled. It should be noted that the
lattice retains its original symmetry under annealing only in
narrow coverage range close tou50.68. The denser films
~from u50.68 up to the close-packed monolayer atu
50.77! are metastable and undergo irreversible transition
the more stable ordered structures. In this case, LE
records the replacing of one pattern of superstructure s
by another.

For the coverages 0.07,u,0.58 the annealing results i
an unusual effect: first only a limited improvement of th
order occurs, which is followed by decay of the previo
order without transition to any other ordered phase. This
culiarity is illustrated qualitatively by an irreversible disa
pearance of the fractional-order LEED features in pattern~d!
of Fig. 1 and quantitatively by intensity curves with loc
maxima followed by virtual fading of intensity~see Fig. 3!.
At low temperatures (Ta,200– 400 K), inequality~1! seems

r-

ier
re

FIG. 3. Annealing-driven changes in intensity of fractional-order LEE
beams specific to the structures observed at different Dy coverages.
beam intensity after annealing is always measured atT5100 K.
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to be valid. However, at a later stage, annealing evide
causes an irreversible change in the overlayer prope
~such as the diffusion parameters and adatom interaction
ergy!, so that inequality~1! reverses its sign:

Tmob.Tc . ~2!

The irreversible transitions are summarized in Fig.
which shows a wide area~shaded and designated as 2
glass! of annealing temperature in the submonolayer cov
age range at which the overlayer loses an extended o
The notations of the all ordered structures found are a
listed in Fig. 4. Though Fig. 4 resembles a phase diagr
that is not the case: here the overlayer state is presented
standard temperature of 100 K, contrary to a phase diag
which shows the state at a current temperature.

To prove that the effect of high-temperature anneal
on LEED patterns at low coverage is not a trivial result
the removal of Dy adatoms from the surface, the work fu
tion changes caused by annealing were monitored. The
erage dependences of these changes taken after low-Ta

,350– 600 K) and higher-temperature annealing are p
sented in Fig. 5. It is seen that at no value of the cover
does high-temperature annealing return the work function
its value specific for the clean surface.

One of possible interpretations of the described ann
ing irregularity might be a transition to another more sta
phase which is characterized by too low a disordering te
perature, unavailable in our experiment, so thatTmob,Tc

,100 K. However, the quite small variation of the wo
function ~and thereby of the adatom dipole moment! due to
high-temperature annealing indicates that no essential w
ening of at least dipole-dipole adatom interactions happe
Therefore, taking into account the rather wide covera
range in which the order is lost, we consider that even
interaction only can provide a sufficiently highTc at medium
coverages where the inter-adatom distances become
short.

Though some decrease ofTc should not be ruled out
especially at low coverages, another possibility seems to
more realistic: a poor order can be explained by

FIG. 4. Diagram of annealing-driven changes in structure of Dy overla
on Mo~112!. DO: disordered phase; 2D glass: two-dimensional gl
~shaded area!; r (nvar32) ands(nvar31): rectangular~diatomic! and skew-
angle~primitive! structures, respectively, having lattice spacing varying w
u; 2nd L: second layer; multi-L: multilayer structure. The other notations
ordered structures are conventional. The arrows show the coverag
which the specified structures form.
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annealing-driven change of adatom mobility, which becom
insufficient to ensure equilibration. Direct experimental i
vestigations of surface diffusion show evidence that the m
bility of Dy atoms adsorbed on Mo~112! in the given cover-
age range and subjected to high-temperature annealin
indeed low.9 The diffusivity equals 102921028 nm2/s at T
5700– 800 K. It is lower by two order of magnitude tha
that, e.g., for strontium films adsorbed on the same subs
at comparable coverages.10 An estimate of the time necessa
for diffusion over the path of an inter-adatom distance, wh
is obtained by extrapolation of the diffusivity data to th
temperature range optimal for the ordering of metasta
phases,Ta5200– 300 K, gives 1052103 s. This value is ap-
parently distinct from the much shorter diffusion time pr
viding rapid equilibration of metastable phases at low te
peratures. Hence this fact corroborates our suggestion a
the dramatic drop of adatom mobility in the rangeu
50.07– 0.58 upon high-temperature annealing. The lo
temperature ordering of Dy phases such as (631) described
above is not the only significative fact. Precovering of t
Mo~112! surface with a dilute Dy film (u'0.1), with its
subsequent high-temperature annealing, strongly suppre
the Sr and Li overlayer ordering, whereas without hig
temperature annealing, the same Dy dope to the Sr o
overlayer even improves the ordering process, indicatin
high adatom mobility.

We suggest that the origin of the hindering of the adat
mobility by high-temperature annealing may consist
adsorption-induced surface reconstruction. The Mo~112! sur-
face is close-packed in the direction along the channels~see
Fig. 2!. However, adsorption followed by high-temperatu
annealing can induce a reconstruction of its topmost la
into some loose-packed structure, and the ordering is kno
to advance very slowly on the rough surfaces.2 The rough-
ness of the reconstructed surface means that adatoms
mixed with surface substrate atoms, and one actually obt
a kind of two-dimensional alloy. For example, such a carb
induced reconstruction to a rough ‘‘checkerboard’’ structu
is detected for Mo~112! both by LEED and STM
techniques.11 Contrary to this, the mobility of Dy adatoms o
the original~non-reconstructed! surface Mo~112! seems to be

r
s

f
at
FIG. 5. Coverage dependence of the work function changes obtained
low- (Ta,350– 600 K) and higher-temperature annealing.
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high enough to provide some ordering for all coverages e
at temperatures as low as 100 K. Some suggestion conc
ing the mechanism of formation of a rough surface can
deduced from data on the work function changes~Fig. 5!. Up
to at least 0.5 monolayer, the curves corresponding to l
temperature and high-temperature anneals are seen to
almost in parallel, as if 5 to 10% of the adsorbate monola
is no longer contributing to the work function change af
the high-temperature anneal. It seems that approximately
amount of dysprosium must have ‘‘reacted’’ with the surfa
during high-temperature annealing~as a random process!, so
that this fraction is leveled down from the position of a
adatom, protruding into the vacuum, to a position within t
two-dimensional alloy incorporated in the surface substr
layer. The result is that it makes little contribution to th
surface potential barrier. This reaction obviously happens
ready with the first few percent of the monolayer, and af
completion of the surface reaction~limited presumably by
buildup of surface stress due to incorporation of Dy into
Mo layer!, nothing more happens. Since the surface now
a random and rougher corrugation, Dy adsorbed on top
this two-dimensional alloy cannot order at low coverag
However, at high coverages (u.0.58) the situation seems t
differ due to domination of direct lateral interactions of ad
toms, which are strong at short inter-adatom distances
switch on a more intense driving force of ordering.

Thus, the high-temperature annealing of low-covera
Dy submonolayers (0.07,u,0.58) results in their transition
to a disordered state. AtT.600 K, Dy adatoms possess
high mobility in this state,9 so this is actually a melted phas
However, while as the temperature is lowered, the mobi
seems to decrease dramatically before the overlayer is ab
order. This is just what is typical for a vitrifying transition

A peculiarity of the submonolayer vitrification is
strong influence of the substrate potential corrugation on
behavior of an overlayer. At an arbitrary coverage, a dis
dered film generally has an incommensurate structure. A
of overlayer mobility implies the pinning of adatoms to th
wells of the Peierls relief~the substrate potential corrugatio
modified by adatom lateral interaction!.8 For incommensu-
rate structures, the pinning means transformation into
phase termed chaotic.12 In this phase, the potential well
have no standard depth due to a random distribution of
adatoms over the adsorption sites, and consequently,
n
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random value of the interaction energy between neighbo
adatoms. Besides poor mobility, this is a fundamental pr
erty of an amorphous state.

It is worth noting that a low-coverage glassy overlay
of Dy and other similar adatoms which possess an ap
ciable magnetic moment may exhibit properties of ultrath
~actually two-dimensional! amorphous magnetic materials.

CONCLUSION

To conclude, we have found a set of metastable orde
states in two-dimensional Dy overlayers deposited o
Mo~112! at low temperatures. Upon high-temperature a
nealing, they are irreversibly replaced by stable orde
structures at high coverages and by a glassy state at low
medium coverages.
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The quantum diffusion of interstitial muonium atoms in solid CO2 is studied in the temperature
range from 5 to 200 K using the technique of muonium spin rotation and relaxation.
Muonium exhibits coherent bandlike dynamics between 140 and 160 K. At low temperature Mu
undergoes strong localization. ©2001 American Institute of Physics.@DOI: 10.1063/1.1414576#
e

er
n
e

e
un
th

t
e

o-
e

s
n-
g
d

s

ar
e

th
lly
ex
th
o

ev
a
te
tu

as
nic
the

or
ns

ra-
ar-
eri-
or
er-

con-
rmi

res.
di-

e-
nd-
gy
-

ne

ous

er-
When positive muons are implanted into insulators th
often form muonium~m1e2 or Mu! atoms, analogous to
hydrogen atoms but nearly an order of magnitude light1

The dynamics of such light atoms, being intrinsically qua
tum mechanical in nature, is of special interest becaus
provides critical tests of quantum diffusion theories.2–4 The
basic issue in nonclassical transport is whether a wavelik
particlelike description is appropriate, i.e., whether the t
neling is coherent or incoherent. This depends on whe
the interaction with the environment is such as to lead
spatial localization of the wave function or to bandlik
~Bloch wave! motion. One of the possible channels for l
calization of a particle is through its interaction with lattic
excitations~phonons, librons, magnons, etc.!. In a dissipative
environment5,6 the lattice excitations can be represented a
bath of harmonic oscillators; interaction with this enviro
ment causes a crossover from coherent quantum tunnelin
incoherent hopping dynamics when the particle ‘‘dresse
with the lattice excitations can be effectively thought of a
polaron.

At low temperatures, the environmental excitations
frozen out. In this case, conventional understanding sugg
that the only possible channel for particle localization is
introduction of crystal disorder, which thus may dramatica
change the transport properties of a solid. A well-known
ample is the spatial localization of electron states near
Fermi level in a disordered metallic system, which leads t
transition into a dielectric state~the Anderson transition!:7

coherent tunneling of a particle is possible only between l
els with the same energy~e.g., between equivalent sites in
crystalline lattice!; in the case of strong randomness, sta
with the same energy may be too spatially separated for
neling to be effective.
8541063-777X/2001/27(9–10)/4/$20.00
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Although the concept of localization by disorder h
been introduced primarily in order to describe the electro
transport properties of solids, it may also be applied to
quantum dynamics of heavier particles, whether charged
neutral.4,8,9 Recent experimental results for positive muo
(m1) in dilute metallic alloys,10 as well as for muonium
atoms (Mu5m11e2) in ‘‘dirty’’ insulators,11,12have clearly
indicated that crystal disorder introduced by impurities d
matically changes the nature of quantum diffusion for p
ticles ;200 times heavier than the electron. In these exp
ments the environmental coupling could be varied
switched on and off by changing the temperature—for int
stitial muons in aluminum metal,10 the low-energy couplings
to conduction electrons are suppressed below the super
ducting transition, as a BCS energy gap opens at the Fe
surface, while for muonium in insulators11,12 the inelastic
interactions with phonons are frozen out at low temperatu
Similar arguments apply for the well-known system of a
lute solution of heavy3He atoms in a4He crystal.13,14

A common and crucial feature of all the abov
mentioned experiments is that the particle tunneling ba
width D is small compared with all other relevant ener
parameters, especiallyU, the characteristic shift in the parti
cle’s energy level~relative to its value in the perfect lattice!
due to crystalline disorder. For elastic strains,U is expected
to vary asU0(a/r )23 with the distancer from a point defect,
whereU0 is the maximum shift corresponding to a site o
lattice constanta away from the defect center.~Of course,U
actually has discrete values near the center; this continu
formulation is only meaningful whenr @a.! For example,
typical values ofU0;103 K exceed muon bandwidths in
metals by 6–7 orders of magnitude; in insulators the diff
ence is not so extreme, but stillU0@D.4,15 Under these cir-
© 2001 American Institute of Physics
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cumstances, the influence of crystalline defects extends
distancesR;a@U0 /D#1/3@a. The quantum diffusion of the
interstitial particle is therefore dominated in these case
strong, long-range crystal disorder.

An essential characteristic of particle transport un
conditions of long-range crystal disorder is its inhomoge
ity at low temperatures,4,16,17 where the particle dynamic
cannot be described in terms of a single correlation timetc .
The particle hop rate is in this case predicted4 to follow

tc
21~R!}D̃0

2 V~T!

j2~R!1V2~T!
, ~1!

whereD̃0 is the renormalized tunneling amplitude,V(T) is
the particle’s energy level broadening due to coupling w
lattice excitations, andj(R)5a@dU/dr# r 5R is the difference
between energy levels at two adjacent tunneling sites du
disorder.~We ignore the possibility of degenerate adjace
sites at the sameR.! At low temperatures the phonon width
reduced and

tc
21~R!}D̃0

2 V~T!

j2~R!
. ~2!

Equation~2! describes the dynamics of particles in the vic
ity of defects, where the inhomogeneity of the crystal resu
in a spatial distribution of hop rates,tc

21(R). Another frac-
tion of particles, initially located so far from impurities o
defects thatD̃0 exceedsj(R) @as well asV(T)#, undergoes
bandlike propagation. In the limiting case of very low tem
peratures~or below a superconducting transition!, inelastic
scattering by phonons~or conduction electrons! is strongly
suppressed. The two fractions cannot then excha
particles—they are manifest in the appearance of two dist
components in the muon polarization functionP(t);10–12this
may be taken as a signature of spatial inhomogeneity of
particle dynamics when the disorder is described by a lo
range potential.

The foregoing discussion, like all previous theoretic
treatments of quantum diffusion~see, e.g., Refs. 4, 8, and 9!
implicitly assumed that the diffusing particle has access
only one site per unit cell.

In the harmonic approximation, the transport propert
of a neutral particle in a simple crystalline insulator~e.g., a
monoatomic or ionic crystal! depend only on the phono
modes of the lattice. For crystals composed of molecu
two additional contributions enter from the internal vibr
tional and rotational degrees of freedom of the molecu
Internal vibrations of molecules scarcely change the part
dynamics because of their extremely high frequencies. M
lecular rotation, however, is a different matter. Two extrem
are possible: the molecules may rotate almost freely in
crystal, or the rotational motion may be severely restric
and hence transformed into torsional excitations~librons!.
Since the typical rotational frequencies of molecules in cr
tals are still much higher than the particle bandwidth, in
first extreme the energy levels for a particle moving in d
ferent unit cells are degenerate, and therefore its dynam
remain unperturbed. In the second extreme the anisotr
interaction between molecules~which causes orientationa
ordering in the first place! changes the crystalline potenti
so that this degeneracy is lifted. As far as the particle dyna
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ics are concerned, this splitting of adjacent energy levels
as an effective disorder, creating the biasj in Eq. ~1!. Here
we report our study of muonium dynamics in solid CO2, in
which the anisotropic part of intermolecular interaction is
strong that the lattice keeps its orientational order in the
tire solid phase.

Solid carbon dioxide was one of the first few solids~also
quartz and ice! in which muonium atom formation was ob
served, about 30 years ago.18 However, there was no expla
nation for the mysterious muonium relaxation in CO2. The
muonium relaxation rate was measured in a transverse m
netic field of 7.2 Oe to be about 0.63106 s21. This relaxation
rate, although not high, is, however, noticeable and canno
associated with nonuniformity of the magnetic field, ina
much as in the same experiment a few-times-lower rel
ation rate has also been measured. Nor can the muon
relaxation in CO2 be explained by its interaction with nuclea
magnetic moments, as all of them are equal to zero in car
dioxide.

The source of muonium relaxation in solid CO2 can be
understood if muonium is anisotropic. The reason for
muonium anisotropy is that in the environment of surroun
ing atoms of the medium, muonium’s electron function is n
necessarily the spherically symmetric 1S state. The effective
spin Hamiltonian for static Mu in solid CO2 in an external
field H, assuming an anisotropic muon-electron hyperfine
teraction, has the form19

H5hASe•Sm2gemBSe•H2gmmmSm•H, ~3!

whereA is the muonium hyperfine tensor, andS, g, andm are
the spins,g factors, and magnetic moments of the respect
particles. For example, in a variety of cubic semiconduct
muonium centers are observed with a hyperfine interac
that is axially symmetric about any of the@111# crystal axes.
For a state of this type~which is the simplest case of aniso
tropic muonium!, A is diagonal with elementsAi and A' .
The essential feature of anisotropic muonium is that at z
magnetic field the muon spin will oscillate at a frequen
which is equal to one-half of the anisotropic part of the h
perfine interaction (Ai2A') divided by Planck’s constant. In
the general case~whenA is a matrix of high order! several
frequencies are observed.20 The amplitudes of oscillations a
these frequencies are functions of the angles between
principal axes ofA ~which are determined by the configura
tion of muonium sites in the crystalline cell! and the initial
muon polarization. In the case of muonium diffusion this w
result in apparent muonium relaxation.21 The hopping sites
are equivalent, but have principal axes making differe
angles with the muon polarization direction; thus when a M
atom hops to a new site its spin begins to oscillate w
different amplitudes for all the frequency components, res
ing in an effective relaxation mechanism on the time scale
a mean oscillation quarter-period. To data the theory of
time evolution of the anomalous muonium polarization fun
tion in the hopping regime is undeveloped. In quartz21

anomalous muonium diffusion was described using a Ko
Toyabe zero-field stochastic relaxation function w
hopping,22 using a constant empirical ‘‘static width’’ of 4
times the highest oscillation frequency. In the current pa
we present a way of estimating anomalous muonium h
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rates in a host with zero nuclear moments regardless of
exact notions about the muonium hyperfine tensor and de
larization function.

The experiments were performed on the EMu beam
of the ISIS Pulsed Muon Facility at the Rutherford Applet
Laboratory. Ultrahigh-purity CO2 ~less than 1025 impurity
content! was condensed from the gas phase into a liquid
then frozen into a disc-shaped cell~24 mm in diameter and 5
mm deep!. Solid samples were carefully grown from the liq
uid phase at typical speeds of about 5 mm/h by applyin
vertical temperature gradient of about 5 K across the cell.
Positive muons of 28 MeV/c momentum and 100% spin po
larization were stopped in the samples, andm1 spin rotation
~SR! time spectra were recorded at various different tempe
tures and applied magnetic fields. Positrons from the m
decay are emitted preferentially along the direction of
muon polarization, so that the time-differentialm1SR tech-
nique, details of which can be found elsewhere,1 produces
direct measurements of the time dependence of the m
decay asymmetryA(t), which is proportional to the muon
polarization functionP(t).

The formation of anisotropic muonium in solid CO2 was
detected by observing the oscillation signal in zero magn
field. A typical experimental spectrum in zero magnetic fie
at low temperature is represented in Fig. 1. Then a se
m1SR spectra was measured in a weak transverse mag
field H52G. Transverse magnetic field spectra show a n
anisotropic muonium precession signal. In all the tempe
ture interval the envelope of this precession is approxima
by a simple exponential functionP(t);exp(2lt). Usually
the technique of muonium transverse relaxation is used
extract hopping rates of isotropic muonium in a host w
nonzero nuclear moments. In this case the effective s
Hamiltonian of muonium in a crystal in an external magne
field consists of electron, muon, and nuclear Zeeman in
actions, the muonium hyperfine~HF!, and the nuclear hyper
fine ~NHF! interactions~see, e.g., Ref. 15!. Qualitatively,
modulation of the NHF interactions results in relaxation
the muonium electron spin, which in turn leads to the o
served muon depolarization via the muonium HF interacti
As the muonium HF constantA is usually several orders o
magnitude higher than the NHF interaction~which for sim-
plicity we characterize by a single parameterd!, it is the

FIG. 1. ExperimentalmSR spectrum in pure CO2 in zero magnetic field at
40 K.
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latter which sets the time scale for isotropic muonium s
relaxation. In the case of anisotropic muonium, the hyperfi
interaction changes from site to site or the HF interaction
modulated ‘‘by itself,’’ and the value of the muonoum hype
fine interaction anisotropy about 2(Ai2A')/h will set the
time scale for the anisotropic muonium spin relaxation.
make a connection with the standard theory of muoni
diffusion this modulation can be presented by ‘‘effective’’d
or d̃. In the standard theory the envelope of the muoni
precession signal can be approximated by a simple expo
tial,

P~ t !;exp~2t/T2!, ~4!

whereT2 is the transverse relaxation time of the muoniu
spin. The muonium relaxation rateT2

21 has a simple form in
two limits: if muonium ‘‘hops’’ from site to site at a rate
tc

21@ d̃ ~fast hopping limit!, then the transverse relaxatio
rate is given byT2

21'd̃2tc. For very slow diffusion (tc
21

& d̃) the muonium spin relaxation takes place on a time sc
shorter thantc , and T2

21'd̃. @In this caseP(t) is better
approximated by a Gaussian relaxation function#.

Figure 2 presents the temperature dependences of
muonium transverse relaxation rateT2

21 in solid CO2 and
CO2 plus 0.1% of N2O impurities, extracted from the spectr
by fitting single-exponential relaxation functions~4!.

In pure CO2 at high temperatures above 160 K,T2
21

decreases with decreasing temperature, or the hop rate
creases with decreasing temperature. This is an unambig
manifestation of quantum diffusion which has also been r
ognized for muonium in KCl~Ref. 23! and solid nitrogen
~Ref. 24!. Such strong temperature dependences of the m
nium relaxation at high temperatures in solid CO2 cannot be
due solely to theV(T) dependence in Eq.~1! in the regime
of dynamical destruction of the band (V@j), but must
rather be caused by exponential renormalization of the t
neling amplitude, due to strong one-phonon scattering.

The muonium relaxation levels off at lower temperatur
below about 160 K. This plateau must represent the onse
muonium band motion,4,15 which occurs if the coherence i
preserved,V!D̃0 ~but still T.D̃0!, and the disorder is
weak,j!D̃0 .

The band motion does not extend to the lowest tempe
tures, however:T2

21 begins to increase with decreasing tem
perature below about 140 K. These data indicate that in

FIG. 2. Temperature dependence of muonium relaxation rate in solid CO2 in
weak transverse fieldH52G ~circles: pure CO2; stars: CO210.1% N2O!.
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stitial muonium atoms undergo gradual localization in C2
at low temperatures whereV!j and that the particle dynam
ics follow Eq. ~2!.

Experiments with doped CO2 were performed to esti
mate the muonium hopping rate from the trapping regime
muonium diffusion. Transverse relaxation data in solid C2

with 0.1% N2O impurities are represented in Fig. 2 by sta
When the Mu atom hops rapidly in CO2 ~causing low values
of T2

21 due to dynamical ‘‘narrowing’’!, it finds a N2O im-
purity in the CO2 crystal and reacts chemically~probably to
form the MuNNO* radical!,25 which explains the fact tha
the maximumT2

21 value for Mu in CO21N2O significantly
exceeds that for slowly hopping Mu in pure CO2 at low
temperatures, where it is determined by the anisotropy of
hyperfine tensor. This chemical reaction results in an ex
nential relaxation of the Mu polarization, the rate of which
determined by the time required for Mu to approach the N2O
impurity within a distancea of about one lattice constan
after which the reaction occurs immediately. Then the rate
trapping is26

l54paDc, ~5!

whereD5a2/4tc is the muonium diffusion coefficient, andc
is the concentration of impurities. From the maximum rela
ation rateT2 max

21 ;107 s21 we can estimatetc max;pc/T2 max
21

;33109 s21. For the bandlike regime the ‘‘hop rate’’ i
given by tc

2152&D̃0 ~Ref. 27!. By substitutingtcmax we
can estimate the muonium bandwidth in CO2 to be about
1022 K. This value may be compared with muonium ban
widths in KCl and solid nitrogen~0.16 and 1022 K,
respectively!.15

At high temperatures the clear maximum inT2
21 for Mu

in CO21N2O marks the crossover from fast to slow Mu d
fusion near N2O impurities. In this temperature range th
strong coupling to phonons allows Mu to overcome the
fect potential and move to react with N2O. However, the
energy shiftj which the particle has to overcome is mu
larger close to the defect than far from it, making the Mu h
rate strongly dependent on the distance from the defect.

At low temperatures the suppression of inelastic inter
tions with the lattice changes Mu diffusion drastically—M
atoms are stuck~or ‘‘frozen’’ ! at some distance far from N2O
impurities, causing a strong reduction of the reaction r
~Mu relaxation rate!. At very low temperature Mu atom
simply cannot approach N2O impurities due to suppressio
of the inelastic interactions, andT2

21 becomes the same i
pure and doped crystals~Fig. 2!.

In conclusion, we have presented evidence for the ba
like motion of light interstitial muonium atoms in CO2 crys-
tals.
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The isochoric thermal conductivity of (CH4)12jKrj solid solutions is studied between 40 K and
;150 K over a wide range of concentrations~j50.013, 0.032, 0.07, 0.115, 0.34, 0.71,
0.855, 0.937, and 0.97!. A gradual transition from the thermal conductivity of a highly perfect
crystal to the minimum thermal conductivity is observed as the crystal becomes
increasingly more disordered. A qualitative description is given in the framework of Debye
model of thermal conductivity, which takes into consideration the fact that phonon mean free path
cannot decrease indefinitely. ©2001 American Institute of Physics.@DOI: 10.1063/1.1414577#
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INTRODUCTION

The question of what occurs when the mean free pat
a phonon becomes comparable to the lattice parameter
its own wavelength is one of the most intriguing problems
the thermal conductivity of solids.1–6 Some progress in the
description of the heat transport in strongly disordered m
rials has come about through the concept4–6 of the minimum
thermal conductivityLmin which is based on the pictur
where the lower limit of the conductivity is reached when t
heat is being transported through a random walk of the th
mal energy between the neighboring atoms or molecules
brating with random phases. In this caseLmin can be written
as the following sum of three Debye integrals:5,6

Lmin5S p

6 D 1/3

kBn2/3(
i

v iF S T

Q i
D 2E

0

u i /T x3ex

~ex21!2 dxG .
~1!

The summation is taken over three~two transverse and
one longitudinal! sound modes with the sound speedsv i , Q i

is the Debye cutoff frequency for each polarization expres
in degrees Kelvin,Q i5v i(\/kB) (6p2n)1/3, and n is the
number density of atoms or molecules. Although no theo
ical justification exists as yet for this picture of the he
transport, evidence for its validity has been obtained o
number of amorphous solids in which the high-temperat
thermal conductivity has been found to agree with the va
predicted by this model.5 Indirect evidence has also bee
obtained in measurements of the thermal conductivity
highly disordered crystalline solids, in which no thermal co
ductivity smaller than that predicted by this model seems
have ever been observed.6 What has been missing so fa
however, has been a systematic study of the gradual tra
tion from the thermal conductivity of a highly perfect cryst
to the minimum thermal conductivity as the crystal becom
increasingly disordered. Such measurements will be p
sented here.
8581063-777X/2001/27(9–10)/8/$20.00
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The objects of this study were (CH4)12jKrj solid solu-
tions (0<j<1). This choice was based on the followin
considerations:

i! The phase diagram of (CH4)12jKrj has been studied
quite well. It was found7 that the components form a homo
geneous solid solution with fcc structure above 30 K at alj.

ii ! Kr and CH4 have similar molecule/atom radii an
parameters of the pair potential.8 The Debye temperature
QD of Kr and CH4 are 72 and 143 K, respectively.7,8 At the
same time the masses of the Kr atom and the CH4 molecule
are very different, 83.8 and 16 atomic units, respectively. T
fractional mass differenceDM /M is 0.81 for the CH4 impu-
rity in Kr and 4.23 for the Kr impurity in methane. One ca
thus expect strong impurity scattering, especially in the la
case.

iii ! The peculiarities of the heat transfer in pure Kr a
CH4 have been studied in detail~Refs. 9–12 and 13–15
respectively!. There have been separate studies of the lo
temperature thermal conductivity atT,20 K in the mixed
cryocrystals, which indicate strong point-defe
scattering.12,15 The thermal conductivityLmeas

P of solid CH4

and Kr measured at the saturated vapor pressure is show

FIG. 1. The thermal conductivitiesLmeas
P of solid Kr and CH4 measured at

saturated vapor pressures according to data of Refs. 9–15.Lmin of solid Kr
and CH4 calculated by Eq.~1! are shown at the bottom.
© 2001 American Institute of Physics
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Fig. 1 together withLmin calculated by Eq.~1! for equilib-
rium conditions. The corresponding values of the density
sound velocities at different temperatures needed for the
culation were taken from Refs. 8 and 16. As can be s
from Fig. 1, the thermal conductivity of Kr goes through
maximum at 12 K and then decreases, approaching its lo
limit Lmin at premelting temperatures. The thermal cond
tivity of CH4 goes through a maximum at 4.5 K in the or
entationally ordereda phase and decreases subsequently
the a-b transition temperatureTa2b520.4 K. In the orien-
tationally disordered~OD! b phase the thermal conductivit
begins to increase again, goes through another maximu
50 K, and then decreases as far as the melting-point temp
ture Tm589.8 K. The ratioLmeas

P /Lmin is shown in Fig. 2. It
is seen thatLmeas

P exceeds the lower limitLmin by a factor of
two to four in the entire region of the OD phase.

For these reasons, the (CH4)12jKrj mixed cryocrystals
enable us to study the influence of atomic-size defects u
the thermal conductivity near its lower limit and to test t
validity of the concept of the minimum thermal conductivi
in the form it was reported in Refs. 5 and 6.

EXPERIMENTAL TECHNIQUE

To compare correctly experimental results on therm
conductivity with theory atT>QD it is necessary to perform
experiments at constant density to exclude the effect of t
mal expansion. The simplest molecular crystals and so
fied inert gases are best suited, since their thermal expan
coefficients are much larger than those of the materials c
monly used in high-pressure cells. If a high-pressure ce
filled with a solid sample of quite high density, on subs
quent cooling the volume of the sample will remain prac
cally constant while the pressure of the sample decrea
The small deviations from constant volume caused by th
mal and elastic deformation of the measuring cell can ea
be taken into account.

TheV-T diagram of solid Kr plotted according to data
Ref. 16 is shown in Fig. 3. As an example, two isochores
shown, which correspond to the volumes 28.5 and 2
nm3/mole.T0 is the temperature at which theV5const con-
dition comes into play in the experiment. BelowT0 the iso-
choric data convert to the data measured at saturated v
pressure, and on further cooling the sample can pull aw
from the cell walls. The temperatureTm and pressurePm

FIG. 2. The ratioLmeas
P /Lmin for solid Kr and CH4. The dashed line corre

sponds toLmeas
P /Lmin51.
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correspond to the onset of sample melting.T0 andTm shift
towards lower and higher temperature as the density of
sample increases.

The molar volume of (CH4)12jKrj solid solution varies
appreciably~about 10% at the saturated vapor pressure! as a
function of the component concentrations.7 In this context it
is convenient to compare the experimental results take
different concentrations for those samples which reach
V5const condition at the same temperatureT0 . There are
certain experimental difficulties to prepare the samples w
the same temperatureT0 . However, if the thermal conduc
tivity is studied on several isochores at the same concen
tion of the components, it can be recalculated to anyT0 ,
using the volume dependence of thermal conductivity in
form: g52(] ln L/] ln V)T , whereg is the Bridgman coeffi-
cient. Since the pressure at temperatureT0 is zero,L(T0)
corresponds to the isobaric thermal conductivityLP(P50)
as well.

This study was carried out on a coaxial-geometry set
using the steady-state method. The measuring beryll
bronze cell~160 mm long, 17.6 mm inner diameter! was
engineered for a maximum pressure of 800 MPa. The in
measuring cylinder was 10.2 mm in diameter. The sam
was between the outer and inner cylinders. The tempera
was measured with platinum resistance thermomet
mounted in special channels of the inner and outer cylind
and unaffected by high pressure. During the sample grow
a temperature gradient;1 K/cm was maintained along th
measuring cell. The pressure in the inlet capillary and
cell was produced by a special thermocompressor and
varied from 50 to 250 MPa for obtaining samples of vario
densities. Under identical growing conditions~a capillary
pressure'200 MPa and a temperature gradient along
cell '1 K/cm! we were able to prepare denser samples
solid solutions with CH4 prevailing (j,0.3) than with Kr
prevailing. This may be due to the higher compressibility
CH4 as compared to that of Kr. When the sample growth w
completed, the inlet capillary was blocked at liquid hydrog
temperature and the samples were annealed at preme
temperatures for 5–6 h to remove density gradients. A
completion of the experiment the samples were evapora
into a thin-wall vessel and their masses were determined
weighing. The molar volumes of the samples were estima
from the known volume of the measuring cell and from t

FIG. 3. TheV-T diagram for solid Kr according to Ref. 16. The two iso
chores shown correspond to the volumes 28.5 and 29.0 nm3/mole.
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TABLE I. Smoothed values of the isobaricLP and isochoricLV coefficients of thermal conductivity of the~CH4!12jKrj solid solution
(j.0.7) in mW/~cm•K!. Molar volumes of the samples are given in nm3/mole.
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sample mass. The total systematic error was dominant,
did not exceed 4% for the thermal conductivity and 0.2%
molar volume. The purity of the Kr and CH4 gases used wa
better than 99.98%. The experimental details are descr
more comprehensively in Ref. 17.

RESULTS

The smoothed coefficients of isobaricLP and isochoric
LV thermal conductivities are presented in Tables I and
ut
r

ed

I.

The molar volumesVm of the samples, the temperaturesT0

at which theV5const condition comes into play in the ex
periment, and the temperaturesTm of the beginning of
sample melting are given in Table III along with the Brid
man coefficientsg52(] ln L/] ln V)T calculated from the
measured results. The isochoric thermal conductivity of p
Kr ~Ref. 11! and solid solution (CH4)12jKrj with Kr prevail-
ing (j.0.7) rescaled toT0575 K is shown in Fig. 4 to-
gether with low-temperature data.12 Figure 5 shows the iso
TABLE II. Smoothed values of the isobaricLP and isochoricLV coefficients of thermal conductivity of the~CH4!12jKrj solid solution
(j,0.4) in mW/~cm•K!. Molar volumes of the samples are given in cm3/mole.
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TABLE III. Molar volumes Vm of the samples, the temperaturesT0 at which the experiment reaches the conditionV5const, the
temperaturesTm of the onset of sample melting, and the Bridgman coefficientsg52(] ln L/] ln V)T .
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K H
choric thermal conductivity of pure CH4 ~Ref. 13! and of the
solid solution with CH4 prevailing (j,0.35), rescaled toT0

540 K, together with low-temperature data.15 Although
there is a temperature gap between the two sets of data
can conclude that they agree quite well. The lower limits
the isochoric thermal conductivityLmin of pure Kr and CH4
are shown in Figs. 4 and 5 as broken lines. The molar v
umes and sound velocities needed for the calculation w
taken to correspond to the temperatureT0 from Refs. 8 and
16 and were assumed to be independent of temperature
the crystals with Kr prevailing (j>0.97), the isochoric ther
mal conductivity increases steeply as the temperature
creases. Asj decreases, the thermal conductivity decrea

FIG. 4. Smoothed values of the isochoric thermal conductivity of pure
~Ref. 11! and Kr with a CH4 admixture, rescaled toT0575 K(j), together
with low-temperature data.12 The broken lines are the isochoricLmin of pure
Kr and CH4.
ne
f

l-
re

or

e-
s

as a whole and increases less steeply with decreasing
perature. At 0.3>j>0.7 the thermal conductivity become
practically temperature independent, as expected for
lower limit of the thermal conductivityLmin at T>QD . The
measured data lie between the predictedLmin for pure Kr
and CH4, calculated according to Eq.~1!. As j decreases
further ~CH4-rich crystal!, the thermal conductivity increase
again, and it approaches that of pure CH4 as the concentra
tion of Kr decreases to zero. The concentration depende
of the thermal conductivity of the (CH4)12jKrj solid solu-
tion at T575 K andP50 is shown in Fig. 6. TheLmin of
pure Kr and CH4 are shown as broken lines. It is seen th

rFIG. 5. Smoothed values of the isochoric thermal conductivity of pure C4

~Ref. 13! and CH4 with a Kr admixture, rescaled toT0540 K(j), together
with low-temperature data.15 The broken lines are the isochoricLmin of pure
Kr and CH4.
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thermal conductivity changes rapidly atj,0.2 andj.0.8
and is practically concentration independent at 0.2,j,0.8.

DISCUSSION

In the solidified inert gases Ar, Kr, and Xe the phono
phonon interaction is the main mechanism determining
value and the temperature dependence of the thermal
ductivity L(T) at the Debye temperature and higher~He and
Ne melt at temperatures much belowQD ~Ref. 16, Chapter
11!!. If the scattering is not too strong and the model
elastic waves is appropriate, the theory predicts1–4,18that the
isochoric thermal conductivity should vary asLV}1/T at T
>QD . However, experiments at constant volume revea
appreciable deviations from this dependence at the hig
temperatures, with the conductivity varying slower th
1/T.11,16,19Such behavior implies3,19 an approach of the ther
mal conductivity toward its lower limitLmin . The proximity
of the thermal conductivity of solidified inert gases toLmin at
premelting temperatures was first pointed out by Slack.4

A characteristic peculiarity of molecular crystals is t
presence of both translational and rotational motions of m
ecules in their lattice sites. For normal~orientationally or-
dered! molecular solids the intermolecular modes genera
have a mixed translational–librational character and can
be considered as independent. It is assumed, however,
separation can be made in orientationally ordered phase
low temperatures, and then collective translational vibrati
~phonons! and rotational vibrations~librons! can be treated
separately.20 The contribution of librons to the heat transf
is assumed to be relatively small because the bands as
ated with the angular motion of the molecules are narrow
the same time, the role of librons in scattering processe
important.20 In orientationally disordered phases, howev
the absence of orientational long-range order means
well-defined, librational modes cannot propagate through
crystal: they are always rapidly damped out.21 The additional
phonon scattering~beyond the phonon-phonon! may origi-
nate in the OD phases of molecular crystals due to the sh
range fluctuations of the orientational order in the vicinity
the phase transition. For example, in solid CH4 this addi-
tional scattering above thea-b transition temperatureTa2b

520.4 K is of the same magnitude as the phonon-pho

FIG. 6. The concentration dependence of the thermal conductivity
(CH4)12jKrj solid solutions atT575 K andP50. The horizontal lines are
Lmin of pure Kr and CH4 under the same conditions.
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scattering.13,14 However, it decreases rapidly when the tem
perature increases and it practically disappears above 9
whereas the phonon-phonon scattering continues to incre
The competition of these two~phonon-phonon and phonon
rotational! mechanisms of scattering in the OD phase of so
CH4 results in another high-temperature maximum of t
thermal conductivity, in addition to the low-temperature o
at 4.5 K. The models describing the phonon scattering
fluctuations of the orientational short-range order in so
methane were suggested in Refs. 14 and 22. It has alre
been mentioned above thatLmeasexceedsLmin by a factor of
two to four in the OD phase of methane. The addition
scattering mechanism due to Kr impurity~which is supposed
to be very strong because of the big mass difference! de-
creases the thermal conductivity with increasingj to values
which are between the predictedLmin for pure Kr and CH4,
calculated according to Eq.~1!.

Defects of atomic dimensions weaken the temperat
dependence of the lattice thermal conductivity caused
U-processes.3,23 The theoretical consideration of point defe
scattering in the framework of the Debye model atT>QD is
made with the assumption that the perturbation theory
valid at all frequencies and temperatures.18,23,24Point defects
at small concentrations (j,0.05) have to lead to an add
tional contribution to the thermal resistivityW51/L of the
crystal, which is independent of temperature.24 The slowest
variation in the limit of very strong point-defect scattering
L}1/T1/2 ~Ref. 25!. It has been already noted above that t
thermal conductivity of Kr appears to approach its low
limit Lmin at premelting temperatures~see Fig. 1!. If Lmin

actually is the lower limit to the thermal conductivity of
lattice, the point-defect scattering should be different fro
that discussed above. Intuitively, one would expect that
contribution of small concentrations of point defects to t
thermal resistivity should decrease with increasing tempe
ture. In the case of very strong point-defect scatteringL may
coincide withLmin in a wide temperature range. To chec
this assumption the thermal resistivity of pure Kr a
(CH4)12jKrj solid solutions with Kr prevailing is shown in
Fig. 7 (T0'75 K). It is seen clearly that the additional con
tribution of CH4 impurities to the total thermal resistivity
decreases with increasing temperature at allj.0.7. At 0.85

fFIG. 7. The isochoric thermal resistivity of pure Kr and Kr with a CH4

admixture, rescaled toT0575 K. The solid and dashed lines correspond
the best fit within the Debye model of the thermal conductivity according
i! and ii!, respectively.
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>j>0.7 the thermal conductivity lies between the predic
Lmin for pure Kr and CH4, calculated according to Eq.~1!
~see Fig. 4!.

A quantitative description of the thermal conductivity
(CH4)12jKrj solid solutions with Kr prevailing (j.0.7) is
made by taking into consideration onlyU-processes and
Rayleigh scattering. Phonon scattering on excitations of
rotational motion of the methane molecules, which play
important role at low temperature,12 is expected to be wea
at high temperatures. It was shown earlier that molecu
undergo a almost free rotation in pure CH4 at T;90 K and
higher,13 and that this kind of rotation does not lead to ad
tional phonon scattering. For matrix-isolated molecules
solidified inert gases the onset of almost free rotation ta
place at lower temperatures.8

The thermal conductivity can be described using the D
bye model as

L~T!53nkBvS T

QD
D 3E

0

QD /T

l ~x!
x4ex

~ex21!2 dx, ~2!

whereQD5v(\/kB)(6p2n)1/3 is the Debye temperature,v
is the polarization-averaged sound velocity, andl (x) is the
phonon mean free path. AtT>QD the boundary scattering i
negligible and the phonon mean free path is determined
the U-processes and Rayleigh scattering:18

l ~x!5~ l Rayl
21 1 l Umkl

21 !21, ~3!

wherex5vh/kBTl, andl is the phonon wavelength.
Frequently used expressions for the phonon mean

path resulting from the individual scattering mechanisms

l Umkl
21 5

CT

l2 , ~4!

where

C5
12p3

&n1/3

g2kB

mv2 ~5!

and

l Ray1
21 5

4p3V0T

l4 , ~6!

where

G5j~12j!FDM

M
12g

DV0

V0
G2

. ~7!

Hereg is the Grüneisen parameter, taken as 2.5 for Kr a
CH4 ~Refs. 8 and 16!, m is the atomic/molecular mass, andM
and V0 are the average atomic/molecular weight and v
ume, respectively, of the mixed crystals~for pure CH4V0

55.18310223nm3, M516, and for pure Kr V054.73
310223nm3, M583.8!, and DM and DV0 are the atom/
molecule weight and volume difference from their avera
values, respectively.

Expression~3! cannot apply whenl (x) becomes less
than the interatomic spacing or shorter than the pho
wavelength. In that case a lower limit of the mean free p
is reached. This problem has been discussed previously
d
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e
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-

e

n
h
for

the case ofU-processes only.3 Let us extend this consider
ation to the case of combinedU-processes and Rayleigh sca
tering.

i! Let us assume that the lower limit of the phonon me
free path is of the order of one-half of the phonon wav
length. In this casel (x) is given by Eq. ~3! when l (x)
>al/2 or otherwise by

l ~x!5al/2, ~8!

wherea is some numerical coefficient of the order of uni
which is assumed to be independent ofT andl. The cross-
over from behavior described by Eq.~3! to Eq. ~8! occurs at
the phonon wavelengthl* , which is determined from

S CT

l
*
2 1

B

l
*
4 D 21

5a
l*
2

. ~9!

This corresponds to the effective crossover temperatureQ*
5hv/kBl* . ~It is supposed thatQ* ,QD ; otherwiseQ*
5QD .! The thermal conductivity integral is broken into tw
parts:

L~T!53nkBvS T

QD
D 3F E

0

Q
*

/T

l ~x!
x4ex

~ex21!2 dx

1E
Q

*
/T

QD /T

a
l

2

x4ex

~ex21!2 dxG . ~10!

In the high-temperature limitT>QD , when only the
U-processes are in effect,L(T)5A1 /T21Lmin8 ~Refs. 3 and
27!, where A1 is some temperature-independent numeri
coefficient, andLmin8 is

Lmin8 53aS p

6 D 1/3

n2/3kBvS T

QD
D 2E

0

QD /T x3ex

~ex21!2 dx.

~11!

This expression forLmin8 is identical to that predicted by Eq
~1! if the polarization-averaged speed of sound is used an
is assumed thata51. In the case of strong phonon scatteri
caused by point defects~whenQ* !QD!, the lower limit on
the thermal conductivity is accurately found from Eq.~11!.

ii ! Let us assume that the lower limit of the phono
mean free path is of the order of the interatomic distance
this case the phonon mean free pathl (x) is given by Eq.~3!
when l (x)>an21/3 or otherwise by

l ~x!5an21/3. ~12!

The crossover from behavior described by Eq.~3! to Eq.
~12! occurs at the phonon wavelengthl* , which is deter-
mined from

S CT

l
*
2 1

B

l
*
4 D 21

5an21/3. ~13!

The effective crossing temperature isQ* 5hv/kBl* . ~It is
supposed, just as in the previous case, thatQ* ,QD ; other-
wise Q* 5QD .! The thermal conductivity is again a sum o
two integrals:

L~T!53nkBvS T

QD
D 3F E

0

Q
*

/T

l ~x!
x4ex

~ex21!2 dx

1an21/3EQD /T x4ex

x 2 dxG . ~14!

Q

*
/T ~e 21!
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TABLE IV. Parameters of the Debye model fits for~CH4!12jKrj solid solutions for cases i! and ii!,

j n310222, cm23 v, km/s Gcalc

i! ii !

C, cm/K a C, cm/K a

1 2.11 0.86 0 1.0731029 1.29 0.9531029 1.16
0.97 2.10 0.88 0.055 1.1731029 1.22 1.0731029 1.24
0.937 2.09 0.92 0.12 2.0331029 1.41 1.6331029 1.26
0.855 2.06 0.97 0.26 3.531029 1.3 3.831029 1.20
0.71 2.04 1.07 0.54 6.231029 1.05 4.531029 0.97
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In the high-temperature limitT>QD , when only the
U-processes are in effect,L(T)5A2 /T3/21Lmin9 ~Refs. 3
and 27!, whereA2 is some numerical coefficient, andLmin9 is

Lmin9 53an2/3kBvS T

QD
D 3E

0

QD /T x4ex

~ex21!2 dx. ~15!

In the case of strong phonon scattering by point defe
~whenQ* !QD!, the lower limit on the thermal conductivity
is accurately found from Eq.~15!. It can be shown easily tha
the ratioLmin9 /Lmin8 50.83 atT>QD , for the samea.

iii ! We also consider the case when a termal/2 or
an21/3 has simply been included in Eq.~3! for the phonon
mean free path to eliminate the nonphysical case whenl (x)
becomes smaller than one-half the wavelength or than
interatomic distance:

l ~x!5~ l Umkl
21 1 l Rayl

21 !211al/2, ~16!

l ~x!5~ l Umkl
21 1 l Rayl

1 !211an21/3, ~17!

and then Eq. ~2! is used to calculate the therm
conductivity.26 In the high-temperature limitT>QD , this
assumption leads to the expressions:L5A3 /T1Lmin8 and
L5A4 /T1Lmin9 ~Ref. 27!, whereA3 and A4 are some nu-
merical coefficients.

The computer fit using Eqs.~10!, ~14!, ~16!, and ~17!
was performed for the isochoric thermal conductivity of pu
Kr and (CH4)12jKrj solid solutions~j50.97, 0.937, 0.855
0.71! for the isochores withT0575 K. The density was es
timated by interpolation of experimental data. The sound
locity was calculated assuming that it changes linearly w
the concentration from Kr~Ref. 16! to CH4 ~Ref. 8!. To

FIG. 8. The temperature dependencev* /vD , wherev* 52pv/l* is the
frequency at which the crossover from the wave picture to the picture
localized excitations occurs.
ts

e

-
h

reduce the number of variable parameters, the coefficienB
describing the Rayleigh scattering was calculated in acc
dance with Eqs.~6! and ~7!. The Debye model parameter
used for fitting (n,v,G) and theC anda values obtained by
fit for variants i! and ii! are shown in Table IV. When Eqs
~16! and ~17! are used for the phonon mean free path,
obtaina'0.3– 0.4, while elementary considerations lead
a>1. The coefficientC determining the intensity of the
U-processes is in good agreement with low-temperat
data,12 where it was evaluated as 1.531029 cm/K.

The fitting results are shown in Fig. 7. It is seen that bo
the variants describe well the behavior of the isochoric th
mal conductivity of the solid solution, except for the conce
tration j50.71. In the case of pure Kr variant ii! ensures a
somewhat better fit, as was discussed earlier for the isoc
with T050 K.27 Roufosse and Klemens3 preferred assump
tion ii! to i! for the following reason. Assumption i! means
that the vibrational excitations can be described as wa
However, when the wave picture is questioned, the alter
tive description assumes localized excitations that hop fr
site to site. The mean free path for those excitations is gi
by the interatomic distance.

This point of view may hold for amorphous materials
well, in which the heat transfer by low-frequency phonons
negligible at quite high~above 50 K! temperatures.28 We
should remember that in our case the model assume
gradual change from pure extended-phonon thermal con
tivity ~a perfect crystal and low temperatures! to a heat trans-
fer by localized excitations~a solid solution in the middle of
the composition range and at high temperatures!. We believe
it is more reasonable to consider the vibrations localized
the l/2 regions as the limiting case of the phonon pictu
~see Refs. 5 and 6!.

fFIG. 9. The relative extended-phonon contribution to the thermal cond
tivity of pure Kr and the (CH4)12jKrj solid solution.
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Figure 8 shows the temperature dependence ofv* /vD ,
wherev* 52pv/l* is the frequency at which the crossov
from the wave picture to the picture of localized excitatio
occurs. Equation~10! actually describes the sum of contrib
tions to the thermal conductivity resulting from extend
phonons and localized excitations. Figure 9 presents the
tive extended-phonon contribution to the thermal conduc
ity of pure Kr and the (CH4)12jKrj solid solution. It is seen
that in Kr the thermal conductivity is of pure extende
phonon character up to about 90 K. As the CH4 concentration
grows, progressively more heat is transferred by the lo
ized excitations, but even at the highest concentration~29%!
and the highest temperatures~150 K! an appreciable part o
the heat~about 10%! is transferred by the low-frequenc
extended phonons. The values ofa vary from 1 to 1.4. This
supports the interpretation of the vibrations being localiz
in l/2 regions as the limiting case of the phonon picture a
the validity of Eq.~1! for prediction of the lower limit to the
thermal conductivity of the crystalline lattice.

The concentration dependence of the Bridgman coe
cientg52(] ln l/] ln V)T is shown in Fig. 10. It is seen tha
the value ofg is highest for pure components and decrea
strongly for solid solutions. The same behavior was also
served for mixed alkali-halide crystals,29 though the decreas
in g was not as large. Small Bridgman coefficientsg
'3 – 4) are typical for amorphous materials and stron
disordered crystals.30

CONCLUSION

A gradual transition from the thermal conductivity of
highly perfect crystal to the minimum thermal conductivi
Lmin is observed atT>QD in the (CH4)12jKrj solid solu-
tions as the crystal becomes increasingly disordered. A qu
tative description is given in the framework of Debye mod
of thermal conductivity, which takes into consideration t
fact that phonon mean free path cannot decrease indefin
The concept of the minimum thermal conductivity3,4 gives a

FIG. 10. The concentration dependence of the Bridgman coefficientg5
2(] ln L/] ln V)T of the solid solution (CH4)12jKrj at T590 K.
la-
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proper description of the isochoric thermal conductivity
the (CH4)12jKrj solid solution in the middle of composition
range 0.2,j,0.8.
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Vibrational dynamics of solid molecular nitrogen to megabar pressures
A. F. Goncharov,* E. Gregoryanz, H.-K. Mao, and R. J. Hemley
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We report the results of Raman and synchrotron infrared absorption measurements of several
molecular phases of solid nitrogen to pressures above 100 GPa~300 K!. Low-
temperature vibrational spectra to 45 GPa are also presented. The changes in Raman and infrared
spectra at 60 GPa and 300 K are interpreted as arising from the«→z transition reported at
low temperature. The character of splitting of the Raman vibronn2 observed at 25 GPa and low
temperatures differs from that previously reported, a difference that we ascribe to different
experimental procedures employed and metastability of the low-temperature phase. ©2001
American Institute of Physics.@DOI: 10.1063/1.1414578#
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1. INTRODUCTION

With the recent progress in diamond-anvil cell tec
niques~see Ref. 1!, a growing number of examples of orien
tational ordering and subsequent transformations to fra
work structures in pressurized molecular solids have b
documented.2–6 For transformation to framework structur
information about the type and character of the ordering
important, since it affects the energy barriers associated
the transition. Solid nitrogen is an important system for su
studies because of stability and simple electronic structur
the isolated molecule. Moreover, solid nitrogen has b
well studied theoretically, and accurate experimental d
provide an important test of condensed matter theory.7–12

Solid nitrogen has a complex phase diagram with
wealth of molecular phases that differ in the types of orie
tational ordering and crystal structures formed.5,13–33The or-
dering of the low-pressure, low-temperaturea andg phases
is controlled by quadrupole–quadrupole interactio
whereas at higher pressures a class of molecular struc
~d, d loc , «, z! stabilized by additional anisotropic intermo
lecular interactions is found.34 The d phase is proposed t
have a disordered cubic structure~space groupPm3n!20 with
two different types of molecules exhibiting spherelike a
disklike disorder and giving rise to two classes of vibr
bandsn1 andn2 . With increasing pressure and/or decreas
temperature, nitrogen molecules exhibit orientational or
through a sequence of phase transformations~to d loc and then
«! as determined by vibrational spectroscopy and x-
diffraction.27–31The structure of the« phase is rhombohedra

~space groupR3̄c!, which can be viewed as a distortion o
cubic.23

Theoretical calculations have been contradictory in th
predictions of stable molecular ordered phases.10–12 In par-
ticular, Monte Carlo~MC!10 and molecular dynamics~MD!11

simulations based on a proposed intermolecular potentia
vor tetragonal structures, whileab initio calculations12 pre-

dict the stability of theR3̄c phase, in agreement with exper
ment. Recent MC calculations35,36 have pointed out the
importance of using accurate atom–atom potentials~espe-
8661063-777X/2001/27(9–10)/4/$20.00
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cially anisotropic terms! to obtain adequate results.
At 20–25 GPa and 10 K a transformation has been fou

by Raman spectroscopy21 and confirmed by later Raman an
IR measurements.33 No x-ray data are currently available fo
this phase~called z!. According to vibrational spectroscop
data, its structure has a strong similarity to phases« andd. It
has been inferred to haveR3c symmetry,21 but more recent
observations do not support this interpretation.33 The «–z
phase boundary has been extended recently to 180 K an
GPa.33 At low temperatures, a significant region of metas
bility is reported,33 making it difficult to clarify the mecha-
nism of the transformation.

At room temperature, the vibrational spectroscopy d
are still contradictory concerning the number and nature
the transformations above 20 GPa. A sequence of new ph
has been reported on the basis of several branchings o
Raman vibron modes,22 including one just above 20 GPa.27

In contrast, x-ray studies indicate the stability of« phase to
50 GPa.26,30 A change of x-ray diffraction pattern was ob
served above 60 GPa,25 but interpretation requires additiona
measurements. The most-recent Raman and IR meas
ments to 42 GPa show a clear correspondence between
number of observed lattice and vibron modes and gro
theoretical predictions for the« phase.33 Here we report the
results of a combined Raman and synchrotron IR hi
pressure study of N2 to 40 GPa at low temperatures an
beyond 100 GPa at room temperature.

2. EXPERIMENTAL

Samples of nitrogen were loaded in diamond anvil ce
at 0.2 GPa using a standard gas-loading technique. The
temperature experiment was performed at the NSLS~beam-
line U2A!. The description of our experimental setup h
been published elsewhere.37 The typical spectral resolution
was about 4 nm21 in both IR, and Raman measurements.
diamond cell containing the sample at 8 GPa was coole
15 K in a continuous-flow He cryostat. The cryostat
equipped with windows that are interchangeable at low te
perature, which allowsin situ IR and Raman/ruby fluores
cence measurements without changing theP–T conditions
© 2001 American Institute of Physics
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on the sample.38 Pressure can be controlled from the outs
by a mechanical change in the load on the diamond cell le
arm through vacuum feedthroughs. In the room-tempera
experiments we used diamond anvil cells with external he
ing capabilities. This allows us to release the internal stres
that build up during a loading of the cell by heating t
sample to 200–400 °C.

3. RESULTS

The sequence of Raman spectra measured as a fun
of pressure at low temperatures is shown in Fig. 1. At 1
GPa we observe two Raman peaks in the vibron regio
slightly broadenedn2 ~lower frequency! and n1 . This is in
excellent accord with the experiments for the« phase~see
also Refs. 21 and 33!. Low-frequency lattice modes~not
shown! are also in agreement with previous studies21,33 for
«-N2. Increasing pressure splits then2 peak, so three com
ponents can be seen. This splitting becomes obvious a
highest pressure~44 GPa!, while at 24–38 GPa a peak-fittin
is required to reveal the two components~e.g., the spectrum
at 24.8 GPa in Fig. 1!. Only a slight broadening of then1

peak is observed as the pressure is increased. Lattice m
also change dramatically at 18–25 GPa, which is beyond
scope of the present paper.

The infrared spectra at 17.5 GPa~Fig. 2! show a very
weak absorption in the spectral range of then2 vibron. The
absorbance increases substantially at 18–25 GPa, so a
blet of IR vibrons is clearly visible at higher pressure. As
the case of the Raman bands, a moderate broadening o
IR peaks is observed as the pressure is increased.

The pressure dependence of the observed Raman
quencies is shown in Fig. 3. Corresponding data from R
33 are also shown for comparison. Earlier results21 for then2

multiplet are very close to those reported in Ref. 33 and
not shown for clarity. For then1 band, our low-temperature
data are very close to those measured at room temper
~see also Ref. 32!. The substantial difference in the pressu

FIG. 1. Raman spectra of nitrogen through the low-temperature transitio
thez phase. The spectra are shifted in vertically for clarity. The spectrum
24.8 GPa~points! is shown along with the fitting to multiple componen
~Voigt profiles!.
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dependence of the frequency of the Ramann2 multiplet will
be discussed later. The pressure dependences of the R
and infrared frequencies are compared in the inset of Fig
We find that Raman and infrared frequencies do not coinc
~cf. Ref. 33!. Unlike the Raman data, our infrared freque
cies are in good agreement with those reported in Ref. 3
the pressure range overlapped by the two studies~to 25.2
GPa!.

Raman spectra measured close to room temperature
presented in Fig. 4. At 60 GPa Raman spectra already c
tain more vibron bands~four! than is allowed by group
theory for theR3̄c symmetry of«-N2 ~three!.21 Surprisingly,
at this pressure we did not observe the low-frequency sh
der of the most intensen2c Raman band, as reported in Re
32. Increasing the pressure through the 60 GPa range g

to
at

FIG. 2. Infrared absorption spectra of nitrogen at 15 K as a function
pressure. The spectra are shifted in vertically for clarity.

FIG. 3. Raman vibrational frequencies as a function of pressure at 1
Filled circles are the Raman data from this work. The solid thick solid lin
are the guides to the eye. The dashed lines are the Raman data from Re
The inset shows the comparison between Raman and infrared frequen
Filled squares are the infrared data from this work. The solid thick so
lines are the guides to the eye. Thin solid lines are the Raman data from
work. The dashed lines are the infrared data from Ref. 33.
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rise to a new Raman peak (n2b), indicated by an arrow in
Fig. 4 ~see also Ref. 32!. A similar observation was mad
when cooling down from approximately the same start
point ~inset in Fig. 4!. At this pressure~and room tempera
ture! we also observed an increase in intensity of the infra
vibron.3 Raman spectra in the lattice mode range show sp
tings of the characteristic bands of the low-pressure ph
and appearance of new low-frequency bands. The splittin
the lattice modes increases with pressure, with the multip
evolving into distinct bands. Representative Raman spe
in the lattice-mode region are presented in Fig. 5. The co
plexity of the spectra suggests a large number of molec
and low symmetry of the unit cell. The spectra at 95 G
agree well with those presented in Ref. 32 in terms of
number and positions of the bands, with the exception o
very weak additional vibron band near 2473 nm21. With fur-
ther pressure increase, the intensity of the lower-freque
vibron increases and all other vibron peaks gradua
vanish.3,22 Similarly, in the lattice-mode region the intensi
of the 500 nm21 band increases prior to the transition to t

FIG. 4. Raman spectra of the nitrogen vibrons through the transition to
z phase at room temperature. The inset shows the variation of spectra
temperature. The arrow designates a new peak, that appears at the tran
The spectra are shifted vertically for clarity.

FIG. 5. Raman spectra of nitrogen at 95 and 117 GPa. The inset sho
weak vibron peak~indicated by arrow! that develops under high pressur
The spectra are shifted in vertically for clarity.
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nonmolecular phase. This behavior will be examined in
tail elsewhere.

4. DISCUSSION

The splitting of the vibron bands and change in t
lattice-mode spectrum observed at low temperature indic
a phase transformation related to orientational ordering
the nitrogen molecules. The phase diagram of Ref. 33 s
gests that these changes correspond to the«→z transition.
Qualitatively, our data and those presented in Refs. 21 an
show similar trends, but detailed comparison shows differ
Raman spectra for the high-pressure phase~Fig. 3!. We be-
lieve that the disagreement arises from the use of differ
experimental procedures and the nature of the high-pres
phase~or phases!. In contrast to the experiments reported
Refs. 21 and 33, we changed pressure at low temperatu
is useful to note that when infrared spectra were measure
a manner similar to ours,33 the results from the two studie
agree very well~inset to Fig. 3!. The evidence that the prop
erties of the high-pressure phase depend on the therm
namic path suggests that this phase is not thermodynamic
stable~i.e., is metastable at the indicatedP–T conditions!.
This is supported by observations of a large hysteresis of
transition at low temperatures.33 An alternative~but related!
explanation is that the different properties of the hig
pressure phase arise from relatively large pressure inho
geneities in our experiment~since we changed pressure
low temperature!. This is indicated by broadening of Rama
and infrared bands at higher pressures~Figs. 1 and 2!.

The changes in the Raman and infrared spectra abov
GPa at room temperature are very similar to those obse
at low temperatures. Moreover, the reported transit
boundary33 extrapolated to high pressure and temperat
matches this room-temperature point. According to the
served Raman and infrared spectra, the vibrational prope
of the high-pressure phase are very similar at room
low temperature. Thus, we will consider it to be the sa
phase~z!.

In view of the absence of sufficient x-ray data for thez
phase, we can only speculate on its crystal structure.
number of vibron modes~in either our experiment or thos
reported in Ref. 32! exceeds that predicted forR3c structure
based on the space group theory proposed in Ref. 21.
cording to Ref. 32, the increase of number of vibron mod
is due to the increase in the number of different site symm
tries occupied by N2 molecules. Following this idea, up to
different site symmetry positions should be invoked to e
plain the observed number of Raman vibron peaks above
GPa, which does not seem plausible. A critical examinat
of the spectra of Ref. 32 shows that this number can pr
ably be reduced to 3 according to the number of obser
distinct peaks in the Raman exitations of the guest m
ecules. Thus it seems natural to propose that the branchin
vibron modes is related to sequential lifting of the dege
eracy of then2 term of the cubicd phase. In the first stage~d
to « transition!, the n2 band splits intoA1g and Eg compo-
nents by the crystal field. In the second one~« to z transi-
tion!, the symmetry is further reduced~to orthorhombic or
monoclinic!, with doubly degenerate level splitting into tw
singlets. Additional splitting~vibrational or Davydov-type!

e
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of these major components could be caused by intermol
lar interactions. This is related to a possible increase in
number of molecules in the unit cell as well as associa
symmetry lowering. High-quality diffraction data are r
quired in order to examine these hypotheses.

5. CONCLUSIONS

We find that the properties of the high-pressure, lo
temperature phase of nitrogen obtained by ‘‘cold’’ compr
sion are different from those for the phase quenched fr
high temperature. This suggests that thez phase is metastabl
and/or transitions to it are sensitive to nonhydrostatic effe
Raman and infrared spectra of«-N2 above 40 GPa andz-N2

are not compatible with theR3̄c and R3c symmetries pro-
posed in Ref. 21 because the number of vibron band
larger than predicted for the standard structures based
these space groups. This increase in the number of ban
probably related to additional lowering of the symmetry a
multiplication of the size of the unit cell.

The present vibrational spectroscopy data provide a
tional constraints on the structure and properties of the h
pressure phases. They also suggest that known phases a
necessarily thermodynamically stable in theP–T region in
which they can be observed. As for other molecular cryst
sluggish kinetics can complicate the determination of
true thermodynamic phase diagram~see, e.g., Ref. 39!. Fur-
ther theoretical and experimental effort is necessary to ob
a better understanding of the phase diagram of nitroge
these high-pressure conditions.
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Lattice modes of solid nitrogen to 104 GPa
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Lattice modes of solid nitrogen are studied by Raman spectroscopy at room temperature to 104
GPa using the diamond-anvil technique. Changes in the lattice mode spectral features
correlate with those observed in the vibronic spectra suggesting symmetry changes of the crystal
lattice. The changes in the spectral features mainly appear as branchings of existing modes,
supporting the view of a close structural relationship among these high-pressure phases. ©2001
American Institute of Physics.@DOI: 10.1063/1.1414579#
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1. INTRODUCTION

Solid nitrogen exhibits a complicatedP–T phase dia-
gram with a variety of different phases, which appears to
well established in the pressure range up to'20 GPa.1–22

Above'20 GPa solid nitrogen is less well understood, bo
from an experimental and theoretical point of view. Roo
temperature x-ray diffraction patterns between 16 and'60
GPa are compatible with theR3̄c structure~e-phase!.14,16,21

Raman studies at low temperatures and hig
pressures10,11,18,22–25suggest several structural modificatio
above'25 GPa. Theoretical investigations26 have predicted
a tetragonal lattice as the stable structure above 20 GP
disagreement with the experimental results,14,16,21and above
12 GPa the calculated pressure–volume relations27 signifi-
cantly depart from the accurate equations of state.16 Since the
existence and properties of all these phases are determ
by the nature of the intermolecular interactions, these res
demonstrate that improvements of the interaction poten
are necessary to correctly describe the properties of s
nitrogen above 20 GPa. In this context, the importance of
anisotropic part of the interaction potential for high-press
structures of solid nitrogen has been pointed out recently.28,29

It was shown that the anisotropic term may be importan
stabilizing the«-phase and also influences the orientatio
behavior of the molecules.28,29 A stringent test of the inter-
molecular interaction potentials is provided by the latt
modes and their pressure dependences. In this paper w
port Raman measurements of the external modes for p
sures up to 104 GPa at room temperature.

2. EXPERIMENTAL

The sample, 14N2 enriched with 3%15N2 and
1.4%14N15N, was the same for which Raman studies of t
internal modes were recently reported.23 The isotopic mix-
ture was loaded into a high-pressure diamond-anvil cel
0.2 GPa using a gas-loading technique.30 Raman spectra
were excited by the 647 nm Kr1 laser line. Scattered light
collected through a spatial filtering aperture, was analyze
an angle of 135° with respect to the incoming laser be
using a 0.6-m triple spectrograph and a liquid-nitroge
cooled CCD multichannel detector. Pressure was determ
with the hydrostatic ruby fluorescence scale.31,32 The peak
positions were determined by fitting Voigt profiles to the R
8701063-777X/2001/27(9–10)/3/$20.00
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man spectra. This procedure also allows the determinatio
the frequencies of such modes, which manifest themselve
asymmetries or shoulders in the spectra.

3. RESULTS

Typical Raman spectra of the lattice-mode region at va
ous pressures are shown in Fig. 1. One can note that
Raman spectra become increasingly more complex du
the appearance of additional modes as pressure is incre
The mode frequencies and their pressure shifts are show
Fig. 2. The previous room temperature results of Schne
et al.18 and Goncharovet al.25 are also plotted. There is goo
agreement with the data of Ref. 18 in the common press
range to 54 GPa, which indicates that any effects on
lattice modes due to the presence of the dilute isotopic s
cies can be neglected in the present study. In the pres

FIG. 1. Lattice mode Raman spectra of solid nitrogen at various press
© 2001 American Institute of Physics
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range between 50 and 100 GPa, Goncharovet al.25 have re-
ported six external Raman modes, whereas in the pre
study more than these six modes could be resolved in
pressure range, as can be noticed in Figs. 1 and 2. All mo
show a positive frequency shift as pressure is increased
comparison to the earlier high-pressure Raman studies
following additional observations have been made in
present investigation. New modes,nL6a andnL1a , appeared
around 60 GPa, and further splittings,nL2a→nL2a(1) ,
nL2a(2) and nL1b→nL1b(1) , nL1b(2) can be observed aroun
80 GPa. With the exception ofnL7 , which becomes difficult
to observe above 60 GPa, all modes already present in
«-phase above 16 GPa are still existent at the maximum p
sure. Above 80 GPa the modenL4 , which merges into mode
nL5a around 25 GPa, reappeared a few wave numbers be
mode nL5a , indicating crossing of modesnL5a and nL4

around 55 GPa. The frequency–pressure data are well re
sented by the expression

n~P!/n05@12~d08/d0!P#2d0
2/d08, ~1!

where n0 is the mode frequency atP50 GPa, d0

5(d ln n/dP)P50 is the logarithmic pressure coefficient, an
d08 is the pressure derivative ofd for P50. The pressure
coefficients for the lattice modes are collected in Table 1

We have determined the mode Gru¨neisen parametersg i

52d ln ni /d ln V for the lattice modes. TheV(P) values
were obtained from theP–V data of Refs. 14 and 16 using
Birch-Murnaghan equation of state with bulk modulusB0

52.55 GPa, its pressure derivativeB0853.97, and V0

550.99 Å3/molecule. The average values of theg i ’s thus
obtained for the pressure range 16–65 GPa are also give
Table I.

FIG. 2. Pressure shift of lattice mode frequencies of solid nitrogen. S
circles: present study; open triangles: Ref. 18. The thick gray lines repre
the lattice mode data from Ref. 25, which were recorded to'150 GPa.
nt
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es
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4. DISCUSSION

The available x-ray diffraction data14,16,21are compatible
with the R3̄c lattice above 16.3 GPa and indicate a pha
transition at around 60 GPa by clear changes in the x-
diffraction pattern.14 The R3̄c lattice of the «-phase is a
slight distortion of the cubicd-phase and has two inequiva
lent sites, which correspond to the disklike and sphere
site of thed-phase, respectively.12 In the lattice-mode region
eight Raman-active modes are allowed forR3̄c, two of
which are librons and originate from the former spherel
site, whereas the remaining six modes are of translatio
character and are associated with the disklike site.10

The observed branchings or appearance of new lat
modes around 30, 40, 65, and 80 GPa correlate well with
branchings observed for the internal modes of the host11,18,23

as well as of the dilute isotopic species,23 as can be noted
from the summary of Table II.

The branchings in the internal modes occur only in t
n2 branch, which is related to the molecules on the diskl
site. The splittings observed in the dilute isotopic species
thought to result from inequivalent sites, since factor-gro
interactions, an alternative explanation for the splitting,
switched off at these small concentrations.23

Above 30 GPa, with nine lattice modes present, the R
man spectra of the external modes are no longer compa
with R3̄c, as are the vibronic spectra, which contrasts w
the lack of change observed in the x-ray diffraction patte

d
nt

TABLE I. Pressure coefficients and mode Gru¨neisen parameters of lattice
modes of solid nitrogen for the pressure range from 16 to 104 GPa.

Mode n0 , cm21 d0 , GPa21 d08 , GPa22 g

nL1a 249.9 0.05457 20.00781 —
nL1b(1) 141.2 0.2201 20.124 1.51
nL1b(2) 130.5 0.3191 20.2780 1.51
nL8a 157.3 0.109 20.02956 1.59

nL8 ,nL8b 90.87 0.3242 20.2481 1.71
nL2a(1) 97.40 0.1777 20.06896 1.72
nL2a(2) 79.98 0.3564 20.3062 1.72
nL2b(1) 126.0 0.09057 20.01887 1.83
nL2b(2) 119.2 0.1479 20.0599 1.83

nL3 91.25 0.1409 20.04678 1.59
nL4 69.23 0.1606 20.05489 1.79

nL5 ,nL5a 37.87 0.3404 20.2039 2.23
nL5b 98.62 0.04155 20.00338 1.54
nL6a 46.20 0.08627 20.01102 —

nL6 ,nL6b 59.10 0.05706 20.00626 1.62
nL7 55.52 0.02308 20.0003884 2.04

TABLE II. Summary of branchings of lattice and vibronic modes in so
N2. The number of inequivalent sites is determined from the splittings of
isotopic guest vibrons.23

Branching
pressure

Lattice modes:
Ref. 18,

present study

Host
vibrons

~Ref. 23!

Dilute guest
vibrons

~Ref. 23!

Number of
inequivalent

sites

'30 GPa nL5b n2a n2a ,n2b 3
'40 GPa nL2b ,nL8a n2c(2c) n2c2 >4
'65 GPa nL6a ,nL1a n2c(2b) n2c1 >5
'80 GPa nL1b(1,2) ,nL2a(1,2) ,

nL2b(1,2) n2c(1a)

splitting of
n2c2 >6
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in this pressure range. These changes in the spectral fea
might be due to slight modifications in the lattice symmet
possibly due to subtle changes in the orientation of m
ecules at the disklike site, which may lead to two sites w
slightly different symmetry. Similar arguments may also
valid for the 40 GPa branching. Another possibility might
that these branchings indicate the onset of the phase tr
tion, which has been observed by clear changes in the x
diffraction pattern14 around 60 GPa and which would the
occur gradually over a large pressure range. In this conn
tion it is interesting to note that the boundary between
«-phase and the higher-pressurez-phase,24 extrapolated to
room temperature, implies an«→z transition at 50–60 GPa
The 80 GPa branching has also been interpreted as an
cation of a further phase transition, which is supported by
observed splitting of then2c2 mode of the15N2 isotopic spe-
cies. One characteristic feature common to both the exte
and internal modes is the persistence of the lower-pres
modes at the highest pressures, which implies a close s
tural relationship among the various high-pressure phase

The observed lattice-mode frequencies are compa
with calculated frequencies of theR3̄c lattice27 to 40 GPa in
Fig. 3. The calculated frequencies of modesnL1 , nL3 , and
nL4 are in very good agreement with experiment, whereas
the other modes the good agreement found at lo
pressures27 gets lost at higher pressures. Possible reasons
this increasing discrepancy might involve the inadequacy
higher pressures, of the interaction potential used in th
calculations, a different crystal structure above 30 GPa,
finite temperature effects.

5. CONCLUSION

The Raman spectra of the lattice modes of solid N2 are
compatible with theR3̄c structure between 16.3 GPa an
'30 GPa. At higher pressures~30, 40, 65, and 80
GPa!changes in the spectral features of the lattice mo
correlate with changes in the spectral features of the inte
modes, probably related to changes in the lattice symme

FIG. 3. Thick gray solid lines are the calculated Raman-active lattice-m

frequencies for theR3̄c phase from Ref. 27. The solid triangles~Ref. 18!
and solid circles~present study! are the experimentally observed freque
cies.
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The persistence of the low-pressure modes to the hig
pressures, also observed for the internal modes, support
argument of a close structural relationship among these h
pressure phases. The present data on lattice modes pro
additional constraints, which have to be considered in fut
theoretical attempts at a quantitative interpretation of hig
compressed solid nitrogen.
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We show with a direct numerical analysis that a dilute Bose gas in an external potential—which
is chosen for simplicity as a radial parabolic well—undergoes at a certain temperatureTc a
phase transition to a state supporting a macroscopic fraction of particles at the origin of the phase
space~r50, p50!. Quantization of particle motion in a well wipes out the sharp transition
but supports a distribution of a radial particle densityr(r ) peaked atr 50 ~a real-space
condensate! as well as a phase-space Wigner distribution densityW(r,p) peaked atr50
andp50 below a crossover temperatureTc* of order ofTc . A fixed-particle-number canonical
ensemble, which is a combination of the fixed-N condensate part and the fixed-m excitation
part, is suggested to resolve the difficulty of large fluctuation of the particle number (dN;N) in
the Bose-Einstein condensation problem treated within the orthodox grand canonical
ensemble formalism. ©2001 American Institute of Physics.@DOI: 10.1063/1.1414580#
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The phenomenon of Bose-Einstein~BE! condensation
~see textbooks, e.g., Refs. 1–3! manifests itself in the forma
tion of macroscopic fraction of zero-momentum partic
uniformly distributed in a coordinate space. Such transit
was recently observed in laser-trapped, evaporation-co
atomic vapors4–6 in magnetic traps~see recent reviews7–9!.
We will show by a direct numerical analysis, partly similar
and sometimes overlapping with the previous theoret
works on the subject,10–13 that a Bose gas in an extern
confining potential condenses at low temperature to a p
tion of minimum potential energy; the particles of that ‘‘co
densate’’ also have zero kinetic energy. Quantization of p
ticle states in a well makes the real-space condensatio
continuous transition rather than a phase transition but
supports a macroscopic fraction of particles near the or
of the coordinate space below a crossover temperatureTc*
which is of the order of Bose-condensation temperatureTc .

Experimental realization of BE condensation impli
confinement of a dilute gas within some region of space i
‘‘trap’’ cooled by its interaction with an ‘‘optical molasses
created by laser irradiation14 and finally cooled to
microwave-range temperature by evaporative coolin11

Bose gas in a trap may be considered to be interacting
two thermal reservoirs, the first one representing the ther
environment~walls, blackbody radiation at temperatureT1!
and the second one the optical molasses at temperaturT2

!T1 . The equilibrium distribution of particlesf (p, r, t) can
be obtained by solving the Boltzmann kinetic equation

d f

dt
5 Î 1$ f %1 Î 2$ f %, ~1!

where Î 1 is the interaction term~Stoss integral! correspond-
ing to coupling with a media 1, andÎ 2, respectively, with
media 2. If we choose for simplicity the relaxation time a
proximation for Î 1,2,

Î i52
f 2 f i

t i
, ~2!
8731063-777X/2001/27(9–10)/3/$20.00
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then the solution for the equilibrium state will be

f 5
t1

21f 1
01t2

21f 2
0

t1
211t2

21 . ~3!

The relaxation ratet2
21 is proportional to the laser intensit

P. At large intensity, assumingt2
21@t1

21, Eq. ~3! gives f
. f 2

0.
In a semiclassical approximation, the particle energy

«5
p2

2m
1

1

2
mV2r2, ~4!

where the thermodynamic potentialV52T ln Z, Z is the
grand partition function~assuming zero spin of particles!

Z5E dpdr

~2p\!3 ln~12e~m2«!/T!, ~5!

where \ is Planck’s constant. The chemical potentialm is
determined from~5! to satisfy an equation

N5E dpdr

~2p\!3

1

e~«2m!/T21
, ~6!

whereN is the number of particles. After integration over th
directions ofr andp we obtain

N5
~4p!2

~2p\!3 ~2mT!3/2S 2T

mV2D 3/2

3E
0

`

x2dxE
0

`

y2dy
1

ex21y22z21
, ~7!

wherez,0 is the chemical potential in appropriate dime
sionless units.

At low temperature, no nonzero value ofz can satisfy
Eq. ~7!. It therefore vanishes at a temperatureT5Tc0 deter-
mined from the conditionz50, thus giving

Tc05\V~N/z~3!!1/350.94\VN1/3, ~8!
© 2001 American Institute of Physics
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wherez(z) is the Riemann zeta function. BelowTc0 , z re-
mains equal to zero with the total number of particlesN0

having bothr50 andp50 values, determined from

N05S 12
T3

Tc0
3 DN. ~9!

Of course, ther50, p50 state is not allowed quantum
mechanically, and the derivation leading to Eqs.~6!, ~7!
needs modification. The energy of a particle in a parab
well, Eq. ~4!, is

«5\V~n11n21n313/2!, ni50,1... .

Then the normalization condition, Eq.~6!, reduces to

N5 (
n50

`
Sn

henx21
~10!

with

Sn5 (
n1 ,n2 ,n350

n

dn11n21n3 ,n5
1

2
~n11!~n12!

and h5exp((m02m)/T), x5\V/T; m0 is the value of the
chemical potential atT50 (m053/2\V).

The solution of Eq.~10! shows the dependencem(T)
~Fig. 1! with a crossover between almost linear depende
above the crossover temperatureTc* and a practically zero
value below that temperature. The value ofTc* is very near to
Tc0 at large number of particles,N@1.

The particle density distribution is expressed through
sum of Hermite polynomials.15 Employing the identity for
these polynomials

(
n11n21...1nr5n

)
k51

r Hnk

2 ~xk!

2nknk!

5 (
m50

n

r n2m

1

2mm!
Hm

2 S S (
k51

r

xk
2D 1/2D , ~11!

wherer m51 for m even andr m50 for m odd, we receive by
putting r 53

n~r !5
e2r 2

p3/2 (
m50

` Hm
2 ~r !

2mm! (
k50

`
1

he~m12k!x21
. ~12!

FIG. 1. Chemical potential versus temperature for various values ofN:102

~1!, 103 ~2!, 104 ~3!, 105 ~4!, 106 ~5!.
ic

e

e

Figure 2 shows the radial density distributionr(r )
54pr2n(r) at various temperatures. BelowTc* , r(r ) displays
a second maximum at smallr, which grows in amplitude as
the temperature decreases: the real-space condensate
formation of such a condensate is even more explicit in
evolution of thez-projected density distribution, Fig. 3, a
the temperature is decreased from above to belowTc0 .

At zero temperature, all excited particles above the c
densate vanish. The joint momentum–coordinate distribu
function ~the Wigner distribution function16! takes a value

W~p,r !5
N0

pr 0
e2p2r 0

2
e2r 2/r 0

2
, ~13!

wherer 05(\/mV)1/2 is the zero-point oscillation amplitud
in a parabolic well.

The question remains, how to reconcile the above res
with the free-space Bose-Einstein condensation. The BE c
densation temperature equals1

T053.31
\2

m
n2/3. ~14!

The average density of particles in a well above the c
densation temperature is

n̄;N/T3, where r̄ 5S T

mV D 1/2

;r 0N1/6~T/T0!1/2, ~15!

FIG. 2. Radial density distributionr(r )54pr 2n(r ) for N51000 and vari-
ous temperatures:T/Tc050.2 ~1!, 0.8 ~2!, 1.4 ~3!, 2.0 ~4!.

FIG. 3. Side view of particle distribution:1—T50.2Tc0 , 2—T50.8Tc0 ,
3—T51.4Tc0 , 4—T52.0Tc0 .
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wherer̄ is a confinement radius~mean radius of the gaseou
cloud!. It is related to the minimal quantum radiusr 0 as r̄
;r 0N1/6(T/Tc)

1/2. By putting T;Tc* as defined above, we
obtain T of the order of the BE condensation temperatu
~14!. Therefore, the phenomenon we discussed is just the
condensation mechanism,1 except that in a trap the conden
sation occurs in both the momentum and coordinate sp
or, if we choose to explore the behavior of a dilute lo
temperature Bose gas in real space, it will condense th
making up a high-density globular fraction coexisting w
the spatially dispersed ‘‘excitations’’ in a region of size com
parable to the thermal confinement radiusr̄ .

In the grand canonical ensemble which we so far h
been considering, the number of particles is not fixed. T
mean square fluctuation of particle number in a statea is
^dna

2&5na(na11). In a condensate, by puttinĝna50&
5N0 we getm.«02T/N0 and^dn0

2&1/2.N0 . This means a
huge fluctuation of particle numberdN;N at T!T0 , an
unrealistic property of the model.17

In a canonical ensemble, which better fits to experime
with dilute gases in traps, the average value of the cond
sate population is given by

^n0&5
(n050

N n0($na%8e
2b(a.0~«a2«0!nad(a.0na , N2n0

(n050
N ($na%8e

2b(a.0~«a2«0!nad(a.0na , N2n0

, ~16!

where$na%8 stands for a collection of all state numbers e
ceptn0 , andb51/T. The average over such states does
fluctuate strongly and therefore can be replaced by its gr
canonical value corresponding to an appropriate choice
chemical potentialm5mN2n0

. We thus get

^n0&>
(n050

N n0ZN2n0

(n050
N Z N2n0

, ~17!

whereZn5e2bVn, andVn is the thermodynamic potential o
the grand canonical ensemble.1

The quantityZn5e2bN is not exponentially small for a
number of particlesn smaller than the Bose-condensate fra
tion, n,N0 . Therefore, we can change expression~17! to

^n0&>
(n05N0

N n0e2bVN2n0

(n05N0

N e2bVN2n0
. ~18!

The quantityVn is strongly peaked atn5N0 , thus giving
^n0&.N0 and, similarly, ^dn0

2&1/2;AN0 rather than
^dn0

2&1/2;N0 as in the orthodox grand canonical ensemb
Indeed, atN!N0 ~corresponding toT@T0! we obtain for the
thermodynamic potentialVN a valueVN.2NT, and ZN
e
E

es

re,

e
e

ts
n-

-
t
d

of

-

.

.eN. This agrees with the conclusion, reached in a differ
way in Ref. 12, that the thermodynamic properties of a Bo
condensate in a trap with fixed total number of particles
very similar to those in the orthodox grand canonical e
semble with a fixed average number of particles. The ab
results are consistent with a known statement that the B
Einstein condensation temperatureT0 is the same in the ca
nonical and in the grand canonical ensembles.2

In conclusion, I hope I have met the goal of elucidati
in a direct way the properties of the low-temperature state
an ideal Bose gas of finite-size, finite-particle-number s
tems. I express my deep gratitude to Prof. B. Tanatar
stimulating discussions and help.
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Linear and nonlinear waves on the charged surface of liquid hydrogen
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The results of research on the properties of linear and nonlinear waves on the charged surface of
liquid hydrogen in a cylindrical cell are reported. It is found that the spectrum of oscillations
of linear waves softens with increasing applied electric field. Weak turbulence in a system of
capillary waves on the charged surface of liquid hydrogen is investigated. The formation of
a Kolmogorov cascade is observed in the inertial interval from 100 Hz to 10 kHz. It is found that
the correlation function of the deviation of the surface from its flat equilibrium state can be
described by a power-law function of the frequency, with an exponentm523.760.3 when the
surface is excited at a single resonance frequency, andm523.060.3 in the case of two-
frequency excitation. The results of these studies are in qualitative agreement with the theoretical
predictions. ©2001 American Institute of Physics.@DOI: @DOI: 10.1063/1.1414581#
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INTRODUCTION

Research on the dynamics of waves and turbulence
the surface and in the bulk of a liquid is of great interest b
for basic nonlinear physics and from the standpoint of pr
tical applications. One approach to the description of
turbulent state has been proposed in the theory of weak
bulence~see Ref. 1 and the references cited therein!, which
in the case of capillary and gravity waves on the free surf
of a liquid predicts a power-law dependence of the distri
tion of the energy of the waves over their frequency—
isotropic Kolmogorov spectrum. The predictions of t
theory of weak turbulence are in good agreement with
results of a numerical simulation. Meanwhile, despite an
preciable number of studies on the nonlinear dynamics
surface waves, at the present time there are only a few p
lished reports of experimental observations of isotropic sp
tra on the surface of a liquid. For example, in Refs. 2 an
the transition to a regime of weak capillary turbulence
increasing amplitude of the surface waves was observe
frequencies up to 1 kHz.

In this paper we report a study of linear and nonline
capillary waves on the charged surface of liquid hydrog
The spectrum of small oscillations of the surface of the l
uid and its evolution with increasing surface charge den
are investigated up to the critical value at which the fl
surface loses stability. The formation of a Kolmogorov ca
cade in the system of capillary waves on the surface of liq
hydrogen was observed at frequencies up to 10 kHz w
the surface was excited at one or two frequencies.

We describe a technique of excitation of waves on
charged surface of liquid hydrogen and of measuring
frequency dependence of the correlation function of the
viations of the surface from equilibrium.

The advantages of liquid hydrogen in experiments
nonlinear dynamics include the relatively low kinematic v
cosity and the large coefficient of nonlinearity of capilla
waves, making it possible to broaden significantly the f
quency band in which a turbulent cascade is formed. In
dition, because of the low density, oscillations can be exc
8761063-777X/2001/27(9–10)/7/$20.00
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on the surface of liquid hydrogen by an external force wh
is many times smaller than in the case of an ordinary liq
such as water. This circumstance is decisive for the use
technique in which the waves on the surface are excited
electrical forces. Previous experiments have shown that
surface of liquid hydrogen can be charged by injecti
charges into the bulk of the liquid, that the charges can
held near the surface for a long time, and that surface wa
can be excited by an alternating electric field.4,5 An advan-
tage of this technique is that the external force can act
rectly on the surface of the liquid, almost completely exclu
ing the bulk, and also the high degree of isotropicity of t
exciting force, which makes it possible to study turbulen
under well-controlled experimental conditions.

2. THEORETICAL MODEL

2.1. Spectrum of small oscillations of the charged surface
of a liquid

The spectrum of linear oscillations of the charged s
face of a liquid found in a gravity field between horizont
plates of a flat capacitor is described by the kno
expression6

vk
25k tanh~kh!Fg1

sk2

r
2

2kP

r
coth~kd!G , ~1!

wherevk is the frequency of a wave with wave vectork, h
is the thickness of the liquid layer,s is the coefficient of
surface tension,d is the distance from the surface of th
liquid to the upper plate of the capacitor,P5(U/d)2/8p is
the pressure exerted by the electrical forces on the flat,
disturbed surface,U is the potential difference across th
capacitor plates,g is the acceleration of free fall, andr is the
density of the liquid. It is assumed in this formula that t
electric field is completely screened by surface charges
the limiting case when the distance from the surface of
liquid to the control plate of the capacitor is small, so th
kd!1, and the depth is large,kh@1, the spectrum of the
charged surface of a liquid can be written in the form
© 2001 American Institute of Physics
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vk
25kS G1

sk2

r D , ~2!

where the quantityG5g22P/rd plays the role of an effec
tive acceleration of free fall. At voltages near the critic
value at which the surface loses stability for the case of a
film, Uc15(4prgd3)1/2 ~Ref. 6!, the effective acceleration
G goes to zero, andvk becomes a monotonic power-la
function of the wave vector with exponent 3/2, starting w
small k:

vk>~s/r!1/2k3/2. ~3!

This circumstance is important for choosing the low
pump frequency in studying turbulence. In our experime
in the low-frequency region the conditionskd,1, kh,1
hold, and the minimum wave vector above which relation~3!
is valid must be estimated experimentally.

For a deep liquidkh@1 and a large distance to the co
trol electrodekd@1, as the voltageU is increased, relation
~1! develops a local minimum at a value of the wave vec
of the order of the inverse capillary length 1/l. At a critical
value Uc5(2psl21/2)1/2d the frequencyvk goes to zero.
This means that the flat charged surface loses stability a
critical voltage.7

2.2. Weak turbulence in a system of capillary waves

Turbulence is the name given to a highly excited state
a system with many degrees of freedom, the system bein
from its thermodynamic equilibrium.1 The turbulent regime
is characterized by a strong nonlinear interaction of the
grees of freedom and by significant energy dissipation. T
bulence can be observed in systems where the excita
~pump! frequencies and the frequency at which strong ene
dissipation occurs are widely separated on the freque
scale. The nonlinear interaction leads to an efficient redis
bution of energy among the degrees of freedom~modes!.

The main question in the study of turbulence is to fi
the energy distribution law over the frequency sca
Ev—the stationary spectrum of the turbulence.

An ensemble of interacting waves can be described
the framework of a kinetic equation analogous to the Bo
mann equation of gas dynamics. The dispersion relation
capillary waves,v5(s/r)1/2k3/2 is of the decay type, and
consequently, the main contribution to the interaction
waves is from three-wave processes—the decay of a w
into two with conservation of the total wave vector and to
frequency, and also the inverse of this process, the con
ence of two waves into one. In the system of capillary wa
there exists a frequency interval~inertial interval! bounded
below by the pump frequencyvp and at high frequencies b
the viscous damping, in which a power-law dependence
the energy distribution over the frequency of the waves
observed. The theory of uniform capillary turbulence8 pre-
dicts an energy distribution law~Kolmogorov spectrum! of
the form

Ev5cp1/2v217/6, ~4!

wherep is the energy flux ink space, andc is a constant.
The distribution~4! is characterized by a constant ener
l
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flux in the direction of higher frequencies and, consequen
is realized at frequencies above the pump frequency~direct
cascade!.

The stationary distribution of the energy of surfa
waves in the inertial interval can be described by a pair c
relation function in the Fourier representation,I v5^uhvu2&,
for the deviationsh(r ,t) of the surface from the flat state:

I v5const•v217/6. ~5!

The energy distribution is related to the pair correlati
function by the relation

Ev5rgIv .

The theoretical prediction is confirmed by the results
numerical calculations of the nonlinear evolution of capilla
waves directly from first principles on the basis of the equ
tions of hydrodynamics.9

In the case of spectrally narrow pumping a numeri
calculation10 shows that a system of equidistant peaks
multiples of the pump frequency arises on theI v curve. The
frequency dependence of the height of the peaks is descr
by a power-law function with an exponent of221/6. This
value differs by 2/3 from the exponent in Eq.~5!, which was
obtained for the case of pumping in a wide frequency int
val.

We note that the power-law dependence on frequency
the correlation function of the deviations of the surface fro
equilibrium has been observed at frequencies up to 1 kH
experiments on water,2,3 from measurements of the powe
spectrum of radiation transmitted through a layer of liqu
whose surface was excited at a low frequency by means
vibrating platform. It was shown that for observation of
power-law distribution of energy over frequency it is nece
sary that the amplitude of the wave at the pump frequency
higher than a certain critical value~around 1 mm!. In the
experiments of Ref. 2 the exponent in the correlation fu
tion was equal to23/2, and in Ref. 3 the exponent was clo
to the theoretical value217/6.

Our preliminary results for the charged surface of liqu
hydrogen were published in Ref. 11, where we showed
in the frequency interval 100–5000 Hz the functionI v can
be described by a power-law function with an exponent
2360.5.

3. METHODS OF MEASUREMENT AND PROCESSING OF
RESULTS

The scheme of the measurements of the spectrum of
face oscillations is shown in Fig. 1. The experiments w
done in an optical cell placed in a helium cryostat. Inside
cell was a horizontal flat capacitor. A radioactive plate w

FIG. 1. Scheme of the measurements of the spectrum of surface oscilla
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placed on the lower capacitor plate, which was made in
form of a disk 25 mm in diameter. Hydrogen was conden
into a cup formed by the lower plate and a guard ring 25 m
in diameter and 2.7 mm in height. The upper plate of
capacitor, situated above structure surface of the liquid,
made in the form of a cone with a flat base 25 mm in dia
eter. The distance from the liquid to the upper plate was
mm in the experiments on measurement of the disper
v(k) and 4 mm for the study of turbulence. The temperat
of the liquid in the experiments was around 16 K.

The free surface of the liquid was charged by means
radioactive plate emittingb electrons. The electrons ionize
a thin layer of the liquid near the plate. A dc voltage w
applied across the capacitor plates. The sign of the cha
forming a quasi-two-dimensional layer beneath the surf
of the liquid was determined by the polarity of the voltag
In the experiments reported here the oscillations of a p
tively charged surface were investigated. A metal guard r
mounted around the radioactive plate prevented the cha
from escaping beneath the surface to the walls of the c
tainer, and it can therefore be assumed that the densit
charges in the layer is proportional to the applied voltage
that the electric field in the bulk of the liquid is close to zer

The oscillations of the surface of liquid hydrogen we
excited by an ac voltage applied to the guard ring in addit
to the dc voltage. The amplitude of the ac voltage was m
less than the dc voltage. The oscillations of the surface of
liquid were registered with the aid of a laser beam reflec
from the surface.

We used two schemes for registering the oscillations
the liquid surface. In the experiments on measurement of
dispersion relationv(k) the frequency of the ac voltage ap
plied to the guard ring was varied smoothly from 1.5 to 1
Hz. At certain frequencies a resonant standing wave was
tablished on the liquid hydrogen surface. The amplitude
the oscillations of the laser beam reflected from the surf
increased sharply and became larger than the dimension
the photodetector~the collecting lens shown in Fig. 1 wa
removed in this scheme!, and so the average value of th
light intensity registered by the photodetector decreased
nificantly. To improve the accuracy of the measurements
signal from the photodetector was averaged in time. Thus
minima on the curve describing the frequency dependenc
the voltage registered on the photodetector~Fig. 2! corre-

FIG. 2. Experimental trace of the average intensity of light as a function
the frequency of the ac voltage applied to the guard ring. The numbers o
standing-wave resonances on the hydrogen surface are indicated ne
minima. The dc voltage wasU5954 V.
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spond to the situation when the excitation frequency co
cides with one of the resonance frequencies of the sur
oscillations. This makes it possible to determine the discr
spectrum of eigenfrequencies of the oscillations of the s
face of the liquid in the experimental cell,vn5 f (n), where
n is the number of the resonance.

Under conditions of a cylindrical geometry a standi
wave on the surface of the liquid is described by the equa

z~r ,t !5AnJ0~knR!cos~vnt !, ~6!

whereJ0 is the Bessel function of order zero,R is the inner
radius of the guard ring, andAn is the amplitude of the wave
The relation between the number of the resonance and
wave vector of the resonant standing wavekn5s(n) is found
from the equation

J1~knR!50.

This is equivalent to the condition that there are 2n nodes of
the standing wave along the diameter 2R of the cell.

Thus, knowledge of the functionsvn5 f (n) and kn

5s(n) enables one to uniquely determine the dispersion
lation vn5v(kn) of the surface waves.

In the experiments on turbulence the beam reflec
from the oscillating surface of the liquid was focused on t
photodetector by the lens. Thus in that experiment the t
power of the beam was measured. The angle between
beam and the undisturbed flat surface of the liquid~the graz-
ing angle! wasa50.2 rad. The laser beam lay in a vertic
plane passing through a diameter of the cell. In the exp
ments we used a narrow and a wide laser beam. The l
spot on the surface of the liquid was an ellipse with ax
a150.5 mm andb150.1 mm in the case of the narrow beam
or a252.5 mm andb250.5 mm for the wide beam. The ou
put signal of the photodetector, which was directly prop
tional to the total powerP(t) of the beam, was stored in
computer with the aid of a 12-bit analog-to digital conver
for several seconds at a frequency of 25 KHz.

We analyzed the frequency spectrumPv of the total
power of the reflected laser beam, obtained by Fourier tra
forming theP(t) data with respect to time.

The total power of the laser beam depends on the g
ing angle and on the relationship between the wavelengl
on the surface of the liquid and the linear dimensions of
light spot. In our experiments the amplitude of the oscil
tions of the surface at the pump frequency was small, so
the angle of deviation of the oscillating surface from the fl
state,w<1022 rad, was much less than the grazing anglea.

For small-amplitude waves with wavelengths mu
greater than the size of the light spot,l@a, the power of the
reflected beam is a linear function of the anglew.12 The angle
w can be estimated as the ratio of the amplitude of the w
to its wavelength. Then in the frequency representation
correlation function of the deviations of the surface fro
equilibrium ~the ‘‘low-frequency limit’’! is written as

I v5^uhvu2&;~v22/3wv!2;Pv
2 v24/3. ~7!

In the opposite case,l,a, when several wavelength
lay within the dimensions of the spot, the registered powe
the reflected beam is determined by the value of the angl
inclination of the surface averaged over the area of the li
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spot. A calculation shows that the change in power of
reflected beam on the whole is proportional to the produc
the amplitude of the variation of the anglew and the wave-
length l, i.e., Pv;lww . This leads to the relation~the
‘‘high-frequency limit’’!

I v;Pv
2 . ~8!

The frequency of a wave on the surface of liquid hyd
gen with a wavelengthl'a, near which one expects
crossover from the ‘‘low-frequency’’ regime of registerin
the oscillations to the ‘‘high-frequency’’ regime, is equal
v l /2p'500 Hz for the narrow beam andv l /2p'50 Hz for
the wide beam.

4. EXPERIMENTAL RESULTS

4.1. Linear waves

Figure 2 shows a typical experimental trace of the av
aged light intensity registered by the photodetector as a fu
tion of the frequencyv/2p of the ac voltage applied to th
guard ring. The deep minima on the curve correspond to
formation of standing waves on the surface. The numbe
the resonance is given near the minima. The Q factor of
experimental cell in the investigated frequency interval w
30–50, permitting reliable measurement of the resona
frequencyvn . From the experimental traces of the intens
like that shown in Fig. 2, we found the relation between
number of the resonance and the frequency of the ac volt
vn5 f (n). From this function and the wave vectors calc
lated from the functionkn5s(n), we recovered the spectrum
of oscillations of the surface,vn(kn). The results of a pro-
cessing of the experimental data obtained at three diffe
voltages between the capacitor plates,U5283, 954, and
1080 V, are shown by the data points in Fig. 3 on a log–
scale. The temperature of the measurements wasT
516.0 K. The measured critical voltage, at which reco
struction of the flat charged surface of the liquid occurs, w
Uc151140 V, i.e., measurements were made both at v
ages much less than the critical valueUc1 and also at volt-
ages close toUc1 .

The solid lines in Fig. 3 were calculated according
relation~1! for voltages of 283 and 1080 V and the specifi
values of the liquid layer thicknessh52.7 mm and the dis-

FIG. 3. Dispersion curves for waves on the charged surface of a liq
hydrogen layer 2.7 mm thick. The inset shows the evolution of the dis
sion curvev(k) on the charged surface of a deep liquid.
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tance from the surface to the upper plated52.5, which were
of the order of the capillary length. Relation~1! gives a good
description of the experimental data in the entire interval
voltages. With increasing voltage the spectrum of the surf
waves softens—the frequency of the oscillations with
given wave vectorkn decreases. The dotted line correspon
to the power-law functionv;k3/2, which describes the dis
persion of capillary waves on the surface of a deep liqu
We see that at voltages above 0.8Uc1 the dispersion relation
vn(kn) of the surface waves under the conditionsh'd
'kc

21 is well approximated by this function.
The inset shows the spectrum of oscillations of t

charged surface of liquid hydrogen calculated according
formula ~1! for conditions when the depth of the liquid an
the distance from the charged surface to the control electr
are much greater than the wavelengths (kh@1, kd@1, i.e.,
tanh(kh)51, coth(kd)51) for three different voltagesU less
than the critical value~unlike the case of the experiment
plots, here a linear scale is used!. We see that as the voltag
U is increased, a local minimum develops on thev(k) curve
in the region of wave vectors of the order of the inver
capillary lengthkc5(rg/s)1/2'5 cm21. A similar spectrum
with a minimum was observed previously in experimen
with helium in Ref. 7.

Notice the qualitative difference of the spectra in the tw
limiting cases: the spectrum of oscillations of the surface
a thin layer does not exhibit the local minimum atkc'1/l
that is observed for the deep liquid.

4.2. Nonlinear waves

We investigated the frequency distribution of the amp
tude of the deviationsh(r ,t) of the surface of the liquid
hydrogen from equilibrium for excitation of the surface by
harmonic force at frequencies from 25 to 300 Hz~at reso-
nances with numbers 3 and higher! for different levels of
pumping.

Figure 4 shows an experimental trace of the time dep
denceP(t) of the total power of a narrow laser beam r
flected from the surface. The surface was excited at a
quencyvp/2p527.5 Hz. The maximum angle of deviatio
of the surface from equilibrium at the pump frequency w
0.03 rad, and the maximum amplitude of the wave was of
order of 0.1 mm. The frequency spectrumPv of the total
power was obtained by Fourier transforming the measu
dependenceP(t). Figure 5 shows the square of the Fouri

id
r-

FIG. 4. Total powerP of the narrow laser beam reflected from the charg
hydrogen surface as a function of timet. The pumping frequency was 27.
Hz.
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amplitude Pv
2 as a function of frequencyv/2p. The Pv

2

curve has a main peak at the pump frequencyvp and peaks
at multiples of that frequency. These peaks correspond
capillary waves which are generated on the surface of
liquid due to nonlinearity. At frequencies up to 800 Hz t
frequency dependence of the height of the peaks can be
scribed by a power-law function of the typePv

2 ;v21.3. At
high frequenciesv/2p.800 Hz the frequency dependen
of the height of the peaks is described by a stronger pow
law function with an exponent close to23.7. At frequencies
above 4 kHz the peak disappears into the instrument no

The change of the exponent of the power-law funct
describing the frequency dependence of the peak height
served near 800 Hz can be attributed to a transition from
regime of registration of long-wavelength oscillations w
v,v l to the regime of registration of short-wavelength o
cillations (v.v l). The observed value of the crossover fr
quencyv l /2p5800 Hz is close to the value of the crossov
frequency estimated in Sec. 3 (;500 Hz).

Using formulas~7! and ~8!, we find that the correlation
function of the deviations of the surface at frequencies be
800 Hz is proportional tov22.6, while at high frequencies
I v;v23.7.

Thus the experimental data demonstrate a power-law
quency dependence of the correlation function of the de
tions of the surface~scaling! in the frequency interval 100–
4000 Hz, but with different values of the exponent at low a
high frequencies.

Figure 6 shows the frequency dependence ofPv
2 ob-

FIG. 5. Distribution of the square of the Fourier harmonics of the to
power of a narrow laser beam reflected from the liquid hydrogen surf
The pumping frequency was 27.5 Hz.

FIG. 6. Distribution of the square of the Fourier harmonics of the to
power of a wide laser beam. The pumping frequency was 27.5 Hz.
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tained in the experiment with the wide beam. The measu
ments were made under the same conditions as in the ex
ment with the narrow beam: pump frequency 27.5 Hz,
voltageU51170 V, amplitude of the wave at the pump fr
quency around 0.1 mm. We recall that an estimate of
frequency of the crossover from the regime of registration
long-wavelength oscillations to the regime of registration
short-wavelength oscillations gave a value of 50 Hz. Th
according to Eq.~8!, over almost all of the frequency rang
the correlation function is directly proportional to the squa
of the amplitude of the Fourier harmonic of the measu
total power of the reflected laser beam. We see that the va
tion of the height of the peaks with frequency on the graph
Pv

2 can be described by a power lawv23.7, starting at 300
Hz and on up to 7 kHz. The difference of the exponent fro
217/6 agrees qualitatively with the conclusion10 that in the
case of a spectrally narrow pump the exponent increase
absolute value in comparison with the value of the expon
in the case of pumping in a wide frequency interval.

In addition, in our experiments the spectrum of surfa
oscillations v(kn) is discrete, and the width of the reso
nances is much less than the distance between them.
may be an additional circumstance leading to the differe
in the values of the observed exponents of the power la
from the value predicted by the theory,8,10 since the calcula-
tions were done for systems with a quasicontinuous spect
of oscillations.

One notices the strong difference of the frequency
pendence ofPv

2 at low frequencies for the cases of the na
row ~Fig. 5! and wide ~Fig. 6! laser beams. In Fig. 6 the
height of the peaks ofPv

2 in the frequency interval from 27.5
to 300 Hz is not described by the power-law function
frequency of the formvm.

The differences in the spectra shown in Figs. 5 and 6
due solely to a change in the diameter of the laser beam
consequently, relate only to the condition for the onset of
crossover regime. The nonmonotonicity ofPv

2 can be attrib-
uted to a feature of the optical method used to detect
surface oscillations.13 One of the reasons for this, as ou
observations show, may be that in the spectrumPv of the
registered signal the amplitudes of the Fourier harmonic
low frequencies depend on the position of the laser spot
the surface of the liquid. At the same time, the hig
frequency part of the spectrum does not depend on the p
tion of the laser beam, since the size of the spot is m
greater than the wavelengths.

It should be noted that increasing the amplitude and
quency of the pump leads to a broadening of the freque
interval in which power-law frequency dependence of t
correlation function is observed. Figure 7 shows plots ofPv

2

obtained for excitation of the surface at 135 Hz for two d
ferent pumping levels, corresponding to standing-wave a
plitudes of 0.004 and 0.03 mm at the excitation frequen
The sharp drop in the height of the peaks onPv

2 at frequen-
cies from 2 to 3.5 kHz in Fig. 7a may be due to visco
damping of the oscillations at the edge of the inertial int
val. As expected,1 when the amplitude of the exciting force
increased, the high-frequency edge of the inertial inter
shifts to higher frequencies. We can conclude from Fig.
that the frequency of this edge exceeds 10 kHz.
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Thus one can assert that for excitation of the surface
liquid hydrogen in a cylindrical cell by a periodic extern
force, when a standing wave with an amplitude of the or
of 0.1 mm arises on the surface, there exists a wide
quency interval in which the correlation function of the d
viations of the surface from equilibrium are proportional to
power-law function of the frequency, with an exponent clo
to 23.760.3, i.e.,I v;v23.760.3.

4.3. Combination frequencies

In order to elucidate the influence of the conditions
excitation of the surface and to mitigate the effect of t
choice of the position of the laser spot on the surface of
liquid on the form of the low-frequency part of the register
spectrumPv

2 , we did a series of experiments in which th
surface was excited simultaneously at two resonance
quency of the cell. Figure 8 shows a plot ofPv

2 in the case of
pumping at the frequenciesv1/2p527.5 Hz andv2/2p
581 Hz ~the third and seventh resonances!. The pumping
was done by two independent generators, so that the p
relation between the standing waves was arbitrary. The
main peaks at the frequenciesv1 andv2 are clearly visible
in the figure, and one can also see combination peaks co
sponding to frequenciesv22v1 andv21v1 . For each peak
at a frequencyv one can find a combination frequencyv
5pv26qv1 , wherep andq are integers. With this chang
in the conditions of excitation, the dip in the frequency i
terval 27.5–200 Hz that is clearly seen in Fig. 6 has pra
cally vanished.

At frequencies above 100 Hz the frequency depende
of the height of the peaks of the spectrumPv

2 is close to

FIG. 7. Evolution of the distribution of the square of the Fourier harmon
of the total power of a wide laser beam with increasing pumping level.
amplitude of the standing wave at the pumping frequency, 135 Hz, is 0
mm ~a! and 0.03 mm~b!.
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v2360.3. This differs from the dependencev23.760.3 ob-
served in the experiments with the excitation of the surfac
a single frequency. The decrease of the absolute value o
exponent from 3.7 to 3 may be due to the change of
conditions of excitation of the waves on the surface. We n
that the valuem523 is close to the theoretical estimatem
5217/6 obtained for the case of pumping in a wide fr
quency interval.8

Figure 9 shows another spectrum of excitation of os
lations at two frequencies,v1/2p527.5 Hz ~the third reso-
nance! andv2/2p545 Hz. Since the frequencyv2 does not
coincide with a resonance frequency of the cell, for obser
tion of the combination frequencies it was necessary to
crease the amplitude of the ac voltage at the frequencyv2 as
much as possible and to decrease the amplitude at the
quencyv1 , so that the amplitude of the waves would b
comparable to each other. In the figure we see peaks co
sponding to oscillations of the surface at the combinat
frequenciesv22v1 andv21v1 . The excitation frequencies
were chosen such that the combination frequencyv22v1

would coincide with the second resonance of the cell, 1
Hz, and the combination frequencyv21v1 would be found
between the fifth and sixth resonances. As a result, the
plitude of the peak at the frequencyv22v1 is almost 10
times greater than the amplitude of the peak at the freque
v21v1 . Consequently, the discrete character of the sp

s
e
4

FIG. 8. Distribution of the square of the Fourier harmonics of the to
power of a wide laser beam for pumping at frequencies of 27.5 and 81

FIG. 9. Frequency dependence of the square of the Fourier harmonics o
total power of the wide laser beam for pumping at frequencies of 27.5
45 Hz.



ur
pe

lla
na
th

u
it

ru
ft

te
fr
of
m

rr
, t

re
y

er
ra

ac
fre
a

ov
.

i-
he
is-
ed-

.

-

on

882 Low Temp. Phys. 27 (99–10), September–October 2001 Brazhnikov et al.
trum of eigenfrequencies of the oscillations of the liquid s
face turns out to have a substantial influence on the de
dence ofPv

2 at low frequencies.

5. CONCLUSIONS

The experimentally measured spectrum of linear osci
tions of the charged surface of liquid hydrogen in an exter
electric field is in good agreement with the predictions of
theoretical calculations6 of the dispersion relation~1! of sur-
face waves on an equipotential charged surface of a liq
layer located between the plates of a flat capacitor. W
increasing value of the external stretching field the spect
of oscillations of the charged surface of liquid hydrogen so
ens and approaches the dependencev;k3/2 characteristic for
capillary waves on the surface of a deep liquid.

In the experiments investigating nonlinear waves exci
by a periodic external force, a powerlike dependence on
quency~scaling! was observed for the correlation function
the deviations of the surface of the liquid hydrogen fro
equilibrium at frequencies up to'10 kHz. For excitation of
the surface by a harmonic force at a fixed frequency, co
sponding to one of the resonance frequencies of the cell
correlation functionI v;v23.760.3.

For excitation of the surface simultaneously at two f
quencies, the correlation function depends on frequenc
I v;v2360.3.

Combination frequencies of the surface oscillations w
observed and studied. It was shown that the discrete cha
ter of the eigenfrequencies of the oscillations of the surf
in a cell of finite size has a substantial influence on the
quency distribution of the amplitudes of the oscillations
low frequencies.
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Excitonic luminescence in the drift of excess electrons through liquid and solid rare
gases
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It is shown that the excitation of electronic states is the main channel of energy loss of excess
electrons drifting in moderate (>103 V/cm) electric fields through condensed heavy rare
gases~Rg!. These losses, together with scattering on resonances of metastable negative ions
(Rg* )2, determine the dependence of the average energy of the electrons and their drift
velocity vd on the electric fieldE both in condensed Rg and in dense gases. In particular,
explanations are given for the constancy ofvd at largeE and for the transformation of
the electroluminescence spectrum upon changes in the density of heavy particles and their
temperature. Thus it is predicted that localized excitons can be efficiently excited in the bulk of
crystalline and liquid Xe, Kr, and Ar, with a yield of around 102 excitons~and UV photons!
per electron. ©2001 American Institute of Physics.@DOI: @10.1063/1.1414582#
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The elucidation of the properties of collective electron
excitations—excitons—in insulator and semiconductor cr
tals is one of the universally recognized outstanding achie
ments of the Kharkov scientific school co-founded by L.
Shubnikov.1 Particular attention was devoted to the study
rare-gas crystals, which served Frenkel as a first model
creating a theory of excitons.2 Three types of collective ex
citations have been observed in rare gases~Rg!: coherent
excitons, and one-center~quasi-atomic! and two-center
~quasi-molecular! localized states. The last of these a
mainly responsible for the luminescence of crystals of he
rare gases~Xe, Kr, and Ar! excited by vacuum ultraviole
~VUV ! radiation or by an electron beam. A distinguishin
feature of heavy rare-gas crystals is the extraordinarily h
efficiency of conversion of the energy of photons or fa
electrons into excitonic luminescence occurring in the VU
region: l5172 nm for Xe, l5148 nm for Kr, and l
5127 nm for Ar.

At that same time work was ongoing at the P.
Lebedev Physics Institute~FIAN! to study the features of th
electronic excitation and the resulting luminescence in de
rare gases. Those studies led to the discovery of a new o
in molecular physics—excimer molecules or exciplex
chemical compounds which are quite stable but exist only
an electronically excited state. The absence of a bo
ground state automatically ensures a population inversio
the levels of the corresponding phototransition and a w
luminescence spectrum; this, together with another featur
excimer molecules—a huge increase in the probability of
optical transition in comparison with the analogous transit
in a united atom, immediately aroused interest in excim
molecules as a possible active medium for high-power
lasers.
8831063-777X/2001/27(9–10)/7/$20.00
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Those hopes, as we know, were completely justifi
and, although the most widely used excimer lasers uti
rare-gas halides, the first first report of light amplification
excimer molecules was in a paper devoted to the excita
of liquid xenon by an electron beam.3

Since the characteristics of an exciton are largely de
mined by the properties of the electronically excited parti
generating it, in respect to its general features~position of the
spectral bands, transition probability! a quasi-atomic exciton
bears a surprising resemblance to an excited rare gas
Rg, and the molecular exciton, which we are mainly int
ested in, resembles the excimer molecule Rg2* ~Ref. 1!. The
specifics of a solid are manifested in the dynamics of tra
formation of an ‘‘atomic’’ excitation into a ‘‘molecular’’ ex-
citation and in the features of the structure of the spec
bands. Naturally, investigators had a keen desire to creat
excitonic laser using condensed inert gases, primarily xen
but efforts to do so did not meet with much success,4 and for
what we think is not a fundamental reason: the impossibi
of arranging a high-power pump. Indeed, pumping by
radiation from another UV laser5 was not of practical inter-
est, the use of a VUV lamp was inefficient, and fast elect
beams, which are used to pump the dense-gas Xe2 excimer
laser,6 do not penetrate deeply enough into the volume o
crystal or liquid.

At the same time, it happens by a chance coincide
that in heavy rare gases, the same substances in whic
atomic excimer molecules are characteristically formed
the gas phase~in He and Ne this is impossible for a numb
of fundamental reasons!,7 the mobility of excess electrons i
the solid and liquid is quite high, almost the same as
conduction electrons in metals~for He and Ne it is low be-
cause of the formation of so-called ‘‘bubbles’’!.8 In principle,
© 2001 American Institute of Physics
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the reasons for such a high mobility are clear: first, rare ga
condense as close-packed atoms; second, the high valu
the mass ratio of the Rg atom to the electron; third,
absence of electron affinity among Rg atoms.

The drift of excess electrons in an electric field throu
liquid and solid rare gases has been studied by m
authors,9 and a number of hypotheses have been put forth
explain the observed effects, viz.: 1! the existence of a pla
teau in the dependence of the electron drift velocityvd on the
applied fieldE at largeE, and the essential lack of depe
dence ofvd on the phase state of the rare gas; 2! a sharp~by
more than 3 order of magnitude in Xe! increase of the elec
tron mobility in low fields upon the transition of the gas
the condensed state and the nonmonotonic character o
temperature dependence of the mobility in the conden
state, in combination with the absence of any features at
solid–liquid phase transition. Another important questi
that has been discussed is whether ‘‘hot’’ electrons can e
in the drift of electrons through condensed rare gases; s
authors have assumed that the velocity of the electrons in
a solid cannot exceed the speed of sound,10 while others have
assumed that electrons are heated to energies of se
electron-volts.11

Finally, in 1994, one of the present authors~E.B.G.!
proposed12 a model in which it was assumed that not on
can the excess electrons acquire high energy from the e
tric field, all the way up to the first excitation potential of th
Rg atom, but this excitation is even the main channel
energy loss for an excess electron and determines its ave
energy and drift velocity. The electronically excited Rg ato
formed on electron impact~a one-center exciton! rapidly ~es-
pecially in the case of Xe! reacts with the neighboring atom
and transforms into a two-atom excimer molecule~two-
center exciton! which upon its decay emits a VUV photon
This means, in particular, that simple means~an electric field
in an electrolytic cell! can be used to form excitonic excita
tions in the bulk of a crystal or liquid, and one prima
electron can generate a large number of excited centers.
thermore, in a cell with a photocathode, on account of
appearance of secondary electrons upon their photoemis
under the action of the excimeric VUV radiation, it is po
sible for interesting critical phenomena to arise, in particu
electron and, hence, photon avalanches.

The practical aspects of the problem are also import
if the model proposed in Ref. 12 is valid, it would mean th
it is possible in principle to create an efficient direct co
verter of electrical energy into VUV radiation, includin
coherent.13

Generally speaking, UV emission upon the applicat
of an electric field in liquid rare gases has been obser
experimentally, primarily in Xe; it was ascribed to a s
called ‘‘glow discharge’’ and was not given a reliable exp
nation. Only the recent direct experiments of Wyde
group14 have confirmed the conclusions of our papers;12,13 in
particular, they recorded the intensity of VUV emission
the emission band of Xe2* in the drift of electrons emitted by
a cold cathode in liquid xenon in moderate electric fiel
and they found that the influence of the emission depen
linearly on the applied voltage.

In the present paper we analyze the advantages and
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tures of the method of forming electronic excitations insi
rare-gas crystals on the basis of the drift of excess elect
through them. For analysis we use a simple two-param
model that is surely valid for a dense gas and which is of
used for describing the drift of excess electrons in conden
rare gases~the aforementioned nonspecificity of the behav
of the drift velocity with respect to the phase state serves
a justification for this!.

We consider the drift of an electron as a process of
random walk in the force fieldeE.15 We introduce the fol-
lowing parameters:lm—the mean free path with respect
total loss of momentum direction, so that after a ‘‘collision
the average velocity of the electron is equal to zero;lw—the
mean free path with respect to loss of energy; now«
[lm /lw is the fraction of the energy lost after one ‘‘coll
sion’’ accompanied by loss of momentum («!1).

Neglecting the time of collision in comparison with th
mean free time, we can assume that the electron acqu
energy from the electric field during the time of its free m
tion between collisions. Then its energy after thei th collision
with loss of momentum is equal to

mvi 11
2

2
5~12«!

m~vi1at i !
2

2
5~12«!Fmvi

2

2
1

ma2t i
2

2
G ,

wherem is the mass of the electron,a5eE/m is its accel-
eration in the fieldE, andt i is the time between thei th and
( i 11)th collisions. Thus if we neglect the change in the to
velocity over the time between two successive collisions a
the difference of the trajectory from rectilinear, i.e.,t i

5lm /v i , the recursion relation for the kinetic energy of a
electron has the form

Wi 11
2

2
5~12«!FWi1

w0

4Wi
G , ~1!

where w0 is the energy acquired by the electron from t
field over its mean free path:

v05eElm , ~2!

or, in differential form, for«!1,

2
d~W2!

di
5v0

224«W2. ~3!

In low electric fields the electrons are in thermal equilibriu
with the substance. Isothermal drift is characterized by a c
stant mobility, sincevd5at0/2, andt0 , the mean free time of
the electron in its steady drift, is constant and equal
lm /vT , wherevT is the thermal speed of the electron. Th
vd;E and is given by the equation

vd5
eElm

2mvT
5

w0

23/2AmkT
. ~4!

Expression~4!, up to a numerical coefficient of 1.5, agree
with the formula obtained by Bardeen and Shockley10 for the
electron mobility in nonpolar crystals on the basis of t
Boltzmann equation.

For moderately highfields, when the electron energ
W@kT, and under the condition of stationarity of Eq.~3! is
equal to
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W5
w0

2A«
, ~5!

the gas approximation is even more realistic: even for
motion of an electron in the conduction band in a xen
crystal, the mass of a conduction electron is close tom, as a
calculation shows.1 Condition ~5! can be rewritten in the
form

v5
1

A«
S eE

m D S lm

v D5
at0

23/2A«
. ~6!

The drift velocity of an electron under these conditions is,
before, equal tovd5at0/2. Hence

vd

v
5

A«

2
; vd;AE. ~7!

The physical meaning of expression~7! is obvious—in the
random walk of a particle its displacement is always de
mined by the square root of the number of steps~in this case,
to the loss of energy!. For free atoms~a gas, the hard-sphere
approximation! «̄52m/M , and expression~7! becomes

vd

v
5Am/2M , ~8!

which is practically the same as the resultvd /v>Am/M
which is known from calculations and experiments on
drift of electrons in a gas~M is the mass of the Rg atom!.16

Thus in the drift of an electron in an electric field~with
accuracy up to the dependence of the electron scatte
cross section on its energy on account of the Ramsaue
fect, which is rather smooth and reduces to a parame
dependence«(E)! the linear dependence of the drift veloci
on the applied field, which is characteristic for thermal ele
trons, gives way at higher fields~when the electron tempera
ture ‘‘detaches’’ from the temperature of the heavy particl!
to a square-root dependence onE.

It is hard to expect that the hard-spheres approxima
and, hence, formula~8! will be valid for a liquid and solid,
particularly in view of the fact that at the densities chara
teristic for the condensed state the effective electron sca
ing cross section of Rg atoms is an order of magnitu
smaller than in a dense gas.17,18 However, the results o
experiments17 and calculations19 show that the energy los
per electron scattering event,«, remains close to 2m/M .
Moreover, the dependencevd(E) in condensed rare gase
follow the indicated law;E→;AE even more strictly, be-
cause there is practically no dependencelm(W) ~see Fig. 1!.

The kinetic energy of the excess electron in steady d
increases in proportion toE, and the logical question arise
how high can it go? The statement first made in Ref. 12
essentially that this energy cannot appreciably exceed
first excitation potentialI 0 of the Rg atom~for Xe, I 0

58.3 eV!. As we see from Eq.~5!, this should occur in fields
E that arevery high, so that

w0

2I 0A«
[a21>1. ~9!

In this case the excitation cross section increases so
idly from the threshold that, upon exciting an atom, the el
e
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tron immediately loses all of its energy. Therefore, und
condition~9! the kinetic energy of the drifting electron, hav
ing increased toI 0 , then falls sharply back practically to
zero, and these cycles repeat during the whole course o
drift, so that the average energyW and average velocityv of
the electron remain constant. The question arises, how
the drift velocityvd of an excess electron behave as a fun
tion of the applied electric fieldE?

The approximate solution of equation~1! for the energy
of an excess electronWi after thei th step of a random walk
has the form

Wi
25

w0
2

4«
~12e22i«!, ~10!

and its average drift velocity is given by

vd
i m5

( i 50
i m si

( i 50
i m t i

5

( i 50
i m

ati
2

2

( i 50
i m t i

5
w0

2m

( i 50
i m v i

22

( i 50
i m v i

21 . ~11!

The step numberi m at which the energy of the electro
reaches the energy of electronic excitation is determi
from the equationWi5I 0 and is equal to

i m52
1

2«
ln~12a2!. ~12!

Already the threshold determined by condition~9! the con-
dition a2!1 holds. This~as is seen from Eq.~3!!, is equiva-
lent to neglecting the energy lost by an electron in collisio
in comparison with the energy it acquires from the fie
when

Wi5
w0

&
i 1/2 ~13!

and

i m>
2I 0

2

w0
2 ; i m;E22. ~14!

Using relation~13! and changing the sums in~11! to inte-
grals, we obtain

FIG. 1. Electron drift velocity in Xe versus the electric field according to t
data of Ref. 17:1—gas, n5631019, T5172 K; 2—liquid, T5165 K;
3—solid, T5155 K. The dashed lines have slopes of 1 and 1/2. For co
parison the electroluminescent yield of Xe atP50.35 bar andT5300 K
from Ref. 20 is also shown~4!.
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vd>
3

25/2

w0

AmI0
; vd;E. ~15!

In other words, contrary to crass intuition, when an up
limit is placed on the random motion of the electron its dr
velocity does not remain constant but increases in propor
to the applied field, i.e., faster than for stationary drift. T
yield of excimer molecules~two-center excitons! and, ac-
cordingly, the number of VUV photons per drifting electro
starting from their appearance threshold~9!, should also
grow in proportion to the field:

h5
eEl

I 0
, ~16!

wherel is the thickness of the sample.
Let us compare the predictions of our simple propos

model with the results of experiments. As we see in Fig
where as an example we present the experimental curve
vd(E) for gaseous, liquid, and solid xenon, the linear grow
segment~corresponding to isothermal drift! does indeed give
way to a square-root dependence onE. Moreover, in gaseous
xenon at a comparatively low pressure, when the drift vel
ity reaches a value approximately equal to that found fr
Eq. ~8! for W5I 0 , i.e.,vd5AI 0 /M'53105 cm/s, the func-
tion vd(E) actually does again become linear, and it is in t
range of electric fieldE that the VUV radiation in the 170
nm region~the luminescence of Xe2* ! appears in a threshol
manner, its yield depending linearly on the applied volta
and, in agreement with the above model, this dependenc
the same when the gas pressure is increased at least t
bar.20 Furthermore, at low pressures one observes a spe
band in the 150 nm region, i.e., in the region where
atomic transition Xe(5p6– 5p5(2P3/2)6s) is found, shaded to
the red side20 ~see Fig. 2!.

However, in gaseous xenon at high pressure, as in c
densed xenon, thevd(E) curve goes over not to a linea
trend as implied by the proposed model but rather to a c
stant value. This behavior is even more strange in tha
contradicts simple physical ideas—an increase of the en
loss, by decreasing the effective number of random wa
should always lead to an increase in the drift velocity. This
also confirmed by the results of experiments—the introd
tion of a molecular impurity in rare gases always leads to
increase invd ~Ref. 21!.

FIG. 2. Electroluminescence spectra of gaseous Xe at pressures of 10~1!,
500 ~2! and 760 torr~3!.23 The arrows indicate the positions of the transitio
energies of the xenon atoms Xe(3P1→1S0), 8.44 eV, and of the negative
ions Xe2(2P3/2)→Xe(1S0)1e, 8.02 eV.
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One of the first explanations for the existence of a li
iting drift velocity of the electron in solid and liquid rar
gases19 assumed the existence of structural traps that kept
electron trapped for a long time. This explanation, howev
did not hold up to a critical scrutiny, since only impuritie
could serve as such traps; at the same time, as we have
the presence of impurities only increases the drift veloc
Furthermore, that assumption does not account for the li
tation of the drift velocity in gases.

The model proposed in Ref. 12 and developed in
present paper in principle can explain the existence of ra
deep traps in pure rare gases. Unlike the atoms in the gro
state, the electronically excited Rg atoms have a appreci
electron affinity and, since immediately after excitation of
atom the electron has practically no kinetic energy, it can
assumed that, at least in condensed rare gases, the ele
can be trapped by the centers they themselves create. A
upper estimate of the lifetime of such a formation one c
take the radiation lifetimetR of the negative ion (Rg2* )2. If
it is assumed that this time is close to that for the two-cen
exciton ~tR>(2 – 3)31028 s for Xe2* !, then we find that,
starting at an electric fieldE5103 V/cm, the lifetime of a
trapped electron in liquid and solid Xe become compara
to the time it takes for a drifting electron to acquire an ene
equal to the energy of electronic excitation of the xen
atom.

It is not hard to obtain an expression for the drift velo
ity of electrons with allowance for this effect:

1

vd
5

( i 50
i m t i1tR

( i 50
i m si

5
1

vd
0 1

tR

( i 50
i m si

>
1

vd
0 1

eE

I 0
. ~17!

We see from Eq.~17! that taking into account the effect o
electron trapping by the excited xenon~first by the atom, and
then by the Xe2* molecule! gives a term that causes a d
crease in the limiting drift velocity~vd;E21 at largeE!.
Without assuming a substantial dependence of the radia
lifetime of (Xe2* )2 on E ~which is unlikely for an allowed
optical transition! it is hard to explain the observed con
stancy of the drift velocity at high electric fields~for Xe, in
the range 13103– 63104 V/cm2! by a competition of the
contributions proportional toE andE21. For gaseous Xe the
formation of long-lived negative ions is unlikely altogethe

This leaves us to consider the problem of the interact
of Rg atoms with an electron in more detail. The metasta
states of the corresponding negative ions are well kno
and the lowest in energy of them are the resonance2P3/2

states with the configurationnp5(n11)s2 ~an additional
electron is found on the same orbit as an outer electron of
lowest 3P2 state of the excited Rg atom! lie an amountD
50.4 eV lower in energy than the excited3P2 Rydberg state
of the atom~see Table I!. They have a rather long lifetime23

and decay as a result of the weak Coulomb interaction of
electrons in a process involving the removal of one of
electrons and a transition of the other to the ground state
two-particle collisions these resonances are manifested
rather sharp~with a width of about 0.01 eV! and therefore
intense peaks in the elastic and inelastic electron scatte
cross sections. These scattering cross sections,sR

510215cm22, are much larger than the cross sections ty
cal for the region after the Ramsauer minimum.17 Neverthe-
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less, in gaseous Xe at densities up to 1020cm23, on account
of the energy acquired by the electron from the field over
mean free path in fields of the order of 1 kV/cm, i.e.,W
>E/sRn51022 eV, there is a high probability of ‘‘slipping
past’’ these so-called core excited resonances. Accordin
in this case the model presented above is valid, and the
perimentalvd(E) curves have a regular form~see Fig. 1!, the
transition to a linear dependence ofvd on E occurring pre-
cisely in the region where the VUV emission due to t
electronic excitation of xenon appears.

In a denser gas and in the condensed state, the motio
an excess electron in the energy region corresponding to
resonant scattering peak in the configuration of the nega
ion can be regarded as a sharp transition to its drift wit
markedly smaller step of the random walk. As we see fr
Eq. ~3! for the electron energy, the first term on the righ
hand side of the part corresponding to the acquisition
energy from the field decreases assR

22 , while the second
term, describing the loss of energy, decreases more we
than sR

21 . ~The electron energy loss in the region of t
resonances due to states of the negative ion is small—fo
decay of a negative ion the momentum conservation
gives, as before,«;m/M .! This means that during drift in
the resonance region the electron energy tends to decr
thereby removing it from the resonance region. As a resu
this negative feedback, the electron energyW remains con-
stant,W5I 02D, over a rather long time, regardless of t
value of the electric field. Accordingly, the average drift v
locity vd of the electron after this time reaches its stea
value given by formula~7! with a certain effective value o
the parameter«. Thus, taking into account the scattering
structure resonances of the negative ion indeed leads to
stancy ofvd at largeE, and only when the field is increase
by a factorb5sR /s0 ~s0 andsR are the cross sections fo
ordinary and resonance scattering, respectively! does the
drift velocity of the electron begin to grow asAE.

During drift motion in a dense gas, with a kinetic ener
remaining constant atW5I 02D for a long time, an electron
can either: 1! skip the resonance peak because of fluctuati
of its energy, and having acquired insufficient energy to
cite an rare-gas atom~and this, as we have said, subsequen
leads to emission at a transition of the atom or excimer m
ecule!; 2! having been incorporated into a metastable ne
tive ion, undergo a transition to a free state in the proces
its decay, with the emission of a VUV photon; 3! with a
constant velocity of around 10230cm/s enter into a trimo-
lecular reaction forming an excimer molecule:

TABLE I. Characteristics of the excited states of atoms of the rare gase
in eV1.

Rg

Energy of
lowest
(3P2)

excited states
of the

atom Rg*

Energy of
dissociation of
the exciplex

Rg2* ,D0

Energy of
phototransition

in the
exciplex

Electron
affinity of

Rg* ~Ref. 22!

Ar 11.624 1.2 9.76 0.44
Kr 10.032 0.9 8.38 0.40
Xe 8.440 0.7 7.2 0.455
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~since the energy of Xe2* at 0.7 eV~see Table I! is lower than
the energy of atomic excitation, the final energy of the el
tron is 0.3 eV, which is quite sufficient for delocalization
the latter!.

The published data available24 on the transformation of
the VUV emission spectrum generated by electrons drift
in gaseous xenon as the Xe density is increased agree
prisingly well with the arguments presented above. Inde
as can be seen in Fig. 2, at low densities the electrolumin
cence is dominated by a narrow band withl5150 nm, cor-
responding to the transition of the excited atom. When
density is increased on account of a weakening of this b
~the total radiation yield is independent of the density! there
arise: 1! a wide band, close in shape and positionl
5170 nm) to the emission spectrum of the excimer molec
Xe2* , and 2! a narrower peak centered atl5160 nm, which
corresponds precisely to the energy of a state of the nega
ion (Xe* )2. Finally, at high densities there remains only t
band corresponding to the emission of the excimer molec

In the condensed state, as in the dense gas, the m
channels of electron energy loss are the formation and s
sequent decay of a one-center negative ion (Xe* )2 and a
two-center exciton. This is confirmed by the spectrum
quasi-molecular emission observed when solid Xe is irra
ated by fast electrons.1 With allowance for the matrix shift,
theLx band corresponds well to the position of the transiti
in (Xe* )2 ~see Fig. 3!. However, in the liquid and solid the
electron can with a certain probability be localized nea
binuclear center. As we have said, the excited state (Xe2* )2

rapidly decays:

~Xe2* !2→2Xe1e,

leading to a radiationless energy loss of around 0.4 eV
thereby reducing the yield of excitons per electron.

In dense gases and in the condensed state there is a
ently one more important cause of the decrease in the
ciency h of energy conversion of electric field into VUV
radiation as the electric fieldE is increased. In the stead
drift of an electron nearW5I 02D the distance traveled by i
in the direction of the field does not, of course, lead to
change of the electron energy. Therefore, in high fields
value ofh is determined by the ratio of the distance travel

FIG. 3. Quasi-molecular emission of crystalline Xe at 10 K~1! and 76 K
~2!.1 The ‘‘hot’’ band Lx can be interpreted as emission at a transition of
negative ion (Xe* )2.
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by the electron in the period of its intense absorption
energy from the field, to the total distance, the main con
bution to which is from the aforementioned steady d
stage:

h5
( i 50

i m si

( i 50
i m si1vd

0t
5

1

11~vd
0teE!/I 0

, ~18!

wheret is the time prior to trapping of the electron. Accor
ingly, the number of photons,m, generated by one electro
drifting through a sample of thicknessl tends, in high fields,
toward a constant value

m5
l

vd
0t

. ~19!

It is easily estimated thatm'100, which in principle would
permit obtaining an electron avalanche in a cell with a p
tocathode, as was proposed in Ref. 12.

The analysis in this paper does not leave any doubt
in gaseous xenon at densitiesn<1020cm23 the characteris-
tics of the drift of an excess electron in a high electric field
determined by the electronic excitation of the gas, which
thus an efficient converter of energy from a static elec
field directly into VUV radiation. The conclusion that a sim
lar mechanism is realized in liquid and solid xenon is a
quite convincing, particularly since it can explain a whole
of existing experimental results. Among the most import
of these is the recently published direct observation of VU
emission in the two-center excitonic band in liquid xen
during the drift in it of electrons emitted by a cold cathode14

At the present time it is not possible to estimate the fi
corresponding to the threshold observed in Ref. 14 for
appearance of VUV electroluminescence, since a more
tailed acquaintance with the experimental technique25 used
by the authors of Ref. 14 indicates the possibility of cons
erable nonuniformity of the electric field, although th
threshold cannot be very high, since the voltage used
only 70 V.

Nevertheless, the final answer to the question will
quire doing experiments with solid or liquid Xe in a unifor
field with a determination of the absolute value of the VU
emission yield. We are currently doing such experiments
conjunction with the Kamerlingh Onnes Leiden Universit

Let us conclude by noting an interesting feature of
VUV electroluminescence in Xe, which follows from th
above analysis. By combining formulas~4! and~9!, one can
obtain the following expression for the threshold value of
field at which this emission appears:

Eth5
vT

2kT

I 0A«

m
, ~20!

wherem[vd /E is the electron mobility measured in a lo
field. Figure 4 shows a plot ofEth(n) according to Eq.~20!
with the use of the experimental values ofm(n) from Ref.
17, wheren is the density of Xe. We see that whereas at l
densities~1019cm23! the threshold is around 1 kV/cm an
f
i-
t
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e

increases in proportion to the density in accordance w
Refs. 20 and 26, at densities of 531021cm23 it has already
become 3 orders of magnitude higher, reaching values
1000 kV/cm, which would be hard to achieve experime
tally. However, once the liquid has formed, the thresho
returns to a value of around 1 kV/cm~in agreement with Ref.
14!. In other words, in compressed rare gases the drift
electrons is unaccompanied by luminescence all the way
until condensation. The calculations whose results are
sented in Fig. 4 were done for a temperature close to
critical temperatureTc5290 K. The analysis of the behavio
of Eth(n) in the condensed state should be done at temp
turesT5160– 200 K, close to those used in the experime
on the measurement of the mobility.11 It turns out that, al-
though in the liquid and solid states the value ofEth depends
nonmonotonically onn, it remains low—around 1 kV/cm.

We have based the above analysis on experimental
obtained for the drift of electrons in xenon, the most stud
of the heavy rare gases. However, the basic conclusions
also valid for Kr and Ar, which are potential sources of ev
harder UV radiation.

If this line of research is successful, experimenters w
acquire a new way of studying electronic excitations in l
uid and solid rare gases, the features of which include co
parative simplicity of the experiment and high intensity
emission on the one hand, and a specific means of excita
including the physical presence of an electron at the site
localization of the exciton, on the other. The high efficien
of excitonic luminescence not only facilitates the recordi
of its characteristics but holds promise for a number of pr
tical applications, such as the creation of excitonic VUV
sers and lamps and the refinement of luminescent detec
of high-energy particles.
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FIG. 4. Dependence of the threshold electric field for the appearanc
VUV emission as a function of the densityn of Xe atT5290 K. The arrow
indicates the position of the critical densitync .
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Ionization and hydrolysis of dinitrogen pentoxide in low-temperature solids
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Solid layers of interest for the chemistry of polar stratospheric clouds are investigated. Mixtures
of covalent N2O5 and water in various molar ratios are deposited from the vapor phase on
a cold 12 K substrate. By repeatedly recording Fourier transform infrared spectra of the samples
during gradual warmup to 200 K over a period of several hours the hydrolysis process can
be followed. At each concentration the process is found to proceed in several distinct steps with
sharp temperature thresholds. In samples containing only small amounts of water the
covalent N2O5 is first, at around 110 K, converted to an ionic nitronium nitrate, and only in a
subsequent step does NO2

1NO3
2 react to form nitric acid. ©2001 American Institute of

Physics. @DOI: 10.1063/1.1414583#
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INTRODUCTION

The structures, optical spectra, and other properties
molecules in condensed phases often differ quite subs
tially from those in the gas phase. Strongly polar compou
like HCl or Hl, which occur as covalent compounds in t
gas phase, ionize spontaneously when dissolved in w
Even though the autoionizing reaction of water itse
2H2O→H3O

11OH2 requires an energyH5933 kJ/mol, ev-
ery liter of pure room-temperature water contains in therm
equilibrium some 1017H3O

1 cations and a correspondin
number of OH2 anions, which greatly affect its propertie
Some substances, which in the gas phase are present
covalent form tend to ionize completely in a solid or liqui
where the substance itself acts as its own ‘‘solvent.’’ While
the gas phase a covalent form AB is usually lower in ene
in a condensed phase where an A1 ion can interact with a
number of nearby B2 anions, the lattice energy may mo
than compensate for this deficit, and the ionic A1B2 alterna-
tive becomes energetically preferable. A well-known e
ample of this type is dinitrogen pentoxide, N2O5, which oc-
curs in the gas phase in the form of covalent O2N–O–NO2

molecules, but in the solid usually in the ionic for
NO2

1NO3
2, nitronium nitrate.1,2

NITROGEN OXIDE IN THE STRATOSPHERE

Nitrogen oxides and their condensation are of consid
able importance in the chemistry of the stratosphere and
tribute in several ways to the balance of stratosphe
ozone.3–8 The major path of N2O5 formation is due to reac
tion of nitric oxide with ozone:9,10

NO21O3→NO31O2,

NO21NO3~1M !→N2O5~1M !.

Since during the daytime NO3 is efficiently photolyzed
by sunlight, the N2O5 concentration reaches its maximum
night. The dinitrogen pentoxide is ultimately also photolyz
back to NO21NO3, but it acts as a relatively unreactiv
‘‘reservoir’’ reducing, albeit temporarily, the concentration
8901063-777X/2001/27(9–10)/5/$20.00
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the so-called NOx or ‘‘odd nitrogen’’ species. These, and i
particular NO2, in turn have importance in reacting with ClO
to form the relatively unreactive chlorine nitrate, ClONO2,
thus removing reactive chlorine from a catalytic, ozone d
stroying cycle.

Perhaps somewhat paradoxically for the rarefied stra
sphere, the properties of N2O5 and other nitrogen oxide in
the solid phase or on solid surfaces may be even more
portant for stratospheric chemistry than their gas-ph
reactions.3–8 When in the course of the polar winter the tem
perature of the stratosphere drops below about 190 K,
formation of so-called polar stratospheric clouds~PSCs!
takes place. These consist of micron-size particles, wh
main components are water and the oxides of nitrogen. H
erogeneous processes on their surfaces are then believ
be responsible for converting relatively unreactive, so-cal
‘‘reservoir’’ chlorine containing compounds, mainly chlorin
nitrate and hydrogen chloride, into more active species, s
as Cl2 or NOCl. During polar spring, when the temperatu
rises again and the PSCs evaporate, chlorine in this m
reactive form is returned into the gas phase, with photoly
yielding atomic chlorine. Cl atoms then very efficiently cat
lyze O3 destruction and are ultimately responsible for t
seasonal ozone depletion and catalytic destruction, refe
to popularly as the ‘‘ozone hole.’’

Also the relatively nonvolatile dinitrogen pentoxide co
denses on the surface of PSCs and contributes in a varie
ways to the ozone and its balance. Important is the hydro
sis of N2O5 to form nitric acid, presumably by the reactio
catalyzed on a PSC surface:11–13

N2O51H2O→2HNO3.

This reaction is in fact believed to be the major pathw
of ‘‘denitrification’’ of the stratosphere, that is, for the loss
NOx species, and thus to contribute indirectly to an incre
in the concentrations of active chlorine radicals and to oz
destruction. The nitric acid concentration also affects
PSC formation itself: the so-called type-II PSCs, contain
nitric oxides and, in particular, nitric acid trihydrate~NAT!,
© 2001 American Institute of Physics
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can form at a higher temperature than ‘‘pure water,’’ typ
PSCs. While the above hydrolytic reaction forming nitr
acid could in principle also occur during gas phase co
sions, this is believed to be far too inefficient to explain t
observed chemistry.

This added practical importance of N2O5 and of its con-
densation and hydrolysis has motivated a number of re
experimental and theoretical studies. Thin layers consis
of nitrogen oxides, nitric acid and water were studied
spectroscopy, and their reactions were also extensively in
tigated at a variety of temperatures. Also theoretical,ab initio
or density functional theory~DFT! studies of N2O5 and its
hydrolysis have appeared.14 In spite of this extensive atten
tion, numerous open or controversial problems remain
considerable discussion centers on the question of whe
the reactants occur and the reaction products are forme
an ionized or in a molecular form. Based on an infrar
study it was concluded that N2O5 itself does not play a majo
role in the heterogeneous chemistry directly but rat
through its hydrolysis products. The structure and reactiv
of nitrogen oxides is known to be a sensitive function of th
temperature and of the dynamics of their formation. To g
additional insights, we reinvestigate here the N2O5 hydroly-
sis using Fourier transform infrared~FTIR! spectroscopy.

Even though in solid the ionic NO2
1NO3

2 form is lower
in energy, if gaseous dinitrogen pentoxide is condensed
very cold surface, a solid consisting of discrete, coval
N2O5 molecules is formed, whose infrared or Raman spe
are very similar to the gas-phase spectrum. When the en
needed to overcome the activation barrier is supplied, ei
by optical irradiation or by heating the sample, it is co
verted into the ionic form. As is well known, annealing su
samples above about 120 K results in an abrupt and comp
change in the structure of the solid, and naturally also in
infrared or Raman spectrum. In the present work we t
advantage of the ability of a modern FTIR instrument
rapidly acquire and store digitally infrared spectra. We p
pare solid mixtures of water and covalent N2O5 at about 12
K by deposition from the gas phase. Then we slowly all
the samples to warm up over several hours, and we rep
tively take infrared spectra every few minutes. The spec
then provide information about structural changes, ph
transitions, or chemical reactions taking place in the so
The interpretation of the results is naturally greatly assis
by the availability of numerous previous studies of the sp
troscopy of nitrogen oxides, nitric acid, and of its hydrate

EXPERIMENTAL

The N2O5, prepared in a standard way by the reaction
commercial nitric oxide~or N2O4! with ozone, was purified
by vacuum distillation and by several pump–freeze–th
cycles. The oxide stored in Pyrex containers at liquid nit
gen temperature was then deposited via a corrosion-resi
needle valve onto a metal substrate cooled to;12 K by a
closed-cycle refrigerator. Simultaneously with the N2O5, wa-
ter was deposited from a separate inlet, to yield a solid m
ture in a desired molar ratio of H2O:N2O5. Infrared spectra
were recorded on a Bruker IFS 120 HR Fourier transfo
spectrometer. The 100–300 spectra acquired during o
4–6 h during the slow sample warmup could then be u
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and displayed in a variety of ways. Initial spectra, final sp
tra, or intermediate spectra at any time during the warm
could be plotted. Alternatively, by plotting the absorption a
selected wavelength, the decay of a reacting compoun
the appearance a product as a function of time and temp
ture could be displayed. Finally one could produce a ‘‘thre
dimensional’’ diagram with the abscissa indicating the wa
number, the ordinate the time~or the temperature, which wa
rising approximately linearly with time! and the ‘‘color’’ or
shade of gray the band intensity. In the samples studied
there was little change in the spectrum up to about 100 K.
shorten the duration of the experiments, the sample temp
ture was first ‘‘rapidly,’’ over about ten minutes, raised to 8
K. After that it was allowed to rise further, over the course
about 4–6 h, to about 160–200 K, at which point the expe
ment was terminated and the sample allowed to evapora

RESULTS AND DISCUSSION

Figure 1 exemplifies the results of such an experim
obtained with a sample containing N2O5 with a relatively
low water concentration~H2O:N2O5 molar ratio 0.25:1! de-
posited at a temperature of;12 K. The initial spectrum in
the bottom trace of Fig. 1 shows the known bands of
covalent N2O5, e.g., near 1740, 1240, and 756 cm21, most of
which are only slightly shifted with respect to the gas pha
The presence of water is evidenced by the broad band
tered near 3350 cm21.

As the sample is warmed up, the spectrum initially r
mains unchanged until a temperature of about 110 K
reached. Here over a temperature range of less than 10 K
covalent N2O5 bands almost completely disappear and
replaced by absorptions of the ionic solid, the most char
teristic being the asymmetric stretch of the nitronium cat
NO2

1 at 2386 cm21 and thev2 vibration of the nitrate anion
near 820 cm21. A simple program was written which dis
plays the information obtained from the repetitive spect
scans during the sample warmup in the form of a colored
dimensional diagram, in which the spectral changes oc
ring in the sample can be very nicely seen. As an example
present in Fig. 2 a black and white version of one of thes

FIG. 1. Experiment with H2O:N2O5 ratio of about 0.25:1. The initial 10 K
infrared spectrum of covalent N2O5 in the bottom trace is in the top trac
after gradual annealing over 4 h to 160 Kconverted to ionic N2O

1NO3
2,

with small amounts of nitric acid, HNO3.
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diagrams. Even though in the shades of gray version
changes are much less apparent, one can still follow the
appearance of the covalent solid and growth of the io
solid as a function of time.

With some time delay after the conversion to ionic N2O5

is complete, a second, less prominent change occurs in
spectrum near 140 K, when bands of nitric acid begin
grow in. While some of these are partially overlapping, t
HNO3 absorptions are easily identified near 775 and 9
cm21. Another strong HNO3 band, nearly coincident with an
N2O5 absorption, occurs around 1680 cm21. The final spec-
trum resulting from annealing of the sample to 160 K can
seen in the top trace of Fig. 1, where the nitric acid bands
be easily identified. These observations provide clear
dence that under the conditions of our experiments, the n
tral dinitrogen pentoxide does not react with the wa
present in the sample. The formation of nitric acid only tak
place with a considerable delay, after a complete conver
of the nitrogen pentoxide solid into an ionic form.

A different presentation of these data and of the conv
sion of the covalent dinitrogen pentoxide into the ionic
tronium nitrate is shown in Fig. 3. Here one can see
simultaneous and abrupt appearance of the ionic solid
sorptions at 820, 1400, and 2386 cm21 after about 115 min
during controlled sample heating. The spectral change oc
within a narrow range around 110 K, and concurrently o
can observe a decrease in the absorptions due to the cov
pentoxide. Note that the thin solid line gives the changes
the sample temperature, as indicated by the right-hand s

The formation of nitric acid hydrates which are partic
larly important in the formation and chemistry of pol
stratospheric clouds, and apparently in the ozone bala
can be studied by increasing the proportion of water in
deposited H2O:N2O5 samples.15–18 Interesting are the
intermediate-concentration samples with an H2O:N2O5 ratio

FIG. 2. ‘‘3D’’ diagram, from the same experiment showing the changes
spectrum during the controlled warm-up. The initial bands of covalent N2O5

disappear after;120 min ~at 110 K!, with concurrent appearance of th
ionic nitronium nitrate. After about 220 min~;140 K! nitric acid bands
appear.
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of about 3:1, stoichiometry which should lead to nitric ac
monohydrate~NAM !:

N2O513H2O12HNO3•H2O→2H3O
1NO3

2.

Such a sample when deposited at 12 K shows aga
superposition of the spectrum of covalent N2O5, with in this
case a much more prominent water band near 3360 cm21, as
shown in Fig. 4. Interestingly, a minor amount of the ion
form seems to be present, perhaps small ‘‘clusters’’ wh
conversion during deposition is ‘‘catalyzed’’ by the wate
rich surface. During the warmup little happens until abo
130 K is reached, when major changes in the spectrum b
to take place. In the first step the bands of the covalent N2O5

start to disappear, with simultaneous appearance of the
sorptions of nitric acid. The concentration of HNO3, which
can be followed by monitoring its absorptions near 775 a
945 cm21, reaches a maximum near 145 K and then start
disappear again. Before the final temperature of 180 K
reached, the nitric acid is completely replaced by NAM. Th
is best identified by the H3O

1 absorptions near 1670, 2250
and 2650 cm21 and the nitrate anion bands near 735, 81
and 1260 cm21. The absorptions of NAM then remain unt
the sample is lost.

f

FIG. 3. Intensity profiles showing the simultaneous growth of t
N2O

1NO3
2 bands within a relatively narrow,;5 K temperature range.

FIG. 4. Experiment with H2O:N2O5 ratio of 3:1, corresponding to nitric acid
monohydrate~NAM !. The initial, bottom spectrum shows mainly covale
N2O5, and a very strong, broad water band near 3360 cm21. The middle
spectrum after 330 min exhibits maximum HNO3 concentration. The top
spectrum after 400 min is mainly that of the NAM.
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A considerably different behavior can be found
samples containing still larger relative concentrations of w
ter, where one can naturally observe a higher degree of n
acid hydration. As in the less concentrated samples, the
action again proceeds in several distinct steps. Such an
periment is presented in Fig. 5, where the molar ratio of H2O
to N2O5 was about 8:1, allowing the formation of nitric ac
trihydrate:

N2O517H2O→2HNO3•3H3O→2H7O3
1NO3

2.

In this case conversion of N2O5 from covalent to ionic
form is hardly observed at all, with the covalent form pe
sisting up to about 150 K. Apparently under these conditio
one effectively has discrete N2O5 monomers ‘‘isolated’’in
water glass. As the temperature is gradually raised,
changes start only above 140 K, but unlike in the more c
centrated N2O5 case, neither nitric acid nor nitric acid mono
hydrate is detected. The new bands, which grow in, can
the basis of previous spectroscopic work15–19be easily iden-
tified as nitric acid dihydrate~NAD!. The most characteristic
feature is the presence of two strong bands near 1290
1420 cm21, interpreted previously in terms of the asymme
ric nitrate stretching mode split by the asymmetric enviro
ment. However, the NAD bands do not persist long but a
at 155 K, abruptly replaced by the spectrum of the fin
product, nitric acid trihydrate. In NAT the two nitrate stretc
ing bands collapse to a single strong absorption at 1
cm21, and two bands appear in the OH stretching region
sharper one at 3424 cm21 and a much broader band ne
3205 cm21. The apparently quite stable trihydrate, NA
which is believed to be one of the major components of
polar stratospheric clouds, then remains unchanged unti
sample is lost.

Similarly to Fig. 3, Fig. 6 shows the time depende
change in the product infrared absorption intensities for
8:1 sample of Fig. 5. As demonstrated by the 1030 cm21

FIG. 5. H2O:N2O5 ratio of about 8, with enough water to form nitric aci
trihydrate, NAT. The initial, bottom spectrum contains covalent N2O5, and a
strong water band. In the middle spectrum after about 300 min~;140 K! the
dinitrogen pentoxide has disappeared, and the observed absorptions
with the known spectrum of NAD. After 320 min~;145 K! another sharp
change takes place and the top spectrum identified as NAT results as
product.
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band, at a temperature near 145 K the NAD appears but o
transiently, only to be replaced by the strong 1100 cm21 band
of the final product, NAT.

SUMMARY

In summary, in this study we have investigated the str
tural changes in solid layers with relevance to the chemis
of PSCs. We condensed the samples at low temperatures
then repeatedly recorded their infrared spectra as a func
of time as the sample temperature was slowly raised, to g
insight into processes and structural changes that take p
We found that the hydrolysis of N2O5 proceeds in each cas
in several well-defined sequential steps. Specifically,
samples of dinitrogen pentoxide there is a distinct transit
to an ionic NO2

1NO3
2 form around 120 K. When only smal

amounts of water~;0.2:1! are present, a further reaction t
form nitric acid occurs only with delay, after a comple
conversion into the ionic form. When enough water
present~.3:1! the nitric acid produced in the first step aft
some delay reacts further with water to form NAM. I
samples containing a large excess of water~.7:1! almost no
conversion of the pentoxide into an ionic form takes pla
The covalent form persists up to about 150 K, where it rea
directly with H2O first to yield nitric acid dihydrate and, in a
second reaction step, finally to trihydrate.

*Permanent address: Institute of Fluid-Flow Machinery, Polish Academ
Sciences, J. Fiszera 14, 80-231 Gdan´sk, Poland

**E-mail: bondybey@uci.edu
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Weak ferromagnetism in the antiferromagnetic magnetoelectric crystal LiCoPO 4
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A study of the magnetization of the antiferromagnetic magnetoelectric crystal LiCoPO4 as a
function of temperature and the strength of a magnetic field oriented along the antiferromagnetic
vector reveals features due to the presence of a weak ferromagnetic moment. The value of
the magnetic moment along theb axis at 15 K is approximately 0.12 G. The existence of a
ferromagnetic moment can account for the anomalous behavior of the magnetoelectric
effect observed previously in this crystal. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1414584#
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Cobalt lithium orthophosphate is a well-known magn
toelectric crystal of the family of orthorhombic antiferroma
nets with the olivine structure and having the general f
mula LiMPO4 ~where M5Fe21, Mn21, Co21, Ni21). It has
been attracting attention because it has large values of
constantsaxy andayx of the linear magnetoelectric effect1,2

and unusual and as yet unexplained behavior of the ma
toelectric effect in a magnetic field.2–4 The magnetoelectric
effect in this crystal is the largest among the compounds
3d elements. The crystal structure of LiCoPO4, like that of
the other lithium phosphates of transition elements of
olivine family, has a symmetry described by the space gr
Pnma (D2h

16) ~Refs. 5,6!. In this structure the unit cell (a
510.20 Å, b55.92 Å, c54.70 Å! contains four formula
units, and the magnetic ions are crystallographically equ
lent and occupy fourc positions. According to the results o
neutron-diffraction studies7 carried out on polycrystalline
samples of LiCoPO4, upon antiferromagnetic ordering (TN

521.9 K!2 the number of formula units in the unit cell re
mains unchanged (z54), and the magnetic moments of th
Co21 ions are collinear and directed along theb axis, com-
pletely compensating each other. The magnetic struc
of the crystal is described in a collinear four-sublatti
model with the Shubnikov symmetry groupSh62

445 (Pnma8)
~Ref. 7!.

In studying the magnetoelectric effect in LiCoPO4, it
was found2,3 that for preparation of a homogeneous~single-
domain! antiferromagnetic state of the crystal, as must
done in order to measure the magnetoelectric effect, i
sufficient to decrease the temperature of the sample f
T.TN to T,TN in a magnetic fieldH oriented along theB
axis, or to apply a sufficiently strong magnetic field along t
b axis at temperaturesT,TN . This is atypical for all of the
compensated antiferromagnetic magnetoelectric crystals
8951063-777X/2001/27(9–10)/4/$20.00
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have been studied, for which it is necessary to apply m
netic and electric fields simultaneously in order to prepar
single-domain state. The behavior of the magnetoelectric
fect observed by the authors of Refs. 1–3 could be due to
existence of a weak ferromagnetic moment in the crys
However, previous studies of the magnetic properties of b
polycrystalline7,8 and single-crystal9 LiCoPO4 have not de-
tected weak ferromagnetism.

The creation of a homogeneous magnetic state in a c
pensated antiferromagnet in the presence of only a magn
field may also be caused by quadratic~in the field! magneti-
zation effect.10 In this case the magnetic field induces in t
crystal a magnetic moment that is even with respect to
field strength. In antiferromagnetic~AFM! states with oppo-
sitely directed sublattice moments, oppositely directed m
netic moments will be induced. Therefore, when a magn
field is applied in a certain direction, the energy of the c
linear antiferromagnetic domains will be different. When t
difference of the energies of the antiferromagnetic doma
which varies in proportion toH3, reaches a threshold valu
determined by the coercivity of the antiferromagnetic d
main wall, the crystal will go to a single-domain state or
magnetization reversal of its antiferromagnetic state w
occur.11 A quadratic magnetization effect is allowed by sym
metry only in AFM crystals which are not symmetric wit
respect to the operation of anti-inversion~or complete inver-

sion!: 1̄851̄•18. However, the groupmmm8 that has been
established for LiCoPO4, although it does not contain th
operation of spatial inversion, does have a center of a
inversion. Consequently, the quadratic magnetization
weak ferromagnetic moment~WFM! should be forbidden in
LiCoPO4.

Magnetooptic studies12 of LiCoPO4 have revealed new
features of the behavior of this antiferromagnetic crystal i
© 2001 American Institute of Physics
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magnetic fields. It was found that the birefringence of l
early polarized light induced by a magnetic fieldHib is com-
parable to the spontaneous magnetic linear birefringence
value of the external field much smaller than the value of
effective exchange field. This property suggests the prese
of transverse projections of the magnetic moments in
crystal and, hence, a noncollinear magnetic structure in

Given this situation, it is advisable to make highly se
sitive measurements of the magnetization of the LiCoP4

crystal. In this paper we report the results of measurem
of the magnetizationM as a function of temperature an
magnetic field strength. All of the measurements were m
with a SQUID magnetometer~Quantum Design MPMS-5!.
The sample studied had a mass of 7.46 mg and was in
form a parallelepiped with dimensions of 0.9631.2231.76
mm.

The experimental results are presented in Figs. 1–3.
ure 1 shows the curves of the temperature dependence o
magnetization obtained in magnetic fieldsH of 1.0 and 0.05
T. The behavior of the magnetization in the 1.0 T field
similar to that which was observed previously in Ref. 9
H51.2 T. The temperature dependence ofM is similar to the
typical behavior for 2D antiferromagnets in which the inte
action between magnetic ions in the plane is dominant o
the interaction between ions belonging to neighbor
planes.13 For M (T) there is a broad hump, the top of whic
lies aboveTN ~at T;25 K!.

In the 0.05 T field theM (T) curves is qualitatively dif-
ferent from that discussed above. It clearly displays the
lowing features.

FIG. 1. Temperature dependence of the magnetization of the LiCoPO4 crys-
tal in an external magnetic fieldHib with a field strength of 1 T~a! and 0.05
T ~b!; the M (T) curves near the Ne´el temperature atH50.05 T ~c!. FC
(H51 T! — the value of the magnetic field in which the sample w
cooled.
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a! In the temperature interval 5–10.5 K the projection
the magnetic moment of the sample on the magnetic fi
direction is negative. With increasing temperature its ab
lute value initially increases and then, atT.8 K, decreases
to zero, changes sign, and increases monotonically with t
perature out to the neighborhood ofTt ~see Fig. 1b and 1c!.

b! At a temperatureTt520.9 K there is a jump in the
magnetization~occurring in a single interval between expe
mental points, which in this part of the curve is 0.1 K!.

c! Near the Ne´el temperature at 21.6 K~see Fig. 1c! a
weak but clearly registered peak is observed. The increas
the magnetization with further increase in temperature beg
only at T.TN .

All of these anomalies can be explained by assum
that the sample in the initial state had a ferromagnetic m
ment directed oppositely to the direction of the applied m
netic field. Thus the sample was initially cooled in ‘‘zero
field ~ ZFC! and then a fieldH50.05 T, in which the mea-
surements were made, was applied. The residual field of
superconducting solenoid can be as high as 0.002 T.
direction of that field could accidentally be directed oppos
to the direction of the applied magnetic field in theM (T)
measurement. It follows from the trend of theM (T) curve
that the orientation of the spontaneous moment, directed
posite to the field, persists to a temperatureTt , at which the
‘‘switching’’ of the antiferromagnetic state of the sample o
curred. In a narrow temperature interval 21–21.9 K the sp
taneous moment is directed along the field. When the te
perature approachesTN the spontaneous moment rapid
decreases to zero, and a peak appears on theM (T) curve
~see Fig. 1d!.

FIG. 2. Magnetization of the LiCoPO4 crystal as a function of the interna
magnetic fieldH int in an external magnetic fieldHib ~a!; the M (H)/H
curves at crystal temperatures of 15 K~b! and 21.3 K~c!.
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Further confirmation of the presence of a weak fer
magnet moment in the LiCoPO4 crystal was obtained in a
study of the field dependence of the magnetization at dif
ent temperatures. Figure 2 shows theM (T) curves obtained
at 15 and 21.3 K. The temperature 21.3 K was chosen s
to lie in the narrow temperature interval between the ju
and the peak on theM (T) curve forH50.05 T~see Fig. 1c!.

Figure 2a shows the field curves of the magnetizati
obtained for a completely cycle of variation of the field fro

FIG. 3. Hysteresis of the magnetization in the LiCoPO4 crystal: theM (H)
curve in the neighborhood of zero field at temperatures of 15 and 21.3 K~a!;
the M (H) curve after subtraction of the linear contributionxH; the dashed
curve shows a dependence of the typebH3 ~b!; the M (H) curve after
subtraction of the linear and cubic contributions:M (H)2(xH1bH3) ~c!.
-

r-

as
p

,

15 to 25 T and back to15 T. TheM (H) curves are well
approximated by the functionM (H)5Msx1H1bH3. This
function is shown by the solid curve in Fig. 2a forT515 K.
The presence of a nonzero spontaneous momentMs is dem-
onstrated by theM (H)/H curves in Figs. 2b, 2c. The pos
tion of the experimental points obtained atT515 K are well
described by the functionx1bH21Ms /H, where Ms5
60.12 G,x55.06 G/T, andb53.231022 G/T3. They are
shown by the solid and dotted curves in Fig. 2.

Because of the nonzero value ofMs , asH goes to zero
the quantityM (H)/H5x1bH21Ms /H increases by a hy-
perbolic law,Ms /H changes sign when the direction of th
field is switched, and then it decreases by the same law.
can see that when the field reaches certain threshold va
(Hc

1511.7 T andHc
2523.8 T! a jumplike transition of the

experimental points from one branch of theM (H)/H curve
to the other occurs. TheM (H)/H curve obtained at 21.3 K
differs from that described above in that the sign ofM (H)/H
in the field interval from 5 to 0.1 T is always positive. On
in the field interval from20.1 to 0.1 T is the behavior o
M (H)/H at 21.3 K sign-varying and similar to that observe
at 15 K in a wider field interval. This means that at th
temperature the spontaneous momentMs can be directed
counter to the field only in a narrow field interval.

The hysteresis of the magnetization of the sample
more clearly demonstrated in Fig. 3. In Fig. 3a the part of
curve shown in Fig. 2a is shown in an enlarged scale in
field interval from20.1 to 10.1 T. It is seen that a linea
extrapolation ofM (H) to H50 near zero gives a nonzer
spontaneous magnetization for both temperatures. The
dependence of that part of the magnetic moment of
sample which is not due to a simple field-independent s
ceptibility, i.e.,M (H)2x(H), is shown in Fig. 3b. The hys
teresis loop is seen against the background of a cubic de
dence. It is even more clearly seen after subtraction of
cubic contributionbH3 ~Fig. 3c!. The revealed hysteresis o
the magnetization convincingly attests to the presence
weak spontaneous magnetic moment in the sample. Its va
determined asMs5(Ms

12Ms
2)/2, is 0.12 G at 15 K and

around 0.015 G at 21.3 K.
Other features can also be seen in Fig. 3c. The m

intriguing of them is the change in magnetization in the fie
interval from 20.1 T to 10.1 T, which has a diamagneti
character. Such behavior of the sample is unusual. It bri
to mind ‘‘superdiamagnetism,’’14,15 which is allowed by
symmetry in this antiferromagnetic magnetoelectric crys
where the symmetry of the leading magnetic ordering adm
the existence of a toroidal moment.4 In the presence of a
density gradient of the toroidal moment~e.g., near defects o
the crystal! it is possible to have a diamagnetic response
the system to a magnetic field.15 However, before drawing
any conclusions about the causes of the observed feature
necessary to carry out special experiments and to elimin
possible artifacts.

As to the causes of the weak ferromagnetism~or, more
precisely, weak ferrimagnetism!, there are several possibl
mechanisms for its appearance in the LiCoPO4 crystal. Using
the well-known methods of constructing invariants of t
thermodynamic potential,16 one can see that although th
usual second-order weak-ferromagnetic invariants of the t
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MiL2y are forbidden in LiCoPO4, the Pnma symmetry of
the crystal allows fourth-order invariants containing t
productM yL2y .

These invariants are the following:M yL2yL1yL3y ,
M yL2yL1xL3x , M yL2yL1zL3z , M yL2yL1xL2z ,
M yL2yL1zL2x , M yMzL2yL2z , M yMzL2yL3x ,
M yMxL2yL2x , and M yMzL2yL3z . In addition, ‘‘gradient’’
invariants are allowed, which can lead to the formation o
modulated magnetic structure. Among them we mention
second-order invariant (M ydL2y /dx2L2ydMy /dx).4 Since
the projection of the antiferromagnetic vectorL2y transforms
in the same way as the projection of the toroidal momentTz

~Ref. 4!, the corresponding homogeneous and inhomo
neous invariants with a toroidal moment are also possible
the present time it is not possible to answer the question
which mechanism gives rise to the weak ferromagnetism
LiCoPO4. We can only say that the nonmonotonic behav
of the spontaneous magnetic moment on heating of
sample, which is attested to by the behavior of the magn
zation of the crystal in a field of 0.05 T, indicates the pre
ence of competing mechanisms. A similar dependence of
weak-ferromagnetic moment has been observed in crysta
antiferromagnetic vanadates, in particular, yttriu
vanadate.17 It must also be noted that the features of t
behavior of the magnetic linear birefringence in a cyclica
varying magnetic field12 implies that LiCoPO4 must have an
incommensurate modulated structure, if not spontane
then magnetic-field induced. Depending on the mechan
giving rise to the weak ferromagnetism, the magnetic po
group of the crystal may be one of the following nonce
troantisymmetric groups:m('y) ~this group admits a ‘‘lon-
gitudinal’’ weak-ferromagnetic structureM yL2yL1yL3y);
28(ix) ~which admits the structuresM yL2yL1xL2z ,
M yL2yL1xL3x , M yMzL2yL2z , and M yMzL2yL3x!, m8('z)
~which admits the structuresM yL2yL1zL3z , M yL2yL1zL2x ,
M yMxL2yL2x , andM yMzL2yL3z).

The presence of a quadratic magnetization effect in
LiCoPO4 crystal for Hib remains open question. Althoug
a
e

e-
t

of
in
r
e

ti-
-
he
of

us
m
t

-

e

an approximation of theM (H) curves by third-order poly-
nomials does give corrections quadratic inH which have
different signs for the two antiferromagnetic states, they
too small. Their small value and substantial difference lea
uncertainty as to whether they correspond to a physical ef
or are the result of a small systematic error and scatterin
the experimental data.

The authors thank V. I. Fomin and V. I. Kut’ko for
helpful discussion of the results.
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We present a theoretical and experimental study on the influence of a magnetic, field on the energy-
level statistics in metal nanoparticles. Based on the random-matrix theory, a gradual field-
induced crossover behavior is predicted from the orthogonal to the unitary ensemble. Experimental
data of the electronic specific heat of metal nanoparticles for different field sin the quantum
size temperature regime compare favorably with these theoretical~analytical!
predictions. ©2001 American Institute of Physics.@DOI: 10.1063/1.1415943#
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1. INTRODUCTION

A large number of papers have been devoted to the
perimental and theoretical investigation of the thermo
namic properties of small metal particles~nanoclusters!. In
order to test the predictions based on the random-ma
theory of the energy-level statistics~for reviews see Refs
1–4!. The discrete character of the energy spectrum o
nanocluster can be regarded as a direct manifestation o
quantum size effect. The Wigner–Dyson5,6 random ensemble
description relies upon the functionalP (H):

P ~H!}exp@2v Tr∨~H!#. ~1!

This functional is chosen to describe the probability distrib
tion for the random ensemble ofN3N Hamiltonian matrices
of the electrons in the nanoclusters. An ensemble is ca
Gaussian if∨(H)}H.2 This distribution is successfully
used in the absence of strong electron-elect
correlations.1,2 In the Gaussian distribution the argument
the exponential becomes a simple sum over all the ma
elements: TrH25( i j uHi j

2 u5( iEi
2, so that it does not con

tribute to the correlations between the levels$Ei%, because
the probabilities for the differentEj ’s factorize:

P ~H!}exp@2v Tr H2#})
i

exp@2vEi
2#5P~$En%!.

~2!

Therefore, the spectral correlations in the Gaussian ense
are of a purely geometrical nature,1 since they follow solely
from the JacobianJ($En%):

3

J~$En%!5)
i , j

uEi2Ej uv. ~3!
8991063-777X/2001/27(9–10)/6/$20.00
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The term ‘‘geometrical’’ used above is based on the fact t
the Jacobian relates volumes in the two equivalent abst
spaces of the random variables, thus reflecting their g
metrical structure:

P ~H!dm~H!5dm~U !S P~$En%!J~$En%!)
i

dEi D . ~4!

Here the volume elementdm(H) is the ‘‘natural’’ volume
measured in the space of the Hermitian matrix eleme
H i j , which factorizes into the productdm(U))idEi of the
volume elementsdm(U) and) idEi in the subspaces of th
eigenvectors and eigenvalues of the matrixH. As is appar-
ent from Eq.~3! and ~4!, the character of the statistical dis
tribution of the level-spacings depends only on the indexv,7

which counts the number of degrees of freedom in the ma
elementsH i j . This number reflects the symmetry of th
system in question and can only take the values 1, 2 or 4
the real, complex or real quaternion matrix elements, resp
tively. The matrix elements may be chosen real when tim
reversal symmetry exists, while they become imagin
when this symmetry is broken, e.g., by an external magn
field or magnetic impurities. In time-reversal symmetric sy
tems with broken spin-rotation symmetry, e.g., as a con
quence of spin-orbit interaction, the matrix elements are r
quaternions. The details of the interactions inside the sys
do not change these general symmetries, and hence, the
tral correlations posses universality. The correspond
Gaussian ensembles of random matrices, depending on
symmetry, are called orthogonal (v51), unitary (v52) or
symplectic (v54) ensembles respectively, or in the abbre
ated form: GOE, GUE or GSE. Thus, the symmetry of t
Hamiltonian matrices of the clusters changes either fr
GOE to GUE, or from GSE to GUE upon application of a
external magnetic field. We remark that the consequence
random perturbations on the energy level spectra of an
© 2001 American Institute of Physics
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sembly of small metal particles and the ensuing thermo
namic properties were first investigated by Kubo,8 using the
Poisson distribution for the energy level statistics. Sho
afterwards, Gor’kov and Eliashberg9 pointed out the rel-
evance of the Wigner–Dyson formalism for small metal p
ticles and demonstrated the profound influence of the le
repulsion on the low-temperature thermodynamics of
small metal particles in the two limiting cases of GOE a
GUE. A more detailed consideration of the metal-clus
thermodynamics in these two limits was later made in10

Theoretical justification of the Wigner–Dyson statistics w
provided in11 for the case of diffusive~nonballistic chaotic!
electron motion inside the cluster. The most recent theor
cal achievements, which include justification of the Wigne
Dyson statistics for the nonintegrable chaotic systems, ‘‘b
listic billiards,’’ with random scattering at the boundarie
and summarized in.1

In this note we present a preliminary report on detai
theoretical predictions,12 together with a comparison to re
cently obtained experimental data,13–15 for the specific heat
behavior of metal nanoclusters in the crossover regime
duced by an external magnetic field. The crossover manif
itself as a gradual transition from the orthogonal to unita
Gaussian distribution of the electronic energy levels~GOE-
to-GUE transition! of the nanoclusters. We remark that the
measurements represent the first experimental observatio
the presence of the quantum-size effect in the electronic
cific heat and susceptibility of metal nanoparticles.

Mathematically, the basic change resulting from t
GOE-to-GUE crossover lies in the appearance of the~ran-
dom! imaginary part of the electron Hamiltonian matrix du
to the breaking of the time-reversal symmetry by the exter
magnetic field. This phenomenon was modeled by Pan
and Mehta16 by the addition of a random antisymmetric re
matrix A with imaginary weightia to the real symmetric
Hamiltonian matrixH0 :

H5H01 iaA. ~5!

The parametera is proportional to the magnetic fluxF
through the system, i.e., through the nanoparticle, so tha
relation betweena and F depends on the geometry of th
particle and on the ratio of its size~radiusR! to the electron
mean fee pathI. For a ballistic sphere (R!I ) with diffuse
boundary scattering of electrons this relation is2

Na25S eF

h D 2 \vF

Rd

8p

45
, ~6!

wherevF is the Fermi velocity,d is the mean level spacing a
the Fermi energy of the nanoparticle, andN is the matrix
dimension indicating the total number of the single-elect
states taken into account in the model of the nanoparti
The addition of an independently randomly distributed m
trix A to the~random! real symmetric matrixH0 , effectively
doubles the number of degrees of freedom in the elemen
the Hamiltonian matrixH, so that the Gaussian distributio
of H takes the form

P ~H!}expS 2(
i , j

H0i j
2

4v2
1

Ai j
2

4v2D . ~7!
-
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Here the variancev2 determines the mean level spacingd
5pv/AN in the vicinity of the Fermi energy of the cluster i
the limit N@1 anda!1. As was explained above, the do
bling of the dimensionality of the phase-space of the o
diagonal matrix elements leads16 in turn to the doubling of
the exponentv in the eigenvalue~level! distribution function
P($En%), from v51 in GOE tov52 in GUE:

PGOE~$En%!JGOE~$En%!})
i , j

uEi2Ej u)
k

3exp@Ek
2#→)

i , j
uEi2Ej u2)

k

3exp@22Ek
2#}PGUE~$En%!JGUE~$En%!. ~8!

The subtle feature of this crossover is that the doubling ov
is actually energy-dependent.2 The GOE-to-GUE transition
is completed on the energy scaleE if udEi u>E, wheredEi is
the energy shift due to the ‘‘perturbation’’iaA in the
Hamiltonian~5!:

dEi5a2(
iÞ j

Ai j
2

Ei2Ej
. ~9!

Simultaneously, the ‘‘high-energy’’ part of the spectrum o
the scaleE@dEi remains distributed according to the upp
line of Eq. ~8! with v51, as it would be in the case of a
orthogonal ensemble. Therefore, measuring the thermo
namic properties of the nanoparticles in the external m
netic field may give an experimental verification of the re
tion ~8! and of the gradual nature of the GOE-to-GU
transition, provided that these properties depend on the
ferent energy scales at the different temperatures.

On basis of the above discussion we expect the spe
heat of the nanoclusters to be a relevant thermodyna
characteristic for the observation of the GOE-to-GUE cro
over in magnetic field. In order to investigate this proble
quantitatively, we consider an ensemble of metal partic
with half of the clusters having an even number of electro
and the other half having an odd number. Our calculat
was done12 in the low temperature limit,T!d, so that only a
few electronic levels need to be explicitly considered. Tak
into account all the different possibilities of the formation
the lowest excited energy states, one finds the following
pressions for the low-temperature partition functions of
even and odd clusters,Zeven andZodd respectively:

Zeven5~112e2bd cosh~hb!!~112e2bd!1O~e22bd!,
~10!

Zodd52 cosh~hb/2!~112e2bd!1O~e22bd!, ~11!

whereb51/T is the inverse temperature in energy units, i.
takingkB51. Also h5gmBH, wheremB is the Bohr magne-
tron,g52 is the Lande´ factor, andH is the external magnetic
field.

Using Eqs.~10! and ~11! we have for the free energyF

F52
1

2
T~ ln Zeven1 ln Zodd!, ~12!
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where the coefficient 1/2 represents the fifty/fifty probabil
to find an even/odd cluster in the macroscopically large
sembly of otherwise identical metal particles.

The specific heatCV , magnetizationM, and magnetic
susceptibilityx can be derived from the well-known rela
tions

CV52T
]2F

]T2
, M52

]F

]H
, x52

]2F

]H2
. ~13!

In the simplest equidistant model for a metal nanopartic
due to Fro¨hlich,17 in which all the levels are at a consta
interlevel spacingd, these thermodynamic functions a
given by the formulas:

CV5
1

8
~hb2!

1

cosh2~hb/2!
12~db!2

e2db

~112e2db!2

1
1

2
b2

4h2e22db1~h2d!2eb~h2d!1~h1d!2e2b~h1d!

~112e2db cosh~hb!!2
,

~14!

M5gmBF1

4
tanh~hb/2!1

sinh~hb!

edb12 cosh~hb!
G , ~15!

x5b~gmB!2F 1

8 cosh2~hb/2!
1

21edb cosh~hb!

~edb12 cosh~hb!!2G .

~16!

It is obvious from the above expressions that in the equi
tant model there is effectively a gap in the density of state
the Fermi-level, leading to an exponentially vanishing s
cific heat at low enough temperatures, i.e.,T!d. The oppo-
site extreme to the current model is the Poisson level dis
bution P0(Ei2Ej )}exp@2uEi2Eju/d#, corresponding to no
gap at all, which was used by Kubo.8 Unlike in the distribu-
tions~8!, the Poisson’s distribution entails a finite probabili
for the two levels to ‘‘stick together,’’ thus neglecting th
level repulsion. Hence, the pseudo-gap in the density
states at the Fermi-energy, caused by the off-diagonal
dom matrix elements between different electronic states
the cluster, disappears in the Poisson model.

2. AVERAGING OVER THE LEVEL DISTRIBUTION IN THE
CROSSOVER REGION

Our aim here is to obtain more realistic expressions
the thermodynamic functions of the metal nanoclusters t
those given in Eqs.~14!, ~15!, and~16!, which were derived
for an equidistant model of the energy levels. Actually,
small particles one usually assumes that minor perturbat
such as surface irregularities~even of an atomic scale! will
be sufficient to make the level distribution random. Here,
will suppose the random distribution to obey the Wigne
Dyson Gaussian ensemble statistics. Indeed, the publi
experimental data14 for the temperature dependences of t
specific heat of the metal nanoparticles clearly showed
inapplicability of the equal level spacing model, in whic
case the specific heat becomes exponentially small at
temperaturesT!d. Comparison of the experimental curve
in14 with the theory leads to the conclusion that the expe
mental behavior has to be described by a model based
s-
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non-vanishing probability of even the smallest level sp
ings. When these spacings are much less than the ave
distance between the levels~d!, they will make essential con
tributions to the specific heat at the lowest temperatu
T!d, so that the energy gap due to the quantum size ef
becomes a pseudo-gap. Then, the explicit averaging ove
appropriate level distribution is essential to describe the d

It proved to be possible to perform such an averag
analytically12 for the case of the low enough temperature
where only the lowest excited states of the clusters should
important. The approximation used here consists in the a
aging of the low-temperature thermodynamic functio
A(d,T,H), found for the equidistant model, with the two
level correlation functionR2 . For this purpose we substitut
an equidistant level spacingd by a random variable« and
then perform an integration over this variable:

Ā~T,H,d!5E
0

`

R2S «

d DA~«,T,H !dS «

d D . ~17!

Let the level distribution functionpn(x) define the prob-
ability to find a spacingx between two energy levels, whil
there aren other energy levels being located between tho
two. Here we normalize the random level spacing« by the
average interlevel spacingd near the Fermi-level of a cluster
x5«/d. Then, the two-level correlation function is define
as follows:

R2~x!5(
0

`

pn~x!. ~18!

At small enoughx!1, we haveR2(x)→p0(x), and in
the limit x@1, R2(x)→1. From the work of Pandey an
Mehta,16 using also relation Eq.~6! ~see Ref. 2!, we have an
analytical expression forR2 for an arbitrary external mag
netic fieldH:

R2~x!512S sin~px!2

px D1
1

p2E0

p

k sin~kx!

3e2k2r2
dkE

p

`sin~zx!

z
e22z2r2

dz, ~19!

wherer51.15mBH/d for a spherical particle and where ba
listic electron motion inside the particle is supposed.12 Then,
without magnetic field,r50, R2(x!1);x, while in the
strong field limit,r@1/p, R2(x!1);x2. The probability to
find two levels close together,x!1, decreases with the field
from ;x to ;x2. This effect is called the ‘‘interlevel repul
sion’’ in a magnetic field and causes a change of the lo
temperature dependence of the field-independent contr
tion to the electronic specific heat~second term on the righ
hand side~rhs! of Eq. ~14!! from Cel

GOE}T2 for GOE (H
50) to Cel

GUE}T3 for GUE (mBH@d).9,10 Incidentally, in
case of metal nanoparticles with strong spin-orbit coupl
~GSE level-statistics!, this contribution to specific heat is ex
pected to behave asCel

GSE}T5 at low enough temperatures.10

On the other hand, the spin-flip contribution toCel @incorpo-
rated in the third term on the rhs of Eq.~14!#, after averaging
with the functionR2(x), bringsT-linear contribution to the
electronic specific heat (Cel), which masks the crossover i
the temperature dependence described above. This later
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as far as we know, was not considered in the previous wo
see.9,10 Below we present the calculated dependences ofCV

on the temperature and the external magnetic fieldH and
compare them with the recently obtained experimental
sults.

3. DISCUSSION

As a main result to be concluded from the calcula
dependences shown in Fig. 1, we point out that the GOE
GUE transition in magnetic field has a gradual crosso
character. The underlying reason is that the distribution
the level spacings on the ‘‘small energy scale,’’«/h!1,
obeys GUE statistics already at small fieldsh/d!1, while
the level spacings for large energy,«/h@1 remain distrib-
uted according to GOE until the field becomes stro
enough, i.e.,h/d>1. Thus, in small fields,h/d!1, the tem-
perature dependence of the specific heat may be sepa
into three different regions. In the lowest temperature reg
T!h!d, the electronic specific heatCel contains the unitary
ensemble part:Cel

GUE(T)}Ta, with a53, together with the
spin-flip contribution:Cel

s f(T)}TR2(h/d). In the intermedi-
ate temperature interval,h!T!d, the temperature depen
dence remains the same as in the orthogonal ensemble
with a52: Cel(T)}T2, because the spin-flip contribution i
this case merely changes the numerical prefactor in fron
T2. Finally, in the ‘‘high temperature’’ region,T@d, the
temperature dependence of the electronic specific heat
lows the usual Fermi-liquid bulk behavior:Cel(T)}T. Dif-
ferent characteristic regions are clearly seen in Fig. 1, wh
the contributions to specific heat are plotted separately
the two different magnetic field values as functions of t
temperature in units of the average level spacingd. As can be
seen in Fig. 1, in the weakest field,h50.1d, the Schottky
contribution due to the odd clusters masks theCel

GUE(T)
}T3 term within a substantial part of the low temperatu

FIG. 1. Calculated temperature dependences of the electronic specific
Cel and its different constituents~lower panel!, and of their logarithmic
derivatives~upper panel, forh/d50.1 only! for a random Gaussian en
semble of metal clusters at two different values of the external magn
field H ~in units gmBH/d). The temperature is expressed in unitsT/d ~put-
ting kB51).
s,
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r

interval, while the crossover froma53 via a52 to a51 in
the higher temperature region is quite pronounced in the
per panel of Fig. 1. In the higher magnetic fieldh51d the
Schottky peak had moved to higher temperatures where
superimposed on the much larger even cluster contributio
the specific heat and so it does not mask substantially theT3

term in the totalCel as in the weakest field case. Neverth
less, the spin-flip contribution, which is}TR2(h/d), still
masks theT3 GUE term in the low temperature interval:T
<$h,d%. In the even stronger magnetic fieldh51.62d ~not
shown in Fig. 1! practically the whole low temperature inte
val T!d is occupied by the unitary ensemble contribution
the specific heatCel

GUE(T)}T3. The spin-flip termCel
s f}T is

again the strongest one here, asR2(h/d) saturates ath/d
@1: R2→1. Hence, the spin-flip term mimics the ‘‘bulk’
behavior at low temperaturesT<d,h. Then, at T>d,
Cel(T), smoothly crosses-over into the ‘‘actual’’ bulk beha
ior, Cel(T)}T. The two regions are separated by t
Schottky contribution, which in this case could be visib
only in the] ln Cel /] ln T vs. In T dependence, but is hardl
noticeable in theCel(T) curve ~not shown!. Furthermore,
based on the above discussion, we would expect a di
crossover from the GOE,Cel(T)}T2 to the bulkCel(T)}T
behavior of specific heat in zero magnetic field, where
spin-flip contribution is absent. Indeed, this behavior w
measured in a series of Pd metal clusters of different s
ranging from 2 nm to 15 nm in diameter,13–15 and is shown
in Fig. 2. In this figure the electronic contributions to th
specific heat are shown, which were obtained at very l
temperatures (T,1 K!, by subtracting the phonon~lattice!
contributions from the measured data. The special featur
these metal clusters is that they appear as part of chemic
synthesized, molecular compounds, each compound con
ing metal clusters of a given uniform size embedded in
stabilizing ligand shell.18–21 The metal cluster compound
mentioned here were made by two different groups, nam
that of Profs. Moiseev and Vargaftik in Moscow, and t
group of Prof. G. Schmid at the University of Essen. T
compounds indicated by Pd5, Pd7, and Pd8 contain respec-
tively 561, 1415, and 2057 Pd atoms per cluster. There

eat

ic

FIG. 2. Electronic specific heat~in zero field! of the metal nanoclusters
discussed in the text. Data were scaled on the theoretical prediction~solid
curve! with the average energy level spacingd as the adjustable parameter
The transition from bulk-like behavior (}T) to quantum-size behavior
(}T2) can be clearly seen.
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two Pd5 compounds, namely with chemical formu
Pd561Phen60~DAc!180 synthesized by Moiseev and Vargaft
~Pd5-M!, and Pd561Phen36O200 synthesized by Schmid
(Pd5-S) The chemical formulas of Pd7 and Pd8 are
Pd1415Phen114

~bu!O1650 and Pd2057Cinch56, respectively. Here,
Cinch stands for cinchonidine, Phen for phenanthroline
Phen~bu! is a phenanthroline derivative. The sample deno
by Pd-coll is a Pd colloid with average particle size of 1.
3105 atoms/particle and a small size distribution of 5 – 10%
The Pd7 and Pd8 metal clusters compounds and the Pd-c
were also synthesized by Schmid and coworkers.

It is worth pointing out that the only adjustable param
eter needed to scale the experimentalCel vs. T data upon the
theoretical curve in Fig. 2 is the average energy level spac
d. The values used are given in the figure and indeed v
roughly with the inverse volume of the particles, as expec
from theory ~the particle diameters are approximately 2
3.2, 3.7, and 15 nm for Pd5, Pd7, Pd8, and Pd-coll, respec
tively!. Accordingly, the crossover from quasi-bulk behav
(Cel}T) to the quantum-size regime (Cel}T2) near T/d
50.2 actually occurs at lower temperature, the larger is
particle. This same trend can also be seen in the experime
field dependence of the specific heat, as shown in Fig. 3
should be pointed out here that the mere presence of a
dependence is in itself a quantum size effect, since the b
metal will not show such behavior. Comparing the data
Pd5, Pd7, and Pd-coll, one observes that the onset temp
ture of the field-dependence is indeed lower, the larger
particle. We note that the data in Fig. 3 show the raw m

FIG. 3. Temperature dependence of the measured specific heat~including
phonon contributions! for Pd5, Pd7, and Pd-coll. The dotted curves give th
behavior found for bulk Pd.
d
d
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surements, i.e., with the lattice contributions not yet su
tracted. The latter give aT3 term, which becomes rapidly
negligible below 1 K, as can be seen most clearly from
Pd-coll data. The specific heat behavior of the bulk Pd
been included in Fig. 3 as the dotted curves. Comparing
with Pd-coll, one observes that for the latter the linear term
still 20–30% lower than for the bulk, which can be unde
stood in terms of a lower average density of states at
Fermi-energy in the nanoparticles due to surface effects.22

Finally, Fig. 4 shows the field-dependence measured
Pd5 on linear temperature scale, with the phonon contribut
subtracted. The zero-field data clearly display theT2 depen-
dence predicted for the GOE model, in contrast with t
exponential dependence following from the equal level sp
ing model ~dotted curve!. The Schottky anomaly found in
low field is ascribed to the odd-electron clusters and is
good agreement with the theoretical prediction~also shown
in Fig. 1 for h/d50.1!.

In conclusion, we have presented theoretical and exp
mental results describing the quantum-size effects in
thermodynamic properties of nanosize metal clusters w
random distribution of the electronic energy levels in diffe
ent external magnetic field sin the few-Kelvin temperatu
range. The experimental data show a good qualitative ag
ment with theoretical predictions based on the Wigne
Dyson/Mehta–Pandey random-matrix theory.

We like to thank Prof. G. Schmid for providing th
samples quoted in this study. This work is part of the
search program of the Stichting voor Fundamenteel Ond
zoek der Materie~FOM!, which is sponsored by the Nede
landse Organisatie voor Wetenschappelijk Onderz
~NWO!.

DEDICATION

It is our great pleasure to dedicate this paper to
memory of Prof. Lev Shubnikov, who was a prominent vi
tor of the Kamerlingh Onnes Laboratory in the last centu
where, together with Prof. W. J. de Haas. He discovered
famous effect that bears their names. As witnessed by
paper, also recently there have been intensive relations
tween scientists at the Kamerlingh Onnes Laboratory and

FIG. 4. Temperature dependence of the electronic specific heat of Pd5 ob-
tained after subtraction of the lattice contribution. Dotted curve: equal le
spacing model. The other curves follow from the calculations discusse
the text~compare Fig. 1!.
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former Soviet Union. It is our hope that these fruitful co
laborations, from which we have had so much profit a
pleasure, will be an inspiration for future workers to contin
and intensify scientific exchange worldwide.
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