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Abstract—The available publications concerned with fabrication and study of light-emitting diodes (LEDs)
intended for operation in the 1.6–4.4 µm spectral range; based on GaSb substrates; and grown by liquid-phase
epitaxy, which makes it possible to form fairly thick layers lattice-matched to GaSb, are reviewed. In these stud-
ies, the active region consists of the GaInAsSb compound in LEDs for the spectral ranges 1.8–2.4 and 3.4–4.4 µm
and the AlGaAsSb compound for the spectral region 1.6–1.8 µm. The wide-gap AlGaAsSb confining layers
contain up to 64% of Al, which is an unprecedentedly high content for liquid-phase epitaxy. Asymmetric
(GaSb/GaInAsSb/AlGaAsSb) and symmetric (AlGaAsSb/GaInAsSb/AlGaAsSb) heterostructures have been
fabricated and studied. Various types of designs that make it possible to improve the yield of radiation generated
in the active region have been developed. The measured external quantum yield of emission is as high as 6.0%
at 300 K for the LEDs operating at the wavelengths 1.9–2.2 µm. A pulsed optical-radiation power of 7 mW at
a current of 300 mA with a duty factor of 0.5 and 190 mW at a current of 1.4 A with a duty factor of 0.005 have
been obtained. The external quantum emission yield of ~1% has been obtained for LEDs that emit in the spec-
tral range 3.4–4.4 µm; this yield exceeds that obtained for the known InAsSb/InAsSbP heterostructure grown
on an InAs substrate by a factor of 3. The measured lifetime of minority charge carriers (5–50 ns) is close to
the theoretical lifetime if only the radiative recombination and impact CHCC bulk recombination are taken into
account. The impact recombination is prevalent at temperatures higher than 200 K for LEDs operating in the
spectral range 3.4–4.4 µm and at temperatures higher than 300 K for LEDs operating in the spectral range
1.6−2.4 µm. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Light-emitting diodes (LEDs) occupy a prominent
place in optoelectronics. They are simpler and more
reliable than lasers and operate at much lower current
densities. In the case where a high resolution is not
required, LEDs are more attractive than lasers, since the
latter are more expensive devices; in addition, the need
to bring the narrow emission line of a gas into coinci-
dence with its absorption line complicates the experi-
mental setup owing to the requirement for precision
heating. Compared to thermal radiation sources, LEDs
offer an advantage, since they emit a fairly narrow spec-
tral line (therefore, there is no need for optical filters)
and, in addition, admit a high-rate of electrical modula-
tion, meaning that there is no need to use mechanical
choppers.

LEDs based on GaSb and its GaInAsSb and
AlGaAsSb solid solutions are sources of spontaneous
radiation in the 1.6–2.5 µm spectral range, within
which there are absorption lines of water vapors, CO2,
nitrogen-containing molecules (N2O, NO2, and NH3),
molecules of hydrocarbons (in particular, methane),
and so on. These radiation sources are promising for
spectral applications, in particular, for ecological and
technological control of the environment [1]; in addi-
tion, they can be used in medicine, e.g., for measuring
1063-7826/05/3911- $26.00 ©1235
the sugar content in blood. There have been attempts to
develop LEDs for the spectral range 1.6–2.5 µm on the
basis of lattice-mismatched InGaAs/GaAs heterostruc-
tures [2]; however, these heterostructures exhibited a
low efficiency due to the formation of misfit disloca-
tions in the stressed layers. Heterostructures based on
GaSb solid solutions are lattice-matched to the GaSb
substrate, have a low density of misfit dislocations, and
exhibit an enhanced resistance to degradation.

Gallium antimonide is a direct-gap semiconductor
with the band gap Eg = 0.725 eV at room temperature.
The GaSb energy-band structure includes Γ, L, and

X valleys with the band gaps  = 0.727 eV,  =

0.753 eV, and  = 1.032 eV at 300 K. As a result of
the small Γ–L energy spacing in GaSb and much lower
density of states in the Γ minimum at room tempera-
ture, a major portion of the electrons occupies states in
the L valley. The spin–orbit splitting in GaSb amounts
to 0.76 eV (i.e., exceeds Eg at room temperature),
which is favorable for a decrease in losses due to
absorption and, also, for a reduction in the level of non-
radiative Auger recombination.

In LEDs based on GaSb, GaInAsSb is used as the
material for the active region and AlGaAsSb is used for
wide-gap emitters. The lattice constant of the GaInAsSb
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alloy is matched to that of GaSb for the compositions
(GaSb)z(InAs0.91Sb0.09)1 – z. The AlGaAsSb alloy is
lattice-matched to GaSb for the compositions
(GaSb)1 – z(AlAs0.08Sb0.92)z. The composition depen-
dences of the band gaps in direct-gap GaInAsSb and
AlGaAsSb alloys that are lattice-matched to GaSb are
shown in Fig. 1 [3].

Data on fabrication and the results of studies of
LEDs based on GaInAsSb were reported for the first
time by Dolginov et al. [4]. A p-GaInAsSb semicon-
ductor grown on a p-GaSb substrate was used as the
material for the active (emitting) region and n-GaSb
was used for the wide-gap emitter. An external quantum
yield of 1–1.5% was attained at room temperature for
these LEDs; the response time was ~10–7 s.

This paper is a review of the available publications
concerning the development and study of LEDs based
on GaSb and its solid solutions. The review consists of
an introduction, six main sections, and a conclusion.

In Section 2, the simplest asymmetric LED struc-
tures that include a GaSb substrate as one wide-gap
emitter and an AlGaAsSb alloy layer as the other wide-
gap emitter are considered. These LEDs are most prom-
ising for the wavelength range λ = 1.8–2.5 µm.

In Section 3, we consider LEDs with symmetric
emitters based on AlGaAsSb alloys. Symmetric hetero-
structures are found to operate well at the wavelengths
of 1.94 and 2.35 µm, which correspond to the absorp-
tion lines related to water and methane vapors, respec-
tively.

Section 4 is devoted to the efforts to modify the
design of LEDs based on symmetric AlGaAsSb/GaIn-
AsSb/AlGaAsSb heterostructures that emit in the
wavelength range 1.9–2.1 µm at room temperature with
the aim of attaining a higher emission power.
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Fig. 1. Dependence of the band gap on the composition
of quaternary (GaSb)1 – z(AlAs0.08Sb0.92)z and
(InAs0.91Sb0.09)1 – z(GaSb)z solid solutions, whose lattice
constant coincides with that of GaSb at a temperature of
300 K. The miscibility gap for GaInAsSb is represented by
the dotted line.
In Section 5, we describe LEDs that emit at rela-
tively long wavelengths (at λ = 3.4–4.4 µm), are based
on symmetric AlGaAsSb/GaInAsSb/AlGaAsSb het-
erostructures grown on GaSb substrates, and feature an
unprecedentedly high efficiency in the spectral range
under consideration.

In Section 6, we consider the special features of the
design of LEDs that operate at various wavelengths in
the range 1.6–2.5 µm. We report the attained parame-
ters of the LEDs.

In Section 7, we describe studies aimed at increas-
ing the quantum yield of the emission by electrochem-
ical faceting the substrate part of the LED.

2. LIGHT-EMITTING DIODES BASED 
ON AN ASYMMETRIC GaSb/GaInAsSb/AlGaAsSb 

HETEROSTRUCTURE FOR THE SPECTRAL 
RANGE 1.8–2.5 µm

The active p-GaInAsSb region was formed between
a p-GaSb substrate and an n-GaSb wide-gap emitter
in the LED design reported by Dolginov et al. [4],
whereas, in the LEDs we fabricated, the AlGaAsSb
alloy was used as the wide-gap emitter in order to
improve the electron confinement [5]. The LEDs were
based on a structure (Fig. 2a) [5] that consisted of an
active n-GaInAsSb 2–3-µm-thick layer (Eg ≈ 0.58 eV)
grown on a (111)B n-GaSb substrate (here, B stands for
the Sb sublattice) doped with Te so that the charge-car-
rier concentration was (7–9) × 1017 cm–3 and a wide-
gap p-AlGaAsSb emitter layer (Eg = 1.2 eV) doped
with Ge so that the carrier concentration was 5 ×

p-AlGaAsSb
n-GaInAsSb

n-GaSb

(a)

pn n

(b)

F
Ec

Ev

Fig. 2. (a) Schematic representation of a light-emitting
diode based on a nonsymmetrical heterostructure with a
GaInAsSb active region. (b) The energy-band diagram of
the structure: F is the Fermi level, Ec is the conduction-band
bottom, and Ev  is the valence-band top.
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Fig. 3. Electroluminescent characteristics of GaSb/GaInAsSb/AlGaAsSb light-emitting diodes at room temperature. (a) The emis-
sion spectrum; (b) the dependence of the emission power P on the current I (Iη is the threshold current that corresponds to a drastic
increase in the emission power with the current); (c) the directivity pattern of emission; and (d) the dependence of the emission
intensity on time t in the case where rectangular current pulses with an amplitude of 50 mA and duration of 70 ns are applied to the
structure.
1018 cm–3. We studied structures in which the level of
active-region doping with Te varied in the range of car-
rier concentrations of (5–7) × 1017 cm–3. We used this
structure to fabricate mesa LEDs (with a diameter of
300 µm) with a continuous deposited ohmic contact
to n-GaSb (Au + 5% of Te) and a local 50-µm-diam-
eter ohmic deposited contact (Au + 5% of Ge) to
p-AlGaAsSb.

The energy-band diagram of the LED is shown in
Fig. 2b. As can be seen, there is a type II n–n hetero-
junction at the interface between the n-GaSb substrate
and the active region.

The LED characteristics, emission spectra, and
directivity patterns were measured under the applica-
tion of meander-type rectangular current pulses with a
duty factor of 0.5 to the LED. The repetition frequency
was chosen to be 40–1000 Hz; this frequency was suf-
ficiently low for a steady state in the LED to be estab-
lished during the effect of each pulse. Therefore, we
henceforth refer to this mode of operation as the quasi-
continuous wave (CW) mode. In order to obtain LED
characteristics at higher currents without heating, we
decreased the duty factor to 0.03–0.01. In this case, the
pulse width was decreased to 0.2–10 µs. In what follows,
we will give only the amplitude values of the current and
emission power. The response time was determined from
the curve of the growth or decay of the emission pulse
when current pulses were applied to the LED.

The results of experimental study of the LEDs are
shown in Fig. 3. The emission spectrum Pν(hν) =
dP/dhν incorporates a single band whose full width at
half-maximum is δ = 0.06–0.07 eV (Fig. 3a). The emis-
sion power P (Fig. 3b) increases superlinearly as the
current increases, P ~ Im, while, at low currents, I < Iη =
SEMICONDUCTORS      Vol. 39      No. 11      2005
4–8 mA; here, m = 4–5 and Iη is the threshold current
that corresponds to a drastic increase in the quantum
yield of emission. At high currents, I > Iη, m = 1.1–1.3
in the current range 10–100 mA. The directivity pattern
of emission (Fig. 3a) corresponds to the emission-
power dependence per unit solid angle (Pϕ, θ) on the
angle in the active-region plane ϕ and the angle θ with
respect to the perpendicular to this plane. The total

emission power is P = sinθdθ. The power

of the emission in the direction perpendicular to the
p−n-junction plane (θ = 0°) is 20–30% lower than that
at angles θ = 70°–80° (Fig. 3c) for all values of ϕ. This
behavior is attributed to the fact that radiation exits both
through the front surface of the crystal with the mesa
structure and through side surfaces. Emission from
only the front surface is observed at an angle θ = 0°,
whereas the emission through the side surfaces is added
at larger angles. The angular distribution of emission
through each surface is found to follow the cosine law
closely. The response speed of a LED affects the depen-
dence of the current emission power Pt on time t when
the LED is fed with rectangular current pulses (Fig. 3d).
The resulting emission pulse features three stages. Ini-
tially, a delay in the appearance of emission is
observed; this delay is caused by charging of the p–n-
junction capacitance. The emission intensity then
increases with a time constant that is close to the life-
time of the minority charge carriers (τ); when the cur-
rent is switched off, the emission intensity decays with
almost the same time constant. The current-pulse dura-
tion is chosen so that it exceeds τ in order for the emis-
sion to have time to attain the steady-state value by the
instant of current-pulse termination. This steady-state
power represents the amplitude emission power P. The

ϕ Pϕ θ,0

π∫d
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2π∫
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emission pulse (Fig. 3d) grows and decays with virtu-
ally the same time constant of 10–15 ns. The minority-
carrier lifetime, determined from the value of the
extracted charge when the forward current is changed
to the reverse current, has approximately the same
value (9–11 ns).

The voltage drop across the LED at high currents
(I > Iη) is expressed by the empirical dependence

(1)

where I1 = 0.001–0.1 µA, I2 = 0.2–0.9 mA, Rs = 1–2 Ω,
T is temperature, k is the Boltzmann constant, and e is
the elementary charge. The first term on the right-hand
side represents the voltage drop across the p–n junction,
the second term represents the voltage drop across the
n–n junction, and the third term represents the voltage
drop across the series resistance Rs of the diode.

The external quantum yield of emission was mea-
sured using a calibrated photodiode in the case of exit
of radiation through both the front face and the lateral
faces in combination with exit from the front face. The
quantum yield of emission through the front face
ranged from 1.3 to 3.5%, while the total quantum yield
of emission ranged from 3.0 to 4.5% for a current of
30 mA and was virtually independent of the active-
region doping level. The attainment of a higher external
quantum yield of emission (ηext > 1.5%) compared to
that reported by Dolginov et al. [4] is related not only
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Fig. 4. The main parameters of the light-emitting diode:
(a) the emission spectra of four diodes and (b) the depen-
dences of the external quantum yield of emission ηext and
the time constant of the emission decay τ on the wavelength
that corresponds to the peak λmax of the spectral band.
to a high internal quantum yield of radiative recombi-
nation but also to the exit of a major part of the radiation
due to the process of multiple reflection of light in the
mesa structure. Since we used n-GaInAsSb (rather than
p-GaInAsSb as in [4]), we can expect that the contribu-
tion of nonradiative recombination becomes much
smaller due to the lower rate of impact recombination.
As a result, this behavior can lead to a general decrease
in the recombination rate in the thin (with the thickness
d ≤ 3 µm) active layer and to the appearance of recom-
bination via potential wells at the n–n heterojunction.

A number of facts indicate that recombination via
quantum states at the n–n heteroboundary can occur in
the diodes under consideration. The large width of the
emission spectrum (δ = 70 meV) is possibly related to
the fact that the degree of degeneracy in the quantum
well for electrons at the n–n heteroboundary is higher
than that in the active-region bulk. The independence of
the minority-carrier lifetime from the degree of the
active-region doping also supports the concept of
recombination via quantum states at the n–n heter-
oboundary. In addition, the drastic increase in the exter-
nal quantum yield of emission as the current increases
and an increase in the slope of the current–voltage
(I−V) characteristic at currents of 4–8 mA can also be
related to radiative recombination via the quantum
states at the n–n heteroboundary.

Further studies of the LEDs based on GaSb/GaIn-
AsSb/AlGaAsSb were carried out in a wide range of
compositions, values of the active region thickness, and
charge-carrier concentrations in this region [6]. The
LED structure was the same as in [5] (see Fig. 2); how-
ever, an n-GaSb:Te (100) substrate with a charge-car-
rier concentration of (5–9) × 1017 cm–3 was used in [6].
The wide-gap p-AlGaAsSb emitter (Eg = 1.27 eV) was
doped with Ge so that the acceptor concentration was
5 × 1018 cm–3.

The Ga1 – xInxAsySb1 – y alloy composition was var-
ied in the ranges 0.05 ≤ x ≤ 0.24 and 0.04 ≤ y ≤ 0.22 in
the narrow-gap active layer, while the layer thickness
was varied from 0.4 to 6 µm. In this case, the mismatch
between the lattice parameters of the substrate and
layer (∆a/a) was no larger than (1–3) × 10–3. The active
layer of the structure was doped with tellurium, and the
charge-carrier concentration in the layer varied in a
wide range, from 1 × 1016 to 2 × 1018 cm–3. Mesa LEDs
300 µm in diameter were provided with a “point”
ohmic contact (with a diameter of 40 µm and Au +
5%Ge composition) to p-AlGaAsSb and a grid ohmic
contact (Au + 3%Te) to n-GaSb.

The emission spectra Pλ = dP/dλ of the LEDs at
room temperature (Fig. 4a) include a single band; the
wavelength corresponding to the peak of this band λmax
increases almost linearly as the composition parameters
of the alloy (x and y) in the active region increase. The
value of λmax is nearly independent of the level of
active-region doping but depends on the thickness of
SEMICONDUCTORS      Vol. 39      No. 11      2005
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this region and decreases by 0.05–0.1 µm as the thick-
ness decreases from 5 to 0.4 µm.

The external quantum yield of the emission ηext
depends on the charge-carrier concentration n in the
active region (Fig. 5a). For all the LEDs, this depen-
dence is bell-shaped with a peak at n ≈ 1 × 1017 cm–3.
The dependence of the external quantum yield on the
active-region thickness d was also represented by a
curve with a peak. The highest efficiency was observed
at d = 2–3 µm; the efficiency decreased especially dras-
tically (by almost an order of magnitude) as the thick-
ness decreased to 0.7–0.4 µm (Fig. 5b). The external
quantum yield ηext attained a maximum of 5% for
LEDs with λmax = 2.0–2.2 µm and decreased gradually
to 1% for LEDs that emit either at shorter wavelengths
(λmax = 1.8 µm) or at longer wavelengths (λmax =
2.4 µm). The measurements were carried out in the
range of currents I = 30–300 mA, in which case the
value of ηext attained a maximum and the current
dependence of the emission intensity was linear. The
observed sharp increase in the external quantum yield
as the wavelength λmax varied from 1.76 to 2.0 µm is
probably caused by an increase in the efficiency of radi-
ative recombination as the energy gap between the Γ
and L valleys in the alloy increases as a result of an
increase in the In content and eventual increase in the
carrier concentration in the direct Γ valley. Further
decrease in the radiative-recombination efficiency with
increasing wavelength in the range λmax = 2.2–2.4 µm
apparently has a complex character. One of the causes
of this decrease could be an increase in the degree of
disordering of the alloy as the miscibility gap is
approached. Another cause might be the effect of inter-
facial recombination of charge carriers at the n–n heter-
oboundary. In a series of LEDs operating at different
wavelengths, the magnitudes of the offsets in the con-
duction band (∆Ec) and the valence band (Ev) increase;
as a result, the depth of the potential wells at the
n−n heteroboundary increases. In this case, if there are
imperfections at the n–n heteroboundary, the efficiency
of the radiative recombination can be reduced. Such a
conclusion is supported by experimental data on a
decrease in the external quantum yield of emission and
an increase in the spread in the values of this yield as
the active-region thickness decreases and the p–n junc-
tion approaches the n–n heteroboundary.

The transient electroluminescent characteristics of
the structures subjected to rectangular current pulses
(I = 200 mA) depend on the alloy composition in the
active region. The minority-carrier lifetime τ (Fig. 4b),
determined from the emission-decay time constant
when the current was switched off and, also, from the
value of the extracted charge as the forward current was
changed to the reverse current, was the longest for the
LEDs with λmax = 1.8 µm and equal to ~50 ns and
decreased gradually by an order of magnitude (to 3–5 ns)
for a LED with λmax = 2.4 µm.
SEMICONDUCTORS      Vol. 39      No. 11      2005
We managed, later on, to use structures based on
GaSb and the GaInAsSb and AlGaAsSb alloys to fabri-
cate LEDs that emitted in a spectral region correspond-
ing to longer wavelengths (λ = 2.5 µm) in the vicinity of
the miscibility-gap boundary for the GaInAsSb alloy [7].
Interest in spontaneous optical sources in this spectral
region is caused by the fabrication of optical fibers (fluo-
rite) for which an ultralow level of losses (~0.025 dB/km)
has been already attained at a wavelength of 2.5 µm.

The light-emitting structure (Fig. 6) was formed by
liquid-phase epitaxy (LPE) on an n-GaSb (111)B sub-
strate (here, B indicates the Sb sublattice). The active
region of the structure consisted of an n-
Ga0.75In0.25As0.22Sb0.78 alloy in the vicinity of the misci-
bility gap; one side of this region bordered an n-GaSb
layer (n ≈ 5 × 1017 cm–3) and the other side bordered a
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Fig. 5. Dependences of the external quantum yield of emis-
sion ηext on (a) the electron concentration n in the active
layer and (b) the layer thickness d. T = 295 K.
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wide-gap p-AlGaAsSb layer (Eg = 1.2 eV, p = 2 ×
1018 cm–3). The active region of the structure was doped
with tellurium so that the charge-carrier concentration
was equal to (1–8) × 1016 cm–3; the active-region thick-
ness was varied in the range 0.4–5 µm. We used this
structure to fabricate mesa LEDs (with a diameter of
300 µm) with a grid ohmic contact (Au + 5%Te) to
n-GaSb and a “point” (with a diameter of ~40 µm)
ohmic contact (Au + 5%Ge) to p-AlGaSbAs.

The dependence of the LEDs’ emitting properties
on the active-region thickness was studied.

The emission spectra of the LEDs with a thick active
region (d = 5 µm) (Fig. 7a, curves 1, 1') feature only an
interband emission band (transitions B0 in Fig. 6) with
the wavelengths of the peak λmax = 2.32 and 2.12 µm at
295 and 77 K, respectively. The emission is nonpolar-
ized in any direction of light propagation. The elec-
troluminescence (EL) spectra of the LEDs with a thin
active region (d = 0.4 µm) (Fig. 7a, curves 2, 2') are
shifted to longer wavelengths by 0.15 µm (at 77 and
295 K) owing to the generation of emission with a dif-
ferent physical origin: λmax = 2.42–2.47 µm (295 K)
and 2.17–2.21 µm (77 K). The long-wavelength part of
the band exhibits TE polarization when emission is
observed in the p–n-junction plane (the vector E of the
emission electric field is parallel to the p–n-junction
plane). The degree of polarization is as high as 0.1–0.2.
The radiation is nonpolarized in a direction perpendic-
ular to the plane of the p−n junction.

This new emission corresponds to interfacial transi-
tions between the levels for electrons and holes at a
p−n heteroboundary of type II (transitions A in Fig. 6)
and between the level for electrons and the level for
holes attracted to these electrons (transitions B1 in Fig. 6).

Fe

I

Ec

A B1 B0
Ev

Fh

n-GaSb n-GaInAsSb p-AlGaAsSb

I

eU

Fig. 6. Energy-band diagram of a nonsymmetrical hetero-
structure: B0 denotes band-to-band recombination, and A
and B1 represent two types of interfacial recombination, i.e.,
(A) between the levels at the heteroboundary and (B1)
between a level at the heteroboundary for electrons and a
level of holes attracted to electrons. Fe and Fh are the quasi-
Fermi levels for electrons and holes and U is the external
voltage.
We studied the long-wavelength edge of photore-
sponse in the case where the p-AlGaAsSb side of the
structure was illuminated (Fig. 7b). The shapes of the
photoresponse spectra are nearly parabolic for the sam-
ples with thin and thick active regions; i.e., the photo-
current If ∝  (hν – hνf)0.5, where hνf = 0.51 eV at 295 K
and 0.58 eV at 77 K. Such a form photoresponse corre-
sponds to the absorption edge in a lightly doped direct-
gap semiconductor, and the value of hνf  corresponds to
the band gap of the active region.

At the same time, the spectrum of the photoresponse If
(Fig. 7b) for the structures with a thin active region is
shifted to longer wavelengths owing to the appearance of
photosensitivity at photon energies hν < Eg. This addi-
tional photosensitivity is probably caused by electron
transitions originating near the n-GaSb–n-GaInAsSb
interface.

The external quantum yield of emission at the edge
of the miscibility gap for the solid solution (Fig. 8,
curve 1) at room temperature increases almost fivefold
as the active-region thickness decreases from 5 to
0.4 µm. It is worth noting that the active-region thick-
ness becomes smaller than the hole diffusion length L =
3 µm. However, the maximum value of the external
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Fig. 7. The spectra of (a) emission Pν and (b) photocur-
rent If for structures with the thick (1, 1') and thin (2, 2')
active regions. T = (1, 2) 295 and (1', 2') 77 K. d = (1, 1') 5
and (2, 2') 0.4 µm.
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quantum yield (ηext = 1%) remains lower, by a factor 2–3,
than the corresponding yield for the structures with
λmax = 2.0–2.2 µm [5]. The external quantum yield at
77 K is a factor of 20–30 higher than that at room tem-
perature.

The most significant changes are observed in the
lifetime of minority charge carriers (Fig. 8, curves 2, 3)
as the active-region thickness is varied: the lifetime
decreases by nearly an order of magnitude (from 10–8 to
10–9 s) as the thickness decreases and the p–n junction
approaches the n–n heteroboundary.

All the above dependences on the active-region
thickness indicate that the radiative-recombination
mechanism changes radically and the role of interfacial
recombination is prevalent in structures with a thin
active region. It is noteworthy that the content of
arsenic decreases at the edge of the miscibility gap as
the layer thickness increases; as a result, the concentra-
tion of defects in the layer increases. This circumstance
brings about a decrease in ηext as d increases.

Later [8], the nature of the radiative recombination
in the heterostructures under consideration was studied
in detail. To this end, the temperature and current
dependences of the EL spectra, quantum yield of emis-
sion, and the lifetime of minority charge carriers in
LEDs similar to those considered in [5, 6] were studied.
In addition, the lifetime of minority charge carriers was
studied in relation to the difference between the band gap
of GaSb and that of the narrow-gap GaInAsSb layer.

According to the EL characteristics, all the diodes
can be divided into two groups: short-wavelength LEDs
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with an emission wavelength λmax < 2 µm and long-
wavelength LEDs with λmax > 2 µm. The emission
spectra of all the LEDs at room temperature (Fig. 9a)
are represented by a band with a width of 0.04–0.06 eV
and an energy of the peak hνmax close to Eg of the nar-
row-gap layer. Spectral dependences of emission for
the LEDs designed for the wavelengths of 1.8, 2.0, 2.2,
and 2.4 µm (0.69, 0.62, 0.56, and 0.52 eV) at T = 295 K
are shown in Fig. 9a.

As the temperature is varied from 295 to 77 K, the
emission spectra of the long-wavelength LEDs do not
radically change: they still include a single band. Low-
intensity bands C and D are clearly observed in the
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spectra of short-wavelength LEDs as the temperature is
varied from 295 to 77 K (Fig. 9b). The energies corre-
sponding to the peaks of bands C and D are smaller than
Eg by 20 and 80 meV, respectively; the intensities of the
bands depend heavily on current. Bands C and D,
located at longer wavelengths, are prevalent in the spec-
tra at low currents (Fig. 9c). As the current is increased,
the emission intensity in these bands attains a maxi-
mum (band C) or even becomes slightly lower after
attaining a maximum (band D); at the same time, the
emission intensity in the short-wavelength band (band B)
increases steadily as the current is increased, with the
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concentration in the narrow-gap layer equaling ~1017 cm–3.
current dependence of the intensity being transformed
gradually from superlinear to linear. As the temperature
increases, the contribution of band B increases; this band
is prevalent at room temperature even at low currents.

The temperature dependences of the energies corre-
sponding to the peaks of the emission bands for short-
and long-wavelength LEDs are radically different. For
all the short-wavelength LEDs, we have dhνmax/dT ≈
dEg/dT for all the bands.

The energy position and shape of band B are charac-
teristic of band-to-band radiative recombination taking
into account the degeneracy of electrons. Bands C and
D have features that are characteristic of recombination
via doubly charged acceptors. The difference Eg – hνmax
is close to the ionization energy of a singly charged
acceptor for short-wavelength band C and is approxi-
mately fourfold larger for band D, which should be
expected for a doubly charged acceptor. In the short-
wavelength LEDs at temperatures close to 77 K, the
minority-carrier recombination is mainly radiative and
occurs owing both to band-to-band transitions and to
transitions to the levels of inherent doubly charged
acceptors; in contrast, at T > 200 K, nonradiative Auger
recombination begins to play an important role along
with the band-to-band radiative recombination. In
semiconductors with n-type conductivity, the Auger
process is most probable; in this process, a minority
carrier (hole) recombines with an electron and transfers
the released energy to another electron in the conduc-
tion band (the CHCC process).

The external quantum yield of emission features a
maximum (up to 6%) in the LEDs designed for wave-
lengths of 2.0–2.2 µm and decreases to 1% for the
LEDs designed for either shorter (λmax = 1.8 µm) or
longer (λmax = 2.4 µm) wavelengths. As the temperature
is increased, the external quantum yield of emission
decreases in all the LEDs at a fixed current (30 mA)
(Fig. 10a). In the temperature range 77–150 K, the
external quantum yield depends on temperature only
slightly, whereas this dependence is heavy at higher
temperatures.

We calculated the radiative (τr) and nonradiative (τa)
lifetimes of minority charge carriers in the case of
band-to-band recombination. In order to calculate τr,
we chose the formula derived by Gel’mont and Zegrya
[9] taking into account the nonparabolicity of the
energy bands and the spin–orbit splitting of the valence
band; this formula is written as

(2)
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where

mc, ml, and mh are the effective masses of an electron
and light and heavy holes, respectively; ε∞ is the high-
frequency permittivity; c is the speed of light; and ∆ is
the magnitude of the spin–orbit splitting of the valence
band.

The temperature dependence of τr for a short-wave-
length LED was calculated using formula (2) and is
shown in Fig. 10b (curve 5). At a temperature of 77 K,
the calculated value of τr exceeds the experimental
value by no more than ~20%. As the temperature
increases, the calculated τr increases in proportion
to T3/2; in contrast, experimental values increase much
less rapidly, which indicates that other recombination
mechanisms come into effect with an increase in tem-
perature.

In order to calculate the nonradiative hole lifetime in
this process, we use the Beattie–Landsberg formula for
a CHCC process [10–12]:

(3)

Here, µ = mc/mh and ε is the permittivity.
The squared product of the overlap integrals |F1F2|2

is calculated using the formula

(4)

The Beattie–Landsberg theory was favored over the
more rigorous theory given in [9] because, in the
former, the quantity |F1F2|2 is calculated in the context
of the one-dimensional Kronig–Penney model rather
than the three-dimensional model as in [9]. Apparently,
the one-dimensional model corresponds satisfactorily
to the conditions in the crystals under study; these crys-
tals are heavily compensated and involve high electric
fields along which the law of conservation of momen-
tum can be violated. The more rigorous theory [9]
yields a value of |F1F2|2 that is a factor of Eg/kT smaller and
a value of τa that is an order of magnitude larger than those
calculated using the Beattie–Landsberg theory [10].

The temperature dependence of τa for a short-wave-
length LED was calculated with formula (3) and is
shown in Fig. 10b (curve 6).

At a temperature of 300 K, the calculated lifetime τa
exceeds the experimental value by a factor of ~1.5 and
is shorter than the radiative lifetime τr by a factor of ~2.
As the temperature decreases, the value of τa increases
rapidly. The resulting lifetime, τra = τaτr/(τa + τr)
(Fig. 10b, curve 7), exceeds the experimental value (τ)
by no more than 10–25%; therefore, we may assume
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that radiative recombination is prevalent in short-wave-
length LEDs at low temperatures.

The calculated internal quantum yield ηra = τra/τr for
short-wavelength LEDs is equal to 98% at 77 K and
decreases as the temperature increases to 35% at 300 K.
The experimental external quantum yield differs from
the calculated value, being equal to 30–40% at 77 K,
and decreases drastically as the temperature increases
(to 1–2% at 300 K) (Fig. 10a). Probably, the experi-
mental value of the external quantum yield is much
smaller than the calculated internal quantum yield
mainly as a result of absorption of radiation in the crys-
tal. Furthermore, there are some additional mechanisms
of nonradiative recombination. At temperatures in the
vicinity of 300 K, the external quantum yield can be
affected to some extent by nonradiative recombination via
the L valley of the conduction band as a result of the nar-
row energy gap (100 meV) between the Γ and L valleys.

In addition, the interfacial recombination at the
n−n heteroboundary can make some contribution to the
recombination process.

In the long-wavelength LEDs, the external quantum
yield of radiation is equal to 20–30% at 77 K, which
corresponds to the prevalence of radiative recombina-
tion if we take into account absorption of radiation in
the crystal. At room temperature, the external quantum
yield is an order of magnitude lower than at 77 K; cor-
respondingly, the lifetime of minority charge carriers is
controlled by a nonradiative process.

According to expression (2), the radiative lifetime in
the case of band-to-band bulk recombination should
increase by 40% as Eg decreases from 0.7 to 0.5 eV,
irrespective of temperature, while the nonradiative life-
time, according to expression (3), should decrease by a
factor of 2 when the temperature is increased to 300 K.
However, the experimental lifetime does not increase as
Eg decreases from 0.68 to 0.53; rather, the lifetime
decreases by a factor of 2.5–5. This circumstance sug-
gests that there is interfacial recombination (in addition
to band-to-band bulk recombination) in the long-wave-
length LEDs.

Since the lifetime of minority charge carriers should
depend on the charge at the heteroboundary, we plotted
the dependence of the experimental lifetime τ on ∆Eg,
i.e., on the difference between the band gaps of GaSb
and GaInAsSb (Fig. 10c). The value of ∆Eg is linearly
related to the magnitude of the conduction-band offset
∆Ec at the n–n heteroboundary; the space charge at this

boundary N depends on ∆Ec as N ∝  . Therefore,
the radiative lifetime should be inversely proportional

to , which is precisely what is observed for
experimental τ at 77 K (Fig. 10c, curve 1). At the same
time, we have τ ∝  (∆Eg)–1 at room temperature, which
is quite possible in the case of a nonradiative CHCC
process at the heteroboundary (Fig. 10c, curve 2).

∆Ec

∆Eg
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Later on, we studied the effect of the band offset at
an n-GaSb/n-GaInAsSb type II heterojunction on the
efficiency of radiative recombination in LEDs based on
n-GaInAsSb [13]. We studied three types of individual
heterostructures (see the inset in Fig. 11) based on the
Ga0.79In0.21As0.19Sb0.81 alloy (Eg = 530 meV and T =
300 K). In a type 1 structure, a narrow-gap n-GaInAsSb
layer was confined by an n-GaSb:Te substrate (Eg =
726 meV and n = 3 × 1017 cm–3) and a wide-gap
p-Al0.34Ga0.66As0.02Sb0.98:Ge emitter (Eg = 1.27 eV and
p = 5 × 1018 cm–3). The structures of types 2 and 3 differed
from the type 1 structure in that they included an interme-
diate n-Ga1 – xInxAsySb1 – y layer introduced between the
substrate and narrow-gap n-Ga1 – xInxAsySb1 – y; the In
content in this intermediate layer amounted to x = 0.10
and 0.15 for the structures of types 2 and 3, respec-
tively. The active and intermediate layers of the struc-
tures were doped with tellurium to produce an electron
concentration of 8 × 1016–1 × 1017 cm–3.The narrow-
gap layer was 1.5 µm thick, the intermediate layer was
2.0 µm thick; and the emitter layer was 2.5 µm thick.
The magnitude of the lattice mismatch between the
substrate and the layers was no larger than ∆a/a = 5 ×
10–4. These structures were used to fabricate mesa
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Fig. 11. The current dependences of the optical output
power for light-emitting diodes of three types (1–3) at T =
77 K (dashed lines) and 300 K (solid lines). The energy-band
diagrams for studied heterostructures 1–3 with various heights
of the n-GaSb/n-GaInAsSb heterobarriers at the boundary with
the active region are shown in the inset; these heights amount
to (1) 100%, (2) 54%, and (3) 27% of the original value.
LEDs 300 µm in diameter with a grid contact (Au +
3%Te) to the n-GaSb substrate and a “point” contact
(40 µm in diameter, Au + 5%Ge) to p-AlGaAsSb. The
p–n-junction area was 3 × 10–3 cm2.

The current dependences of the optical power
(Fig. 11) are similar for the three types of structures. In
the entire range of currents and temperatures, the type 2
structures exhibited the highest optical power and the
type 1 structures featured the lowest optical power. The
external quantum yield of emission ηext (Fig. 12a) first
increased by 5–10% as the temperature was increased
in the range T = 77–110 K and, then, decreased drasti-
cally at temperatures higher than 110 K for all the types
of structures. The quantum yield decreased in the vicin-
ity of room temperature.

The lowest quantum yield was observed for the struc-
tures without an intermediate layer (type 1) and the high-
est yield was observed in the structures that incorporated
an intermediate layer with x = 0.10 (type 2).

The temperature dependence of the lifetime of
minority charge carriers (Fig. 12b) exhibited a maxi-
mum at T = 220 K. The temperature dependence of the
lifetime for the structures with the intermediate layer
was less steep than that for the structures without an
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Fig. 12. Temperature dependences of (a) the external quan-
tum yield of emission ηext and (b) the lifetime of minority
charge carriers at a pulsed current of 100 mA for structures 1,
2, and 3 (see Fig. 11).
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intermediate layer. The temperature at which the carrier
lifetime was longest depended on the structure type.
The lifetime becomes identical for the structures of
types 1 and 2 at 130 K and for the structures of types 1
and 3 at 190 K. At room temperature, the lifetime in the
structures with an intermediate layer is 10–15% shorter
than that in the structures without an intermediate layer.

The emission characteristics of the LEDs studied
exhibit some common features that should be related to
recombination in the bulk of the active region; this
recombination is similar in the three types of hetero-
structures under consideration. Differences in the emis-
sion characteristics of the LEDs are related to the cor-
responding differences in the energy-band diagrams.
The Ga0.75In0.25As0.19Sb0.81 alloy forms a biased hetero-
junction (type II) with the n-GaSb substrate, and the
offsets of the conduction band ∆Ec and the valence
band ∆Ev are of the same sign and are equal to 370 and
170 meV [14]. The introduction of a GaInxAsSb inter-
mediate layer with x = 0.10 (Eg = 630 meV) divides the
barrier at the n–n heteroboundary according to the rela-
tion ∆Ec1/∆Ec2 = (170/200) meV [14]. Introduction of
an intermediate layer with x = 0.15 (Eg = 570 meV)
makes this ratio equal to ∆Ec1/∆Ec2 = (270/100) meV
[14]. The introduction of an intermediate layer leads to
a decrease in the depth of the potential wells at the n–n
heteroboundary with the active region and to a decrease
in the role of radiative and nonradiative recombination
processes at this heteroboundary. The radiative lifetime
of the minority charge carriers in the case of recombi-
nation in the region of the heteroboundary is propor-
tional to the surface charge density and is related to the
conduction-band offset in the form τ ∝  (∆Ec)–1/2. An
increase in temperature brings about an activation of
nonradiative recombination both in the bulk and in het-
eroboundary region. As ∆Ec increases, the efficiency of
the radiative process lowers as a result of intensification
of the nonradiative Auger process; therefore, the struc-
tures without intermediate layers exhibit longer life-
times and a lower efficiency at room temperature
(Fig. 12). As follows from the experimental data,
recombination of charge carriers in the region of the n–
n heterojunction directly affects the efficiency of radia-
tive Auger recombination in the LEDs based on n-
GaInAsSb. The effect of the n–n heteroboundary was
observed in the entire range of temperatures (77–300 K)
and pump currents (I < 6 A) under consideration and
manifested itself in the ratio between the efficiencies of
the mechanisms of radiative and nonradiative recombi-
nation processes. The introduction of the intermediate
layer (∆Ec/Eg = 40%) made it possible to increase the
emission external quantum yield by a factor of
1.5−2 compared to that in the structures without an
intermediate layer.

Thus, we fabricated and studied LEDs that were
designed for the 1.6–2.5-µm spectral range and had a
lowered potential barrier at the n–n boundary of the
active region. The n–n type II heterojunction acted as a
SEMICONDUCTORS      Vol. 39      No. 11      2005
lower confining energy barrier. The LEDs of this design
featured a quantum yield no lower than 5–6% in the
pulsed mode at room temperature. In addition, studies
of these LEDs made it possible to gain insight into the
properties of a type II n–n heterojunction for a
GaSb/GaInAsSb system. We showed that there is an
optimal value of the conduction-band offset ∆Ec at
which the external quantum yield reaches a maximum.
This value is equal to 200 meV for the LEDs under con-
sideration. It was of great interest to us to compare the
developed structures of asymmetric LEDs that include
a type II n–n heterojunction with a symmetric LED
structure that does not include a type II heterojunction.

3. LIGHT-EMITTING DIODES BASED 
ON A SYMMETRIC 

AlGaAsSb/GaInAsSb/AlGaAsSb STRUCTURE 
AND DESIGNED FOR THE WAVELENGTHS 

OF 1.94, 2.2, AND 2.35 µm

Popov et al. [15] carried out a comparative study of
the design of two types of LEDs based on symmetric
and asymmetric heterostructures. The LEDs emitted at
the wavelength λmax = 2.2 µm. The measurements were
carried out in the continuous-wave (CW) mode at room
temperature. The aim of the study was to fabricate high-
power LEDs for the above wavelength in order to mea-
sure the absorption spectra of nitrogen-containing mol-

p-AlGaAsSb 2.5 µmp-AlGaAsSb 2.5 µmp-AlGaAsSb 2.5 µm

n-AlGaAsSb 2.5 µmn-AlGaAsSb 2.5 µmn-AlGaAsSb 2.5 µm

p-AlGaAsSb 2.5 µmp-AlGaAsSb 2.5 µmp-AlGaAsSb 2.5 µm
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p-GaSb 1 µm

active area n-GaInAsSb 1 µm

n-GaSb 200 µm
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Eg

1 µmp-GaSb

1 µmactive area n-GaInAsSb

n-GaSb 200 µm

Fig. 13. Schematic representation of light-emitting double
heterostructures: symmetric (S) and nonsymmetrical (NS).
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ecules (N2O, NO2, and NH3). The structures of these
LEDs are shown in Fig. 13.

The LEDs were grown by LPE on an n-GaSb (100)
substrate. The heterostructure of the first type (symmet-
ric (S)) consisted of four epitaxial layers. The active
n-GaInAsSb layer was confined by two wide-gap
n- and p-AlGaAsSb emitters with a thickness of
2.5 µm. A heavily doped 0.5-µm-thick p-GaSb layer
was grown on top in order to provide a low-resistance
contact. The active GaInAsSb layer had a high indium
content (x = 16%, Eg = 0.57 eV) and was doped with Te
to a concentration as high as (1–2) × 1017 cm–3. The
wide-gap confining AlGaAsSb layers with an Al con-
tent of 50% (Eg = 1.11 eV) were doped with Te and Ge
to the concentrations of (2–4) × 1018 and (6–8) ×
1018 cm–3 for the n- and p-type layers, respectively. The
lattice constants of all the layers were matched to that
of the GaSb substrate. The structure of the second type
(nonsymmetrical (NS)) was different in that there was
no n-AlGaAsSb layer.

We studied circular mesa diodes obtained using
photolithography and deep etching of the substrate. The
mesa diameter (300 µm) defined the area of the emit-
ting surface (7 × 10–4 cm2). The chip of an individual
LED was square-shaped and had an area of 500–
500 µm2. The semiconductor chip was mounted within
a standard TO-18 transistor case. The TO-18 case also
included a parabolic reflector that made it possible to
collimate the LED emission within an angle of
10°−12°. The total LED size was 9 mm in diameter and
5.5 mm in length.

The I–V characteristics of the two types of structures
differed from each other in relation to the cutoff volt-
age, which was equal to 0.27 V for structure S and
0.23 V for structure NS. The series resistances at a for-
ward bias were in the range 1.3–1.4 Ω for both structures.

For both the S and NS structures, the spontaneous-
emission spectrum had a shape typical of infrared
diodes, exhibiting a characteristic thermal broadening.

Emission was observed under a forward bias when
the current was no higher than 5 mA. A steep rise in the
power was observed for injection currents in excess of
10 mA.

The emission spectrum of a symmetric structure S at
room temperature consisted of a single band that had a
peak at the wavelength λmax = 2.173 µm (0.571 eV) at a
current of 120 mA and the full width at half-maximum
of 0.23 µm (0.060 eV). The emission spectrum of a
nonsymmetrical (NS) structure at room temperature
and the same current of 120 mA had a peak shifted by
0.02 µm to longer wavelengths (compared to the emis-
sion peak for an S structure) and a spectrum width of
0.28 µm (0.074 eV). If the LEDs were cooled to 77 K,
the peak of the emission spectrum of structure S shifted
to shorter wavelengths, to λmax = 1.989 µm (0.623 eV),
with the average rate of 0.82 nm/K and the emission-
spectrum width decreased to 0.07 µm (0.022 eV). The
peak in the spectrum of an NS structure shifted to
shorter wavelengths, to 1.997 µm (0.621 eV), as a result
of cooling to 77 K. This spectrum had a larger width
(0.105 µm, i.e., 0.033 eV), even at liquid-nitrogen tem-
perature. It is worth noting that the total temperature-
related shift of the emission-spectrum peak for both
LED types was found to be smaller than the calculated
thermal-induced variation in the band gap. A weaken-
ing of the temperature dependence of the energy corre-
sponding to the emission-spectrum peak is characteris-
tic of band-to-band radiative recombination, in which
case the energy of the peak exceeds the band gap Eg
by ~kT. The excess of the emission-spectrum over the
value of 1.5kT, which corresponds to the Boltzmann
distribution of the charge carriers, is attributed to the
heavy doping of the active region with donors. For both
structures, the position of the emission peak depends
only slightly on the value of the injection current. The
shift to longer wavelengths was observed with an aver-
age rate of 0.05 nm/mA.

The current dependence of the output optical power
is shown in Fig. 14. The optical power P increased for
both types of structures in the entire range of currents and
can be described by the power-law dependence P ∝  Im.
For a symmetric structure, the current dependence fol-
lows the law P ∝  I in the initial region of currents up to
90 mA and transforms into the dependence P ∝  I 0.87 at
higher pump currents. For a nonsymmetrical NS struc-
ture, the corresponding values of m were equal to ~0.93
and ~0.76 for low and high currents, respectively. For
the LEDs of type S, the current dependence exhibited a
higher output power in the entire current range. The
highest optical power of 1.7 mW in the quasi-CW mode
was attained at an injection current of 120 mA (we refer
to the pulsed values of the emission power and current).
At higher currents, the emission–current characteristic
leveled off owing to heating of the LED. The symmetric
(S) LEDs exhibited a higher output power in compari-
son with the nonsymmetrical NS LEDs in the entire
range of currents under consideration. The symmetric
LED heterostructures of type S were studied in more
detail. In particular, we studied the output-power
dependence on current at various values of active-
region thickness d (Fig. 14b). The maximum value of
the optical power was attained at the active-region
thickness of 0.7 µm; an increase or a decrease in the
layer thickness led to a decrease in the output power.
The optimal thickness of the active-region layer was
found to be much smaller than the diffusion length for
nonequilibrium charge carriers (~2 µm) in the GaIn-
AsSb alloys. This result means that the carrier distribu-
tion within the active region is independent of the coor-
dinate perpendicular to the plane of the p–n junction.

Thus, from the standpoint of spectral and power char-
acteristics, a symmetric GaAlAsSb/GaInAsSb/GaAlAsSb
semiconductor structure with a conduction-band offset
that is comparable to the active-region band gap is
found to be the most attractive for attaining the highest
SEMICONDUCTORS      Vol. 39      No. 11      2005
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emission spectral density. This parameter was found to
be most important for practical implementation of this
class of infrared LEDs in spectroscopy.

Symmetric heterostructures were used to fabricate
LEDs for measuring humidity (at a wavelength of
1.94 µm) [16] and methane content (at a wavelength of
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Fig. 14. The current dependences of the optical output
power for light-emitting diodes based on double hetero-
structures fed by meander current pulses with a frequency
of 512 Hz. (a) Light-emitting diodes based on symmetric (S)
and nonsymmetrical (NS) double heterostructures with an
active-region thickness of 0.8 µm. (b) Light-emitting diodes
based on a symmetric (S) heterostructure with the active-
region thickness d = (1) 0.5, (2) 0.7, (3) 1.2, and (4) 16 µm.
T = 300 K and λmax = 2.18 µm.
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2.35 µm) [17]. The external quantum yield of these
devices is higher than that of nonsymmetrical LEDs [6]
for the above wavelengths by a factor of 1.8 (1.94 µm)
and 1.4 (2.35 µm), respectively.

LEDs emitting at a wavelength of 1.94 µm [16],
similarly to those designed for a wavelength of 2.2 µm
[15], were formed by LPE on an n-GaSb (100) sub-
strate. GaSb (100) substrates with n- and p-type con-
ductivity were used for LEDs designed for a wave-
length of 1.35 µm [17]. Three variants of heterostruc-
ture (a, b, and c) were used; the corresponding energy-
band diagrams are shown in Fig. 15. As can be seen,
these structures do not include a GaSb/GaInAsSb type
II heterojunction and differ with regard to the character-
istics of the emitter layers. The active region in all the
symmetric structures under consideration with an In
content of 8 and 21% had n-type conductivity as a result
of doping with Te (the electron concentration was
(1−2) × 1017 cm–3). The optimal thickness of the active
region (~0.6 µm) was used [15]. The wide-gap confin-
ing layers grown on n- and p-GaSb substrates in struc-
tures a and b (see Fig. 15) contained 50% of Al (Eg =
1.11 eV) and were doped with Te and Ge so that the
charge-carrier concentration was (2–4) × 1018 and
(6−8) × 1018 cm–3 in the n- and p-type layers, respec-
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Fig. 15. The energy-band diagrams of LED heterostructures
of three types designed for operation at the wavelength λmax =
2.35 µm. Structures a and b contain 50% of Al in the emitter
layers and structure c contains 34% of Al in this layer. The
coordinate in the direction of the layer growth is denoted by z.
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tively. The Al content was lowered to 34% (Eg = 1.0 eV)
in the emitter regions of structure c.

Semiconductor chips were installed into corre-
sponding LED cases in the same way as in [15].

The I–V characteristics of the LEDs were of a diode
type, with the cutoff voltage of 0.50 V at room temper-
ature and 0.75 V at liquid-nitrogen temperature. The
reverse leakage current was equal to 0.8 mA at a volt-
age of 1 V. The series resistance under forward bias was
no higher than 2.4 Ω.

In Fig. 16, we show the emission spectrum of a LED
in the quasi-continuous mode at room temperature; the
LED was designed to operate at a wavelength of
1.94 µm. The spectrum of this emission after transmis-
sion through a 5-µm water layer is also shown in
Fig. 16. The width of the emission spectrum is 0.12 µm
and that of the water-absorption spectrum is 0.03 µm.
The injection current was 50 mA. In Fig. 17 (curve 1),
we show the emission spectrum of a LED that was
designed for a wavelength of 2.35 µm and operated
under the continuous supply mode, injection current of
50 mA, and at room temperature. The emission-spec-
trum width is 0.22 µm. The spectrum of absorption of
the LED emission by methane at atmospheric pressure
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Fig. 16. The emission spectrum of a LED designed for oper-
ation at a wavelength of 1.94 µm in the quasi-continuous
power-supply mode at a current with the amplitude of
50 mA at room temperature (dashed line) and the spectrum
of the same emission after transmission through a water
layer with a thickness of 5 µm (solid line). The repetition
frequency for the current pulses was 512 Hz and the off-
duty factor was equal to 2.
was measured under the same conditions and is also
shown in Fig. 17 (curve 2).

As a result of using the optimal values of charge-car-
rier concentration and active-region thickness (see [6])
and, also, other means for structure optimization for
practical implementation, we attained larger values of
the external quantum yield for the LEDs designed for
the wavelengths of 1.94 and 2.35 µm. A continuous
optical power of 3.7 mW and peak power of 90 mW
were obtained at room temperature.

Studies of the three types of LEDs designed for
emission in the region of 2.35 µm (Fig. 15) made it pos-
sible to reveal the dependence of the optical-power
characteristics on the parameters of the emitter layers
(Fig. 18). Incorporation of an additional wide-gap
AlGaAsSb emitter on both sides of the active region
(a symmetric structure) brought about an increase in
the external quantum yield from 1.25% (for a nonsym-
metric structure with a type II heteroboundary [6]) to
1.75% (Fig. 15, structure c) [17]. A further increase in
the height of the heterobarriers (Fig. 15, structures a, b)
made it possible to increase the efficiency of radiative
recombination to 2–2.5%. The structures grown on an
n-type substrate (Fig. 15, structure b) were found to be
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Fig. 17. (1) The emission spectrum of a LED designed for
operation at a wavelength of 2.35 µm and fed by a current
with an amplitude of 50 mA under the quasi-continuous
mode of power supply at room temperature and (2) the spec-
trum of the same emission passed through a 2.5-cm-long
cell with methane at atmospheric pressure. The position and
intensity of the methane absorption lines are indicated in the
upper part of the figure. The repetition frequency of the
pulses was 512 Hz and the off-duty factor was equal to 2.
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more efficient than those grown on a p-type substrate
(Fig. 15, structure a). Curve 1 in Fig. 18 corresponds to
structure b (Fig. 15). However, for all the structures
considered in [17], the transition from a superlinear
current dependence of the optical power (m > 1) to a
sublinear dependence (m < 1) indicates that nonradia-
tive losses are enhanced significantly as the injection
current increases. A decrease in the efficiency of radia-
tive recombination should be related primarily to over-
heating of the active region due to both an increased
thermal resistance for the heat transfer to the substrate
through the quaternary solid solution and an increase in
the injection of hot charge carriers. In addition, heavy
doping of emitters is conducive to an increase in the
tunneling leakage currents and reduces the density of
the forward injection current into the active region. The
symmetric AlGaAsSb/GaInAsSb/AlGaAsSb semicon-
ductor structure of type b (Fig. 15) is found to be most
attractive from the standpoint of attaining the maxi-
mum spectral density of the emission power. It is the
presence of large conduction-band offsets that exceed
the active-region band gap that is found to be the most
important feature for the development of infrared
LEDs. In the wavelength region of 2.3 µm, an ampli-
tude optical power of 1.2 mW was attained in the con-
tinuous-wave (CW) mode at room temperature; it was
shown that it is promising to use LEDs for detection of
hydrocarbon molecules using absorption spectroscopy.
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Fig. 18. Dependences of the pulsed optical power on the
amplitude of current at T = 300 K. Curves (1–3) correspond
to samples a, b, and c in Fig. 15. The repetition frequency of
the pulses was 500 Hz, and the off-duty factor was equal to 2.
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4. HIGH-POWER LIGHT-EMITTING DIODES 
OPERATING IN THE WAVELENGTH REGION 

OF 1.9–2.1 µm

Further refinement of the LEDs based on GaIn-
AsSb/AlGaAsSb heterostructures and emitting in the
wavelength region 1.9–2.1 µm was related to an
increase in their optical power as a result of a more effi-
cient heat removal and a decrease in the contact resis-
tance, which made it possible to increase the external
quantum yield and widen the current range in which the
emission intensity is proportional to the current [18].
The structure of such a LED corresponds to the well-
known flip-chip technology and is shown schematically
in Fig. 19. First, photolithography combined with deep
etching (into the substrate) is used to form circular
mesa diodes on the grown epitaxial structures. Contacts
are deposited onto the diode structure in such a way that
the n- and p-type contacts are on the same surface.
A view of the LED from the side of the contact pads is
shown in Fig. 19b. A silicon wafer with a high thermal
conductivity was used for electrical connection of the
contacts. The contact layers were first deposited photo-
lithographically onto this wafer and were then aligned
and, finally, soldered to the LED contact layers by heat-
ing. Light emitted from the active region leaves the
structure through the substrate (as indicated by the
arrows in Fig. 19a), which is completely unobscured by
the contact pads.

p-GaSb
p-AlGaAsSb
n-GaInAsSb
n-AlGaAsSb
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Fig. 19. Optimized structure of a light-emitting diode for
obtaining the maximum optical power: (a) the arrangement
of layers in the structure and (b) the view from the side of
the contact pads. The arrows indicate the direction of exit of
radiation from the structure.
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An epoxy compound in the shape of a lens with a
height of 2–4 mm was deposited on the exterior surface
of the LED; this lens ensured that the divergence of the
luminous flux at half of the maximum intensity
amounted to 16°–20°.

The LED structures under study were fabricated by
LPE and consisted of GaInAsSb/AlGaAsSb hetero-
structures grown on an n-GaSb (100) substrate doped
with Te to attain a free-electron concentration of
(8−9)  × 1017 cm–3. The LEDs’ structure (Fig. 19a)
included a narrow-gap active layer surrounded by wide-
gap emitters. The advantage of a LED structure with
two wide-gap emitters was expounded by Popov et al.
[15]. All the grown layers were lattice-matched to the
substrate. The mismatch between the lattice parameters
of the substrate and the narrow-gap layer ∆a/a =
(8−9) × 10–4 and that of the substrate and the wide-
gap layer ∆a/a = 1.3 × 10–3. The narrow-gap
Ga1 − xInxAsySb1 – y layer with x ≈ 0.1 and y ≈ 0.08 was
doped with Te to obtain a free-electron concentration of
(7–8) × 1016 cm–3. The thickness of the narrow-gap
layer was 2 µm. The wide-gap layers were grown with
a higher Al content than this in the corresponding layers
previously studied [6, 8, 15, 16] and had the
Al0.64Ga0.36As0.44Sb0.56 composition. The n-type wide-
gap layer was doped with Te; as a result, the free-elec-
tron concentration in the layer was 6 × 1017 cm–3. The
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Fig. 20. The emission spectrum of LED E-21 No. 21 fed
with a pulsed current with an amplitude of 100 mA, an off-
duty factor equal to 2, and a repetition frequency of 400 Hz
at room temperature.
p-type wide-gap layer was doped with Ge to obtain a
free-hole concentration of ~1018 cm–3. The thickness of
the n-type layer was 1.5 µm and that of the p-type layer
was 1.7 µm. In order to form a low-resistance contact,
we coated the wide-gap p-type layer with a p+-GaSb
layer possessing a high concentration of free holes
(~1019 cm–3); the thickness of this coating layer was ~3 µm.

The calculated value of the band gap at room tem-
perature is Eg ≈ 0.64 eV in the narrow-gap region and
Eg = 1.23 eV in the wide-gap region.

The emission spectra of the LEDs with the above
parameters consisted of a single band at room tempera-
ture (Fig. 20). The emission wavelength at the band
peak depended almost linearly on the solid-solution
composition in the active region and varied from 1.9 to
2.1 µm. The width of the emission band was 0.17 µm at
a current of 50 mA and 0.18 µm at a current of 200 mA.
As the current was increased from 50 to 200 mA, the
peak of the emission band shifted to longer wave-
lengths by 0.015–0.017 µm.

The current dependence of the pulsed optical-emis-
sion power for a duty factor of 0.5 for the pulse train
and repetition frequency of 400 Hz for the LEDs stud-
ied is shown in Fig. 21. The maximum value of optical
power P (4.6 mW) was obtained at the current I =
200 mA. In the current range 50–200 mA, the depen-
dence P(I) is nearly linear. At higher currents, the mea-
surements were carried out using a pulsed power sup-
ply (Fig. 22); the pulse width was no larger than several
microseconds. In this case (see Fig. 22), the depen-
dence P(I) was almost linear at currents up to ~520 mA.
At higher currents, the dependence becomes sublinear
for all three pulse widths τp represented in Fig. 22 (τp =
5, 10, and 20 µs). The maximum attained peak power of
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Fig. 21. Dependence of the pulsed emission power on cur-
rent for LED E-41 No. 21 at room temperature (the off-duty
factor was 2 and the repetition frequency equaled 400 Hz).
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emission was 190 mW at a current of 1.4 A, pulse width
of 5 µs, and repetition frequency of 1 kHz. The external
quantum yield for the LEDs studied was equal to ~4%
at room temperature.

Measurements of the I–V characteristics showed
that the LEDs had a cutoff voltage of 0.5 V and series
resistance of 2.2–2.8 Ω at room temperature.

Thus, we managed to obtain a high optical power for
LEDs designed for the wavelength range 1.8–2.2 µm.
Compared to the LEDs that we previously fabricated,
these LEDs have two refinements. First, they incorpo-
rate emitters with a wider band gap and Al content of
~64%, which is unprecedentedly high for AlGaAsSb
layers grown by LPE. Second, the design of these LEDs
makes it possible to position the active region closer to
the device case, which acts as a heat sink, and let out the
emission that is not screened by the contact through the
substrate. The values of the series resistance in the
LEDs indicate that, despite an increase in the band gap
of the emitter layers, the use of a heavily doped p+-type
layer in the near-contact region was found to be suffi-
cient for preventing the series resistance from increas-
ing with respect to its value in the LEDs fabricated in
[16]. Nevertheless, heating of the active region in the
LEDs studied is noticeable, since the spectral band
shifts by 10% of its width to longer wavelengths as the
current increases from 50 to 200 mA in the quasi-con-
tinuous mode with a duty factor of 0.5 for the pulse
train. However, this heating is not intense because the
current dependence of the power remains virtually lin-
ear (Fig. 21). This linearity is retained even if the cur-
rent is increased to ~520 mA in the pulsed mode when
microsecond pulses are used at a period-to-pulse dura-
tion ratio ≥50 (Fig. 22). The appearance of a sublinear
dependence P(I) as the current is increased further
could be caused by two factors: either by heating of the
active region or by an increase in the current losses as a
result of Auger recombination. If we represent the
dependence P(I) in the form of P ∝  Im, m should be
equal to 2/3 in the case where the sublinear behavior is
governed by Auger recombination. An analysis showed
that, in the pulsed mode at I > 520 mA, m = 2/3 at τp =
5 µs, m = 11/21 at τp = 10 µs, and m = 2/7 at τp = 20 µs.
This means that the sublinear character of the depen-
dence P(I) is governed by Auger recombination if the
pulse duration is 5 µs. A decrease in the pulse duration
does not result in extension of the linear portion of the
dependence P(I) to the current region I > 520 mA. If the
pulse widths are τp = 10 and 20 µs, the sublinear char-
acter of the dependence P(I) is caused not only by
Auger recombination but also by heating.

5. HIGH-EFFICIENCY LIGHT-EMITTING DIODES 
OPERATING IN THE WAVELENGTH RANGE 

3.4–4.4 µm AT ROOM TEMPERATURE

The above-considered advantages of heterostruc-
tures based on GaInAsSb/AlGaAsSb and designed for
the wavelength range 1.7–2.5 µm allowed us to turn our
SEMICONDUCTORS      Vol. 39      No. 11      2005
attention to the development of spontaneous-emission
sources formed on GaSb substrates and designed for
operation at longer wavelengths (3–5 µm) [19]. LEDs
based on InAsSb/InAsSbP heterostructures grown on
an InAs substrate have typically been fabricated for this
spectral region. A common disadvantage of structures
with a ternary solid solution consists in the fact that the
epitaxial layers and the substrate, made of a III–V com-
pound, are lattice-mismatched. In addition, the small
difference between the band gaps of InAs and InAsSb
brings about a small barrier height, which, however, is
large enough for efficient confinement of nonequilib-
rium charge carriers in the active region. Other conse-
quences of the above small difference are intense absorp-
tion and an appreciable impact ionization due to the
effect of the energy band split-off as a result of spin–orbit
interaction. Considering the three above characteristics,
AlGaAsSb/GaInAsSb/AlGaAsSb heterostructures offer
some advantages over InAsSb/InAsSbP heterostruc-
tures. Fabricated AlGaAsSb/GaInAsSb/AlGaAsSb
structures emitting in the wavelength range 3–5 µm [19]
exhibited a room-temperature optical-emission power
and external quantum yield (~1%) that exceeded the
corresponding characteristics of the well-known
InAsSb/InAsSbP heterostructure grown on an InAs
substrate by a factor of 3 [20]. Structures based on
AlGaAsSb/GaInAsSb were formed by LPE on a
p-GaSb (100) substrate and incorporated four epitaxial
layers: p-AlGaAsSb/n-GaInAsSb/n-AlGaAsSb/n-GaSb.
The composition of the narrow-gap GaInAsSb layer
corresponded to the middle of the spectral range under
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Fig. 22. Dependence of the pulsed emission power on cur-
rent for LED E-41 No. 21 at room temperature, the repeti-
tion frequency of the current pulses was 1 kHz, and the
duration of pulses τp = (1) 5, (2) 10, and (3) 20 µs.
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consideration. The p-GaSb substrate was nominally
undoped and had an equilibrium-hole concentration of
(1–2) × 1017 cm–3. The wide-gap n- and p-type layers
were grown with an Al content that was higher than the
Ga content; the p-type layer was nominally undoped,
while the n-type layer was doped with Te. The wide-
gap layers were 1.5-µm thick. The narrow-gap
Ga0.066In0.934As0.83Sb0.17 layer of the active region had a
thickness of 1.5 µm, was nominally undoped, and had
a free-electron concentration of 1018 cm–3. The n-GaSb
contact layer was heavily doped with Te. The specific
feature of the structure consisted in the fact that it was
basically lattice-matched to the GaSb substrate. The
measured value of relative mismatch of the lattice con-
stants ∆a/a was equal to 2 × 10–4 to within the experi-
mental accuracy.

The sample was installed into a LED case that
included a parabolic reflector. The LED had the shape
of a parallelepiped. The p–n junction was square-
shaped and had an area of 0.5 × 0.5 mm2. The parallel-
epiped height was 0.1 mm. The light was emitted in the
reflector direction and was transmitted mainly through
the side faces of the parallelepiped.

The spectral and emission–current characteristics of
the LEDs were measured at room temperature in the
pulsed mode. The emission spectra typically consisted
of a single band (Fig. 23). The wavelength correspond-
ing to the intensity maximum was equal to λmax = 3.7–
3.8 µm. The absorption line of CO2 gas (λ = 4.27 µm),
contained in air, is perceptible in the long-wavelength
wing of the band. The energy corresponding to the peak
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Fig. 23. The emission spectra of LED 9602 at room temper-
ature in the pulsed mode with a pulse duration of 20 µs and
an off-duty factor of 49 at the current amplitudes I = (1) 200,
(2) 300, (3) 500, (4) 700, and (5) 1000 mA.
in the emission spectrum was found to be larger (by 20–
30 meV) than the band gap of the narrow-gap material
at room temperature, which may indicate that band-to-
band recombination of nonequilibrium charge carriers
dominates over impurity-related and interfacial recom-
bination in the structures studied. The large difference
between the energy corresponding to the emission-
band peak and the band gap can be attributed to a high
concentration of nonequilibrium electrons in the active
region. The short-wavelength wing of the emission
band was steeper than the long-wavelength wing. The
band shape was nearly independent of the current. The
gentle long-wavelength slope of the band indicates that
there are tails of the density of states in the band gap;
however, these tails do not affect the spectral position
of the band peak. It is worth noting that the band width
at the half-maximum is equal to 30–35 meV, which is a
factor of 1.5–2 smaller than the band width typical of
LEDs at room temperature. This narrowing of the band
may be caused by absorption of short-wavelength radi-
ation in the active region itself, since the emission
towards the parabolic reflector traverses a distance of
several tens of micrometers in the active region. In this
situation, the short-wavelength radiation is absorbed
owing to band-to-band transitions with subsequent par-
tial reradiation. The latter effect is conducive to super-
linear increase in the emission intensity with current
(Fig. 24). Apparently, the main cause of the superlinear
increase in the emission intensity at low currents
(<0.5 A) is occupation of deep levels. At currents I >
0.5 A (>200 A/cm2), the deep levels become almost
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Fig. 24. Dependence of the emission intensity of LED 9602
on current with a pulse duration of 20 µs and off-duty factor
of 49 at room temperature.
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completely occupied. The current range from 0.5 to
2.5 A corresponds to a high external quantum yield of
emission. The pulsed emission power P is governed by
the main band and increases superlinearly as the current I
increases (Fig. 24). In the current dependence of the
power P ∝  Im, the exponent m decreases from m = 3 at
a current of 150 mA to m = 1.2 at a current of 2500 mA.
The pulsed emission power (the average power mea-
sured using a Nova instrument and multiplied by the
off-duty factor) is equal to 3.2 mW at a pulsed current
of 1 A with a pulse duration of 20 µs and duty factor
of 1/49. In this situation, the external quantum yield of
emission is equal to 1%, which exceeds, at least three-
fold, the corresponding yield for a conventional
InAsSb/InAsSbP heterostructure grown on an InAs
substrate.

6. HIGH-EFFICIENCY LIGHT-EMITTING DIODES 
OPERATING IN THE WAVELENGTH RANGE 

1.6–2.4 µm AT ROOM TEMPERATURE

In order to solve the problem of developing high-
quality LEDs, we continued our efforts concerning the
refinement of LEDs based on GaInAsSb/AlGaAsSb
heterostructures that are grown on a GaSb substrate and
emit in the wavelength range 1.6–2.4 µm. As a result,
we fabricated LEDs that completely span the above
range with a spectral step of 0.1 µm [21]. In the LED
structures designed for the emission wavelengths 2.05,
2.15, 2.25, and 2.35 µm, the emission was extracted
through the substrate, since the GaSb absorption edge
is located at λ = 1.72 µm. Absorption in the substrate at
the wavelengths of 2–2.35 µm is caused only by free
charge carriers. In LEDs operating at shorter wave-
lengths (1.65–1.75 µm), the radiation is almost com-
pletely absorbed in the GaSb substrate. Therefore, in
these LEDs, we used heterostructures with two-sided
wide-gap confinement and extracted the emission
through the confining p-type layer rather than through
the substrate. In order to increase the quantum yield of
emission, we had to reduce the deleterious effect of
deep levels of a doubly charged structural defect in the
crystal lattice. Previous studies of GaAs and quaternary
GaInAsSb alloys have shown [22] that both a nomi-
nally undoped GaSb epitaxial layer grown by LPE and
bulk GaSb grown by the Czochralski and Bridgman–
Stockbarger methods invariably exhibit p-type conduc-
tivity. The hole concentration in the layer equals p =
(1−2) × 1017 cm–3 at T = 300 K. It was also established
that there existed three acceptor levels: a shallow level
with the activation energy E1 = 11–17 meV and two
deep levels with the energies E2 = 30–35 meV and E3 =
70–90 meV; these deep levels are assigned to a struc-
tural crystal-lattice defect that consists of a gallium
vacancy and a gallium atom at an antimony site
(VGaGaSb). The concentration of these structural defects
governs the concentration of holes and their mobility in
GaSb. As gallium atoms are replaced by indium atoms
in the lattice of quaternary alloys, the probability of for-
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mation of structural defects decreases and the concen-
tration of deep acceptor levels is lowered. In all the
cases of growing LED structures, we used n-GaSb sub-
strates with a (100) orientation and an electron concen-
tration of 2 × 1017 cm–3. The concentration of intrinsic
structural defects related to the stoichiometry depends
on the ratio between the content of Sb and Ga atoms in
the solution–melt. Voronina et al. [22] suggested a
method for changing this ratio by introducing a certain
amount of Pb into the melt as a neutral solvent. First,
using Pb as a neutral solvent, we grew a buffer n-GaSb
layer on an n-GaSb substrate; this layer was (6–10) µm
thick and had its concentration of intrinsic defects
reduced by an order of magnitude. An active
Ga0.95In0.05AsSb layer was then grown over the buffer
layer; the active layer had the thickness of 1.5 µm and
was doped with Te to obtain the electron concentration
n ~ 1017 cm–3. The LED structure also included a
p-Al0.34Ga0.66AsSb layer (3 µm) as a wide-gap barrier for
electrons and a contact GaSb layer (0.5 µm) doped with
acceptors to obtain the hole concentration p ~ 1019 cm–3.

The LED structure with a thick buffer layer had a
better internal quantum yield and integrated output
optical power than the structure without a buffer layer
corresponding to 13% and a factor of 2, respectively.
The spectrum width was 0.18 µm for a structure with-
out a buffer layer and 0.13 µm for a structure with a
thick buffer layer. This observation indicates that we
managed not only to decrease the concentrations of
deep and shallow acceptors in the active region but also
to reduce the tails of the density of states responsible
for the spectrum broadening. The increase in the spec-
trum width as the current increases in excess of 3 A in
the pulsed mode is most likely caused by the fact that
the process of radiative recombination involves charge
carriers not only near the conduction-band bottom and
the valence-band top but also carriers with higher ener-
gies since, the current density is as high as 111 A/cm2

at I = 10 A. The maximum internal quantum yield was
as high as 82% at a current of 2 A (with the off-duty fac-
tor Q = 1000).

In the actual structures, the ability of LEDs to oper-
ate at high currents is limited not only by an increase in
the role of Auger recombination but also by the proba-
bility of a pinch breakdown or overheating as a result of
local inhomogeneities in the crystal or the chip surface.
The high quality of the structures made it possible to
appreciably increase the operating power of the LEDs
by increasing the currents at which they operate stably.
For example, we obtained the optical power P = 1.66 mW
in the quasi-steady mode (Q = 2) at a current of 400 mA
and P = 60 mW in the pulsed mode (Q = 100, τp =
200 ns) at a current of 10 A.

In order to attain a higher emission power, we
accomplished yet another modification of the LED
structure optimized for the water-absorption line at
1.95 µm. We first used the same technology to grow a
buffer layer with a thickness of 10 µm. A 0.5-µm-thick
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p-GaSb layer was then incorporated between the buffer
and active layers (Fig. 25). As a result, we obtained an
n–p–n–p structure with an I–V characteristic that had a
shape typical of thyristor structures (Fig. 26). The volt-
age for switching on the structure was equal to 1.9 V. In
the ON state, the voltage decreased abruptly to 0.45 V.
As is well known from the theory of thyristor struc-
tures, the height of a reverse-connected barrier
decreases drastically in the course of switching as a
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Fig. 25. The energy diagram of thyristor-type LED structure
E-816, designed for operation at a wavelength of 1.95 µm.
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Fig. 26. The current–voltage characteristic of thyristor-type
LED structure E-816 at room temperature.
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Fig. 27. Energy diagram of LED structures E-832 and
E-833, emitting at wavelengths of 1.75 and 1.6 µm, respec-
tively. The structures include a thick wide-gap buffer layer
with gradient of composition.
result of the charge of holes and electrons (positive
charge in the p-type material and negative charge in the
n-type material) accumulated on both sides of the
boundary (in this case, a type II heteroboundary
between p-GaSb and n-GaInAsSb).

In the LEDs with a thyristor structure, we obtained
a maximum internal quantum yield of 52% in the quasi-
steady mode at a current of 250 mA and the corre-
sponding yield of 77% at a current of 3 A in the pulsed
mode (Q = 1000). The maximum pulsed optical power
was 2.5 mW at the off-duty factor Q = 2 and 71 mW at
Q = 1000.

We used yet another method for fabricating high-
efficiency structures that emit at wavelengths of 1.65
and 1.75 µm [21]. Since (as was mentioned above) the
emission of these LEDs is almost completely absorbed
in the GaSb substrate, the GaSb substrate was removed
after the epitaxial layers of the LED heterostructure had
been grown (Fig. 27). This method has previously been
used [23–27] in fabrication of LEDs based on binary
heterostructures in an AlAs–GaAs system. For the sub-
strate to be removed, the structure should have a fairly
large thickness (50–100 µm). In the case under consid-
eration, GaSb was first overgrown with a thick
(150 µm) n-AlGaAsSb layer with a wider band gap and
an Al content that decreased gradually from 10% at the
boundary with the GaSb substrate to 5% at the bound-
ary with the wide-gap n-AlGaAsSb emitter layer. This
thick layer had a much higher structural quality than the
GaSb substrate. Correspondingly, the active region was
free of deep acceptor levels related to defects in the
crystal structure.

The emission spectra of the LEDs fabricated by the
above-described method consisted of a single band at
all the currents under consideration. The width of the
emission band was 0.13–0.14 eV in the quasi-steady
mode. The internal quantum yield was as high as 60%.
A broadening of the spectrum was observed at currents
higher than 4 A in the mode of short pulses. It was
assumed that the increase in the spectrum width is
related to the involvement of charge carriers with a rel-
atively high energy in the process of radiative recombi-
nation. The integrated optical power in the mode of
short pulses (an off-duty factor equal to 1000) was
equal to 140–170 mW. Under these conditions, the
internal quantum yield of emission was as high as
100%. In the current range of 1–5 A, the radiative-
recombination rate was much higher than the rate of
nonradiative processes according to the Shockley–
Read–Hall model and the rate of Auger recombination.

7. AN INCREASE IN THE EXTERNAL QUANTUM 
YIELD OF EMISSION FROM LIGHT-EMITTING 

DIODES BY CHEMICAL FACETING 
OF THEIR SUBSTRATE PART

Our further efforts concerning the fabrication of
LEDs grown on a GaSb substrate and emitting in the
SEMICONDUCTORS      Vol. 39      No. 11      2005
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mid-infrared region of the spectrum (1.6–2.4 µm) were
directed at an increase in the emittance of a LED chip
by shaping it so that extraction of radiation became
more efficient.

A large refractive index of electroluminescent semi-
conductors (n ≈ 4) makes the exit of emission from the
LED crystal bulk difficult because the angle of internal
total reflection with respect to the normal to the surface
is equal to n–1 (in radians). In a crystal with the shape of
a parallelepiped, only 8% of the radiation can cross six
facets at the first incidence on these facets.

Various methods for texturing a semiconductor sur-
face (forming a system of depressions) in order to
change the angle of reflection back into the crystal bulk
have previously been discussed [27–29]. Using these
methods, after several passages within the semiconduc-
tor, radiation can be incident on the surface at an angle
that is smaller than the angle of the total internal reflec-
tion and, thus, can partially exit from the sample. Using
these methods, one can increase the fraction of outgo-
ing radiation in the visible and near-infrared spectral
regions to ~30% [28, 29]. In the mid-infrared region of
the spectrum, the multipass approach does not yield
good results, since the radiation absorption by free
charge carriers is proportional to  ∝λ 2. A decrease in the
crystal size in order to reduce the propagation distance
of radiation in the crystal leads to degradation of the
heat removal and to a decrease in the LED power. How-
ever, for the LEDs corresponding to the mid-infrared
region, one can expect an increase in the yield of emis-
sion from the crystal by making the shape of this crystal
close to spherical, which ensures the exit of radiation
after its first incidence on the exterior surface [30].
To this end, chemical faceting was used to shape the
near-substrate part of the LED structure into a truncated
cone–pyramid figure positioned on a pedestal that con-
tained the epitaxial part. Installation of such a crystal on
the crystal holder with the epitaxial part facing down-
wards ensures higher operating currents.

The LED structures under study were formed by
LPE on 400-µm-thick n-GaSb substrates oriented in the
(100) crystallographic plane. The substrates were
doped with Te in order to obain an electron concentra-
tion of 8 × 1017 cm–3. First, an active undoped GaSb
layer, with the addition of the rare-earth element gado-
linium in order to improve to crystalline quality of the
layer, was grown. The grown layer was 1.5 µm thick
and had the p-type conductivity that is inherent to
undoped GaSb layers. The active region was the same
in all the structures. We then grew a confining
p-Ga0.66Al0.34SbAs layer that had a wider band gap, was
doped with Ge to generate a hole concentration of 1 ×
1018 cm–3, and had a thickness of 3.5 µm. A contact
p-GaSb layer with a hole concentration of 8 × 1018 cm–3

was grown over the confining layer. Finally, the wafer
thickness was reduced to 220 µm by lapping and pol-
ishing.
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Chemical faceting was carried out using contact
photolithography in three stages. In the first stage of the
photolithography, we produced a pattern in the form of
squares with a side of 480 µm and a step of 500 µm on
the near-substrate side for subsequent separation of the
wafer into individual chips. The boundary channels
were etched off to a depth of 70 µm; the width of the
channels was 160 µm. In the second stage, a pattern in
the form of a circle with a diameter of 300 µm was
formed in the center of open squares. After etching
these circles in the same way as in the case of the
squares, we obtained a figure with a height of 140 µm
that was pyramid-shaped at its base and in the form of
a truncated cone at its apex, with the upper area having
a diameter of 200 µm (Fig. 28a). In the third stage, a
window for an ohmic contact with a diameter of
100 µm was formed photolithographically at the center
of the upper pad.

Contact layers were formed by using a VUP-4 sys-
tem for consecutive deposition of Cr, Au + Te alloy, and
Au on the n-type region and Cr, Au + Ge alloy, and Au
on the p-type region. The contact layers were then fused
to the material for 1 min at 250°C. The wafers were fur-
ther separated into individual chips by cleaving. Each
chip was mounted by its epitaxial-layer side in a TO-18
LED crystal holder with a flat table.

n-GaSb

n-GaSb

n-GaSb

p

p

p

(a)

(b)

(c)

Fig. 28. Three types of structures of LED crystals: structure (a),
with conical–pyramidal substrate part; structure (b), in the
shape of a parallelepiped with its epitaxial part soldered to
the crystal holder; and structure (c), shaped like a parallel-
epiped with the substrate part soldered to the crystal holder.
The dashed line indicates the p–n junction that represents
the boundary between the n-GaSb substrate and the epitax-
ial p-type part of the structures.
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In order to compare these LEDs with the LEDs pro-
duced by deep etching, we fabricated devices with stan-
dard geometric parameters (Figs. 28b, 28c). In this
case, the above-mentioned squares were formed and
channels were etched in the first stage to a depth of
15 µm (in order to obtain the separating grid) on the
n-type side of one wafer (Fig. 28b) and on the p-type
side of the other wafer (Fig. 28c). After a repeat photo-
lithography treatment, circular contacts with a diameter
of 100 µm were formed on this side. The ohmic contact
to the opposite side was formed over the entire area.
After dividing the wafer into separate chips, the latter
were installed with their continuous contact close to the
crystal holder.

First, we determined how the emission spectrum for
the deeply etched pyramidal crystals differs from that
for the parallelepiped-shaped crystals.

The spectra of the original recombination emission
are distorted to the least extent in the crystals mounted
with their substrate part on the crystal holder (i.e., with
the epitaxial emitting part facing outwards) (Fig. 28c).
Emission exits from these crystals mainly through the
wide-gap epitaxial layer. These crystals emit a spectral
doublet with peaks at the wavelengths of 1.76 µm
(0.705 eV) and 1.9 µm (0.65 eV) and band widths of
0.06 and 0.07 eV, respectively (Fig. 29, curve 1). The
differences between the band gaps and the peaks of the
short- and long-wavelength bands are equal to the ion-
ization energy of a single-charged acceptor (0.02 eV)
and (approximately) to its fourfold value, respectively.
This observation suggests that doubly charged accep-
tors are involved in the generation of radiation. As was
already mentioned, the doubly charged acceptors are
formed when Ga atoms occupy the Sb sites in the crys-
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Fig. 29. The emission spectra at a current of 150 mA for
LEDs of three configurations: (1) parallelepiped with the
substrate part soldered to the crystal holder (Fig. 28c);
(2) parallelepiped with the epitaxial part soldered to the
crystal holder (Fig. 28b); and (3) with a conical–pyramidal
deeply etched substrate part (Fig. 28a).
tal lattice. Such a process is characteristic of GaSb,
which is noted for its large deviation from stoichiome-
try. The presence of other acceptors was unlikely since
they were not introduced intentionally and the epitaxial
layer was purified using gadolinium.

A similar sample with its epitaxial layer soldered to
the crystal holder emits a single band (Fig. 29, curve 2)
with almost the same parameters as those of the long-
wavelength band of the doublet emitted by the crystal
whose substrate part was soldered to the crystal holder.
The peak of this band is located at a wavelength of
1.87 µm (0.66 eV); the width of the band is 0.06 eV.
The presence of virtually only a single long-wavelength
band in the emission spectrum in the case where the
epitaxial-layer side of the LED crystal is soldered to the
crystal holder indicates that the short-wavelength emis-
sion is absorbed strongly in the bulk of the GaSb sub-
strate. Evidently, this absorption is mainly caused by
quasi-interband transitions between the tails of allowed
energy bands; these tails are caused by randomly
located doubly charged acceptors. The absorption coef-
ficient for the long-wavelength emission band is much
smaller. Only the radiation generated near the side faces
of the crystal has a short optical path; however, the con-
tribution of this radiation is small.

The emission spectrum of the LEDs obtained by
chemical faceting of the substrate part features a single
broad band with a nearly flat top in the region of the
wavelength 1.83 µm (0.66 eV) and a width of 0.08 eV
(Fig. 29, curve 3) at a current of 150 mA. By represent-
ing this spectrum as a superposition of two bands, we
reveal a short-wavelength band that is found to be only
a factor of 2 less intense than the long-wavelength
band. This result indicates that deep etching shortens
the optical path of radiation.

The current dependence of the emission intensity
for a deeply etched pyramidal crystal (Fig. 30, curve 3)
is steeper (due to the shortened optical path) than that
for a LED shaped as a parallelepiped and also soldered
by its epitaxial-layer side to the crystal holder (Fig. 30,
curve 2). However, since the optical path for a deeply
etched pyramidal crystal is much larger than that for a
LED shaped as a parallelepiped and soldered by its sub-
strate to the crystal holder (Fig. 30, curve 1), the pyra-
midal LED ranks below the parallelepiped-shaped LED
at low currents (<200 mA). At currents of 200–250 mA
and higher, the emission intensity of the parallelepiped-
shaped LEDs whose substrate is soldered to the crystal
holder ceases to increase with current and their emis-
sion intensity becomes lower than that of the LEDs
with a deeply etched substrate part. The observed ten-
dencies can be explained in the following way. In the
LEDs with an emitting layer close to the exterior sur-
face at which the ohmic contact is located, an unwanted
phenomenon is observed; i.e., the emission is concen-
trated under the contact, which appreciably reduces the
differential efficiency as the current is increased and
increases the current density under the contact. As a result,
SEMICONDUCTORS      Vol. 39      No. 11      2005
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the superlinear portion of the emission–current character-
istic ceases to exist at low currents. The share of nonradi-
ative Auger recombination increases as well owing to an
increase in the concentration of nonequilibrium charge
carriers. The emission efficiency becomes lower.

The approximate formula that relates the recombi-
nation current Ic concentrated under the circular contact
with a much smaller area than the emitting-layer area to
the current Ib outside the contact is written as

(5)

where Iσ = σbβkT/e, σ is the average electrical conduc-
tivity of the p-type region, b the thickness of this region,
and β is a factor that indicates either the monomolecu-
lar (β = 1) or bimolecular (β = 0.5) character of the
recombination process. Assuming that β = 1, kT/e =
0.0256 V, b = 5 µm, and σ = 200 Ω–1 cm–1, we obtain
Iσ = 2.5 mA. According to formula (5), for these trans-
port parameters of the epitaxial layer, the concentration of
current under the contact sets in at a current of 100 mA, in
which case 20% of the current is found to be under the
contact; at a current of 250 mA, half of the current is
found to be under the contact. This inference is consis-
tent with experimental data. At low currents, I < 8πIσ =
64 mA, in which case the spreading of the current is
total, formula (5) is inapplicable and the ratio of the
currents under and outside the contact is equal to the
ratio between the area of the contact and the area of the
remaining (uncovered by the contact) surface of the
GaSb contact layer. In the case under consideration,
this ratio is equal to 3%. The phenomenon of emission
concentration under the contact makes a small-area
ohmic contact to a thin p-type region undesirable.

Heat removal was considered for the fabricated and
studied LEDs installed in a TO-18 crystal holder; this
heat removal is controlled by the thermal resistances of
the crystal and crystal holder used.

If the heat is released uniformly in the emitting layer
and the crystal is mounted on the crystal holder with the
substrate facing downwards, the thermal resistance of
the crystal shaped as a parallelepiped is expressed by
the formula

(6)

where H is height of the parallelepiped, S is its area, and
χ is the thermal conductivity. At H = 220 µm, S =
0.0025 cm2, and χ = 0.336 W/(cm K), we obtain RT =
26 K/W. Concentration of recombination under the
contact brings about a severalfold increase in the ther-
mal resistance.

Heat is released in the emitting layer mainly as a
result of nonradiative recombination; therefore, ther-
mal resistance should be calculated using formula (6).
If the internal quantum yield of emission is high, heat is
mainly released as a result of emission absorption in the
semiconductor bulk. If the emission is absorbed uni-

Ib 4πIσ 1 1 Ic/4πIσ++( ),=

RT
H
Sχ
------,=
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formly, the thermal resistance becomes a factor of
2 lower than that given by formula (6), irrespective of the
emitting-layer position. This circumstance provides a
wide margin for choosing the shape of the LED crystal.

The thermal resistance of the crystal holder we used
(TO-18, gold-plated, and Au layer thickness of ~0.2 µm)
is mainly determined by the nickel table, which has a
thickness δ = 0.02 cm and diameter D = 0.4 cm. This
resistance can be expressed by the approximate formula

(7)

where l is the crystal perimeter. At l = 0.2 cm and the Ni
thermal conductivity χ = 0.59 W/(cm K), we obtain
RH = 25 K/W, i.e., approximately the same value as is
yielded by formula (6) for the semiconductor crystal.
The thermal conductivity of the thin Au coating
(0.2 µm) can be disregarded. The above estimate is
indicative of the important role of the crystal-holder
thermal resistance in the shift of the long-wavelength
band with an increase in current in the LED crystals of
pyramidal–conical and parallelepiped-like shape at
high currents (>200 mA) (Figs. 31–33). The shift of the
short-wavelength band to longer wavelengths observed
even at low currents is attributed to concentration of
emission under the contact; this concentration is
accompanied by a corresponding increase in the optical
path of radiation.

Deep etching of the substrate part of the wafer so
that the LED crystal acquires a pyramidal–conical
shape and, also, installation of the crystal in a case with
the epitaxial-layer side in contact with the crystal
holder ensure a higher yield of long-wavelength emis-
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Fig. 30. Dependences of the pulsed emission power on
current for three LEDs with different configurations (see
Fig. 28). The repetition frequency of the current pulses was
512 Hz and the off-duty factor was 2. The numbers next to
the curves correspond to those in Fig. 29.
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Fig. 31. The emission spectra of a LED shaped like a paral-
lelepiped with the substrate part soldered to the crystal
holder (Fig. 28c) at the currents I = (1) 50, (2) 100, (3) 200,
and (4) 300 mA.
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Fig. 32. The emission spectra of a LED shaped like a paral-
lelepiped with the epitaxial part soldered to the crystal
holder (Fig. 28b) at the currents I = (1) 50, (2) 100, (3) 200,
(4) 300, (5) 500, and (6) 800 mA.
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Fig. 33. The emission spectra of a LED with a conical–pyra-
midal deeply etched substrate part (Fig. 28a) at the currents
I = (1) 40, (2) 100, (3) 200, (4) 275, and (5) 395 mA.
sion than in the case of the standard configuration,
especially at high currents.

A weak angular dependence of emission (Fig. 34) is
characteristic of the crystals with a deeply etched sub-
strate part and whose epitaxial layer is soldered to the
crystal holder (Fig. 28a). As the angle θ increases from
0° to 70°–80°, the emission intensity first increases by
10–15% and then decreases abruptly to zero at 110°;
i.e., a plateau is virtually observed in the range of
angles from –80° to +80°, with the result that the emis-
sion is found to be nondirectional. This phenomenon
can be accounted for by an increase in the number of
light-transmitting faces from five to nine and by the fact
that four of these faces are inclined at an angle of ~45°
to the emitting region. The inclined faces are fairly con-
vex, which is conducive to an increase in the efficiency
of exit of radiation through these faces and to a decrease
in both the directivity and multipass effect. In the case
of the standard configuration, the parallelepiped-
shaped LED, the emission intensity at the center of the
directivity pattern is determined only by the radiation
exit through the LED front surface, which is parallel to
the crystal-holder table. Emission through the side
faces is added to the total emission at the angles θ ≠ 0°.
In the case of scanning in the planes parallel to the side
faces, a single side face is involved in the total emis-
sion; two faces are involved if the scanning is carried
out over the diagonal. As a result, the emission intensity
is higher in the diagonal direction. An analysis of the
directivity-pattern shape shows that the distribution of
emission through each face follows the cosine law.
Chemical faceting of the LED crystal made the direc-
tivity pattern of emission closer to that characteristic of
a spherical crystal, which increases the exit of emission
from the crystal.

The maximum differential external quantum yield
of emission for a LED with the simplest geometric form
(Fig. 28c) is equal to 0.78% and corresponds to an
internal quantum emission yield of 58%.

At high currents (I > 200 mA), a LED with a deeply
etched substrate part features the highest quantum yield
of emission owing to better heat removal, absence of
the current concentration under the contact, and pres-
ence of additional rounded faces.

Continuation of the efforts related to electrochemi-
cal faceting of LED crystals resulted in the obtaining of
a developed convex–pyramidal surface using multi-
stage electrochemical etching. The internal reflection of
radiation from the developed surface at random angles
gives rise to the multipass phenomenon with reradia-
tion and to transformation of the short-wavelength band
into the long-wavelength band without any significant
losses in the total number of photons.

For experiments with electrochemical faceting of
semiconductor crystals, we formed a wafer with epitax-
ial layers similar to that described in [30]. This large
wafer was then divided into several fragments; contact
photolithography was subsequently used to fabricate
SEMICONDUCTORS      Vol. 39      No. 11      2005
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LEDs with crystals of different configurations from
these fragments (Fig. 35).

The semiconductor LED crystals of type I (Fig. 35a)
had a thickness of ~380 µm. A VUP-4 setup was used
to form contacts 100 µm in diameter on the epitaxial-
layer side (i.e., the p-type region); the contacts were
obtained by consecutive deposition of Cr, Au + Ge
alloy, and Au. Chromium, Au + Te, and Au were depos-
ited on the substrate side (the n-type region). After dep-
osition, the contact layers were then fused by heating
for 1 min at a temperature of 250°C.

A pattern in the shape of squares with a side of
480 µm and a step of 500 µm was then formed on the
epitaxial-layer side. This operation preceded the divi-
sion of the structure into separate chips. In the next stage,
mesas 300 µm in diameter and 10 µm in height were
formed at the center of the squares; the previously fused
contacts 100 µm in diameter were located at the center
of these mesas.

The LED devices of type II (Fig. 35b) were fabri-
cated so that the point contacts, mesas, and separating
grooves were formed on the side of the n-type region
(i.e., on the substrate side), while a continuous contact
layer was formed on the epitaxial (p-type) side of the
crystal.

The LED chips of types I and II had a conventional
flat–rectangular configuration and differed from each
other only with regard to the extraction of emission.
Emission left the crystal mainly through the epitaxial
layers in the chips of type I, whereas it left through the
substrate in the case of the type II chips.

The LED devices of type III had a developed surface
(Fig. 35c) and were fabricated on the basis of the same
structure as LEDs I and II; electrochemical faceting of
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Fig. 34. The directivity patterns of a light-emitting diode
with a conical–pyramidal and deeply etched substrate part
(Fig. 28a) at a current of 50 mA. The patterns were mea-
sured in two planes perpendicular to the p–n-junction plane:
(1) the plane of measurements was parallel to the side faces
of the LED crystal and (2) the plane of measurements
included the diagonal of the p–n-junction plane.
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the LED crystal by contact photolithography was used
repeatedly. The windows for ohmic contacts 100 µm in
diameter were formed photolithographically on the side
of the chemically cleaned substrate with n-type con-
ductivity. The contact to the p-type region was formed
over the entire surface of the p-type epitaxial layer. In
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Fig. 35. Four configurations of LED crystals: (a) parallel-
epiped with the substrate part soldered to the crystal holder
(crystal I); (b) parallelepiped with the epitaxial part sol-
dered to the crystal holder (crystal II); (c) a crystal with a
conical–pyramidal substrate part (crystal III); and (d) a
crystal in the shape of a stepped pyramid with smoothed
steps (crystal IV).
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order to delimit separate chips, we formed a pattern in
the form of squares with a side of 480 µm and a step of
500 µm on the substrate side of the semiconductor crys-
tal and electrochemically etched off the boundary
grooves to a depth of 70 µm using an etchant based on
CrO3; the width of the grooves was 160 µm. In the next
stage of the photolithographic process, a pattern in the
form of circles 300 µm in diameter was formed at the
center of the open squares. We etched this pattern in a
way similar to the etching of the squares and obtained
a figure 140 µm in height shaped like a pyramid at its
base and a truncated cone at the vertex, which had a flat
top 200 µm in diameter.

In order to decrease the optical path of radiation, the
substrate part of the structure was thinned to 200 µm in
the LED devices of type IV (Fig. 35d). The thickness
was decreased by grinding and subsequent chemical
polishing of the substrate. The LED structures were
fabricated using multistage deep etching.

The first stage of fabrication consisted in the forma-
tion of ohmic contacts 100 µm in diameter on the sub-
strate side of the structure.

In the second stage of photolithography, i.e., in the
stage of the pattern formation on the substrate side of
the LED structure, the duration of etching of a specific
pattern was reduced. As a result, the squares, circles,
etc., obtained had a smaller depth than in the case of the
type III LEDs.

The sharp edges that are inevitably obtained when
multistage etching is used (four photolithographic
stages) were rounded and smoothed. To this end, in the
fifth stage, a mesa 200 µm in diameter was formed pho-
tolithographically when the size of the flat top of the

(a)

(b)

Fig. 36. Photograph of a wafer with LED crystals in the
shape of stepped pyramids with smoothed steps formed by
etching: (a) the view from the substrate side and (b) the pro-
file obtained by cleaving.
structure was 200 µm. All the features that were found
beyond this 200-µm-diameter circle were etched off
electrochemically for 20 s. As a result, we obtained a
figure 120 µm in height in the shape of a stepped pyra-
mid with smoothed steps (Fig. 36).

All the LED crystals were separated into individual
chips by cleaving. The chips of the type I crystals were
mounted with the substrate facing downwards on the
LED TO-18 crystal holder with a flat table, whereas the
chips of the crystals of types II, III, and IV were
mounted with the epitaxial side facing downwards.

We measured the spectra and directivity patterns of
emission at various pulsed currents with amplitudes
from 10 to 300 mA, a repetition frequency of 512 Hz,

2.42.22.01.81.61.4
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λ, µm

Pλ, mW/µm

Fig. 37. The emission spectra of type I LEDs measured in
two directions: (1) perpendicular and (2) parallel to the
p–n-junction plane.
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Fig. 38. The emission spectra of type II LEDs measured in
two directions: (1) perpendicular and (2) parallel to the
p–n-junction plane.
SEMICONDUCTORS      Vol. 39      No. 11      2005



LIGHT-EMITTING DIODES BASED ON GaSb ALLOYS 1261
and an off-duty factor of 2. The measurements were
carried out at room temperature; the LEDs were cooled
using a household fan. The emission transmitted
through an MDR-2 grating monochromator (used for
measuring the spectra) was calibrated in units of power
per unit wavelength range. In order to calculate the
emission power, we measured the spectra in two direc-
tions: one direction was perpendicular to the p–n-junc-
tion plane, while the other was parallel to this plane but
perpendicular to one of the crystal faces. The power in
the parallel direction was doubled when the total emis-
sion power was calculated, which corresponded exactly
to the directivity pattern for the parallelepiped-shaped
LEDs of types I and II. The method of calculation was

2.42.22.01.81.6
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λ, µm
1.4
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Fig. 39. The emission spectra of type III LEDs measured in
two directions: (1) perpendicular and (2) parallel to the
p–n-junction plane.
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Fig. 41. The directivity pattern of emission in the plane par-
allel to the side face for LEDs with different crystal shapes:
(1) crystal I, (2) crystal II, (3) crystal III, and (4) crystal IV.
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the same for the other LED types as well, since the base
of these was also shaped like a parallelepiped.

The LEDs of types I, II, and III were similar in their
structure to the LEDs studied by Grebenshchikova
et al. [30] (Fig. 28); however, the structures were grown
on a thicker substrate. The LED of type I features a
spectrum (Fig. 37, curve 1) that is similar to spectrum 1
(in Fig. 29) measured in the direction perpendicular to
the p–n-junction plane; i.e., this spectrum consists of a
doublet with peaks at wavelengths of 1.76 and 1.9 µm.
In the direction lying in the p–n-junction plane (Fig. 37,
curve 2), the long-wavelength band of the doublet is
prevalent in the emission spectrum. The short-wave-
length band is almost beyond detection. The intensity of
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Fig. 40. The emission spectra of type IV LEDs measured in
two directions: (1) perpendicular and (2) parallel to the
p–n-junction plane.
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Fig. 42. The current dependence of the emission power for
the LEDs with different crystal shapes: (1) crystal I,
(2) crystal II, (3) crystal III, and (4) crystal IV.
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the long-wavelength band is two times lower than that in
the direction perpendicular to the p–n-junction plane.

The LEDs of types II, III, and IV, in which the epi-
taxial side of the structure is soldered to the crystal
holder, emit virtually only a single band, whose param-
eters were close to those of the aforementioned long-
wavelength band (Figs. 38–40).

The emission intensity for a type II LED (Fig. 38) in
the direction perpendicular to the p–n-junction plane is
slightly lower than that in the direction parallel to this
plane. The LEDs of types III and IV featured almost the
same emission intensities in both directions (Figs. 39, 40).
This equality of intensities is caused by the small aver-
age thickness of the crystal in the LEDs of types III and
IV and indicates that the emission flux is uniform in the
crystals. The nondirectivity of light fluxes in the LEDs
of types III and IV is also provided by reflection of radi-
ation from the smoothed joints of the faces.

A specific distribution of emission in the far-field
zone is characteristic of each LED crystal shape
(Fig. 41). As the angle of the observation direction with
the normal to the substrate plane becomes larger than
90°, the emission intensity decreases abruptly for the
LEDs of all types as a result of shading by the crystal
holder.

The type I LEDs emit with the highest intensity in
the direction perpendicular to the p–n-junction plane
(Fig. 41, curve 1). The emission intensity decreases
gradually as the angle θ of deviation from this direction
increases and amounts to 10–20% of the intensity at the
zero angle at θ = 90°.

The directivity patterns for the LEDs of types II, III,
and IV, in which the epitaxial side of the crystal is sol-
dered to the crystal holder, feature a minimum at θ = 0°
(Fig. 41, curves 2–4). This behavior is most clearly pro-
nounced for the type II LEDs (Fig. 41, curve 2) that are
parallelepiped-shaped with a square base 500 × 500 µm
and height of 380 µm. The intensity at the angle θ = 75°
is a factor of 2.2 higher than that at the zero angle and
is a factor of 1.5 higher at the angle θ = 90°.

Smaller angles (θ ≈ 60°) at which the emission inten-
sity is at a maximum are characteristic of the type III
LEDs whose substrate part was subjected to a deep etch-
ing (Fig. 41, curve 3). The intensity at the maximum
exceeds that at the zero angle only by a factor of 1.5.

The minimum at center of the directivity pattern is
least pronounced for the type IV LEDs (Fig. 41, curve 4)
with the crystal in the shape of a stepped pyramid with
the total height of 200 µm. A weak dependence of the
emission intensity on the angle θ is characteristic of
these LEDs.

The current dependence of the emission power for
the LEDs under study is shown in Fig. 42. At low cur-
rents (no higher than 10 mA for the type II LEDs and
no higher than 75 mA for other LEDs), the dependence
is superlinear and transforms into a sublinear depen-
dence at high currents. At currents I > 250 mA, the
emission power of the type I LEDs begins to decrease
as the current increases, which is caused by concentra-
tion of emission under the ohmic contact and a corre-
sponding increase in the rate of Auger recombination.
Among the LEDs with different configurations, the
type I LEDs exhibit the lowest emission power at cur-
rents in excess of 70 mA (Fig. 42, curve 1). The highest
emission power was attained for the type IV LEDs
(Fig. 42, curve 4): this power was equal to 7 mW at a
current of 300 mA. The type IV LEDs also exhibited
the highest differential quantum yield of photons; this
yield was as high as 5.1% at a current of 75 mA. At the
same current, the LEDs of types II and III featured
quantum yields of 3.2 and 4.1%, respectively. The high-
est differential quantum yield of photons for the type I
LEDs was 3.8% at a current of 10 mA. We can conclude
that the external quantum yield of emission for the type I
LEDs is approximately equal to that of the type II
LEDs; this circumstance implies that the contacts cov-
ering the entire p-type surface in the type II LEDs and
only a small part of this surface in the type I LEDs are
virtually nonabsorbing. In addition, the contacts reflect
photons diffusely, since the interface between the semi-
conductor and metal is not optically smooth. As a
result, the metal contacts contribute to a situation in
which the light flux in the crystal is not directional.

We derived theoretical formulas for the spectrum of
outgoing radiation and the external quantum yield of
photons; these formulas are based on the fact that the
emission spectrum is determined by the spectrum of
original recombination emission and the absorption spec-
trum of the crystal. The derived expressions show that the
external quantum yield depends mainly on the ratio of the
light-emitting area of the crystal to its volume.

Under operating conditions, photons are first emit-
ted in the crystal, and only a fraction of them exit from
the crystal. If we denote the total number of photons in
the crystal by Φ, the emission spectrum is represented
by the function dΦ/dλ. The photons arise as a result of
recombination of electron–hole pairs formed due not
only to injection related to a passage of electric current I
but also to the interband and quasi-interband absorption
of photons that circulate in the crystal. The generation
rate for electron–hole pairs as a result of photoactive
absorption can be expressed by the definite integral

(dΦ/dλ)dλ, where α is the photoactive-absorp-

tion coefficient averaged over the crystal and c is the
speed of light in the crystal. The absorption spectrum of
the crystal is contributed to by photoactive absorption,
absorption related to losses (including absorption in the
metallic contacts) αd, and the effective absorption αe

that characterizes the exit of radiation from the crystal.
The spectral distribution of original recombination
radiation is expressed by the function dηin/dλ, where

dηin/dλ)dλ = ηin is the internal quantum yield of

emission. It is assumed that radiation in the crystal is

αc
0

∞∫

(
0

∞∫
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not directional. The resulting balance equation for the
spectral distribution of photons is written as

(8)

Equation (8) is used to determine the spectrum of the
radiation flux that leaves the crystal:

(9)

It follows from expression (9) that the spectrum of
radiation emerging from the crystal is independent of
the reradiation effect, since this effect is represented in
expression (9) by the definite integral of λ between the
limits 0 and ∞; i.e., the reradiation effect has a certain
numerical magnitude. The spectrum of radiation leav-
ing the crystal depends on the spectrum of original
recombination radiation dηin/dλ and on the spectrum of
absorption in the crystal (α + αd + αe). The quantities αd
and αe vary only slightly within the range of wave-
lengths of most of the original recombination radiation.
The photoactive-absorption coefficient α increases sub-
stantially as the wavelength decreases, which can
reduce the fraction of short-wavelength photons in the
outgoing radiation. This effect is significant in the
wavelength region λ < λb (λb is a boundary wavelength)
where α > αd + αe. Such a division of the integration
domain makes it possible to approximately calculate
the definite integral that appears in expression (9) by
multiplying (9) by α/αe and integrating with respect
to λ. As a result, we obtain the expression

(10)

where ηs is the internal quantum yield of short-wave-
length photons with λ < λb. After substituting expres-
sion (10) into (9), integrating with respect to λ, and
dividing the result by I/e, we obtained the following
expression for the external quantum yield of photons:

(11)

Here, ηl is the internal quantum yield of long-wave-
length photons with λ > λb.

It follows from expression (11) that, in order to
increase the external quantum yield of photons ηext, we
have to increase not only the internal quantum yield of
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long-wavelength photons (ηl) and short-wavelength
photons (ηs) but also the effective absorption coeffi-
cients αe that characterize the exit of photons from the
crystal. In the case of ηs + ηl = 1 and αd/αe ! 1, the
value of ηext is close to unity, which indicates that it is
possible to transform the short-wavelength band into
the long-wavelength band without any loss in the num-
ber of photons. In order to determine αe, we take into
account that a different photon density dΦ/dV can be
observed in the vicinity of different areas of the crystal
surface dS. Taking into account that the photons cross
the surface only within the angle of the total internal
reflection and experience partial reflection back into the
crystal, we derived the following expression for αe in
the case where the refractive index of the crystal n @ 1:

(12)

If the photons and optical inhomogeneities in the
crystal are distributed uniformly, expression (12) can be
simplified and written as

(13)

It follows from formula (13) that the value of αe can
be increased by increasing the S/V ratio, e.g., by making
the crystal thinner. The value of αe increases by a factor
of 1.5 if the cubic shape of the crystal is replaced by a
hemispherical shape. Curvature of a spherical surface is
conducive to the uniformity of the emission distribution
and makes the emission nondirectional in the crystal,
whereas the flat orthogonal faces in the cubic structure
are conducive to making the emission directional and
decrease the value of αe. A mesa structure obtained by
etching one of the LED faces is conducive to making
the emission nondirectional. The directionality could
be further radically reduced by forming convexities or
depressions over the entire crystal surface, which
increase the real crystal surface and give rise to an addi-
tional increase in αe. Metallic contacts cover a part of
the surface and, thus, decrease the value of αe. In addi-
tion, these contacts can absorb radiation and, as a result,
substantially increase the value of αd. The diffuse
reflection of radiation from the metallized surface can
represent a beneficial effect, as this reflection reorients
the photon fluxes. The small average crystal thickness
in the LEDs of types III and IV ensures the equality of
the radiation intensities in the directions that are per-
pendicular and parallel to the p–n-junction plane
(Figs. 38, 39). This equality indicates that the radiation
flux is uniform in the crystals. The absence of a direc-
tional distribution of emission in these crystals is
ensured by the reflection of radiation from the
smoothed joints of their faces. As a result, the condi-
tions for applicability of the above theoretical analysis
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can be considered as satisfied for the LEDs of types III
and IV. Formulas (13) and (11) were used to calculate
the equivalent coefficient of absorption caused by the
exit of radiation from the crystal and the external quan-
tum yield, respectively.

In the calculations, we used the typical values of the
internal quantum yield of photons ηin = 58%, the ratio
between the generated fluxes of the short- and long-
wavelength photons ηs/ηl = 2 [30, 31], the coefficient of
nonphotoactive absorption αd = 8 cm–1, and the refrac-
tive index n = 3.9 [32]. The effective absorption coeffi-
cient calculated with formula (13) and related to the
exit of radiation from the crystal was found to be
1.13 cm–1 for the LEDs of types I and II, 1.3 cm–1 for
the type III LEDs, and 1.79 cm–1 for the type IV LEDs.
The theoretical external quantum yield of photons was
found to be close to the value measured for all the types
of LEDs.

Notwithstanding the fact that the LEDs of types III
and IV emit only in the long-wavelength band, in con-
trast to the type I LEDs, which emit, in addition, (and
more intensely) in the short-wavelength band, these
LEDs have a higher external quantum yield of emis-
sion. This observation indicates that the short-wave-
length band is transformed into the long-wavelength
band with the total number of photons not only con-
served but even increased. This increase is attributed to
an effective process of reradiation. The external quan-
tum yield of photons increases as the ratio between the
area of the surface through which the radiation exits
and the volume of the LED crystal increases.

8. CONCLUSION

The main results obtained from a series of our stud-
ies relate to the development and investigation of light-
emitting diodes (LEDs) based on the GaSb semicon-
ductor compound and its GaInAsSb and AlGaAsSb
solid solutions and designed for operation in the mid-
dle-infrared region of the spectrum (1.6–4.4 µm). The
LED structures were fabricated using the method of liq-
uid-phase epitaxy (LPE); this method made it possible
to grow layers that were lattice-matched to the substrate
and had a reasonably large thickness.

The GaInAsSb and AlGaAsSb alloys that form the
active and confining layers can basically be lattice-
matched in a wide range of compositions to the GaSb
substrate. The experimental values of the lattice-con-
stant mismatch were in the range ∆a/a = 2 × 10–3–2 ×
10–4. The LED structures were grown on n-GaSb sub-
strates doped with Te (resulting in an electron concen-
tration that was (7–8) × 1017 cm–3) and oriented, in the
majority of cases, parallel to the (100) crystallographic
plane. The grown structures were either nonsymmetri-
cal (first, the active GaInAsSb layer was grown on the
substrate and, then, the wide-gap AlGaAsSb layer was
grown) or symmetric, in which case the active layer
was surrounded on both sides with wide-gap AlGaAsSb
layers. The wide-gap layers were grown with a high Al
content, up to 64%, which is unprecedentedly high for
the LPE method.

The studies showed that the symmetric type of LED
heterostructure had an advantage over the nonsymmet-
rical type. This advantage manifests itself in a higher
optical power and a smaller width of the emission spec-
trum in the entire range of pump currents.

The active GaInAsSb was doped with Te in all
cases. It is experimentally established that the depen-
dence of the external quantum yield of emission on the
charge-carrier concentration in the active n-type region
has a maximum at about n = 1017 cm–3 for all wave-
lengths. As the In content in the active region was var-
ied from 0 to 24%, the emission wavelength increased
from 1.6 to 2.4 µm. LPE gives no way of growing lay-
ers with an In content in the range 25–70%. Emission
with the wavelength in the range 3.4–4.4 µm was
obtained when the In content exceeded 75%. These
LEDs emitted at the longest wavelength among the
LEDs grown on an GaSb substrate.

The external quantum yield of emission is highest if
the active-region thickness is 2–3 µm, which coincides
with the charge-carrier diffusion length.

The lifetime of minority charge carriers decreases
from 50 to 5 ns as the In content in the active region
increases, corresponding to an increase in the emission
wavelength from 1.8 to 2.4 µm.

The current and temperature dependences of the
emission intensity indicate that the prevalent recombi-
nation processes are band-to-band radiative recombina-
tion and the CHCC nonradiative Auger process; in the
latter case, one electron executes an interband transi-
tion, while the other electron executes an intraband tran-
sition, with the result that the energy and momentum are
conserved. We calculated (and compared with experi-
mental data) the radiative (τr) and nonradiative (τa) life-
times of minority charge carriers in the case of band-to-
band recombination. Within the entire temperature
range of 77–300 K, the resulting lifetime τra is close to
the experimentally measured time constant for the
decay of the emission intensity when the current is
switched off. As the temperature T is increased, the cal-
culated values of τr increase in proportion to T3/2, while
τa decreases, on average, according to T–3/2. These life-
times are equal to each other at temperatures of 200–
300 K. In this case, the theoretical internal quantum
yield is equal to 50%.

In order to improve the efficiency of extracting the
generated radiation from the crystal, we used various
methods. For example, we installed a parabolic reflec-
tor in the TO-18 case, which made it possible to colli-
mate the LED emission within the angle of 10°–12°;
introduced an epoxy compound shaped in the form of a
lens, which ensured divergence of the radiation flux
SEMICONDUCTORS      Vol. 39      No. 11      2005
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equaling 16°–20° at the level corresponding to the half
of the maximum intensity; and used a flip-chip struc-
ture, which made it possible to position the active
region close to the heat-removing case base and extract
the light flux through the substrate, which is not
screened by the contact. In the case of the LEDs
designed for the shortest wavelengths (λmax = 1.65–
1.75 µm), we used a structure with removed substrate
and extraction of radiation through a wide-gap n-type
layer, which made it possible to appreciably reduce the
absorption in the crystal. We developed a method for
treating LED crystals by chemically faceting their sub-
strate part, which made it possible to form this part into
a conical–pyramidal shape and increase the number of
crystal faces. The chemical faceting of crystals
increases the external quantum yield of emission and
makes the directivity pattern correspond nearly to that
of a hemispherical crystal. Shaping the LED crystals
into a stepped pyramid with smoothed steps leads to
transformation of the short-wavelength emission band,
related to a doubly charged intrinsic acceptor, into a
long-wavelength band. It is shown both experimentally
and theoretically that an increase in the area of a LED
crystal in comparison to its volume increases the exter-
nal quantum yield of photons.

Optimization of the LED structures made it possible
to obtain an external quantum yield of photons at the
level of 5.5–6% at 300 K. We attained an optical power
of 3.7 mW in the continuous mode. The maximum
power in a pulse was as high as 7 mW at an off-duty
factor equal to 2, repetition frequency of 512 Hz, and
current of 300 mA and was as high as 190 mW at an off-
duty factor of 200, repetition frequency of 1 kHz, and
current of 1.4 A. For the LEDs emitting in the spectral
range 3.4–4.4 µm, we found that the optical emission
power and external quantum yield (~1%) exceed the
known values for an InAsSb/InAsSbP heterostructure
grown on an InAs substrate by a factor 3.

The developed and studied LEDs find wide use in
systems of ecological monitoring and medical diagnos-
tics, as well as in all cases where it is necessary to deter-
mine the absorption lines of water vapors, methane,
carbon dioxide, carbon oxide, acetone, ammonium, and
many other inorganic and organic substances.
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Abstract—A kinetic model of thin-film growth on a solid surface is investigated. This model is valid in the
case where the layers are formed as a result of two-dimensional nucleation. Under conditions of high supersat-
uration of a gaseous phase, solutions are obtained for an island-size distribution function at the initial stage of
growth, the degree of filling of a substrate by islands at the coalescence stage, the vertical-growth rate of a film,
and its surface roughness. These solutions express the structural characteristics of a growing film in terms of
physical constants (the interphase energy on the gas–solid interface and the activation barriers of diffusion and
desorption) of the system and the growth parameters (the surface temperature and the material-deposition rate).
The obtained results make it possible to calculate the growth dynamics for thin films in particular systems.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Investigations of the formation of thin films depos-
ited on a solid surface from a gaseous phase are
extremely important for developing technologies for
the fabrication of semiconductor epitaxial structures
used in microelectronics and optoelectronics [1]. For
controllable growth of structures with the desired prop-
erties, it is necessary to develop a detailed kinetic the-
ory of thin-film growth. A large number of publications
devoted to various aspects of this problem are reviewed,
for example, in [2]. In the case of singular surfaces, the
basic mechanism of formation of layers is two-dimen-
sional nucleation [2–4]. At the present time, the initial
stage of condensation of thin films, involving the nucle-
ation and independent growth of two-dimensional
islands (described most fully in [2, 5–7]) and the stage
of Ostwald ripening of islands [8], have been reason-
ably thoroughly studied. The theoretical description of
these stages is based on the kinetic theory of first-order
phase transitions [9] and certain general theoretical
approaches developed by Livshits and Slezov [10],
Kuni [11, 12], Binder [13], and some other authors. For
investigating the coalescence of islands, the geometri-
cal probabilistic model of crystallization proposed by
Kolmogorov [14] and applicable to the case of two-
dimensional growth [15–17] is used. The theory of
polylayer growth of films is based on the Kashchiev
model [18] and its generalizations [19]. In [20, 21], we
used computer simulation to investigate thin-film
growth during molecular-beam epitaxy (MBE) and its
variants. Despite the abundance of models, the problem
of constructing a unified theoretical description of the
growth that makes it possible to obtain simple approxi-
1063-7826/05/3911- $26.00 1267
mations for the structural characteristics of a film is still
far from being solved.

The purpose of this work is to construct and investi-
gate a model of the autoepitaxial growth of a film
deposited on a solid surface from a gaseous phase. We
give special attention to finding physically transparent
expressions for calculating a film’s structural character-
istics that are convenient for comparison with the
experimental data and enable us to calculate the growth
dynamics in particular systems.

2. THEORETICAL MODEL

The basic processes occurring in the formation of
thin films are the adsorption, desorption, nucleation,
and growth and coalescence of two-dimensional
islands. Vertical growth proceeds because of a consec-
utive filling of layers (Fig. 1). Conditions of growth
depend on the surface temperature T and material-dep-
osition rate V. We hereafter consider both these param-
eters as constant. If V is measured in monolayers per
second (ML/s), V = σJ, where σ is the surface area
occupied by an atom and J is the atomic flux to the sur-
face. Material characteristics depend on the critical tem-
perature Tc of the phase transition between rarefied and
dense phases of the adsorbate; the activation barriers ED
and EA of adatom diffusion and desorption, respectively;
and the interphase energy γ of the gas–crystal interface
per unit length. We consider as known [2] the equilib-
rium adatom density neq = (1/σ)exp(–λ/kBT) (λ = 2kBTc
is the phase-transition heat), the adatom lifetime τA =

exp(EA/kBT) on the surface, and the diffusion timeνA
1–
© 2005 Pleiades Publishing, Inc.
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tD = exp(ED/kBT), where νA and νD are the preexpo-
nential factors and kB is the Boltzmann constant.

As was shown in [17], in the case of coalescence by
the mechanism of solid-state sintering [15] and the
“free-molecular” mode of growth of two-dimensional
islands (the growth rate di/dt of the number i of atoms in
a supercritical island is proportional to its perimeter [2]),
the adatom concentration n on a free surface area obeys
the equation [17]

(1)

Here,

(2)

is the degree of filling of the surface at the moment of
time t when disregarding the coalescence, I(t) is the
nucleation rate (intensity), r(t', t) is the linear size of an
island formed at the moment of time t' determined
according to

(3)

The rate of lateral growth of the islands is described by
the expression

(4)

where r0 ≡ σ1/2/2, τD ≡ tD/σ1/2lDneq ~ tD/θeq is the charac-
teristic growth time, lD is the diffusion-jump length,
θeq ≡ σneq is the equilibrium filling of the surface by
adatoms, and ζ ≡ n/neq – 1 is the supersaturation by ada-
toms. Equations (1)–(4) are written for the case of a
square nucleus (σ = 4r2), where r is the half-length of
the square’s side. For another shape, the shape constant c

νD
1–

n t( ) t' J
n t'( )
τA

----------– 
 d

0

t

∫ g t( )
σ

---------.–=

g t( ) 4 t'I t'( )r2 t' t,( )d

0

t

∫=

r t't( ) t''v t''( ).d

t'

t

∫=

v t( )
r0

τD
-----ζ t( ),=

p1 p1 p1

1/tD

1/τAJ

Substrate at temperature T

Fig. 1. Schematic representation of thin-film growth: J is
the intensity at which atoms arrive from the gaseous phase,
1/τA is the probability of adatom desorption per unit time,
1/tD is the probability of a diffusion jump per unit time, ψ(t)
is the degree of filling of the surface at the moment of time t,
H(t) is the average film height, R(t) is the surface roughness,
and pk(t) is the probability of finding a random point on the
film surface at the height of the kth monolayer.
replaces factor 4 in Eq. (2). For low degrees of filling,
the physical meaning of Eq. (1) is obvious: it is the
material-balance equation on the surface. Here, the
integral term on the right-hand side gives the number of
atoms that have arrived at the surface at time t, and the
second term is the number of atoms in islands per unit
surface area. Equation (4) takes into account the arrival
of adatoms at an island due to surface diffusion towards
a step formed by its boundary. If degree of filling of the
surface increases, Eq. (1) is found to be the conse-
quence of the Kolmogorov formula [14] for a true
degree of filling,

(5)

and the balance equations taking into account a nonzero
filling [17].

The nucleation rate is described by the Zel’dovich
formula [2]

(6)

Here, a ≡ 4σ(γ/kBT)2 is the squared dimensionless inter-
phase energy on the gas–crystal interface, which is
large for the majority of materials (~10).

The vertical-growth rate Vs of a film depends on the
filling time tML of one monolayer according to Kolmo-
gorov Eq. (5) [3]:

(7)

For a low-temperature polylayer growth in which the
subsequent layers are formed on unoccupied areas of
the previous layers, the average height and roughness of
the film surface can be found on the basis of the Kash-
chiev model [18, 19].

The described pattern represents a reasonably gen-
eral model of autoepitaxial growth of a film at all its
stages (nucleation, independent island growth, coales-
cence, and growth of subsequent layers), but it disre-
gards the Ostwald-ripening stage [10]. However, it is
known that the islands merge together earlier than the
point when critical size attains an average nucleus size
r∗ (t), and no Ostwald ripening is observed [2]. Then,
these equations represent a self-consistent system that
enables us to determine the structural characteristics of
a film in relation to the temperature T; flux J; and phys-
ical constants λ, EA, and ED. We now investigate the
described model at various stages of growth.

3. ISLAND-NUCLEATION STAGE

For investigating the island-nucleation stage, we use
the Kuni method [11, 12], which enables us to derive an
analytical solution to the nucleation problem under

ψ t( ) 1 g t( )–[ ] ,exp–=

I ζ( )
neq

σ
------

lD
2

2 πtD

--------------- ζ 1+( )=

× ζ 1+( ) a
ζ 1+( )ln

----------------------– .expln
1/2

Vs 1/tML, g tML( ) 1.= =
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dynamic conditions. In terms of a supersaturation ζ by
adatoms, material-balance Eq. (1) becomes

(8)

Here, G(t) ≡ g(t)/θeq is the number of atoms in the
islands per unit surface area expressed in terms of an
equilibrium adatom concentration. The quantity Φmax is
the gaseous-phase supersaturation and involves both
the growth controlling parameters T and V (we give var-
ious ways of writing Φmax):

(9)

In technologically important cases, the supersaturation
Φmax is always high (about several tens) because
adsorption always dominates over desorption during
the film growth [2, 4]. The major parameter in the the-
ory is an ideal supersaturation Φ(t), i.e., the supersatu-
ration in the absence of nucleation, for which it follows
from Eq. (8) at G = 0 that

(10)

Expression (6) for the nucleation rate has an
extremely sharp peak at the point of the highest super-
saturation. Following [11, 12], we present I(ζ) near the
peak as

(11)

Here,

(12)

is a large parameter of the theory and, in order of mag-
nitude, is equal to the critical number ic in the classical
theory of nucleation for ζ = Φ∗ .

Taking into account the main exponential depen-
dence of the nucleation rate on the supersaturation near
its peak, other functions near the time instant t∗  at
which highest supersaturation is attained can be
replaced by their linear approximations. Then, we use
formula (10) to obtain the following expression for the
ideal supersaturation:

(13)

Here, α ≡ (Φmax – Φ∗ )/τA. For the size r(t', t), it follows
from Eqs. (3) and (4) that

(14)

ζ t( ) G t( )+
1
τA
----- t' Φmax ζ t'( )–[ ]d

0

t

∫ 1.–=

Φmax = 
JτA

neq
--------- 1–  = 

VτA
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--------- 1–  = 

V
νA
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EA λ+
kBT

---------------- 
 exp 1.–

Φ t( ) Φmax 1+( ) 1 t
τA
-----– 

 exp– 1.–=

I ζ( ) I Φ*( ) Γ
Φ*
------- Φ* ζ–( )– .exp=

Γ
Φ*

Φ* 1+
----------------- a

Φ* 1+( )ln
2

-----------------------------
Φ*

Φ* 1+
-----------------ic Φ*( ) @ 1= =

Φ t( ) Φ* α t t*–( ).+=

r t' t,( )
r0Φ*

τD
------------ t t'–( ).=
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Material-balance Eq. (8) near t = t∗  becomes

(15)

Substituting Eqs. (11) and (14) into Eq. (2), taking into
account that G(t) ≡ g(t)/θeq, and using Eq. (15), we
obtain a closed integral equation for G(t):

(16)

Here, we introduce ∆t ≡ Φ∗ /Γα  and solve Eq. (16) by

iterations, which alternately majorize the solution from
above and from below so that the solution is rapidly
approached. For practical purposes, the accuracy of the
first iteration is sufficient:

(17)

When finding the normalizing constant in Eq. (17), we
took into account that G'(t∗ ) = (Φmax – Φ∗ )/τA at the

point of the highest supersaturation; as a result, we
obtain

(18)

Using Eq. (6) for I(Φ∗ ) and taking into account the
definitions for ∆t and τD from Eq. (18), we can obtain
the following equation for the highest supersaturation:

(19)

For a @ 1, Φmax @ 1, and Φ∗  ~ 1, Eq. (19) involves two

multipliers, whose magnitudes differ appreciably from

unity: (VtD)3/  (small value) and the exponential
function of the activation barrier of nucleation (large
value). The first two multipliers can be set equal to
unity with logarithmic accuracy. Hence, it follows that
the approximated solution to Eq. (19) is

(20)

Φ* ζ t( )– G t( ) α t t*–( ).–=
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Here, Q is the kinetic control parameter [22] defined as

(21)

The applicability condition for the classical theory of
condensation is a large value of the activation barrier of
nucleation [11]. Therefore, the range of applicability of
the theory is defined by the strong inequality 3lnQ @ 1.
We estimate the magnitude of Q for the growth condi-
tions typical in the MBE and the material parameters
corresponding to GaAs [20]: T = 580°C, V = 0.1 ML/s,

Tc = 2200 K, ED = 0.8 eV, νD = 3 × 109 s–1, and  = lD.
In this case, θeq = 6 × 10–3, tD = 1.8 × 10–5 s, τD = 3 ×
10–3 s, Q = 110, and 3lnQ = 14.1.

The substitution of Eq. (17) into Eq. (11) for the
nucleation rate yields

(22)

We find the island density Ns by integrating the nucle-
ation rate over time:

(23)

After completing the nucleation stage, the island den-
sity becomes a constant value N = I(Φ∗ )∆t, for which it
follows from Eqs. (18) and (21) that

(24)

Q
1

Φmax 1+( )Qeq
1/3

-----------------------------------
τA

τD
-----

θeq
2/3

VτD
---------
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VtD
---------= = =
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V
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kBT

--------------------------------- 
  .exp
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t t*–
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------------ 

 exp– .exp=
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t t*–
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 exp–exp–
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N neq
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2/32Φ*

3 Q2
--------------------------.=
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Fig. 2. Reduced nucleation rate I/I(ζ∗ ) (the solid line) for
two-dimensional islands and their reduced surface density
Ns/N (the dashed line) in relation to the dimensionless time
t/∆t for t∗ /∆t = 9.
In Eq. (24), we introduced the notation

(25)

The physical meaning of ε is the ratio of the highest
adatom concentration n∗  to its value JτA, which would
be established on the surface in the absence of nucle-
ation. In the complete-condensation mode [2, 17], the
value of ε is much smaller than unity. The time

(26)

corresponds to the duration of the nucleation-stage.
Finally, we found the time in which the supersaturation
peak from Eq. (10) is attained to be

(27)

The obtained expressions solve the problem of an
analytical description of the nucleation stage for the
island growth of a film. For the model system with the
parameters T = 580°C, V = 0.1 ML/s, Tc = 2200 K, ED =
0.8 eV, EA = 2.1 eV, νD = 3 × 109 s–1, νA = 1012 s–1, a = 15,

and  = 0.4 nm, the island-nucleation characteristics
are as follows: τA = 2.6 s, Φmax = 43, Φ∗  = 1.9, ε = 0.065
(the complete-condensation mode), ic(Φ∗ ) = 14, Γ = 9.2,
∆t = 0.011 s, and t∗  = 0.17 s. The island nucleation pro-
ceeds in a very narrow time interval, 2∆t ≈ 0.02 s, after
the time t∗  ≈ 0.2 s following the onset of deposition of
the material necessary for attaining the highest super-
saturation by adatoms. After completing the nucleation,
the island density attains the value N = 5.5 × 109 cm–2.
In the complete-condensation mode, t∗  ≈ ετA; therefore,

(28)

Inequality (28) shows that the duration of the nucle-
ation-stage is much shorter than the nucleation-delay
time τ∗ . We show the typical time dependences for the
nucleation rate and the surface island density in Fig. 2.
From Eqs. (24), (21), and the Arrhenius temperature
dependences for neq and tD for Φ∗  ~ 1, it follows that the
island density obtained in [23] depends on the deposi-
tion rate and temperature in the following way:

(29)

Thus, the island density increases with as the depo-
sition rate increases and surface temperature decreases.

4. STAGE OF INDEPENDENT ISLAND GROWTH

Since the equation of evolution for the size distribu-
tion function for supercritical islands is a first-order
equation with a stationary boundary condition at zero
and the growth rate of the islands is independent of their

ε
Φ* 1+

Φmax 1+
--------------------≡

n*
JτA
---------.=

∆t
ε

1 ε–
-----------

Φ*
Φ* 1+
-----------------

τA

Γ
-----=

t* τA 1 ε–( )ln–[ ] .=

σ

∆t/t* 1/Γ  ! 1.∼

N V2 3λ 2ED+
kBT

----------------------- 
  .exp∝
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size, we can immediately determine the size distribu-
tion of the islands [11] on the basis of the solution
to (22). In terms of the size ρ ≡ r/r0 = t1/2, the distribu-
tion function is given by

(30)

Here, ρ∗ (t) is the average size of islands nucleated for
the highest supersaturation:

(31)

The constant c is determined from the condition

(ρ) = (t'):

(32)

Obviously, near the peak of ρ∗ (t), distribution func-
tion (30) has approximately a Gaussian form. The
width of the size distribution

(33)

decreases as the deposition rate increases and temper-
ature decreases. For the above model parameters, we
have c = 0.14 and ∆ρ = 20, which corresponds to ∆r =
8 nm.

For a complete description of the island-growth pro-
cess, it is necessary to find the island mean size as a
function of time. Since the distribution function is
rather narrow, we can use the δ approximation for I(t)
in an expression for the number of atoms in the islands
at the independent-growth stage:

(34)

Substituting Eq. (34) into material-balance Eq. (8) and
taking into account that ζ(t) ≈ Φ(t) for t ≤ t∗  and
Eq. (31), we obtain an equation for an island average size:

. (35)

In this case, the initial condition ρ(t∗ ) = 0. The exact
solution to Eq. (35) is

(36)

where the parameters are defined as follows:

(37)
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The function U(z) in Eq. (36) is the ratio between linear
combinations of the Airy functions Ai(z) and Bi(z)
(Ai decreases and Bi increases at infinity [24]) and their
derivatives

(39)

The variable z linearly depends on time,

(40)

with the coefficients

(41)

(42)

and z0 ≡ z(t = 0) = β(1 + µ). We show the results
obtained by solving Eqs. (36)–(42) for various parame-
ters in Fig. 3.

Let us consider the obtained solution in the com-
plete-condensation mode (ε ! 1). Then, δ ~ ε/Γ1/3 ! 1
and µ ~ ε2/Γ ! 1, while the parameter β always exceeds
1.5 (in our example, β = 1.62) for large Γ and small ε.
Therefore, we can pass to the limit δ  0 and µ  0.
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Fig. 3. Time dependences of the average lateral size r∗  =

 of the islands calculated using Eqs. (21), (22), (26),
and (38)–(44) for the three different values of the highest
gaseous-medium supersaturation Φmax = 5, 25, and 43, cor-
responding to different deposition rates V and the fixed sur-
face temperature T = 580°C. The values of the parameters
used in the calculation are given in the text. The case of
Φmax = 43 corresponds to the average-size evolution for V =
0.1 ML/s and the distribution function shown in Fig. 4.
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Because z > β, it is possible to use the asymptotic
functions for the Airy functions at large z: Ai(z) =
(1/2)π1/2z1/4exp[–(2/3)z3/2] and Bi(z) =
(1/π1/2z1/4)exp[(2/3)z3/2] [24]. As a result, the solution
for the average size is greatly simplified:

(43)

Here,

(44)

In Eq. (43), we introduced the dimensionless variable x,
which is related to the deposition time as follows:

(45)

Here, D ≡ neq/JτA = θeq/VτA is the desorption term. The
physical meaning of the variable x is obvious: it is the
number of material monolayers formed on the surface
in the time t taking into account the desorption (D) and
the island-nucleation delay (t∗ ). Solution (45) for the
average size shows that, at the very beginning of
growth, the islands grow very rapidly and, for the time
tg ≈ (Φ∗ /Φmax)τA ~ ετA, follow the asymptotic depen-
dence

(46)

After the time tdiff ~ 5tg, following the onset of nucle-
ation, the law for which the island radius grows propor-
tionally to (t – t∗ )1/2: ρ = (x/σN)1/2 comes into effect.
The average size of the islands at the fixed instant of

ρ* x( )

=  
Φ*θeq x+

σN
------------------------ A

Φ*θeq x+
Φ*θeq

------------------------ 
 

3/2

1–
 
 
 

.tanh

A
2
3
---β3/2≡ 2Γ

3
-----------

Φmax

Φmax 1+
-------------------- 

  1 ε–( ).=

x 1 D–( )V t t*–( ).≡

ρ* x( )
Φ*θeq x+

σN
------------------------.=

3.0

2.5

2.0

1.5

1.0

0.5

0 20 40 60 80
Size ρ

Size distribution f(ρ, t), 10–8 cm–2

1 2 3 4

Fig. 4. Size distribution function for islands at the time t =
(1) t∗ , (2) t∗  + 0.5tg, (3) t∗  + tg, and (4) t∗  + 2tg. The values
of the parameters used in the calculation are given in the text.
time t decreases as the deposition rate increases and
increases with the surface temperature as follows:

(47)

The evolution of the size distribution function for the
islands at the independent-growth stage for the model
system is shown in Fig. 4.

5. THREE-DIMENSIONAL FILM GROWTH

Using Eqs. (5), (34), and (46) and taking into
account that g = θeqG, we obtain the following elemen-
tary formula for the degree of filling of the surface in
the complete-condensation mode:

(48)

The monolayer-formation time is

(49)

For the model system under consideration, the values of
D and t∗  are small: D = 2.3 × 10–2 and t∗  = 0.17 s; there-
fore, the monolayer-formation time only slightly differs
from 1/V: tML = 10.4 s.

In the case of pure layer-by-layer high-temperature
growth, the vertical-growth rate of a film is determined
from Eqs. (7) and (49) as

(50)

For investigating a three-dimensional film surface, we
introduce the probabilities pk(t) for detecting a random
point on the film surface at a height of k monolayers at
the moment of time t [19]. According to Fig. 1, if the
layers do not overhang each other, we have

(51)

where ψk(t) is the surface filling fraction by the kth film
layer at the moment of time t. The average thickness H(t)
and the surface roughness R(t) of a film expressed in
terms of the monolayer height are determined accord-
ing to the expressions

(52)

For pure layer-by-layer growth, it suffices to consider
only k = 0 and k = 1 in Eq. (51). Then, p0(t) = 1 – ψ(t),
p1(t) = ψ(t), and H(t) = ψ(t), and the filling of one layer
over another periodically repeats. The film-surface
roughness R(t) is a periodic function of time with a
period approximately equal to the monolayer growth
rate tML. As a function of x, the squared roughness is
expressed as

(53)

ρ*
Vt
N
-----

1

V1/2
---------

3/2( )λ– ED–
kBT

--------------------------------- 
  t1/2.exp∝ ∝

ψ x( ) 1 e x– .–=

tML t*
1

1 D–( )V
----------------------.+=

Vs
1 D–( )V

1 1 D–( )Vt*+
-------------------------------------.=

pk t( ) ψk t( ) ψk 1+ t( ) ψ0 1≡( ),–=

H t( ) k pk t( ), R2 t( ) k2 pk t( )
k 1≥
∑ H2 t( ).–=

k 1≥
∑=

R2 x( ) 1 e x––( )e x– .=
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In the case of low-temperature polylayer growth, the
following integral relations [18] connect the degrees of
filling of the surface by various layers:

(54)

Here, gk(x) is a function describing the filling kinetics
of the kth layer over the completely filled previous
layer. In the complete-condensation mode during
autoepitaxy, all Fk(x) = e–x; we then use Eqs. (54) and
(51) to find that dpk/dx = pk – 1 – pk. This set of equations
gives a Poisson height distribution for film-surface
points:

(55)

In this case, the film height is equal to the square of the
roughness of its surface:

(56)

Figure 5 illustrates two limiting cases for the behavior
of the average height and roughness of the film surface.
In the same figure, we qualitatively show the intermedi-
ate mode, in which the surface roughness behaves in
time in the form of a function of t1/2 with oscillations
imposed on it. Data from direct computer simulation,
including the autoepitaxial growth of GaAs [19, 21],
corroborate such behavior of the surface roughness dur-
ing MBE growth. It should also be noted that MBE
allows in situ visualization of the surface state in the
reciprocal space using reflection high-energy electron
diffraction (RHEED) [4]. The character of the dynamic

ψk 1+ x( ) x'Fk 1+ x x'–( )ψk x'( ),d

0

x

∫=

Fk 1+ x( ) d
dx
------ gk 1+ x( )–[ ] .exp–=

pk x( ) xk

k!
----e x– .=

H x( ) R2 x( ) x.= =

2.0

1.5

1.0

0.5

0 1 2 3 4

1

2

3

Relative time x

Surface roughness R(x)

Fig. 5. Roughness as a function of the dimensionless time x
(in units of the monolayer growth time) for the cases of
(1) low-temperature polylayer growth, (2) high-tempera-
ture layer-by-layer growth, and (3) an intermediate mode.
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dependence of the mirror reflection during the layer-by-
layer growth (or close to it) is oscillatory, with the
period being equal to the layer-formation time. In addi-
tion, the peak in this dependence corresponds to a vir-
tually filled layer, while the lowest diffraction intensity
reflects the presence of unfilled layer areas. Thus, the
obtained time dependences of the surface roughness
can be made to conform to dynamic RHEED depen-
dences transformed into the direct space.

6. CONCLUSIONS

We now formulate the main physical results of the
performed theoretical consideration of thin-film
growth. At the stage of nucleation of two-dimensional
islands, which occurs in very narrow time interval, the
size distribution function for islands is formed. The sur-
face island density attains its maximum upon complet-
ing the nucleation stage, remains constant at the stage
of isolated island growth, and decreases only after the
onset of coalescence. The island density increases and
their size decreases as the surface temperature
decreases and deposition rate increases. At the stage of
isolated island growth, the size distribution of the
islands does not change its shape and shifts as a whole
along the size axis. The spread in sizes decreases as the
deposition rate increases and the surface temperature
decreases. The average size of the islands grows pro-
portionally to t1/2 in the complete-condensation mode
typical of the MBE for most of the time. The coales-
cence of the islands results in the formation of a contin-
uous layer; the degree of filling of the surface depends
on time in the following way: 1 – exp(–t/tML). For high-
temperature pure layer-by-layer growth, the filling of
the layers periodically repeats. The average film height
increases linearly with time, and the roughness is a
periodic function of time. During low-temperature
polylayer growth, a Poisson surface profile is formed
for which the square of roughness is equal to the aver-
age height, and both these quantities increase propor-
tionally to the deposition time. In the intermediate
mode, the surface roughness varies in proportion to t1/2,
with oscillations imposed on this dependence.

Thus, in this paper, we have presented a kinetic
model of formation of thin films that enables us to
describe all the stages of film formation in an analytical
form in relation to the conditions of growth and physi-
cal parameters of the system. We show that the stages
of nucleation, independent growth, and coalescence of
islands are essentially separated in time for the com-
plete-condensation mode characteristic of the MBE and
its variants, which greatly facilitates finding solutions to
the problem of theoretical description of the growth pro-
cess. The obtained analytical expressions for the average
sizes of the islands, their surface density and the spread
in their sizes, and the film-surface average height and
roughness can be used in calculations and for optimiza-
tion of the growth modes in particular systems.
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Abstract—For the first time, the desorption coefficient of hydrogen and activation energy of desorption are
directly determined during the growth of an Si epitaxial layer from silane in vacuum using experimental data
on the degree of surface coverage of an Si wafer with hydrogen. The results obtained are compared with earlier
results obtained under low-temperature conditions, for example, by thermodesorption spectrometry. The found
values are used to calculate the crystallization coefficient and its dependence on the growth temperature and
decomposition rate for monosilane at the growth surface. © 2005 Pleiades Publishing, Inc.
In recent years, the effect of hydrogen on the char-
acteristics of materials has been widely discussed in the
literature in relation to the development of methods for
detecting hydrogen in crystals and its role in the forma-
tion of microdefects in Si [1]. The spectroscopy of
hydrogen bound in Si crystals is of special interest, in
particular, the spectroscopy of the rotational–vibra-
tional lines of SiHn molecules captured by the surface
or incorporated into Si crystals. These lines are located
in the mid-IR and far-IR spectral regions [2–4]. Analy-
sis of the properties and characteristics of hydrogen com-
plexes is impossible without the development of meth-
ods for determining their surface or bulk concentrations
and the parameters that determine these concentrations,
specifically, the desorption coefficient of hydrogen.
These methods can sometimes be very indirect.

In practice, the emergence of hydrogen in epitaxial
Si is associated with the metal–hydride technology
used for film growth. The accumulation of hydrogen on
the surface during such growth also leads to its emer-
gence in the layer. This phenomenon leads to passiva-
tion of dangling bonds at the defects in the crystals and
to improvement of its electrical characteristics, which
most clearly manifests itself for hydrogenated amor-
phous Si. At the same time, passivation of the surface
bonds with hydrogen under low-temperature epitaxial
conditions results in a substantial decrease in the film
growth rate, thereby restricting the potential of using
metal–hydride vacuum epitaxy to grow multilayer hetero-
structures, including quantum-dimensional structures.

In this context, the development of methods for
directly analyzing the characteristics of the surface
hydrogen under technological conditions and for deter-
mining the hydrogen desorption characteristics, along
with the problem of hydrogen dissolution in Si, is of
fundamental importance (in addition to the application-
1063-7826/05/3911- $26.00 1275
oriented importance). The reason is that these aspects
are important if we are to gain a deeper insight into such
phenomena and to study the surface physicochemical
processes often under strongly nonequilibrium condi-
tions. However, there is a considerable spread of data
on the hydrogen desorption rate in the relevant publica-
tions. Temperature dependences of the hydrogen des-
orption coefficient that have been obtained or used in
reports by various authors are given in [5]. It follows
from these data that the spread of the parameter χ at a
specific growth temperature for the same activation
energy is at least two orders of magnitude of the quan-
tity χ0 = 8 × 1013 ± 1 s–1. Subsequently, using the sug-
gested calculation procedure and data on hydrogen des-
orption from the Si surface, we refined the value of the
desorption parameter experimentally determined in the
temperature range 450–650°C under real growth condi-
tions [6]. This procedure allowed us to predict the tem-
perature dependence of this parameter for the region of
higher temperatures.

According to the above, the purpose of this study
was to analyze the kinetics of the pyrolytic decomposi-
tion of hydrides on the epitaxial Si surface so as to sub-
sequently determine the surface concentration of
hydrogen, the characteristics of the bond between
hydrogen and the surface, the effects of incorporation
of hydrogen atoms into the crystals, and mechanisms of
hydrogen dissolution in Si. In contrast to other studies,
where, in particular, the methods of thermally con-
trolled desorption spectroscopy were used to determine
the hydrogen desorption coefficient [7, 8], the specific
feature of this study is that we used data from techno-
logical experiments, which are widely available in the
literature for several aspects of the problem.

As the main method of solving the specified prob-
lem, we used a set of kinetic equations that describes
© 2005 Pleiades Publishing, Inc.
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the chain of physicochemical processes involved in a
molecule’s decomposition on a hot surface. This set
relates variations in the dimensionless concentrations θi

of atoms and molecules adsorbed by the growth surface
to the molecular flow of hydride that reaches the sur-
face [9]. In order to solve the problem adequately and
to calculate the surface concentrations of hydride-
decomposition products it is necessary, in most cases,
to determine or refine the constants that appear in the
kinetic equations and are responsible for the rate of a
particular process on the growth surface. These con-
stants can be found by including expressions that deter-
mine the growth and composition of the growing epitax-
ial layer in the main equations of the set. The final choice
of the operational set of equations used to analyze pyrol-
ysis and crystallization is governed by the composition
or types of gases employed as well as by the selection of
a specific scheme of their decomposition.

We previously considered a general set of equations
that describes, in particular, the effect of the decompo-
sition kinetics for hydrides on the surface of an epitax-
ial film on the steady-state growth of a Si1 – xGex layer
[10, 11]. In the most general case, the set includes a
large number of equations that are specified by the type
of surface reactions. These reactions can include both
monomolecular and bimolecular decomposition, with
undefined kinetic coefficients being present in an over-
whelming number of cases. At this stage, we consid-
ered the simplest system with only one gas, specifically,
silicon monohydride. Experimental data relating to this
gas are widely available in publications.

In this study, along with the simplest scheme
(model) of silane decomposition [10],

(1)

which is most often used for calculations, we consid-
ered other schemes (models) of decomposition of a

SiH4 g( ) 2 SiH3 H, SiH3 3 Si 3H,++ + +

Si Si cr( ), H 1/2H2 g( ),

Table

Tgr, °C Vgr, Å/s θH = nsH/ns

800 0.39

750 0.373

700 0.328

650 0.250 0.02

600 0.183 0.05

550 0.109 0.22

500 0.049 0.5

450 0.0167 0.8
SiH4 molecule suggested in previous publications (see,
for example, [12]):

(2)

(3)

(4)

(5)

In models (1)–(5), the underlined chemical symbol indi-
cates that an atom is bonded to the surface, and the
underlined digit indicates the number of free bonds on
the surface that are necessary for the reaction to proceed.

The presented reactions are based on different
assumptions related to the surface concentration of
hydrogen atoms and hydride radicals, which play the
most important role in surface processes. The choice of
the corresponding molecule in models (1)–(5) is asso-
ciated with the assumption that this molecule decom-
poses the most slowly on the growth surface.

The main parameters that should be determined in
this problem are the surface dimensionless atomic and
molecular concentrations θSi, θH, and  in reference
to the concentration of surface bonds ns = 6.78 ×
1014 cm–2, the hydride decomposition frequency ν =

ν0exp(– /kT), the hydrogen desorption rate χ =

χ0exp(– /kT), and the crystallization coefficient of
the Si atoms r(θj, T). Several free parameters of the
problem, particularly r and χ, can be redefined using
experimental data, for example, on the temperature
dependences of the film growth rate Vgr = (ns/n0)rθSi
and the surface hydrogen concentration. Here, n0 =
5.5 × 1022 cm–3.

The corresponding data, obtained by analysis of
numerous reports on the determination of the growth
rate of Si film (see, for example, [13]) and reports on
the measurement of the surface hydrogen concentration
during growth [6, 14, 15], are given in the table. The
tabulated data were chosen according to the most fre-
quently used silane pressure in the reactor:  ≈
0.3 mTorr. The experimental values of the quantity θH

SiH4 g( ) 1 SiH2 H
2

g( ),+ +

SiH2 2 Si 2H,++

Si Si cr( ), H 1/2H2 g( ),

SiH4 g( ) 1 SiH2 H
2

g( ),+ +

2SiH2 2 2Si 2H H2 g( )+ ,++

Si Si cr( ), H 1/2H2 g( ),

SiH4 g( ) 3 SiH2 2H,+ +

SiH2 Si H2 g( ),+

Si Si cr( ), H 1/2H2 g( ),

SiH4 g( ) 3 SiH 2H 1/2H2 g( ),+ + +

SiH Si 1/2H2 g( ),+

Si Si cr( ), H 1/2H2 g( ).

θSiHn

ESiHn

a

EH
a

PSiH4
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listed in the table were taken from [6]. These data are
shown in Fig. 1a (symbol 0).

In order to solve the problem defined in the kinetic
equations written for the above-mentioned growth
models, the quantity χ was chosen as the desired func-
tion. The concentration of adsorbed hydrogen θH was
considered as a parameter of the problem. Using these
values of θH as one of the main parameters of the prob-
lem, it was easy to determine the desorption coefficient χ
for all the growth temperatures listed in the table on the
basis of the corresponding set of kinetic equations. This

0
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1

600 700 800

0.2

0.4

0.6

0.8

1.0

400
T, °C

ΘH

1, 3

2, 4, 5

0
1
2
3
4
5

(‡)

10 100

0.1

ν0, s–1

(b)
1

2

1

2

1
2

Fig. 1. Dependences of the surface concentration of hydro-
gen on (a) temperature and (b) monosilane decomposition
frequency. (a) Points 0 are the experimental data [6], and the
lines represent calculated curves 1–5, obtained in the con-
text of models 1–5, for ν0 = 96 s–1 and χ0 = (1) 8 × 1011;

(3) 2 × 1011; and (2, 4, and 5) 4 × 1011 s–1. (b) The depen-
dences calculated in the context of models 1 (curve 1, χ0 =

8 × 1011 s–1) and 2 (curve 2, χ0 = 4 × 1011 s–1) are repre-
sented by solid lines and open symbols at 700°C, by
dashed lines and half-closed symbols at 600°C, and dotted
lines and closed symbols at 500°C. The values used in cal-

culations were P = 0.3 mTorr,  = 0.08 eV, and  =

1.755 eV.

ESiH3

a
EH

a
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calculation procedure is possible for an unambiguous
determination of the hydrogen desorption coefficient,
since, as follows from Fig. 1b, the surface concentra-
tion of hydrogen is completely independent of the
monosilane decomposition rate ν for various decay
models in a wide range of growth temperatures. The
values of the hydrogen desorption parameter χ, which
were calculated on the basis of the experimental data in
the context of the used models, are shown by closed
symbols in Fig. 2a. In the context of the activation
dependence of the hydrogen desorption coefficient χ =

e–4

12

e–4

12

e–2

e0

e2

e4

e6

e8

14 16 18
1/kT, eV–1

χ, s–1

e–6

1

4, 5

3

2

(‡)

(b)

14 16

e8

e6

e4

e2

e0

e–2

e–6

18
1/kT, eV–1

12

3

Fig. 2. Temperature dependences of the hydrogen desorp-
tion coefficient χ. (a) Calculation using model 1 (curve 1,
χ0 = 8 × 1011 s–1); models 2, 4, and 5 (curve 2; symbols 2,

4, and 5; χ0 = 4 × 1011 s–1); and model 3 based on the exper-

imental data [6] P = 0.3 mTorr,  = 0.08 eV, ν0 = 96 s–1,

and  = 1.755 eV (curve 3, χ0 = 2 × 1011 s–1). (b) The pre-

vious experimental data corresponding to χ0 = 2.1 × 1015 s–1

and  = 2.28 eV [16] (curve 1), χ0 = 8 × 1013 s–1 and

 = 2.1 eV [5] (curve 2), and χ0 = 2.2 × 1011 s–1 and

 = 1.8 eV [17] (curve 3).

ESiH3

a

EH
a

EH
a

EH
a

EH
a
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χ0exp(– /kT), for example, using the method of con-
jugate gradients, it is easy to choose the parameters χ0

and  and to construct the dependences χ(T) that
most closely coincide with the values of χ obtained on
the basis of the experimental data. The corresponding

EH
a

EH
a

0.6

500

10

1

0.5

0.4

0.3

0.2

0.1

0

600 700 800400
T, °C

r, s–1

(b)

(‡)

1
2
3
4
5

10 100

1

0.1

0.1
ν0, s–1

Fig. 3. Dependences of the crystallization coefficient r on
(a) temperature and (b) monosilane decomposition fre-
quency. (a) Calculated curves obtained for ν0 = 96 s–1 on the

basis of the dependence χ = χ0exp(– /kT) in the context

of various models. Model 1, with χ0 = 8 × 1011 s–1, corre-

sponds to symbol 1; model 3, with χ0 = 2 × 1011 s–1, corre-
sponds to symbol 3; and models 2, 4, and 5, with χ0 = 4 ×
1011 s–1, correspond to symbols 2, 4, and 5, respectively.
(b) Dependences calculated in the context of model 2, with
χ0 = 4 × 1011 s–1, at three growth temperatures are shown
by the open symbols 2 at 700°C; half-closed symbols 2 at

600°C; and closed symbols, ν = ν0exp(– /kT), at

500°C. The values of the parameters used in the calculations

were P = 0.03 mTorr,  = 0.08 eV, and  = 1.755 eV.

The straight line shows the relation between ν and ν0.

EH
a

ESiHn

a

ESiH3

a
EH

a

dependences are shown in Fig. 2a (straight lines and
open symbols). For all the models, we obtained an

approximately identical activation energy  = 1.75–
1.76 eV and determined the preexponential factor,
which was found to be equal to 8 × 1011 s–1 for model 1;
4 × 1011 s–1 for models 2, 4, and 5; and 2 × 1011 s–1 for
model 3. The activation-energy dependences of the
hydrogen desorption coefficient, which were obtained
by other authors using methods distinct from our
method, are shown in Fig. 2b for comparison. Compar-
ison of the curves shows that the results obtained in
[5, 16] most closely agree, with regard to the absolute
value of the coefficient χ, with the results of the calcu-
lations we carried out in the context of models 1, 2, 4,
and 5. However, there are large distinctions in the acti-
vation energies of this process. The results of calcula-
tions carried out in the context of model 3 are close to
the results of [7, 17] in relation to both the activation
energy and the preexponential factor. The performed
calculations and comparative analysis allows us to con-
clude that the coefficient of hydrogen desorption from
the Si surface has an activation energy close to Ea ≈
1.7–1.8 eV and a preexponential factor χ0 in the range
(2–4) × 1011 s–1.

Using the found values of the hydrogen desorption
coefficient and taking into account that θH is indepen-
dent of the silane decomposition frequency, it is easy to
solve an inverse problem and recalculate the tempera-
ture dependence of the surface concentration of hydro-
gen over the entire range of growth temperatures most
relevant from a technological standpoint in the context
of the models under consideration (Fig. 1a). Compari-
son of the theoretical curves with the experimental
points shows that the best agreement of the experimen-
tal data with the calculated curves obtained in the con-
text of models 1 and 3 is observed at temperatures
above 500°C. In particular, Fig. 1 shows that, below
500°C, the coverage of the surface with hydrogen tends
to the upper limit θH ≈ 1. It is noteworthy that the
absence of any dependence of surface hydrogen cover-
age on the monosilane decomposition rate is not related
to the possible considerable difference between the
rates of each of these processes. For example, this infer-
ence can be derived from a comparison of the depen-
dence χ(T) in Fig. 2 with the dependence ν(ν0, T),
which is shown in Fig. 3b. It can be seen that the above-
mentioned quantities have comparable values in a wide
temperature range.

Another important parameter of the system, which
depends strongly on the degree of coverage of the sur-
face with hydrogen, is the crystallization coefficient of
the Si atoms. However, in contrast to θH, this coefficient
is very sensitive both to the growth temperature and to
the hydride decomposition frequency on a hot surface.
As an example, Fig. 3a shows the dependence r(T) for
various schemes of monohydride decomposition at ν =

ν0exp(– /kT) with ν0 = 96 s–1 [18] and  =

EH
a

ESiHm

a ESiHm

a
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0.08 eV [19]. For the chosen values of the parameters,
the characteristic decomposition rate, ν ≈ 36 s–1, far
exceeds the crystallization rate r. According to Fig. 3b,
the value of r in the temperature range Tgr = 500–800°C
varies in the range r = 0.05–0.5. A decrease in the pre-
exponential factor ν0 to a value of ≤1 leads to a consid-
erable increase in the crystallization coefficient, as
there is an increase in the concentration of dangling
bonds on the growth surface.

It is noteworthy that, when carrying out the analysis,
we exclusively considered the desorption component in
the term describing hydrogen escape from the surface.
We completely disregarded the possibility that hydro-
gen atoms are incorporated into the growing layer.
However, experience shows that the hydrogen concen-
tration in Si is rather high. It is possible that consider-
ation of this effect could help to eliminate the difficul-
ties encountered when determining the hydrogen
absorption coefficient by this method and by thermal
desorption spectroscopy.

We thank Cand. Sci. (Phys.–Math.) A.V. Potapov
for her contributions to discussions and useful com-
ments and S.A. Nikitina for help with the calculations.
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Abstract—The adsorption, desorption, initial film growth, and contact and thermal transformation of C60 mol-
ecules on a Ta(100) surface in ultra high vacuum at temperatures from 300 to 2000 K are investigated. It is
shown that C60 molecules from the first adsorption layer undergo a significant transformation even at room tem-
perature, forming a loose monolayer. The subsequent growth of fullerite occurs in accordance with the Stran-
ski–Krastanov mechanism and results in the formation of compact islands. The thermal stability ranges of ful-
lerite films on tantalum are determined and it is shown that decomposition occurs in the temperature range 850–
950 K mainly due to decomposition of the molecules (induced by the catalytically active surface) rather than
thermal desorption. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Interaction of fullerenes with the surface of solids is
interesting from a scientific point of view and important
in practice, since this process provides the key to tech-
nological application of fullerenes. To date, there are at
least several tens of studies in which fullerene–surface
interaction was analyzed by different methods (both
theoretically and experimentally) for silicon [1–7],
noble metals [8–12], and refractory metals [13–17].
Previously, we performed a detailed study on the regu-
larities of such interaction between C60 molecules and
the surfaces of Ir [11, 12], Re [14], W [16, 17], Si [7],
and Mo [15]. C60 molecules, adsorbed at room temper-
ature, retain their structure on the surfaces of Ir, Re, Si,
and Mo. At the same time, on the W surface, fullerenes
are significantly transformed, even at room tempera-
ture. According to modern concepts, tantalum is much
more chemically and catalytically active in comparison
with all the previously studied metals [18]. Thus, we
believe it is important to gain insight into the transfor-
mation of the known regularities of fullerene–surface
interaction for the Ta surface.

2. EXPERIMENTAL

The experiments were performed in a high-resolu-
tion Auger spectrometer (see [19] for details) in ultra-
high vacuum (p ≈ 10–10  Torr). Auger spectra were mea-
sured in a direction close to the normal to the surface.
There was a possibility of recording Auger spectra
directly from heated samples in the temperature range
300–2100 K. The samples consisted of filamentary Ta
ribbons 0.05 × 1 × 40 mm3 in size. They were cleaned
by successive annealing in oxygen (p ≈ 10–7 Torr and

†Deceased.
1063-7826/05/3911- $26.001280
T  = 1500 K for 30 min) and ultrahigh vacuum (p ≈
10–10  Torr and T = 2600 K for 5 h). The Auger spectrum
of the as-annealed surface contained only Ta peaks.
Along with cleaning, a ribbon became textured after the
appearance of the (100) face on the surface. The work
function of the surface was eϕ = 4.15 eV (this value
corresponds to the (100) face, according to [20]). The
surface was homogeneous in the work function. It has
previously been shown that the CKVV Auger peak of C60
molecules has an energy of 269 eV, i.e., almost 3 eV
lower than, for example, the carbon Auger peak in the
spectra of graphite, metal carbides, or adsorbed carbon
clusters. This Auger peak energy is characteristic of both
thick films of adsorbed C60 molecules (5–10 monolay-
ers) and submonolayer coatings on iridium, rhenium,
and silicon. We used this factor to distinguish adsorbed
fullerenes from carbon in other possible states.

The C60 molecules were deposited on the entire sur-
face of a ribbon from a Knudsen cell, into which a
weight of fullerenes with a purity of 99.5% was loaded.
After aging, the cell yielded a stable and easily con-
trolled flux of C60 molecules with the density  =

1010–1013 molecule/cm2 s. To carry out absolute cali-
bration of the flux density, an iridium ribbon was installed
near a tantalum ribbon (parallel to it). The calibration was
performed using the technique we proposed in [16]. The
error of absolute calibration was estimated to be 15–20%.

3. ADSORPTION AT ROOM TEMPERATURE

Figure 1 shows the changes occurring in the carbon
and tantalum Auger signals during the adsorption of C60
molecules under the effect of a constant flux on the
Ta(100) surface at room temperature. As can be seen,
the tantalum Auger signal monotonically decreases but

νC60
 © 2005 Pleiades Publishing, Inc.
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does not vanish: it attains some measurable value after
the deposition for approximately 500 s and then stops
changing. The carbon Auger signal increases almost
linearly during the deposition for about 200 s. Then, its
growth slows, and, at t = 500–600 s, the intensity of this
signal reaches a constant value. This result indicates
that, beginning with t ≈ 200 s, new C60 molecules arriv-
ing at the surface screen not only the substrate signal
but also the carbon Auger signal of the previously
adsorbed molecules, and, beginning from deposition
times of 500–600 s, the thickness of the fullerene layer
formed on the substrate becomes comparable with the
escape depth of the Auger electrons of carbon (15–20 Å).
Thus, we can state that, after a deposition lasting for
about 200 s, the first monolayer becomes filled and the
subsequent monolayers begin to grow. During the dep-
osition of C60 molecules, the shape of the CKVV Auger
line is gradually transformed: spectrum 1 in Fig. 2,
measured after the first ~60 s of deposition, changes to
spectrum 2 in Fig. 2 (deposition for 200 s) and, then, to
spectrum 3 in the same figure (deposition for 12 min).

The following question arises: how should we char-
acterize the monolayer of C60 molecules grown at
300 K on Ta(100)? As can be seen from Fig. 2, the car-
bon Auger signal from the first monolayer of C60 mole-
cules has an energy of 271 eV and does not correspond
to the fullerene Auger signal. A similar phenomenon
has previously been observed on the W(100) surface
[16, 17]. Note that the first fullerene monolayer screens
the Auger signal of the Ta substrate more weakly (only
by a factor of 1.75) than the tungsten Auger signal [17]
and even more weakly than the molybdenum [15] or
silicon [7] signals. Nevertheless, this screening value of
1.75 significantly exceeds the degree of screening
obtained, for example, for surface layers of tungsten or
molybdenum carbides and is close to the degree of
screening characteristic of a two-dimensional graphite
film with respect to molybdenum, rhenium, or iridium
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Fig. 1. Dependences of the (1) carbon and (2) tantalum
Auger signals on the time of deposition of C60 molecules on

Ta(100) at room temperature. The flux density  = (4 ±

0.5) × 1011 molecule/cm2 s.
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Auger signals (1.6). Recall that the energies of the
Auger peaks of all the metals considered here are close
to each other (within 15 eV), which makes it possible to
directly compare the degrees of screening. We believe
that fullerene, in contact with a Ta surface that has a
high catalytic activity, does not completely lose its indi-
viduality and structure but is significantly transformed.
Indeed, one would hardly expect fullerene to undergo a
complete decomposition into atoms at room tempera-
ture even on such a chemically active surface as the
Ta surface. For example, we earlier showed [21] that
the Auger line of a carbon film deposited in ultrahigh
vacuum has a shape characteristic of carbon clusters
and that this film is thermally stable up to 900 K. The
transformation of C60 molecules makes it possible for
some C atoms to be involved in strong chemisorption
interaction with the metal surface, which is the likely
reason for the complex partly carbide-like shape of the
Auger line of adsorbed submonolayer and monolayer
films of C60 molecules (see spectra 1 and 2 in Fig. 2).
Somewhat arbitrarily, we propose to characterize this
state as a “loose ball” (a schematic diagram of the pro-
cesses occurring during the deposition of fullerenes on
Ta(100) at 300 K is shown in Fig. 3a). Previously, we
developed similar concepts for the transformation of
fullerenes on the W(100) surface [17].

Let us estimate the concentration of C60 molecules
in the first monolayer. On the basis of the absolute flux
calibration, we can state that (0.8–1.1) × 1014 molecules
are deposited on a surface area of 1 cm2 for 200 s. This
means that the first monolayer of the C60 molecules on
Ta(100) is rather loose in comparison with similar lay-
ers on metals of group VI (see table).
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Fig. 2. Shapes of the CKVV Auger line for different adsorp-
tion states of C60 molecules on tantalum: (1) 0.3 monolay-
ers deposited at 300 K, (2) a monolayer deposited at 300 K,
(3) a multilayer (~4 monolayers) fullerene film deposited at
300 K, (4) the same film annealed at 700 K for 20 s, (5) the
same film annealed at 900 K for 20 s, and (6) the same film
annealed at 1100 K for 20 s. The numbers indicate the ener-
gies (in eV) of the corresponding peaks.
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Let us consider the further growth of fullerene films.
Some conclusions can be drawn on the basis of the
Auger data. First, the growth of a fullerene film on tan-
talum is distinctly not of the layer-by-layer type (as it is
on molybdenum or tungsten). It is more likely of an
island type, as on silicon and rhenium. Second, the
observed changes in both Auger signals can be made
consistent with the model only by assuming that the
growing fullerite islands leave some part of the first
monolayer open, while the density of these islands is
higher than in the first monolayer and is close to the
volume density of the fullerite. A hypothetical sche-
matic diagram of the successive growth stages of a ful-
lerite film on Ta(100) is shown in Fig. 3. In surface sci-

(a)

(b)

Ta

Ta

(c)

Ta

Fig. 3. Schematic diagram of the processes occurring dur-
ing the deposition of C60 molecules on Ta(100) at room
temperature: (a) submonolayer coating, (b) beginning of the
second-layer growth, and (c) growth of a multilayer film.
ence, this mechanism of film growth is referred to as the
Stranski–Krastanov mechanism.

In addition, we should note that, up to the end of the
formation of the first monolayer, the shape of the car-
bon Auger line hardly changes (it is present in spectrum 1
in Fig. 2). In contrast, for a three- of four-layer film, the
line shape is typical of fullerenes (spectrum 3 in Fig. 2),
since the Auger electrons from the first layer are
strongly absorbed in higher lying layers and make
almost no contribution to the total signal.

4. THERMAL TRANSFORMATION 
OF A FULLERITE FILM ON Ta(100)

Figure 4 shows the changes in the carbon and tanta-
lum Auger signals upon annealing of multilayer fuller-
ite films with a total thickness of four layers. The
change in the shape of the carbon Auger line upon such
heating is shown in Fig. 2. As can be seen, up to 800 K,
the adsorbate Auger signal hardly changes, whereas the
substrate Auger signal increases significantly from the
beginning. The shape of the carbon Auger line is also
transformed, which is indicative of changes in the
chemical state of C atoms entering the composition of
fullerenes. Even at 700 K, the energy of the carbon
Auger peak changes to the value of 271 eV, and a num-
ber of specific features arise in the low-energy part of
the spectrum that are typical of carbide structures rather
than fullerenes.

This trend is even more pronounced at 900 K,
although the Auger peak amplitude changes very little.
At high temperatures, the shape of the Auger peak
becomes very similar to that of carbides (Fig. 2, spec-
trum 6) and does not change upon further heating; only
the peak amplitude decreases. In the temperature range
850–950 K, fast reconstruction of the adsorption layer
occurs: the carbon Auger signal sharply decreases and
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Fig. 4. Changes in the (1) carbon and (2) tantalum Auger
signals during the step annealing of a film of C60 molecules
with a thickness of about four monolayers on Ta(100). The
initial state is the film of C60 molecules deposited at room
temperature. The annealing time at each point is 20 s.
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the substrate Auger signal increases by a factor of
almost 2. With a further increase in temperature, the
carbon Auger signal continues to decrease, remaining
similar to the carbide Auger line in shape, and the sub-
strate Auger signal continues to increase. Both Auger
signals attain constant values at T = 1700–1800 K at the
level characteristic of the tantalum carbide surface [21].

Apparently, this complex behavior of the Auger sig-
nals is the result of a number of processes, occurring
simultaneously and competing with each other. In the
temperature range 300–800 K, the catalytic action of
the metal surface, leading to decomposition of
fullerenes from the first and next layers, increasingly
manifests itself during the heating. The released
C atoms are incorporated into carbide-like structures
on the surface and yield the Auger peak of the corre-
sponding shape. The sharp change in the amplitudes of
both Auger spectra at 800–900 K is apparently due to
two processes occurring almost simultaneously: des-
orption of undecomposed C60 molecules from the upper
layers and intense decomposition of C60 molecules and
their fragments with dissolution of the released carbon
in the substrate volume.

Indeed, the upper layers of the film initially contain
unstrained fullerenes (as indicated by an Auger peak
energy equal to 269 eV). However, even at 700 K, their
number is very small (if there any are at all): the Auger
peak energy is characteristic of carbides. Apparently,
this phenomenon is related to the further decomposi-
tion of the fragments of fullerenes and the replacement
of a significant fraction of C–C bonds by C–Ta chemi-
sorption bonds. For all the previously studied substrates
(Mo, Re, Ir, W, Si, and SiC), the thermal desorption of
fullerenes from multilayer films has been observed in
the temperature range 750–850 K. It is reasonable to
suggest desorption of undecomposed C60 molecules in
this case. At the same time, as was shown in [21], the
atomization of almost all forms of the adsorbed carbon
and the dissolution of the released carbon in the Ta sub-
strate, accompanied by the formation of a solid solu-
tion, finish at 900 K. Apparently, in the case under con-
sideration, a large fraction of the deposited fullerenes
are partially decomposed even at 400–700 K and lose
the ability to be desorbed. At 850–900 K, all these mol-
ecules are decomposed into atoms and the released
C atoms penetrate the surface region of the substrate to
cause a significant supersaturation and form grains of
volume carbide. Heating to higher temperatures leads
to a gradual dissolution of these grains, and, at 1700–
1800 K, the surface contains only the equilibrium sur-
face carbide, as one would expect from the data of [21].

It is of interest to compare the data in Fig. 4 with the
results of annealing of one monolayer of fullerenes
(Fig. 5). It can be seen that the picture is qualitatively
very similar: radical changes in the intensities of the
Auger signals occur at the same temperatures, although
the thermal desorption of decomposed fullerenes seems
to be very unlikely. It is noteworthy that the state of the
SEMICONDUCTORS      Vol. 39      No. 11      2005
surface carbide is attained at lower temperatures
(apparently, due to the smaller total amount of carbon
in the system, smaller grains of volume carbide are
formed and they can be more easily dissolved).

It is also of interest to determine the limiting depth
at which this surface effect exists, causing the decom-
position of fullerenes. Special experiments were carried
out in which fullerite films with thicknesses ranging
from 300 to 1000 atomic layers were deposited on the
Ta surface. Then, the films were heated in vacuum, and
the products of thermal desorption were deposited on a
closely located substrate and analyzed by Auger elec-
tron spectroscopy. It was found that, at such film thick-
nesses, fullerenes are not decomposed but are thermally
desorbed, retaining their shape. Apparently, the effect
of the surface, leading to the decomposition of
fullerenes, covers depths no larger than several (maxi-
mum several tens) atomic layers.

5. RESULTS AND DISCUSSION

Let us estimate the concentration of fullerenes in the
first layer using the data on their screening ability for
other substrates. We assume that the screening ability
of C60 molecules weakly changes as a result of the
above-described transformation and is the same for tan-

Data on the surface concentration of C60 molecules and the
degrees of screening of the substrate Auger signal for mono-
layers of C60 molecules on different substrates

Substrate
Concentration of 
C60 molecules in 
a monolayer, cm–2

Degree of 
screening

(1 – σ), cm2

Mo(100) ~1.6 × 1014 2.9 0.41 × 10–14

W(100) ~1.6 × 1014 2.8 0.40 × 10–14

Si(100) (7–8) × 1013 ~1.9 0.63 × 10–14
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Fig. 5. Changes in the (1) tantalum and (2) carbon Auger
signals during the step heating of films of C60 molecules
with a thickness of one monolayer on Ta(100). The anneal-
ing time at each point is 20 s.
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talum, tungsten, and molybdenum. In addition, we
assume that one fullerene decreases the flux of substrate
Auger electrons passing through it by a factor of σ and
occupies an area equal to  cm2, the total area from
which the Auger signal is collected is equal to S, and the
Auger signal intensity of a pure substrate is I0. Then, the
intensity IN of the substrate Auger signal from a surface
with a concentration N of fullerenes can be written as

(1)

where the first and second terms describe the Auger
emission through the areas occupied by fullerenes and
those free of them, respectively. Let us denote the
experimentally observed decrease in the Auger signal
as δ = IN/I0. Then, it can easily be seen that

(2)

The experimental data for the substrates previously
investigated are listed in the table. As can be seen from
formula (2), one can experimentally determine only the
product of the area occupied by one fullerene on the
basis of its screening ability, (σ – 1). For the estima-
tion, let us take the average value from those listed in the
table and assume that (σ – 1) = 0.5 × 10–14 cm2.
Then, calculation of the surface concentration of
fullerenes on Ta(100) by formula (2) yields N = 0.85 ×
1014 cm–2, which is in very good agreement with the
data of direct measurements (see above). 

Let us compare the results obtained for Ta(100) with
the specific features of the interaction of fullerenes with
other, previously studied, metal substrates. The adsorp-
tion of fullerenes on tantalum is very similar to their
adsorption on tungsten: on both these substrates, the
fullerenes of the first monolayer lose their character
even at 300 K. However, the heating of multilayer films
on the surface of W, as well as the previously studied
Mo, Si, and Re, leads to the thermal desorption of excess
C60 molecules; only the molecules of the first layer (on
W) and some of those from the second layer remain on
the surface. However, tantalum, which has a much higher
catalytic activity than all the above-mentioned substrates
[18], can decompose almost all fullerenes deposited on
the surface, including those that are not in direct contact
with the metal. Apparently, we are observing here the
effect of induced transformation of molecules from the
second and subsequent layers (revealed by us in [17])
when the catalytic action of the surface is transferred
through the layers of transformed molecules.

6. CONCLUSIONS

The regular features of the interaction between C60
molecules and the Ta(100) surface are studied in detail.
It is shown that the deposition of fullerenes at room
temperature leads to island growth of a fullerite film by
the Stranski–Krastanov mechanism with a highly loose
first monolayer composed of highly transformed C60

SC60

IN I0 SC60
Nσ( ) 1 SC60

N–( )+[ ] ,=

δ 1 SC60
N σ 1–( ).+=

SC60

SC60
molecules. Heating of a multilayer film leads to the
induced transformation of C60 molecules from the sec-
ond and subsequent adsorption layers, which appar-
ently makes these molecules unable to undergo thermal
desorption.
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Abstract—Restrictions imposed on the maximum defect concentration at which the conventional assumption
of the Shockley–Read–Hall recombination theory (the equality of electron and hole lifetimes) is still applicable
are studied. Using the example of doped silicon, the dependence of this concentration on the injection level and
various defect parameters is considered. The cases where the semiconductor contains defects of only one type
and of several types are investigated. The performed analysis allows us to determine the sample parameters for
which the lifetimes of charge carriers can be calculated using a simplified recombination model. © 2005 Ple-
iades Publishing, Inc.
1. INTRODUCTION

Measurements of charge-carrier lifetimes in semi-
conductors are used to determine various defect param-
eters, in particular, their concentrations and energy-
level positions in the band gap. Usually, the results of
such measurements are simulated using the Shockley–
Read–Hall (SRH) theory [1–3]. Thus, in order to sim-
plify the calculations, it is often assumed that the elec-
tron and hole lifetimes τn and τp or, equivalently, the
excess charge carrier concentrations ∆n and ∆p are
approximately equal [2, 4, 5]. In Shockley–Read termi-
nology [1, 6], this condition corresponds to the so-
called simplified SRH model. The problem is, however,
that the application of such a simplified approach is not
always justified. As was shown in [1], the defect con-
centration Nt must not exceed some critical value Ncrit;
otherwise, the results of the lifetime measurements are
not reliable. The higher the concentration Nt, the greater
the possible error is. At the same time, the quantity Ncrit
strongly depends on many parameters of both the
defects and the semiconductor material. In particular,
in [1], the dependence of Ncrit on the position of the
defect level Et in the band gap was studied for different
values of the ratio γ = cp/cn of carrier capture coeffi-
cients with respect to the defect level. However, gener-
ally, the plots in [1] allowed only a rough estimation of
the quantity Ncrit, since the calculations were based on
the formula of the simplified SRH theory itself. Basi-
cally, the case where τn/τp = ∆n/∆p ≈ 1 was studied.
However, the reverse case, where the above quantities
are substantially different, is of interest. The approach
used in this study, specifically, application of the non-
simplified theory, makes it possible to establish the crit-
ical concentration at an arbitrary value of the ratio τn/τp.
1063-7826/05/3911- $26.001285
According to [7, 8], in p-type silicon containing a
number of radiation defects, in particular, E centers, the
carrier lifetimes are substantially different. Therefore,
for such samples, one might expect significant restric-
tions on the defect concentration if the simplified
recombination model is used. This issue is considered
in this study.

If the injection level is increased, the charge-carrier
lifetimes become closer to each other. Accordingly, the
restrictions on the defect concentrations should become
weaker. In this study, the conditions under which these
restrictions are retained, even if injection is not low, are
considered.

In [1, 7, 8], calculations were performed for the case
in which carrier lifetimes are determined by one defect
type only. Here, the applicability of the simplified SRH
model is investigated for a more realistic situation in
which the levels of different centers contribute simulta-
neously to recombination.

2. RELATIONS BETWEEN THE PARAMETERS 
OF THE SEMICONDUCTOR IN THE SRH MODEL

According to the SRH theory of recombination, in
the case of defects with one level in the band gap at a
given injection level ∆p, the quantity ∆n is determined
by solving a quadratic equation. Knowing this quantity,
we can calculate the lifetimes of charge carriers [3, 9].
For electrons, the following relation is valid:

(1)

τn Nt
1– p0 ∆p n0

∆p
∆n
-------+ + 

 
1–

=

×
n0 n1 ∆n+ +

cp

-----------------------------
p0 p1 ∆p+ +

cn

------------------------------+ 
  .
 © 2005 Pleiades Publishing, Inc.
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Here, n0 and p0 are the equilibrium electron and hole
concentrations, p1 = niexp(–∆et), n1 = niexp(∆et),

ni and Ei are the carrier concentration and the Fermi
level in an intrinsic semiconductor, kB is the Boltzmann
constant, and T is temperature. The hole lifetime can be
found from formula (1) using the relation τn/τp = ∆n/∆p.

We describe deviations from the condition ∆n = ∆p
by the parameter x = 1 – ∆n/∆p for a p-type semicon-
ductor and by x = 1 – ∆p/∆n for an n-type semiconduc-
tor. Then, instead of (1), we obtain, for an acceptor-
doped semiconductor,

(2)

It follows that, at a low injection level (∆p ! p0, where
p0 is the equilibrium concentration), the lifetime of
minority charge carriers changes only if the quantities
∆n and ∆p are substantially different (so that |x| ≈ 1) and
only at a rather low doping level. However, the major-
ity-carrier lifetime is more sensitive to the value of x,
since

The simplified SRH model corresponds to the
approximation x ≈ 0. The error arising when using this
model is determined by comparing carrier lifetimes at
x = 0 and x ≠ 0. The error can be substantial if the relax-
ation of the measured parameter is determined by either
majority carriers or carriers of both types. An example is
provided by the method used in [1], where the photocon-
ductivity variation under optical injection was measured.

Having fixed x, i.e., having chosen a reasonable ratio
of the lifetimes, we can find the corresponding defect
concentration Nt. Thus, for a p-type semiconductor, the
relation between these quantities is

(3)

At a low injection level (∆p ! p0), we have

In [1], the quantity

∆et

Et Ei–
kBT

----------------,=

τn cpNt( ) 1– p0 ∆p
n0

1 x–
-----------+ + 

 
1–

=

× p0 p1+( )
n1

p0
----- γ+ 

  ∆p γ 1 x–+( )+ .

τ p

τn

1 x–
-----------.=

x
Nt

p0 p1+
-----------------

1 x–( )p0 γp1–
p0 p1+( ) γ n1/ p0+( ) ∆p γ 1 x–+( )+

-----------------------------------------------------------------------------------------.=

Nt

x p0 p1+( )2 γ n1/ p0+( )
1 x–( )p0 γp1–

-------------------------------------------------------.=

Ncrit
Na p1+( ) γ Na p1+( ) n1+[ ]

Na γp1–
------------------------------------------------------------------=
was analyzed rather than the quantity Nt. The expres-
sion for Ncrit can be written as Nt/|x| if, following [1], we
introduce the additional assumptions

We disregard these conditions, directly using nonsim-
plified formula (3).

In p-Si, the position of the defect level in the band
gap (Et = Ei – 0.18 eV) and the smallness of the coeffi-
cient γ ≈ 1.8 × 10–3 yield a value of x close to unity even
for low concentrations of Fei defects [1]. At a doping
level of Na = 1015 cm–3, injection level ∆p < 1013 cm–3,
and defect concentration of Nt = 1014 cm–3, we obtain
x ≈ 0.99. Therefore, Fei centers can appreciably affect
the charge-carrier lifetimes in such a sample.

According to the data from theoretical studies [7, 8],
for the parameters Na, ∆p, and Nt, when they are equal
to those listed above for Fei centers, the presence of
radiation-induced E centers (phosphorus–vacancy) in a
p-Si crystal should provide an equally large value of
x ≈ 0.99. Note, however, that, at such a concentration, it
is not possible to satisfy the electrical neutrality condi-
tion using the values of the parameters of the centers
(Et = Ei + 0.13 eV and γ = 10) cited in [7, 8]. A calcula-
tion using formula (3) yields a value of x ≈ 0.01, which
is two orders of magnitude smaller. Indeed, in this case,
x must be small, since the probability of filling of the
E centers by electrons is very small. Thus, for Na =
1015 cm–3, Nt = 1014 cm–3, and ∆p = 1013 cm–3, only
10–3Nt of the neutral E centers become negatively
charged. It is not sufficient to create an appreciable dif-
ference in the nonequilibrium concentrations of free
carriers in the bands and, respectively, in the carrier
lifetimes. We also note that we have succeeded in repro-
ducing the results of [1] for p-Si with Fei and FeB cen-
ters, in particular, the carrier lifetime data. For this rea-
son, the methods suggested in [7] for finding defect
concentrations using the dependence of the carrier life-
times on the injection level seem to be unjustified.

3. DEPENDENCE OF THE APPLICABILITY 
OF THE SRH MODEL ON THE DEFECT 

ENERGY-LEVEL POSITION

Let us consider the dependence Nt(∆et) of the defect
concentration on the position of their energy levels for
specific values of x, Na, and γ using the nonsimplified
SRH theory. Thus, we should be able to determine the
concentration of defects with a specific value of Et for
which the ratio of the carrier lifetimes is τp/τn = 1 – x.
In this way, we shall establish the limiting concentra-
tion up to which one can use the simplified SRH model
before the error does exceeds the specified ratio of the
carrier lifetimes.

x ! 1, p0 Nd @ p1.=
SEMICONDUCTORS      Vol. 39      No. 11      2005
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We use formula (3). To be specific, we consider the
case of a p-type semiconductor with (–/0) defects, i.e.,
defects with charge states (–/0). The dependence
Nt(∆et) for a low injection level (∆p ! Na = 1015 cm–3)
and different values of γ in p-type silicon is shown in
Fig. 1 by solid lines 1 and 2. We set |x| = 0.5. We note
that, in the sample under study, such a value of x might
be provided by radiation-induced E4 centers (∆et =
5.41, γ = 6.83), for example, at a concentration of Nt ≈
6.8 × 1015 cm–3 [10, 11]. At the same doping level in n-
type silicon, these centers would give x = 0.5 at a con-
centration of Nt ≈ 1.3 × 1014 cm–3. For p0, we use the
approximation

Curve 1 in Fig. 1 corresponds to values of Et and Nt that
provide x < 0, i.e., an excess of nonequilibrium elec-
trons. For curve 2, we have x > 0 and an excess of non-
equilibrium holes, accordingly. Compared to the equilib-
rium value, the occupancy of the defect level by majority
carriers increases at x < 0 and decreases at x > 0.

In Fig. 1, the dotted line corresponds to the same
dependence Nt(∆et) but is calculated under the condi-
tion p0 = Na. Such a simplified electrical-neutrality con-
dition was used when constructing similar dependences
in [1]. The authors of [1] would have obtained exactly
these curves if they had considered larger values of x.
The dependence has a discontinuity near the point

p0 Na

Nt p1

p0 p1+
-----------------.+≈

∆e0

γni

p0
-------.ln=

–20 –10 0 10 20

21

1015

1016

1017

1018

1019

Nt

∆et = (Et – Ei)/kBT

Fig. 1. Dependence of the concentration of (–/0) defects
(Nt) in p-Si on the position of their energy level (Et) at γ =

100 and a low injection level. Na = 1015 cm–3 and |x| = 0.5.
Solid curve 1 corresponds to the region x < 0; solid curve 2,
to the region x > 0; and the dashed curves, to the approxima-
tion p0 = Na.
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It can be shown that the width of the corresponding
“gap” is

for example, at x = 0.5, this gap is approximately equal
to kBT. We note that the region x < 0 lies on the left of
the gap whereas the region x > 0 is on the right of the
gap. In [1], the curves Ncrit(∆et) tended to infinity and
had no gaps at the points ∆et = ∆e0. Indeed, the gap dis-
appears as x  0.

It can be seen from Fig. 1 that the dependence of the
free-carrier concentration on the defect concentration
can strongly modify the curves Nt(∆et) compared to the
approximation p0 = Na. This statement is particularly
true for the region x < 0, where the quantity p1 can
assume large values. Now, there is no gap between the
regions of negative and positive x. Moreover, the region
x > 0 extends over the entire band gap, in contrast to the
region x < 0, which either adjoins the band of the major-
ity charge carriers (as in Fig. 1) or totally disappears.
We note that the greater the parameter γ, the bigger the
difference from the case p0 = Na.

The solid curves in Fig. 1 correspond to the nonsim-
plified SRH model, but this dependence can be com-
pared to calculation within the framework of the simpli-
fied model with x ≈ 0, which is of particular interest to
us. In the case where two values of Nt correspond to
same value of ∆et, we must choose the smaller value.
Thus, we obtain one of the curves in Fig. 2 (γ = 100)
from the solid curve in Fig. 1. Similarly, changing the
parameter γ, we can also construct the other curves in
Fig. 2. All of them refer to the case of (–/0) centers at a
low injection level and a doping level of Na = 1015 cm–3.
In this way, for each ∆et, we find the maximum defect

1 x+
1 x–
---------------;ln

–20 –10 0 10 20

γ = 100

1012

1014

1016

1018

Nt

∆et = (Et – Ei)/kBT

γ = 1

γ = 0.01

Fig. 2. Dependence of the concentration of (–/0) defects
allowed by the simplified SRH model in p-Si on the position
of the defect energy level for γ = 0.01, 1, and 100 at a low
injection level. Na = 1015 cm–3 and |x| = 0.5.
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concentration at which the use of the simplified model
is still justified. Up to this concentration, the error does
not exceed the chosen limiting value τp/τn = 1 – x.

From Fig. 2, we see that the concentration of
defects, as allowed by the simplified SRH model with a
preset value of |x| = 0.5, can be much smaller than Na.
This situation occurs if the coefficient γ is small and a
defect has a sufficiently deep level. In contrast, in the
case of defects with large γ, the application of the sim-
plified SRH model is usually justified even at low dop-
ing levels. We note that our plots are radically different
from the corresponding plots presented in [1].

4. INJECTION LEVEL DEPENDENCE 
OF THE CONDITIONS FOR THE APPLICABILITY 

OF THE SRH MODEL

It follows from (3) that, at fixed x, the concentration Nt
increases as the injection level ∆p is increased. There-
fore, even if, at small ∆p, the concentrations Nt allowed
by the simplified model are low, as ∆p increases, this
restriction is removed [1]. However, for some defects,
the dependence Nt(∆p) can be weak. In this case, the
applicability of the simplified SRH model can be lim-
ited in the case of a higher injection level as well.

It can be seen from formula (3) that, in a p-type
semiconductor (n0 ! p0), the quantity Nt is weakly
affected by injection if

∆p ! 
γ p0 p1+( ) n1+

γ 1+
-------------------------------------.
A similar condition for an n-type semiconductor is

At the same doping level, this inequality is more easily
satisfied for acceptor doping if γ > 1 and, for donor dop-
ing, if γ < 1. This finding is confirmed by the example
of radiation-induced E4 centers in p-Si and n-Si [10, 11].
For this case, we obtain

and, respectively,

Having supplemented the above conditions with the
inequalities ∆p ! p0 and ∆n ! n0, using formula (2), we
find the limiting injection level below which the
charge-carrier lifetime is independent of the injection
level. For p-Si with Fei centers, we obtain

Therefore, in such a sample, the lifetime begins to
depend on the injection level at a much lower doping
level than in p-Si with E4 centers [1, 10].

5. RECOMBINATION CENTERS 
OF DIFFERENT TYPES

In real semiconductors, recombination centers and
traps of different types are usually present. In this case,
we can obtain an expression for the parameter x that
generalizes formula (3). For a p-type semiconductor,
we find

∆n ! 
γ 1– n0 n1+( ) p1+

γ 1– 1+
----------------------------------------.

∆p cm 3–( ) ! 2.9 1011 0.9 p0+×

∆n cm 3–( ) ! 2.9 1011 0.1n0.+×

∆p cm 3–( ) ! 1.5 1010 1.4 10 3–× p0.+×
(4)x
Ntk 1 x–( )p0 γk p1k–[ ]

p0 p1k+( ) p0 p1k+( ) γk n1k/ p0+( ) ∆p γk 1 x–+( )+[ ]
------------------------------------------------------------------------------------------------------------------------------.

k

∑=
Here, the index k is used to distinguish between defects
of different types if necessary. In [1], the assertion is
made that, in the case of numerous defect types, the
same restriction on the concentration as in the case of a
sample with defects of a given type must be satisfied for
each one. In other words, the total allowed concentra-
tion Nt is not smaller than the sum of allowed concen-
trations Ntk for each of the defect types. However, it fol-
lows from (4) that this is not always the case. Some
defects can create an excess of nonequilibrium free
electrons, while other defects create an excess of holes.

Now, we consider the example of silicon containing
the radiation-induced centers E1 and E4. In p-Si at all
doping levels, defects of both types give rise to an
excess of nonequilibrium holes. Therefore, an increase
in the concentration of defects of one type actually
reduces the allowed concentration of defects of the
other type. However, in n-Si, the situation is somewhat
different. The E4 centers nearly always create an excess
of nonequilibrium electrons (at Nd < 3.3 × 1011 cm–3, if
we disregard the case of very high defect concentra-
tions). At the same time, the E1 centers (Et = Ei +
0.40 eV) can create an excess both of electrons and of
holes. In the available publications, there exists a sig-
nificant scatter in the values of the electron-capture
coefficient for these centers, with the result that the pos-
sible values of the parameter γ lie in the range 1.8–394
[12]. Accordingly, the E1 centers create an excess of
holes if Nd is smaller than 2.5 × 1016 cm–3 or 1.1 ×
1014 cm–3 for limiting values of γ in the specified inter-
val, respectively. In this case, the total allowed concen-
tration exceeds the sum of the allowed concentrations
for each type of defect. Thus, the use of the simplified
SEMICONDUCTORS      Vol. 39      No. 11      2005
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SRH model is justified at concentrations Nt exceeding
those in the case of a sample with defects of only one type.

6. CONCLUSIONS
The simplified SRH recombination model can be

used to interpret measurements of charge-carrier life-
times only if the defect concentration does not exceed
some limiting value. The latter is determined by the
parameters of the centers, the level and type of the
semiconductor doping, and the semiconductor temper-
ature. The result depends on the error that is considered
to be allowed in finding the lifetime of carriers. The
allowed value of the defect concentration can be several
orders of magnitude lower than the doping level. At low
injection levels, the carrier lifetimes in such samples
are substantially different.

When estimating the allowed defect concentration,
it is necessary to correctly take into account the role of
defects in the balance of charge carriers. Primarily, this
concerns defects whose energy levels lie far from the
band of minority carriers. Even if the injection level is
not low, restrictions on the allowed concentrations of
some defects can be substantial. At the same time, in a
semiconductor with several defect types, such restric-
tions can be weaker than in case of the defects of a sin-
gle type.

The knowledge of a value of the limiting defect con-
centration is necessary to obtain reliable results when
SEMICONDUCTORS      Vol. 39      No. 11      2005
measuring the charge-carrier lifetimes using the method
based on the simplified SRH recombination model.
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Abstract—The kinetics of the electronic processes in metal–insulator–semiconductor structures in which the
insulator layer has low conductivity is considered. When a dc bias voltage is applied to such a structure, a non-
equilibrium depletion region appears in the semiconductor layer. The conditions necessary for the formation of
a stable depletion region and the appearance of photoelectric signals in this region are analyzed. The duration
of transients and the parameters of the structure layers are estimated. © 2005 Pleiades Publishing, Inc.
“Ideal” insulator layers with low electrical conduc-
tivity (10–12 Ω–1 cm–1) are used in the following photo-
sensitive devices based on metal–insulator–semicon-
ductor (MIS) structures: charge-coupled devices (CCDs),
charge injection devices (CIDs), and image converters
based on structures that consist of a MIS and a liquid
crystal [1]. MIS structures with leakage in their insula-
tor layer have attracted virtually no attention. Neverthe-
less, such structures are used in vidicon phototargets
that are sensitive in the middle infra-red spectral region
[2, 3]. In vidicon phototargets, the voltage across the
MIS structure continuously decreases because of leak-
age of the charge supplied by an electron beam. In tra-
ditional devices based on MIS structures [1], the power
source maintains a strictly controlled voltage across the
structure irrespective of the conduction in the insulator
layer. The fact that the kinetics of the electronic pro-
cesses in MIS structures must be somewhat different
from similar processes in phototargets is the subject of
the present study. 

In MIS structures, wide-gap semiconductors with
impurities can be used as insulator layers. In this case,
a heterojunction consisting of a narrow-gap semicon-
ductor and a wide-gap semiconductor is formed, which,
under certain conditions, can exhibit the properties of a
MIS structure. Metal oxide and polymer layers possess-
ing the required conductivity can be also used as insu-
lator layers. The concept of an “insulator layer” in such
structures has a purely terminological meaning. In what
follows, we use the term “MIS structure with leakage.”
First of all, we consider structures in which, at rela-
tively low voltages, an injection of charge carriers (at
least of one sign) across the insulator–semiconductor
interface is impossible. 

We disregard surface effects related to the contact
potential difference between the layers of a structure.
This step is possible because the voltage applied to such
1063-7826/05/3911- $26.00 ©1290
a structure (>10 V) is much greater than the contact
potential difference. 

The distribution of charge, a field, and voltage in the
layers of a MIS structure with leakage is described by
the equations [2, 4]

(1)

(2)

(3)

where εi and εs are the permittivities of the insulator and
semiconductor layers, respectively; n0 is the concentra-
tion of ionized impurities in the semiconductor; L is the
length of the depletion region; Ns is the density of free
carriers accumulated at the semiconductor–insulator
interface; ∆Qi is the density of the charge passing
through the insulator layer; U is the voltage across the
layers of the structure; Us is the voltage across the semi-
conductor; and Ui is the voltage across the insulator. 

We must find the time dependence of the length of
the depletion region with regard to the leakage current
in the insulator layer as a sufficiently wide voltage
pulse is applied to a structure. 

Using Eqs. (1)–(3), we can write the expression for
the voltage across the layers of a structure as

(4)

Differentiating (4) with respect to time t and taking
into account that

εiEi 4πen0L 4πeNs 4π∆Qi,–+=

U Us Ui,+=

Us

4πen0L2

εs

---------------------,=

U
4πen0L2

εs

---------------------
Li

εi

---- 4πen0L 4πeNs 4πe∆Qi–+( ).–=

dNs

dt
--------- GL,

d∆Qi

dt
------------ σiEi,

dU
dt
------- 0,= = =
 2005 Pleiades Publishing, Inc.
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we obtain

(5)

where G is the rate of thermal generation in the deple-
tion region and σi is the electrical conductivity of the
insulator layer. To simplify the solution of Eq. (5), we
assume that the current density in the insulator layer is
time-independent, i.e., σiEi = const. 

In the experiment, the insulator thickness Li = 10–5 cm,
the voltage applied to the insulator Ui = 10 V, and the
field Ei ≈ 106 V/cm. Under such high fields, the drift
velocity of a charge carrier v i attains saturation (v i =
µiEi) and the assumption that σiEi = eniv 0 = const is
quite justified (µi is the mobility of charge carriers in
the insulator, and ni is their concentration).

Equation (5) can be rewritten as

(6)

Integrating Eq. (6), we obtain

(7)

where T = n0/G and L0 is the initial length of the deple-
tion region.

For convenience of the analysis, we rewrite Eq. (7)
in the form

(8)

where

In the steady-state mode (t ≈ ∞), we find, from Eq. (8),

(9)

This relation implies that, in the steady-state mode,
in the presence of a dc current in a MIS structure, a
depletion region of length

(10)

still exists in a layer of the semiconductor near the
interface with the insulator.

If the conductivity of the insulator is σi ≈ 10–8–
10−9 Ω–1 cm–1, Ei ≈ 105 V/cm, and the rate of thermal gen-
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eration in the semiconductor is G ≈ 1019–1020 cm–3 s–1,
then Lst ≈ 10–4–10–3 cm.

Using Eq. (8), at Lst ! L0, we can determine the
duration of the transient required for attaining a steady-
state value of the depletion region length:

(11)

If the current in the insulator is sufficiently low for the
inequalities σiEi ! eGLi, σiEi ! eGLst, σiEi ! eGL0,
Lst ! L0, and Li ! L0 to hold, then we obtain from (11)

(12)

The first term in (12) coincides with a similar
expression for the transient obtained for MIS structures
with an “ideal” insulator [3]. From (11) and (12), we see
that, if we use a MIS structure with leakage in the insu-
lator, the duration of the transient decreases by a quantity
determined by the second term in (11) and (12).

Let us determine the time dependence of the length
of the depletion region under the conditions eGL @ σiEi
and L ! L0. From Eq. (8), we find

(13)

If σiEi ! eGL0, then B = 1 and, using Eq. (13), we
can represent the function L(t) as

(14)

Setting the argument of the exponential function in (14)
equal to unity, we find that the length of the depletion
region decreases by a factor of 2.7 in the time

(15)

If L0 @ Li and εi ≈ εs, then tH = (2L0/Li)T.
A variation in the photogenerated current IP in a

structure can be determined from the formula

(16)

where GP is the photogeneration rate and Se is the area
of the photosensitive element.

The conclusion, following from formulas (8)–(10),
that a nonequilibrium depletion region exists in the nar-
row-gap semiconductor of a MIS structure with leakage
when a dc voltage is applied to the structure is of certain
practical interest. We consider the possible physical
processes resulting in the formation of such a region.
It is well known that a nonequilibrium depletion region
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appears in MIS structures after applying a voltage
pulse. The formation and conservation of a depletion
region when a dc voltage is applied to a structure is pos-
sible under certain conditions.

Most importantly, there must be no injection of free
carriers (at least, of one sign) from the insulator with
leakage into the narrow-gap semiconductor. Electrons
passing through the insulator layer stop at the interface.
To neutralize the interface, holes must come to the
interface from the bulk of the semiconductor. However,
in our case, the semiconductor is chosen as an n-type
structure, meaning that there are virtually no free holes.
Therefore, the field penetrates into the semiconductor
and pushes the equilibrium electrons away from the
interface, and a depletion region, in which electron–
hole pairs are thermally generated, is formed. If the
thermally generated current of minority carriers in the
semiconductor exceeds the leakage current in the insu-
lator, then, in a time Tst, the depletion region virtually
disappears. If the thermally generated current of minor-
ity carriers is comparable with the current in the insula-
tor or lower (eGL ≤ σiEi), then the nonequilibrium
depletion region does not vanish and continues to exist
as long as there is a dc voltage across a structure. The
hole current thermally generated towards the interface
has no time to compensate for the arrival of electrons at
the interface, and the electric field penetrates into the
boundary layer of the semiconductor, pushing the
majority carriers away from the interface.

A similar nonequilibrium depletion has been
observed in photosensitive semiconductor structures
under the exclusion of minority carriers and in photo-
diodes under extraction [5]. An exclusion contact
(a homojunction formed by the layers of a heavily
doped semiconductor and of the same almost intrinsic
semiconductor) lets the flux of majority carriers pass
and, at the same time, does not inject minority carriers;
therefore, finally, a steady-state nonequilibrium deple-
tion region is formed. In [5], it was shown that photo-
detectors based on the exclusion phenomenon have a
lower level of intrinsic noise and higher operation tem-
perature compared to traditional photoresistive detectors.

Let us consider the response of a structure to light
pulses that produce the photogeneration current
eGPLSe @ σiEi. Under these conditions, the charge cur-
rent through the insulator has no time to compensate the
charge eNs of the minority carriers accumulating at the
interface, and the thickness of the steady-state region
decreases over time to a new value that is smaller than Lst.
In turn, this process results in a decrease in the photo-
current to a new value determined, according to (10),
by the total rate of thermal generation and photogener-
ation. Therefore, a photocurrent pulse is observed in the
circuit. After some time, in spite of the presence of illu-
mination, this photocurrent decreases to a value only a
little larger than the dark steady-state current.

Essentially, when a MIS structure is illuminated
under a dc voltage, the voltage is redistributed from the
semiconductor layer to the insulator layer; this redistri-
bution is accompanied by the appearance of a photocur-
rent pulse, which decays as a new steady-state voltage
distribution is established. If the pulse of light is termi-
nated, the charges that pass through the insulator gradu-
ally begin to compensate the accumulated charge, the
length of the steady-stae depletion region assumes its ini-
tial value, and structure can again record a pulse of light.

In several experimental studies [6, 7], time-depen-
dent radiation has been recorded using MIS structures
with leakage. However, the theory of the effect was not
completely clear. We compare the above results of the-
oretical analysis with the experimental data presented
in [6–8].

Silicon-based MIS structures with a room-tempera-
ture resistivity of about 3 × 103 Ω cm were studied.
Deposited layers of titanium dioxide and silicon diox-
ide with resistivites of ~(108–109) Ω cm and thick-
nesses of 10–5 cm were used as an insulator. The area of
the structures was ~1 mm2. After the application of a dc
voltage of ~30 V, a current appeared in the structures
with a current density of ~10–2 A/cm2, which corresponds
to a resistivity of the insulator equaling ~108 Ω cm. As a
source of pulsed radiation, gallium arsenide light-emit-
ting diodes were used.

After the application of a rectangular pulse of light
of duration ~10–4 s, a rather sharp spike in the photocur-
rent is observed on the pulse front; after a time of about
10–5 s, this spike decays, although the pulse of light is
still on. This observation means that the structure
responds to time-dependent radiation only. The photo-
current decays exponentially with a time constant that
decreases as is the intensity of the pulses of light are
increased, in agreement with formulas (15) and (16).
The situation is repeated for the subsequent pulses of
light. Thus, the theory developed in this study agrees
relatively well with the result of the experiment.

Corresponding oscillograms of the photocurrent
pulses (see Fig. 1 in [6]) for MIS structures with leak-
age under different operation modes are reported in [6–8],
and it is not necessary to reproduce them here.

The level of intrinsic noise of a photodetector is
mainly governed by dark current. In the MIS structures
considered, the dark current is controlled by the con-
ductivity of the insulator σi, which, for the required
value of Lst, can be determined from formula (10):

(17)

Using formula (17), we performed a simulation of
the required conductivity of the insulator layer of MIS
structures based on narrow-gap semiconductors
(indium arsenide and indium antimonide), which are
sensitive in the middle infra-red spectral region (2.5–
5.5 µm). In order to attain a sufficiently high quantum
yield in this spectral region, it is necessary for the
length of the steady-state depletion region Lst to be
~(5−10) µm. In these semiconductors at liquid-nitrogen

σi

eGLst

Ei

-------------.=
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temperature, the thermal generation rate is G ≈ 1017–
1020 cm–3 s–1 [7]. In experiments carried out in [4, 6, 7],
the voltage applied to the structures was ≥10 V, the
insulator thickness was 10–5 cm, and Ei = 106 V/cm.
Substituting these values into formula (16), we find that
σi can vary in the range ~(10–7–10–10) Ω–1 cm–1. 

There is a possibility of choosing the minimum
value of the conductivity of the insulator layer neces-
sary for the formation of a depletion region of required
size in a narrow-gap semiconductor, i.e., there is a pos-
sibility of optimizing the noise current. As to the oper-
ation temperature of the MIS photodetectors consid-
ered, the conclusions of [2, 3, 5] that, in the presence of
a nonequilibrium depletion region in a photosensitive
structure, the operation temperature of photodetectors is
higher than in traditional photoresistors, remain valid. 

Since a MIS structure with a dc bias voltage does
not respond to a time-independent light flux, specific
light modulators must be used at the input. If, for some
reason, the signal light flux is already modulated (for
example, in laser range meters and in active optical
locators) and the background radiation is time-indepen-
dent, then a background signal is absent in the mea-
sured photocurrent and the threshold sensitivity is
restricted by the total noise in the dark current and
background.

In summary, we note that, if a dc voltage is applied
to a MIS structure with leakage, a photosensitive non-
equilibrium depletion region, whose length is deter-
mined by the ratio of the leakage current density in the
insulator to the thermal generation rate in the semicon-
ductor, appears in a boundary layer of the semiconduc-
SEMICONDUCTORS      Vol. 39      No. 11      2005
tor. Such structures are photosensitive to pulsed light
fluxes and insensitive to time-independent light fluxes.
The noise level in MIS structures with leakage is deter-
mined by the current in the insulator layer and can be
minimized by choosing the parameters of the layers of
the structure.
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Abstract—A new type of heterostructure is suggested and developed. The heterostructures are based on the
direct contact of a bulk semiconductor with a dielectric layer in which a finely ground semiconductor phase is
dispersed. In Si- and GaAs-based heterostructures of this type, rectification and photovoltaic effects are
observed. It is shown that illumination of such structures so that the side of the dielectric layer with the built-in
finely ground semiconductor phase is exposed to light induces a broadband photovoltaic effect deep within the
fundamental absorption band of the bulk semiconductor. © 2005 Pleiades Publishing, Inc.
Heterostructures based on diamond-like semicon-
ductors have been, for a long time, one of the most
important subjects of investigations in the modern
physics of semiconductors and semiconductor elec-
tronics [1]. At the present time, the substantial progress
that has been made towards the next-generation of
optoelectronics is closely related to the development of
low-dimensional heterostructures [2–4]. The advent of
materials with reduced dimensionalities has led to the
emergence of novel technologies for controlling the
fundamental properties of semiconductors and to the
advent of high-power low-threshold lasers [2, 3]. In this
paper, we report the results of the first study of the pho-
tosensitivity of a new type of heterostructures that are
based on bulk crystals in contact with thin dielectric
layers containing a uniformly distributed finely ground
semiconductor phase. Silicon and gallium arsenide
have been taken as examples.

1. The photosensitive heterostructures were formed
on (100)-oriented Si and GaAs wafers with n- and
p-type conductivity. The finely ground phase was pre-
pared by mechanical grinding of the initial single crys-
tals. In order to reduce the dispersion of sizes of the
semiconductor particles to be introduced into the
dielectric layer, we subjected them to multiple frac-
tional precipitation from mixtures of these particles
with alcohol in air. Then, the finely ground phase was
introduced into a liquid polymer (P), specifically,
epoxy resin, to a content of 1–2 wt %, and the mixture
was thoroughly stirred so as to eventually provide a uni-
form distribution of the finely ground semiconductor
(S) phase over the volume of the liquid dielectric phase.
Thereafter, a drop of the liquid epoxy resin was applied
to the surface of a semitransparent metal layer (Mo or
Ni) thermally deposited on a glass surface. Then, the
surface of the epoxy resin drop was brought into direct
1063-7826/05/3911- $26.00 1294
contact with a semiconductor wafer, after which the
semiconductor wafer was slightly pressed so that it
could be put on special-purpose bounding dielectric
plates placed directly on the metal surface. Eventually,
these dielectric plates provided the conditions for
obtaining a plane-parallel epoxy resin layer including
the embedded disperse semiconductor particles. In the
above procedure of fabrication of the structures, the
excess liquid mixture was “pressed out” of the gap
between the metal (M) and semiconductor surfaces, fol-
lowing which the system, consisting of glass, metal,
and a mixture of epoxy resin with the finely ground
semiconductor phase (M/(P + S)/S), was fixed under a
mechanical load until the solidification of the epoxy
resin was completed. With the entire solidification
completed, the resulting structure became monolithic
and was supplied with electrical contacts to the semi-
conductor and metal. The procedure used here for fab-
rication of the structures is similar to that previously
suggested for manufacturing heterocontacts between a
natural protein and a semiconductor [5]. The only dif-
ference is that an epoxy layer with a built-in finely
ground semiconductor phase is used here instead of the
protein used in [5]. The thickness of the dielectric layer
in the heterostructures under consideration ranged
between about 0.1 and 0.05 mm.

Along with the M/(P + S)/S structures, we fabricated
M/(P + S)/M structures in which the epoxy resin layers
with the built-in finely ground semiconductor phase
were in contact with metal surfaces on both sides of the
layers. In this case, the metal layers were deposited on
glass surfaces in the same way as for the M/(P + S)/S
structures.

2. The basic types of structures fabricated by the
above procedure and some of the parameters of the
© 2005 Pleiades Publishing, Inc.
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Table

Constituent structural components
R0, Ω K, U = 5 V ∆"ωma, eV , V W–1

single-crystal wafer finely ground phase sample number

p-Si p-Si 5 106 1 1.7–2.2

n-Si p-Si 7 5 × 105 10 2.5–2.9 50

n-GaAs p-GaAs 17 105 102 1.5–2.5 850

p-Si p-GaAs 23 106 10 2–3 100

Note: The heterostructures’ thin-film component, consisting of a finely ground semiconductor phase embedded in epoxy resin, was illu-

minated. a ∆"ωm refers to the spectral region of high voltage photosensitivity. b  refers to the maximal photosensitivity.

Su
m b

Su
m

structures are listed in the table. Below, we describe the
main experimental results obtained for these structures.

The M/P/M structures, as a rule, exhibited a linear
current–voltage behavior under the external biases U ≤
100 V (I ∝  U). At room temperature, the resistance R of
structures of this type was typically in the range 109–
1011 Ω, depending on the thickness and area of the
epoxy resin layer.

With the finely ground Si and GaAs phases intro-
duced into the epoxy resin, the resistance of the result-
ing M/(P + Si)/M and M/(P + GaAs)/M structures, con-
taining about 1–2 wt % of the finely ground phase in the
resin layer, as a rule, appeared to be several orders of
magnitude lower than the resistance of the M/P/M
structures. It was possible to estimate the resistance,
which was found to be at a level of R ≈ 105–107 Ω, from
the linear portion of the steady-state current–voltage
(I−V) characteristic of such systems (at U ≤ 50 V). The
resistance is controlled mainly by the geometric dimen-
sions of the layers and by the content of the finely
ground semiconductor phase introduced into the resin
layer. Under the exposure of such heterostructures to
integral radiation from a filament lamp at T = 300 K,
positive photoconductivity at a level of ∆σ/σ ≈ 1.1–1.2
was generated.

When studying the steady-state I–V characteristics
of the M/(P+Si(GaAs))/Si(GaAs) heterostructures, we
observed a rectification typical of well-known semi-
conductor homostructures and heterostructures. The
I−V characteristic of one of the heterostructures under
consideration is shown in the inset in Fig. 1. This struc-
ture involved a finely ground p-Si:B (ρ = 2 Ω cm) phase
uniformly distributed in the dielectric layer in contact
with the surface of an n-Si:P single crystal plate (ρ =
0.1 and 0.01 Ω cm). The rectification factor K, defined
as the ratio of direct current to reverse current at U ≈
100 V, was as large as K ≈ 10. In this case, the forward
direction corresponded to a positive polarity of the
external bias applied to the layer. The residual resis-
tance of the heterostructures in the range of the depen-
dence I = (U – U0)/R0 was R0 ≈ 5 × 105 Ω, while the cut-
off voltage was U0 ≈ 1 V.
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In addition to the well-pronounced rectification, a
photovoltaic effect was detected in the M/(P + S)/M het-
erostructures. As a rule, this effect was most pro-
nounced when the side of the structures with thin two-
phase layers was illuminated; these layers consisted of
a finely ground Si or GaAs phase embedded in the
dielectric P.

3. We now consider specific features of the spectral
dependences of the relative quantum efficiency of pho-
toconversion η, which is defined as the short-circuit
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Fig. 1. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the M/(P + Si)/(p-Si) hetero-
structures in the case where the side of (1, 2) the metal layer
and (3) p-Si crystalline substrate were exposed to unpolarized
light at T = 300 K. The substrate thickness was d = 0.3 mm.
Curves 1 and 3 refer to sample no. 5, and curve 2 refers to
sample no. 7. The inset shows the steady-state current–volt-
age characteristic of the M/(P + Si)/(p-Si) heterostructures.
The forward direction corresponds to a positive polarity of
the external bias at the p-Si crystalline substrate.
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photocurrent normalized by the number of incident
photons. If the side of an M/(P + Si)/Si heterostructure
with its dielectric layer containing a uniformly distrib-
uted finely ground p-Si phase was illuminated, we
observed broadband spectra of photosensitivity, as is
shown in Fig. 1 (curves 1, 2). For structures of this type,
the long-wavelength edges of the spectra of η were sim-
ilar in shape and could be linearalized when plotted as
(η"ω)1/2 versus f("ω) (Fig. 2). Such a spectral depen-
dence is typical of absorption due to indirect interband
transitions [6]. The extrapolation of (η"ω)1/2 to zero
yielded a cutoff energy that is in agreement with the
band gap of bulk crystalline silicon [7].

If the side of the Si M/(P + Si)/Si heterostructure
corresponding to the single crystal substrate (the thick-
ness d ≈ 0.3 mm) was illuminated, the spectrum of η
consisted of a narrow band with a peak around "ω ≅
1.24 eV (Fig. 1, curve 3). In this case, a short-wave-
length decrease in photosensitivity was observed with
an increase in the photon energy at "ω > 1.24 eV. This
decrease is related to an increase in optical absorption
in the Si substrate and to the large spacing between the
layer of photoinduced electron–hole pairs and the
space-charge region. These circumstances eventually
cause the quantum efficiency of photoconversion to
decrease. It should be emphasized that, if the dielectric
layer with a built-in finely ground Si phase in such
structures is illuminated (instead of illumination of the
Si substrate), the decrease in photosensitivity in the
region of fundamental optical absorption in bulk crys-

1.5 2.0
"ω, eV

1

2

3
(η"ω)1/2 arb. units

1.
07

1.0
0

Fig. 2. The dependence (η"ω)1/2 = f("ω) for the M/(P +
Si)/(p-Si) heterostructures in the case where the metal-layer
side was illuminated at T = 300 K.
talline Si at "ω > 1.24 eV is virtually nonexistent
(Fig. 1, curves 1, 2). In this case, it is evident that, in the
part of the spectra with shorter frequencies η("ω) at
"ω > 1.4 eV, the photosensitivity of the heterostruc-
tures varies only slightly and even exhibits a tendency
to decrease in the region "ω > 2 eV (Fig. 1, curve 2). In
the other type of structures (Fig. 1, curve 1), we
observed a steady increase in photosensitivity deep
within the fundamental absorption band of bulk silicon;
the photosensitivity attained an absolute maximum at
"ω ≈ 2.8 eV. It should be noted that the heterostructures
compared above differ mainly in relation to size,
mutual arrangement, and content of the finely ground
phase introduced into the epoxy resin layer.

It is worth noting that study of correlation between
the short-wavelength spectra of photosensitivity and
the real arrangement and size of the particles of the
finely ground phase may be of considerable importance
for understanding the processes of photoconversion in
this new type of heterostructure. At the same time, the

lack of short-wavelength decrease in η at "ω > 
revealed in the Si-based M/(P + Si)/Si heterostructures
(Fig. 1, curve 1) may suggest that this result is a mani-
festation of the reduced dimensions (size-confinement)
of the semiconductor particles formed by mechanical
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Fig. 3. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the M/(P + GaAs)/(p-GaAs)
heterostructures in the case where the side of (1, 2) the
metal layer and (3) crystalline substrate was illuminated at
T = 300 K. The substrate thickness was d = 0.3 mm. Curve 1
refers to sample no. 11, and curves 2 and 3 refer to sample
no. 17.
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grinding, as in the case of a heterojunction between the
nanosized and bulk phases of silicon [8, 9].

As can be seen from Fig. 3, patterns similar to those
considered above (Fig. 2) were also observed in the
spectra η("ω) for the M/(P + GaAs)/GaAs heterostruc-
tures. In fact, the long-wavelength edge of the photo-
sensitivity of these GaAs-based structures is indepen-
dent of what side of the structure is illuminated and, in
both cases, follows the exponential dependence, with a
bend (Fig. 3, curves 1, 2) or a peak (curve 3) at "ω ≅
1.41 eV. This photon energy is consistent with the band
gap of GaAs [7]. The steep slope of the long-wave-
length edge of photosensitivity, S = δ(lnη)/δ("ω) ≈
80 eV–1, corresponds, with regard to [10], to direct
interband optical transitions in GaAs [6]. At the same
time, the sharp short-wavelength decrease in η at "ω >

 observed if the substrate side of the structure is
illuminated (Fig. 3, curve 3) is due to a sharp increase
in the optical absorption coefficient in this direct-gap
semiconductor. From Fig. 3, it is also evident that, if the
side with the dielectric layer incorporating a finely
ground GaAs phase is illuminated, it is possible to
eliminate the short-wavelength decrease in the quantum

efficiency at photon energies "ω >  (curve 1) or to
shift the high-photosensitivity spectral region much
deeper into the fundamental absorption band of GaAs
(curve 2). This finding provides good grounds for
believing that, as in the case of the above-discussed
heterostructures containing fine Si particles (Fig. 1,
curves 1, 2), the new approach to fabrication of hetero-
structures containing fine GaAs particles makes it pos-
sible to suppress recombination processes in the depth
of the fundamental absorption band of bulk GaAs, in
spite of the mechanical grinding of the material used for
reducing the dimensionality of the semiconductor.

Figure 4 shows the typical spectral dependence of
the photosensitivity of the M/(P + GaAs)/Si hetero-
structures that involve a contact between two different
semiconductors in different states, i.e., between the
bulk Si crystal and the finely ground GaAs phase. From
Fig. 4 (curve 1), it is evident that, if the side of the
epoxy layer with built-in fine GaAs particles is illumi-
nated, this heterosystem exhibits a high photosensitiv-
ity in a wide spectral region, from 1 to 3 eV, and the so-
called “window effect” typical of ideal heterojunctions
[11]. The long-wavelength edge of the photosensitivity
of such heterostructures follows the dependence η"ω ∝
("ω – )2, which is characteristic of indirect inter-
band optical transitions in silicon, and, therefore, can
be ascribed to absorption of radiation in the Si substrate
(Fig. 4, curve 2). In turn, the lack of a well-pronounced
short-wavelength decrease in photosensitivity when the
side of structures with the P + GaAs layer is illuminated
may indicate that recombination processes in the region
of fundamental absorption of the constituent finely

EG
GaAs

EG
GaAs

EG
Si
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ground semiconductor are suppressed. With regard to
the data presented in [8, 9], it can be suggested that one
of the possible reasons for widening of the spectral
region of photosensitivity in such heterostructures is
transformation of the electronic energy spectrum of the
semiconductor in its finely ground phase.

Thus, using Si and GaAs as examples, we are first to
develop photosensitive structures based on bulk dia-
mond-like semiconductors and finely ground semicon-
ductor phases distributed in a dielectric. With these
structures, we have managed to widen the spectral
region of high photosensitivity to shorter wavelengths.
This result may be due to the reduced dimensionality of
the semiconductor crystals achieved by mechanical
grinding.
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Abstract—A numerical simulation of the dynamics of phase transitions induced by nanosecond pulsed radia-
tion from a ruby laser in CdTe has been carried out. It is shown that evaporation of Cd atoms results in cooling
of the surface; consequently, a nonmonotonic profile of the temperature field is formed, with the maximum tem-
perature being attained in the bulk of the semiconductor at a distance of about 10–30 nm from the surface. At
radiation energy densities above the threshold, the molten state formed under the surface extends both to the
surface and into the depth of the semiconductor. Crystallization also proceeds in two directions, namely, from
the surface into the depth of the samples due to the growth of nucleation centers in the melt, which is highly
depleted in Cd atoms under the conditions of intense heat removal, and from the substrate to the surface due to
epitaxial growth. © 2005 Pleiades Publishing, Inc.
At the present time, II–VI semiconductor materials,
including cadmium telluride, are extensively used in
the production of photoresistors, optical waveguides,
detectors of ionizing radiation, solar cells, etc. For the
successful use of laser-assisted treatments of such
materials within the currently available technologies, it
is necessary to gain some insight into the physical pro-
cesses induced by laser irradiation of these semicon-
ductors.

The regular patterns occurring during modification
of CdTe surface layers by irradiation with nanosecond
laser pulses have been studied by a number of authors
(see, e.g., [1–5]). In such studies, the properties and
composition of the surface layers after laser-assisted
treatments received the most attention. However, prob-
lems concerned with the dynamics and kinetics of the
phase transitions induced by laser radiation are not yet
adequately understood mainly because there are no
data on a number of optical and thermal parameters and
their temperature dependences. This is particularly true
for the value of the thermal conductivity k1 and its tem-
perature dependence for molten cadmium telluride. The
previously used value, k1 = 0.58 W/(cm K) [1, 6]
(accepted as equal to the thermal conductivity of mol-
ten silicon), is substantially overestimated; the value
k1 = 0.011 W/(cm K), used in [4], refers to the thermal
conductivity of crystalline CdTe at its melting point.

Exposure of IV and III–V semiconductors to laser
radiation with an energy density above the threshold
value induces melting of the surface layer of the mate-
rial; then, the layer crystallizes in the process of liquid-
phase epitaxy at the crystal–melt interface. In the case
of II–VI semiconductors, these processes are accompa-
nied by changes in the stoichiometric composition of
the surface layer because of evaporation of its compo-
1063-7826/05/3911- $26.00 1299
nents. For instance, during irradiation of the CdTe sur-
face with nanosecond pulses from a ruby laser, the sur-
face layer becomes enriched with tellurium because of
an intense evaporation of Cd atoms [7]. In addition, the
evaporation profoundly affects the formation of the
temperature profile [8] and, thus, influences the dynam-
ics of phase transitions.

In this study, we consider the dynamics of phase
transitions initiated in cadmium telluride by nanosec-
ond radiation from a ruby laser (at the wavelength λ =
694 nm) with regard to the evaporation and shift of the
melt–vapor interface. The numerical simulation was
carried out on the basis of the one-dimensional heat-
transfer equation

(1)

where ρ is the density, c is the heat capacity, Lm is the
latent melting heat, δ(T – Tm) is the δ function, Tm is the
melting temperature, k is the thermal conductivity, t is
time, T is temperature, and x is the coordinate in the
direction from the surface into the depth of a sample.

In Eq. (1), the function of the heat source S(x, t)
describes the heat release on absorption of the laser
radiation:

(2)

ρ T( ) c T( ) Lmδ T Tm–( )+[ ] ∂T
∂t
------

=  
∂
∂x
------ k x t,( )∂T

∂x
------ S x t,( ),+

S x T,( ) = 1 R–( )E t( )
τ

----------α x T,( ) α x' T,( ) x'd

0

x

∫–
 
 
 

.exp
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Here, R and α(x, T) are the optical reflection and
absorption coefficients, and E(t) and τ are the energy
density and the duration of the laser pulse.

The boundary conditions and the initial condition
were specified as

(3)

(4)

where d is the thickness of the CdTe layer; T0 is the ini-
tial temperature; and Q is the heat flow from the sur-
face, which is controlled by the flow of evaporating
atoms j.

As a rule, when simulating the effect of nanosecond
laser radiation on condensed materials, it is assumed
that all the energy losses are negligible except the ener-
gies expended on evaporation, phase transitions, and
chemical reactions (depending on the particular condi-
tions in the problems to be solved). For instance, when
the pulse duration τ ~ 100 ns and the intensity of laser
radiation is ~107 W/cm2, the temperature of the surface
of the material irradiated is as high as ~2000 K. If the
coefficient of the convective heat exchange is taken to
be αc = 10–3 W/cm2 K, the heat flow from the surface is
Q1 = αc[T(0, t) – T0] ~ 2 W/cm2, and estimation of the
losses for thermal radiation yields the value Q2 =

εσ[T4(0, t) – ] ~ 100 W/cm2 (here, σ = 5.67 ×
10−12 W/cm2 K4 is the Stefan–Boltzmann constant, ε is
the reduced emissivity, and T0 is the ambient tempera-
ture). Comparison of these values shows that, in time
intervals on the order of 100 ns, the energy losses from
the surface due to convective and radiative thermal
exchange are small and can be disregarded when simu-
lating the thermal processes induced in semiconductors
by nanosecond laser radiation.

For the density of mass flow of the atoms evaporating
in vacuum j we used the following dependence [8, 9]:

(5)

Here, M is the atomic mass, and kB is the Boltzmann
constant. The pressure Ps(T) is defined by the phase
equilibrium equation [10]

(6)

Evaporation of Cd atoms and Te2 molecules from
the surface of both the crystal and the melt was taken
into account. The heat flux from the surface was deter-
mined by the expression [8]

(7)

where LCd and LTe are the latent evaporation heat for
cadmium and tellurium and jCd and jTe are the mass flow
densities for evaporating cadmium and tellurium.

k
∂T
∂x
------–

x 0=

Q, T x d t,=( )– T0,= =

T x 0,( ) T0,=

T0
4

j T( ) 0.435Ps T( ) M
2πkBT
----------------.=

Ps T( )log a b/T .–=

Q LCd jCd LTe jTe,+=
Because of the intensive evaporation of Cd atoms,
the surface layer becomes enriched with Te. Therefore,
the motion of the vapor–melt phase interface Z(t) is
controlled by the flow of evaporating tellurium mole-
cules in accordance with the equation

(8)

where ρTe is the mass density of tellurium.
Equation (1) was solved numerically using a com-

putational procedure, without considering the melt–
crystal phase interface explicitly. When formulating the
implicit difference scheme, we used a method of
smoothing [11] in which the δ function was approxi-
mated by a δ-like function as follows:

. (9)

Here, the initial width ∆ = 10 K. The parameter ∆ was
varied in relation to the temperature gradient in such a
way that the interval in which the δ-like function was
defined involved no less than three count points. The
problem was solved by the sweep method with the use
of the iteration procedure. The step along the space
coordinate was varied from h = 0.01 µm for 0 µm < x ≤
1 µm to h = 0.5 µm for 20 µm < x < 35 µm. The initial
step along the time coordinate was 0.2 ns and could be
varied depending on the convergence of iterations in the
computational process. The optical and thermal param-
eters of cadmium telluride used to solve the problem
are listed in the table. The shape of the laser pulse was
specified by the function sin2(πt/2τ).

The thermal conductivity of cadmium telluride in its
solid state is defined by the expression ks(T) = 15.07/T,
with T measured in degrees of kelvin and ks in
W/(cm K) [1]. Such a temperature dependence is typi-
cal of the phonon mechanism of heat transport [16].
It is well known that cadmium telluride belongs to the
class of materials that melt, following a “semiconduc-
tor-to-semiconductor” transition, resulting in the for-
mation of a chain-structured liquid in which charge car-
riers are located at the ends of the chains [17]. These
findings were confirmed by the results by Godlevsky et
al. [18], who studied the properties of the CdTe melt
using the methods of molecular dynamics. It was
shown that, when melted, cadmium telluride retained
its semiconductor properties and assumed the proper-
ties of a metal at higher temperatures. However, the
metallization of the CdTe melt is attained due to struc-
tural changes, which result in the formation of
Te chains, rather than due to an increase in the density
of free charge carriers. As the temperature increases
further, the Te chains break down into shorter chain
fragments, ultimately resulting in the formation of a
close-packed metal phase. High-temperature measure-
ments (up to 1825 K) of the electrical conductivity of
the CdTe melt were reported in [19]. It was also shown

dZ
dt
------

jTe

ρTe
-------,=

δ T Tm– ∆,( ) 1

2π∆
--------------

T Tm–( )2

2∆2
-----------------------exp=
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Optical and thermal parameters of cadmium telluride

Parameter Crystalline CdTe Molten CdTe

ρ, g cm–3 5.887 – 0.1165 × 10–3T [12] 6.158 – 0.3622 × 10–3T [12]

c, J g–1 K–1 0.205 + 3.6 × 10–5T [13] 0.255 [8]

Lm, J g–1 209 [13]

Tm, K 1365 [13]

k, W cm–1 K–1 15.07/T [1] 2 × 10–5(2.213 – 3.654 × 10–3T + 1.52 × 10–6T2)

n (λ = 694 nm) 3.04 [14] 3.04 [14]

α, cm–1 (83.96T + 3.54 × 104) [1] 1.5 × 105 [1]

Parameter Cd Te

L, J g–1 888 [8] 893 [8]

a* 5.68 [10] 4.72 [15]

b 5720 [10] 5960.2 [15]

* Pressure is measured in atmospheres; n is the refractive index.
that semiconductor properties were retained in the mol-
ten state, with further metallization of the melt at higher
temperatures. In the context of a double-structure clus-
ter model of the melt [12], the gradual transition to
metal-type conductivity was interpreted in [19] as
being a consequence of the formation of a chain-struc-
tured liquid on melting. This behavior is accompanied
by the appearance of charge carriers at the ends of the
constituent chains, which results in an increase in the
carrier concentration and electrical conductivity.

We used data on the conductivity of the CdTe melt [19]
and the Wiedemann–Franz relationship [16] to obtain
the temperature dependence of the thermal conductiv-
ity for the CdTe melt as follows:

(10)

Since the Wiedemann–Franz relationship for molten
II–VI compounds has not been studied due to the lack
of experimental data on the electrical conductivity, the
Lorentz number was taken to be 2 × 10–8 W Ω/K2.

Figure 1 shows the time dependences of the CdTe
surface temperature (solid line) and of the flux of
vaporizing Cd (dashed line) and Te (dashed-and-dotted
line) atoms on irradiation of a CdTe sample with pulses
from a ruby laser with the energy density E = 0.2 J/cm2

and pulse duration τ = 80 ns. It is evident that the flux
of vaporizing Cd atoms is substantially more intensive
than the flux of Te atoms, since the vapor pressure of
the Cd atoms is an order of magnitude higher than the
pressure of the Te atoms. It is the vaporization of Cd
atoms that brings about a rather intensive cooling of the
irradiated sample surface and promotes, from the initial
stage of heating, the formation of a nonmonotonic tem-
perature profile with a maximum at the depth x ≈ (0.01–
0.03) µm (Fig. 2). As a result, melting starts near the sur-

k1 T( ) 2 10 5– T×=

× 2.213 3.654 10 3– T 1.52 10 6– T2×+×–( ).
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face at a depth of ~19.5 nm; then, the molten domain
extends to the surface (Fig. 3), with a velocity ~1.5 m/s,
and into the depth of the sample, with a velocity ~2.5 m/s.

At the stage during which a sample cools down, the
nonmonotonic temperature profile is retained (Fig. 4).
Therefore, the crystallization front starts moving both
from the surface into the depth of a sample (Fig. 3,
curve 2') and from the maximum depth of the molten
domain (~157 nm) to the sample surface (Fig. 3, curve 2).
The velocities of motion of the melt–crystal interfaces
are nearly equal, being ~1 m/s. The crystallization pro-
cess is brought to completion at the moment at which
both fronts meet at a depth of ~68 nm. By this time the
evaporated-layer thickness is ~6 nm (Fig. 3, curve 2'').
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Fig. 1. Time dependences of (solid line) the CdTe surface
temperature T and (dashed and dot-and-dashed lines) the
fluxes j of the vaporizing (dashed line) Cd and (dot-and-
dashed line) Te components at the irradiation energy density
E = 0.2 J/cm2.
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It should be noted that, at the depth of the molten layer,
recrystallization proceeds via epitaxial growth from the
substrate. At the same time, crystallization from the
surface proceeds as a result of a three-dimensional
growth of nucleation centers in the molten layer, which
has a nonstoichiometric composition, under the condi-
tions of strong depletion of Cd atoms from the melt and
intensive heat removal. In this case, a fine-grained poly-
crystalline or amorphous phase is expected to be
formed at the surface, depending on the conditions of
laser irradiation. As a consequence, the surface layer,
~62 nm in thickness, will contain a large number of
defects [5, 7].

The threshold energy density for melting under
exposure of the CdTe surface to radiation from a ruby
laser with a pulse duration of 80 ns has been determined
experimentally at the level of 0.12 J/cm2 [20]. As fol-
lows from the results of optical probing, an increase in
the reflectivity and a decrease in the transmittance was
observed at E = 0.1 J/cm2. These data were accounted
for in [17] by the temperature dependences of the opti-
cal parameters of CdTe in its solid state. In accordance
with the calculations, at an irradiation energy density of
0.1 J/cm2, the melt is formed near the surface at a depth
of 23.5 nm; it then moves 3.5 nm toward the surface but
does not reach it (Fig. 3). The lifetime of the liquid
phase is ~25 ns, and the thickness of the evaporated
layer after the crystallization process is ~1.1 nm.

The modification of the CdTe surface region as a
result of exposure to nanosecond radiation from a ruby
laser (τ = 20 ns) was studied experimentally by Golo-
van’ et al. [2]. As follows from their experimental data
and the theoretical calculations in [6], the threshold
energy density is ~40 mJ/cm2. Studies of laser-induced
defect formation [7] have shown that, at E = 80 mJ/cm2,
the thickness of the layer in which point defects are
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Fig. 2. Calculated temperature profiles during the melting
stage of CdTe at the irradiation energy density E = 0.2 J/cm2

at different instants of time: (1) 62, (2) 64, (3) 66, (4) 68,
and (5) 70 ns.
detected is ~70 nm. At E = 143 mJ/cm2, such a layer is
thicker than 100 nm. According to calculations taking
into account the experimental conditions in this study,
the threshold for melting is ~60 mJ/cm2. In this case, a
molten layer ~22 nm in thickness is formed in the semi-
conductor at a depth of ~10 nm and does not extend to
the surface (Fig. 5). As a sample cools down, this layer
is crystallized due to epitaxial growth. At higher energy
densities (curves 2, 3), the melt reaches the surface. In
this case, as the semiconductor cools down, a surface
layer containing a large number of defects is formed due
to multinucleus crystallization in the surface layer [5]. At
E = 80 and 120 mJ/cm2, the thickness of this layer is
~27 and ~47 nm, respectively (curves 2', 3'). For the
above values of E, the depths of the extension of the
melt are 73 and 130 nm, respectively. The intensive
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Fig. 3. The time dependence of the thickness of the molten
CdTe layer at the irradiation energy densities E = (1) 0.1,
(2, 2') 0.2, and (3, 3') 0.3 J/cm2. Lines 2'' and 3'' indicate the
thickness of the layer evaporated at E = 0.2 and 0.3 J/cm2,
respectively.
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Fig. 4. Calculated temperature profiles at the stage of crys-
tallization for the irradiation energy density E = 0.2 J/cm2 at
different instants of time: (1) 80, (2) 140, (3) 160, and
(4) 180 ns. The dashed line represents the thickness of the
evaporated layer.
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vaporization from the surface and the high mobility of
Cd atoms in the melt (the diffusion coefficient is DCd =
6.7 × 105 cm2/s [18]) favor the formation of point
defects in the depth of these layers, due to crystalliza-
tion of the melt to a nonstoichiometric composition.
At the energy density 120 mJ/cm2, the thickness of the
evaporated layer is ~3 nm (curve 3''). The values calcu-
lated above are in satisfactory agreement with the
experimental data [7].

Thus, a numerical simulation of the influence of
radiation from a ruby laser on cadmium telluride shows
that vaporization profoundly affects the dynamics of
phase transitions in the surface layer. The intensive
vaporization results in cooling of the surface of the
material; as a consequence, a nonmonotonic profile of
the temperature field is formed, with the maximum
temperature inside the semiconductor being at a dis-
tance of about 20–30 nm from the surface. At above-
threshold radiation-energy densities, the melt formed
under the surface extends in opposite directions: to the
surface and into the depth of the semiconductor sample.
Crystallization of the melt proceeds in two directions as
well, namely, (i) from the surface into the depth of a sam-
ple due to a three-dimensional growth of crystallization
nuclei in the molten layer of nonstoichiometric composi-
tion under the conditions of depletion of Cd atoms from
the melt and intensive heat removal and (ii) from the sub-
strate to the surface due to epitaxial growth.
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Fig. 5. The time dependence of the thickness of the molten
CdTe layer x on exposure to an 20-ns laser pulse with the
energy densities E = (1) 0.06, (2, 2') 0.08, and (3, 3') 0.12 J/cm2.
Lines 2'' and 3'' indicate the thickness of the layer evapo-
rated at E = 0.08 and 0.12 J/cm2, respectively.
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Abstract—Structures with InGaN/GaN quantum dots have been studied using photocurrent spectroscopy. The
dynamic range of measurements is found to amount to four orders of magnitude under preservation of the sig-
nal-to-noise ratio at a level higher than ten. Within the experimental accuracy, the shape of the spectrum is inde-
pendent of an applied reverse external bias, whereas the spectrum itself shifts to shorter wavelengths, which is
attributed to the Franz–Keldysh effect. Variation of the temperature brings about a change in the spectrum
shape. This effect is found to be different for structures grown under different conditions. This behavior can be
attributed to homogeneous broadening of the electronic states, the statistics of charge carriers at the levels of
quantum dots, and the effect of temperature on the position of these levels. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

For semiconductor light-emitting structures that
include p–n junctions and contain quantum-dimen-
sional inclusions (such as quantum wells or quantum
dots (QDs)) in their active region, only interband
absorption occurring in the active region makes a con-
tribution to the photocurrent in measurements of photo-
conductivity for which the photon energy is smaller
than the band gap of the matrix. This circumstance
makes it possible to study the electron spectrum in the
active region directly [1]. As a rule, other methods used
to measure absorption spectra provide no means with
which to accurately separate the contribution from pas-
sive regions, which detrimentally affects experimental
sensitivity. These requirements are especially strict in
studies of structures in which the emission originates
from deeply localized states whose concentration is
lower than that of the states in the matrix. For example,
this situation takes place in the structures with QDs. At
the same time, any kind of absorption depends on occu-
pancy of the levels that are involved in the transition: in
the case where the occupancy of the relevant levels is
comparable to unity, the absorption decreases; if the
population sign is reversed, amplification is observed in
the medium [2]. In addition, when measuring the pho-
tocurrent, we should take into account that some of the
electron–hole pairs generated during excitation of the
photocurrent are separated by a p–n junction and the
remaining electrons and holes recombine. Under cer-
tain conditions, retardation of the charge-carrier extrac-
tion from localized levels of a QD for some QD-con-
taining structures and subsequent reradiation of these
carriers are possible [1]. The characteristic times of
emission of charge carriers from a QD increase expo-
1063-7826/05/3911- $26.00 1304
nentially as the depth of charge-carrier localization
increases and temperature decreases [3]. In the case
where the emission times of charge carriers become
comparable to the radiative-recombination times, rera-
diation of the generated electron–hole pairs is possible.
In addition, retardation of extraction for already delo-
calized charge carriers is possible, which can lead to
formation of an excess population in the vicinity of the
active region. In this study, we used the photocurrent
method to investigate light-emitting diode structures
with InGaN/GaN QDs. The system of semiconductor
compounds containing Group III nitrides is character-
ized by a wide band gap. As a result, the band offsets at
the heteroboundaries can also be large. At the same
time, the current level of insight into the kinetics of
relaxation and thermal activation of charge carriers and,
also, into the statistics of charge carriers in this system
is relatively inadequate.

2. EXPERIMENTAL

The structures under study were grown using an
AIX2000HT system and contained five InGaN QD lay-
ers that had an average thickness of 3 nm and were sep-
arated by 7-nm-thick GaN barriers. A more detailed
description of the structure design can be found in [4];
however, in contrast to the structures studied in [4], we
used a special technological method (growth interrup-
tion) for one of the structures in order to enhance the
phase decomposition that initiates QD formation [5].
This interruption should lead to the formation of QDs
with a higher depth of localization of their charge car-
riers. The photocurrent was excited using a gas-dis-
charge xenon lamp and measured with an SR810 DSP
© 2005 Pleiades Publishing, Inc.
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synchronous detector. We used a resistive heater in
measurements of the photocurrent spectra at tempera-
tures above 295 K (up to 600 K). In the temperature
range under consideration, a tin contact was used to
measure the current. In order to increase the signal-to-
noise ratio, we averaged the signal over a fairly long time
interval; at the same time, the stability of the lamp power
was also controlled.

3. RESULTS AND DISCUSSION

It is well known that the electron spectrum of struc-
tures with InGaN QDs can be described by the error
function [5] and the tail of states can be approximated
by the Gaussian function. The variance parameter in the
latter function can be determined by studying the posi-
tion of the emission peak as a function of temperature.
This approach implies a quasi-equilibrium distribution
of charge carriers in the entire temperature range. At the
same time, the long-wavelength tail of the photocurrent
spectrum can also be approximated by the error func-
tion; however, the variance parameter can, in this case,
differ from that obtained from temperature depen-
dences of the peak position in the spectrum. This
parameter, as obtained from photocurrent measure-
ments and reported by Eliseev [5], was much larger
than would be expected from temperature dependences
of the position of the peak in the spectrum and was
attributed to an appreciable inhomogeneous broaden-
ing of the electron spectrum. This broadening corre-
sponds to relaxation times on the order of 10 fs; how-
ever, experimental data obtained in studies with time
resolution indicate that the relaxation times in a QD are
much longer [6]. It is conceivable that structures pos-
sessing a radically different rate of charge-carrier relax-
ation were studied in [6].

In order to reveal a correlation between the photo-
current spectra and the electron spectrum, we measured
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Fig. 1. Photocurrent spectra for the structures with quantum
dots. The reverse-bias voltage applied to the structure was
V = (1) 0 and (2) –3 V.
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the photocurrent in structures that contained QDs. The
measurements were carried out at temperatures ranging
from 300 to 600 K with (or without) a reverse external
bias voltage applied to the structure. Previously, we
studied the photocurrent spectra for a structure with a
low degree of charge-carrier localization; in that case,
an increase in temperature did not result in appreciable
changes in the shape of the photocurrent spectrum [4].
An increase in the sensitivity of the experimental setup
and a study of QDs with a large depth of charge-carrier
localization made it possible to observe and analyze
variations in the shape of the photocurrent spectra in the
region of long-wavelength tails.

In Fig. 1, we show the photocurrent spectra of a
structure with QDs such that the charge carriers were
localized at a large depth. As can be seen from Fig. 1,
the application of a reverse bias voltage does not affect
the spectrum shape within the experimental accuracy;
however, a slight shift of the spectrum to shorter wave-
lengths is observed. Since the photocurrent depends on
the light absorption and the efficiency of extraction of
photogenerated charge carriers, the above observation
indicates that an external bias only slightly affects both
the aforementioned processes. The short-wavelength
shift of the photocurrent spectrum occurring when an
external reverse bias is applied can be attributed to the
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Fig. 2. Photocurrent spectra measured at temperatures rang-
ing from 300 to 600 K for structures grown (a) with a
growth interruption, which stimulates the phase separation
in InGaN, and (b) without a growth interruption.
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Franz–Keldysh effect [7]. At the same time, an increase
in temperature leads to an appreciable extension of the
long-wavelength tail of the spectrum (Fig. 2). This behav-
ior corresponds to an increase in the variance parameter if
the photocurrent spectrum is approximated with a Gauss-
ian function. This phenomenon can be accounted for on
the basis of several different standpoints:

(i) An increase in temperature leads to an increase in
the homogeneous broadening of the levels, since there
is an increase in the rate of interaction between charge
carriers and phonons [5]. In this case, the emission
times for charge carriers are much shorter than the
times of recombination, whose rate, in order of magni-
tude, is typically equal to 109 s–1 [6].

(ii) The probability of charge-carrier recombination
is comparatively high due to retardation of the carrier
emission if the times of carrier emission to QDs with a
large depth of localization are relatively long; as a
result, the photocurrent efficiency is lowered in struc-
tures with deep QDs. As the temperature increases, the
role of deep QDs becomes more important owing to an
increase in the probability of emission [1].

(iii) An increase in temperature brings about a vari-
ation in the electron spectrum of the structure. This
phenomenon is related to the different composition
dependences of the electronic–optical parameters of
GaN and InGaN.

In any of the above cases, the fact that the spectrum
shape is not affected by the application of a bias is
indicative of a fairly rapid extraction of already delocal-
ized charge carriers from the active region. In other
words, this behavior means that the p–n-junction field
is found to be sufficient for rapid separation of delocal-
ized charge carriers before their recombination in the
active region.

We now consider extension of the photocurrent-
spectrum tail for structures grown under different con-
ditions in more detail. In Figs. 2a and 2b, we show the
photocurrent spectra for structures grown (1) without
and (2) with an interruption of the growth process,
respectively (the interruption stimulates phase separa-
tion). As can be seen, when the temperature is
increased, the extension of the spectrum tail is larger for
structures 2. In accordance with the above-considered
interpretation, this distinction could be caused by the
following factors:

(I) A larger relative increase in the rates of emission
and capture of charge carriers in a structure of type 2
(Fig. 2b). If the emission rate corresponds to a time of
10 fs, the homogeneous broadening increases more rap-
idly with temperature. In this case, the statistics of
charge carriers in the active region corresponds to the
equilibrium state.

(II) When the emission times are much longer than
10 fs, extension of the spectrum tail can mean that the
emission in structures 2 is greatly retarded, which, as
was considered above, leads to a decrease in the contri-
bution of deeper QDs to the photocurrent. In this situa-
tion, the statistics of charge carriers corresponds to a
nonequilibrium state. In structures 1 (Fig. 2a), the ini-
tial emission rate can be high and its relative variation
affects the photocurrent spectra only slightly.

(III) An increase in temperature may affect the spec-
trum of states in structure 1 to a lesser extent than in
structure 2. A variation in the spectrum of states can be
caused, for example, by the different sensitivity of
built-in fields to temperature at various levels of dimen-
sional quantization [7]. In addition, this variation can
be caused by a different rate of decrease in the band gap
for the GaN matrix and the InGaN QD layer as the tem-
perature increases.

For the structures under consideration, data
obtained from X-ray diffractometry indicate that the
average content of In in the InGaN layer of structures 2
is lower than in this layer of structures 1 (10 and 13%,
respectively), even though the positions of the emission
peaks for these structures were almost identical (2.8 eV)
at room temperature. The above structural features
could account for the difference between the tempera-
ture dependences of the optical properties of the struc-
tures under consideration. We can take into account the
following factors. In structures grown under certain
conditions, homogeneous broadening of the levels can
be important. As a result, a quasi-equilibrium distribu-
tion of charge carriers can take place even at low tem-
peratures. However, in structures grown under different
conditions, the homogeneous broadening can be negli-
gible, while the quasi-equilibrium statistics of charge
carriers is established at fairly high temperatures.
Therefore, additional experimental data are needed for
clarifying the issue of what exactly the absorption and
carrier-extraction mechanisms that are in effect in
structures with InGaN QDs are.

4. CONCLUSIONS

We studied the photocurrent spectra of structures
with InGaN quantum dots; the spectra were measured
using a high-sensitivity setup. The application of an
external bias voltage did not affect the spectrum shape
to within the experimental accuracy. This observation
means that the extraction of photogenerated charge car-
riers is independent of the p–n-junction field; instead,
this extraction depends on other parameters, for exam-
ple, the rates of thermal emission of charge carriers
from the quantum dots and the rate of the tunneling pro-
cesses (if these exist). At the same time, the spectrum
shape changed appreciably as the temperature was var-
ied. Specifically, the spectrum tails were extended as
the temperature was increased. This effect was more
pronounced in a structure with a higher degree of phase
separation in the active region.
SEMICONDUCTORS      Vol. 39      No. 11      2005
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Abstract—Photoluminescence spectra of InAs/GaAs QD structures have been studied at different pumping
powers and temperatures. At low pumping levels, one of the spectral lines in an undoped sample is shifted as
the power increases. As the temperature increases, the luminescence intensity in the high-energy portion of the
spectrum decreases, and the low-energy spectrum is red-shifted. The presence of QDs of two characteristic
sizes is demonstrated. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Structures with self-organized quantum dots (QDs)
are of interest for development of radically new QD
devices, such as lasers or memory cells, with parame-
ters superior to the existing ones [1, 2]. Particular atten-
tion has been given to studies of the photoluminescence
(PL) of these structures [3, 4], as PL studies are the sim-
plest method for confirming the presence of QDs in a
sample, estimating their size, and observing quantum
confinement [5–7]. Active studies of QD systems and a
broad distribution of efficient technologies for the pro-
duction of quantum-confined structures have drawn
attention to development of methods for estimation of
structure quality by diagnostics of the electron states
using the low-temperature luminescence. Moreover,
systems of correlated QDs are of fundamental interest
as a model object for investigations of many-particle
interactions in strongly correlated systems of a Mott–
Hubbard type [8].

The shape of the PL spectra is mainly defined by the
intrinsic properties of the samples under study (the
electronic structure, distribution of free-carrier density,
and the possibility of phonon formation). However, sev-
eral external factors, such as the temperature of the stud-
ied sample and frequency and power of light exciting the
PL, exert a strong influence on the obtained data.

The effect of excitation power on the PL spectra was
studied in [9–13]. In these studies, the scatter in QD
size was small, whereas the process of self-organized
QD growth often results in the formation of QDs of dif-
ferent size [14, 15]. Another specific feature of the stud-
ies performed so far is the fact that they mainly focused
on investigations of the PL spectra at high pumping
powers, whereas the effect of low pumping power on
the shape of the PL spectra is little understood. Also lit-
tle known about is the effect of doping on the PL spec-
tra of doped structures.
1063-7826/05/3911- $26.00 1308
For example, in [9], increasing the pumping power
from 0.5 to 32 W/cm2 resulted in a blue shift of the PL
peak of InAs QDs by 18 meV and in the broadening of
this peak. This behavior was explained as follows: at
low pumping powers, only a certain portion of QDs are
in an excited state, and large-sized QDs are excited first
[10]. As the power is increased, a larger amount of
small-sized QDs contribute to the PL spectrum. It also
follows from [10] that, in doped samples, the initial
position of the PL peak must be at a higher energy,
since the energy levels of several large-sized QDs are
initially filled and smaller QDs contribute to PL even at
the lowest pumping power.

As the illumination intensity further increases from
45 to 4500 W/cm2, the position of the PL peak remains
virtually unchanged, since, at this power, all QDs con-
tribute to PL. However, this circumstance gives rise to
new higher energy peaks related to the excitation of lev-
els with higher energies in the QDs [11].

In [12], the PL spectra were studied at an optical
excitation power ranging from 1 to 1100 W/cm2. In the
power range below 100 W/cm2, only the amplitude of
the spectral lines increased, while the general shape of
spectrum remained virtually unchanged. At higher
powers, new spectral lines appeared, similarly to [11].

In [13], the PL spectra were studied at extremely
high powers of optical excitation, specifically, up to
20 kW/cm2. A large number of excitons concentrated in
the QDs, and the interaction between these excitons are
responsible for decreasing the energy of transitions
from ground states, whereas the PL peaks related to
transitions from excited states are blue-shifted.

Thus, four portions can be distinguished in the
dependence of the PL spectra of QD structures on opti-
cal excitation power. At low powers, a shift of the spec-
tral peaks related to involvement of new QDs is
observed. In addition, the amplitude of the peaks
© 2005 Pleiades Publishing, Inc.
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increases linearly, but the shape of the spectrum is not
changed. Then, at a sufficiently high power of optical
excitation, new lines arise in the PL spectra. Finally, at
extremely high powers, a shift of lines related to inter-
exciton interaction is observed.

The additional PL peaks arising in the spectra of QD
structures can be related to more than simply the exci-
tation of the next energy levels. For example, the two
PL peaks observed in [14, 15] are related to the forma-
tion of QDs of two different sizes in the structures
under study. The temperature dependence of the
PL spectra of such structures was also discussed in [15].
At low temperatures, nonresonant photoexcitation
leads to uniform occupation of all QDs. As the temper-
ature increases, the probability of carrier tunneling
between the QDs increases, so progressively deeper
QDs are preferentially occupied and involved in radia-
tive recombination. Therefore, the red shift of PL lines
observed with an increase in temperature is stronger
than that predicted by a decrease in the band gap.

This communication reports on a study of PL spec-
tra for doped and undoped samples containing QDs of
two different sizes. The spectra were recorded at rela-
tively low optical excitation powers, from 10 mW/cm2

to 9 W/cm2, at temperatures between 4.2 K and room
temperature.

2. SAMPLES AND EXPERIMENTAL METHODS

The structures for study were grown by MOCVD at
630°C at atmospheric pressure. Sample no. 1 contained
a homogeneously Si-doped 1.3-µm-thick GaAs matrix
grown on a semi-insulating (001) GaAs substrate. A
layer of InAs QDs, formed by depositing 4.5 monolay-
ers (ML) of InAs between two 15-nm-thick undoped
InAs spacers, was built into the central part of the
matrix. Sample no. 2 was grown on a vicinal semi-insu-
lating (001) GaAs substrate, misoriented by 2° in the
[110] direction. It consisted of an undoped GaAs
matrix and a layer of InAs QDs formed by depositing
3.3 ML of InAs near the structure surface. Sample no. 3
was grown on a substrate with a 0.14° misorientation.
In this sample, the thickness of InAs was 1.4 ML,
which was not enough for the formation of QDs. The
sample was doped with two δ layers of Si, separated
from the QD layer by GaAs spacers of 20 nm in thick-
ness. The total thickness of the sample was 0.8 µm.
Thus, PL was studied in samples with doped QDs (sam-
ple no. 1), undoped QDs (sample no. 2), and with an
InAs wetting layer (WL) (sample no. 3).

The morphology of the surfaces with QDs was stud-
ied with an Accurex TMX-2100 atomic force micro-
scope in the contact mode at atmospheric pressure.

The PL spectra were recorded at liquid-helium, liq-
uid-nitrogen, and room temperatures using an MDR-3
spectrometer and an FÉU-62 photomultiplier operating
in the photon-counting mode under optical excitation
by an CW YAG laser with an LCM-T-111 pumping
SEMICONDUCTORS      Vol. 39      No. 11      2005
diode (with a wavelength of 532 nm, emission power of
20 mW, and laser beam divergence θ = 1.4 mrad). The
laser beam was focused by a spherical lens with the
focal length f = 33.5 cm. The diameter of the light spot d
in the focal plane of the lens was determined from the
relation d = θf [16, p. 525] and was found to be equal to
0.47 mm. The incident power was determined taking
into account the reflection from the fused quartz win-
dows of the optical cryostat. During spectral studies in
the temperature range ~4.2 K, the optical excitation
power was varied from 10 mW/cm2 to 9 W/cm2.

3. RESULTS AND DISCUSSION

Figure 1 shows an AFM image of the doped QD
layer, obtained after the 15-nm-thick capping layer was
removed by selective etching [17]. In spite of possible
etching of the clusters, the size and surface density of
the QDs can be estimated from this image. Two types
of QDs can be seen. The larger dots have a surface den-
sity of ~3 × 109 cm–2, average height of ~5 nm, and lat-
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Fig. 1. (a) AFM image of the surface of a sample with QDs
revealed by selective chemical etching of the capping layer
and (b) histogram of the height distribution of the surface
density of QDs for the surface under study.
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eral size of ~40 nm; their typical size matches the data
obtained for QD layers without overgrowth. Smaller
QDs, which have a similar surface density, demonstrate
a larger scatter in size, perhaps due to the stronger effect
of etching. Their average lateral size is ~30 nm, and
their height is ~2 nm. It is noteworthy that this type of
dot is not observed on the surface QD layers formed
without overgrowth. We assume that they either disap-
pear on the free surface through coalescence or are
formed after deposition of the capping layer as a result
of reconstruction of the WL. The last process can
enhance elastic stresses in a relatively thick WL grown
on a free surface. A simple calculation shows that
changing the WL thickness by one ML is enough for
the formation of QDs with the above-mentioned size
and density.

Figure 2a shows the PL spectra for the three samples
at T = 4.2 K. For convenience, Fig. 2b shows these
spectra on the logarithmic scale. The obtained PL spec-
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Fig. 2. (a) PL spectra for the samples: (solid line) sample no. 1,
(dotted line) sample no. 2, and (dashed line) sample no. 3.
(b) The same as (a) but in the logarithmic scale. Tempera-
ture T = 4.2 K.
tra can be conventionally divided into low-energy and
high-energy portions with the boundary at about
1.42 eV. In the low-energy portion, the spectral peaks
for sample no. 3 can be represented as the sum of two
peaks, presumably corresponding to two types of QDs
of different size. As an example, Fig. 3 shows the PL
spectra for sample no. 2, recorded at 4.2 K at different
pumping powers. Figure 4 shows the energy positions
of spectral peaks related to radiative transitions in InAs
QDs as a function of the pumping power. It can be seen
that, as the pumping power increases, the low-energy
peak for undoped sample no. 2 is slightly blue-shifted
in the power range P < 0.4 W/cm2. At the same time, the
position of the second peak remains virtually
unchanged, and its amplitude is higher. This behavior
can be attributed to the presence of a large amount of
smaller QDs (see Fig. 1), which are occupied nearly
uniformly. Among the large-sized QDs, the largest are
occupied first, with all the dots being occupied only at
higher excitation powers; this behavior should be
related to the high probability of tunneling between the
large-sized QDs. The presence of a dopant in sample
no. 1 means that carriers are already present in the QDs,
and, beginning from the lowest excitation intensity, vir-
tually no shifts of the peak positions are observed.

Now, we discuss the high-energy portion of the
spectra. As can be seen in Fig. 2, it includes three peaks.
The peak with highest energy lies at E ≈ 1.51–1.52 eV
and corresponds to transitions in the GaAs matrix. The
central peak of high amplitude can be attributed to tran-
sitions in the InAs WL (see, e.g., [18]); the peak that
lies at an energy ~0.35 eV lower can be related to radi-
ative transition in the WL, which is accompanied by
emission of longitudinal optical phonons in the GaAs
matrix [19]. The difference between the positions of the
WL peaks in different samples is attributed to differ-
ence in the WL thickness. For example, at the nominal
thickness of the InAs layer of 1.4 ML, all the deposited
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Fig. 3. PL spectra for sample no. 2 recorded at T = 4.2 K and
different pumping powers P (W/cm2). T = 4.2 K. The noise
in the curve tails is smoothed.
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InAs is contained in the WL. When the amount of InAs
is increased to 3.3 ML, the WL becomes thinner, since
some portion of InAs is redistributed into QD islands.
As the amount of InAs further increases, the WL is fur-
ther thinned.

The large size of the QDs in sample no. 2 can be
related to the misorientation of the substrate, which
means that it becomes more energetically favorable for
InAs to be accumulated on the terrace boundaries and
form large QDs [15] than to form multiple small islands
distributed uniformly over the entire surface.

Figure 5 shows the PL spectra for sample no. 2
recorded at different temperatures. During the transi-
tion from T = 4.2 to 77 K, the PL intensity in the high-
energy portion of spectrum considerably decreases,
which is typical of bulk GaAs, and the low-energy QD
peaks are further red-shifted. This behavior can be
attributed to an increase in the mobility of carriers in the
structure, which leads to entry of the carriers into

0 2 4 6 8 10
P, W/cm2

1.30

1.32

1.34

1.36

1.38

E, eV

Fig. 4. Energy positions E of two peaks in the low-energy
portion of the PL spectrum as a function of the pumping
power P. The triangles refer to sample no. 1, and the circles,
to sample no. 2.

1.1 1.2 1.3 1.4 1.5 1.6
E, eV

101

PL intensity, arb. units

102

103

104

Fig. 5. PL spectra for sample no. 2. The solid line refers to
T = 4.2 K, and the dashed line, to T = 77 K.
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regions with the deepest energy levels, in which radia-
tive recombination occurs. In the case of doped sample
no. 1, the shift of the low-energy spectrum is smaller;
this fact is related to filling of the regions deepest in
energy by free carriers. Adequately explainable room-
temperature PL spectra could not be obtained because
of the large temperature broadening and low intensity
of the spectral lines.

4. CONCLUSION

The PL spectra of InAs/GaAs QD structures have
been studied at different pumping powers and tempera-
tures. The spectra comprise a low-energy portion
related to electron–hole recombination within the QDs
and a high-energy one related to transitions in the GaAs
matrix and the InAs wetting layer. Analysis of the low-
energy portion of the spectra has shown that the struc-
tures under study contain QDs of two characteristic
sizes. As the pumping power initially increases, one of
the PL lines in the undoped sample is shifted; this effect
is related to an increase in the number of QDs involved
in the PL process. At higher temperatures, the intensity
of the high-energy portion of the spectrum decreases,
and the low-energy portion is further red-shifted. This
effect is related to an increase in carrier mobility in the
structure and redistribution of carriers between QDs of
different sizes.
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Abstract—A simple approach to calculation of the interband absorption coefficient in a uniform electric field
is developed. This approach provides a means for studying the special features of electroabsorption in a wide
class of semiconductor systems on the basis of the most general relationships. The approach is used to study
the electroabsorption in two-dimensional systems with different profiles of their one-dimensional potential,
quantum wells, and superlattices in magnetic fields. © 2005 Pleiades Publishing, Inc.
When studying interband light absorption in semi-
conductor systems in a uniform electric field, the solu-
tion to the Schrödinger equation for an electron is com-
monly used [1–3]. A large number of studies have dealt
with the processes of electroabsorption in a uniform
magnetic field. For example, electroabsorption was
studied in the special case where the vectors of the
strength of the electric (E) and magnetic (H) fields are
parallel [4, 5]. The absorption of electromagnetic
waves with E ⊥  H was reported in [6–9]. In that case, it
was necessary to exploit the two-band approximation in
order to treat the tunneling processes (the Franz–
Keldysh effect) consistently.

In this study, we develop a theoretical approach that
makes it possible to calculate the coefficient of inter-
band light absorption in a uniform electric field directly
from the Kubo formula, with knowledge of only the
eigenfunctions and eigenvalues in the absence of an
electric field. The prime objective of this study is to
illustrate the simplicity of the new approach and its
potential for studying the special features of light
absorption in size-confined systems.

In what follows, we use the simplest model of a
semiconductor with nondegenerate bands and assume
that both bands have extrema at the same point of the
k space. The calculations below are carried out in the
single-band approximation, which implies the inequal-
ity cE/SH ! 1 in the case of E ⊥  H [7, 10] (S =

, εg is the band gap, mc is the electron effective
mass, and c is the speed of light). Hereafter, we will dis-
regard exciton-related effects. The influence of exciton
effects on the linear optical properties of semiconductor
quantum wells was discussed in [11].

1. In accordance with the Kubo formula [12], the
coefficient of interband absorption of light with the fre-
quency Ω is defined by the correlation function for

εg/4mc
1063-7826/05/3911- $26.00 1313
dipole moments and can be written in the secondary-
quantization representation as

(1)

Here, we introduce the following notation:  and

 are the operators of creation and annihilation of an
electron in the ith band (i = c and v  refer to the conduc-
tion and valence bands, respectively), α is a set of quan-
tum numbers that describe the state of the electron,
α(i) is the smoothed wave function of the carrier in the
ith band in the absence of an electric field, Pcv is the
matrix element of the momentum operator in the Bloch
functions of the valence and conduction bands, x is the
unit polarization vector of the electromagnetic wave,
V is the volume of the quantum system, e is the elemen-
tary charge, m0 is the free-electron mass, and n0 is the
refractive index. In Eq. (1), the averaging 〈…〉  is per-
formed with the full density matrix of the system in a
uniform electric field,

(2)

with the Hamiltonian

(3)
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where  is the energy of an electron in the ith band in
the absence of an electric field.

If the electric-field strength E is directed along the
axis Ox, we have

(4)

According to Eq. (2), the equation of motion for

(t) can be written as

(5)

The solution to Eq. (5) can be found in a manner similar
to that used in [13] and is defined by the relation

(6)

where  is the Hamiltonian for electrons in the
ith band in the coordinate representation in the absence

of an electric field,  = eEx, and |α(i)〉  = |α(i)〉 .

Substituting the expressions for (t) and (t) into
Eq. (1) and taking into account the completeness of the
system of wave functions for electrons, we derive the
absorption coefficient:

(7)

Expression (7) is obtained with regard to the relation

for a degenerate electron gas in the conduction band (the
valence band is completely filled with electrons). In what
follows, we consider the case of the Hamiltonian

(8)

where  is the momentum-operator component and
mi is the effective mass of an electron in the ith band.

The Hamiltonian of Eq. (8) describes a wide class of
physical problems. If we use the algebra of operators of

εα
i( )

Vαα 1

i( ) eE α i( ) x α1
i( )〈 〉 .=

aα
i( )

ȧα
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the coordinate and momentum [14], it can easily be
shown that

(9)

With regard to Eq. (9), the absorption coefficient of
Eq. (7) takes, after integrating with respect to t, the form

(10)

where we introduce the following notation: "ωE =

, ∆αβ = "Ω +  – , and µ–1 =  + .
For writing expression (10), we used an integral repre-
sentation of the Airy functions Ai(z) [15],

The choice of the Hamiltonian for electrons in the
absence of an electric field in form (8) means that, in

the eigenvalues , the term /2mi can be explicitly
separated, i.e.,

(11)

(α' are quantum numbers that describe, in addition
to Px, the electron state in the ith band).

Thus, the argument of the Airy functions is indepen-

dent of Px (∆αβ + /2µ = "Ω +  –  ≡ ∆α'β), and

the matrix element is 〈α c|βv〉  = 〈α 'c|β'v〉  (  is the

wave-vector component for an electron in the ith band).

Therefore, we can sum over  in formula (10) exactly.
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As a result, the final expression for the absorption coef-
ficient can be written as

(12)

where Ly and Lz are the corresponding dimensions of
the semiconductor system. From expression (12), well-
known results for interband light absorption can be
derived [1–3]. For absorption in a uniform magnetic
field gauged with the vector potential A(0, 0, Hy), for-
mula (12) directly yields the results obtained in [4, 5]
for the coefficient K(Ω) (H || E).

2. On the basis of general formula (12), we now
examine the special features of electroabsorption in
size-confined systems. For quantum-confined systems
with an arbitrary one-dimensional potential along the
axis Oz, we have

(13)

where  are the quantum-confined levels in the
ith band and n(i) is the number of a particular level. For
the quantum systems under consideration, the overlap
integral for the wave functions can be written as

(14)

We now substitute expressions (14) and (13) into for-
mula (12) and integrate with respect to the momentum

"  using the relation [16]

Then, the absorption coefficient takes the form

(15)

Here, a is the thickness of the size-confined system and

 = "Ω +  – .

In the absence of an electric field, we have, at
 > 0, Ai1(–22/3 /"ωE)  Θ( ), where

Θ(x) is the unit-step function. Then, according to
expression (15), the frequency dependence K(Ω) has
the stepwise shape typical of two-dimensional systems.
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Specifically, for rectangular quantum wells (QWs) with

an infinite barrier height (〈nc| 〉 = ), the well-
known results of [17] for the absorption coefficient can
be obtained directly from formula (15). As follows
from this formula, the frequency dependence of the
coefficient of interband absorption of electromagnetic
waves at any particular strength of a uniform electric
field E is the same for different size-confined systems.

In this case, only the value (the factor 〈nc| 〉) and posi-

tion of the absorption peak (the value of  depends on
the shape of the one-dimensional potential) vary. As
follows directly from the asymptotic behavior of the
Airy function Ai1(x) [15] at /"ωE > 0, i.e., in the
high-frequency region, the light-frequency dependence
of the absorption coefficient is nonmonotonic. In the
case of size-confined systems, the oscillatory behavior
of K(Ω) is more pronounced than in bulk materials. In
the long-wavelength region of the absorption spectrum
(  < 0) at /"ωE @ 1, the absorption coefficient
K(Ω) follows the exponential frequency dependence
and describes the tunneling process (the Franz–
Keldysh effect). It is worth noting that all the above cal-
culations were carried out for isotropic bands. Exten-
sion of the results to the case of anisotropic masses and
consideration of light and heavy holes presents no
problems. The latter consideration leads only to quanti-
tative changes in the oscillatory dependence K(Ω) in
the short-wavelength region of the spectrum [17].

We now consider the light absorption in parabolic
quantum wells (PQWs) in the case where uniform mag-
netic and electric fields are directed along the surface of
a size-confined system under study (H || E || Ox). When
gauging the vector potential A(0, Hz, 0), the Hamilto-
nian is given by

(16)

where "  =  is the quantum-confine-
ment step and ∆Ei is the PQW barrier height for the
ith band.

In the absence of an electric field, Hamiltonian (16)
takes the form given by expression (8). In this case,
according to formula (11), we have

(17)
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where  =  +  and ωi is the cyclotron frequency
in the ith band.

The square of the matrix element based on the wave
functions of an electron in a PQW in a magnetic field
[18] can be directly calculated in the simplest case of a
transition of a carrier between the lower quantum-con-
finement magnetic levels (nc = nv = 0). The expression
for absorption coefficient (12) takes the form

(18)

with

In the absence of an electric field, the frequency depen-
dence of the absorption coefficient exhibits a stepwise
behavior (Fig. 1, curve 1). Under a higher magnetic
field, the step width spans a wider region of frequencies
of the absorbed electromagnetic waves (Fig. 1 shows a
part of the first step). This circumstance is due to an
increase in the quantum step corresponding to the mag-
netic-field-induced size confinement. In a constant

ω0i
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2 3
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Fig. 1. Frequency dependences of the optical absorption
coefficient (in arbitrary units) for a parabolic quantum well
in uniform electric and magnetic fields. The dependence for
the case of a zero electric field is shown by curve 1. Curves 2
and 3 refer to ωE/ωc = 0.033 and 0.1, respectively.
electric field, light absorption in the long-wavelength
spectral region (the Franz–Keldysh effect) becomes
possible; in the high-frequency region, the absorption
coefficient K(Ω) is described by an oscillatory depen-
dence (Fig. 1, curves 2, 3). The numerical calculations
were carried out for typical AlGaAs–GaAs PQWs
(mc = 0.06m0 and mv = 0.4m0, with, respectively, the
offsets of the conduction and valence bands ∆Ec =
0.255 eV and ∆Ev = 0.17 eV). The other parameters
were the PQW width a = 1000 Å, "  = 14.6 meV, and

"  = 4.6 meV. The magnetic field strength corre-

sponded to the relation "ωc = " . In this case, we had
β ≈ 0.3ωE/ωc. Curves 2 and 3 were obtained with
ωE/ωc = 0.033 (E = 125 V/cm) and ωE/ωc = 0.1 (E =
650 V/cm), respectively. As the electric field is
increased, the number of oscillations and their ampli-
tude at the step decrease.

3. Using formula (12), we can easily derive an
expression for the coefficient of interband absorption in
a superlattice (SL) of period d in a transverse electric
field. With regard to the dispersion relation for charge
carriers, the tight-binding approximation yields the fol-
lowing relation for the eigenvalues [19]:

(19)

Here, εsi are the quantum-confined levels of the ith band
and ∆si is the width of the sth miniband in the ith band.

For the allowed direct transitions (  = ), it fol-
lows from expression (15) that

(20)

where  is the matrix element based on the wave
functions of the sth miniband of the conduction band and

s'th miniband of the valence band,  = εg + (εsc + εs'v),
and ∆ss' = ∆sc + ∆s'v .

If the width of the minibands can be disregarded
(∆si = 0), expression (20) yields, in the absence of an
electric field (E = 0), the well-known expression for the
interband absorption coefficient [20].1

Let the width of the miniband be finite (∆sc ≠ 0 and
∆sv ≠ 0). If we disregard the weak dependence on kz in

the overlap integral  [21] in this case, we obtain,

1 The first allowed minibands are rather narrow; therefore, this
approximation is often used when studying the optical properties
of SLs.

ω̃c

ω̃v

ω̃c

εα
i( ) "

2

2mi

-------- kx
i( )2

ky
i( )2

+[ ] ε si ∆si kz
i d( ).cos–+=

kz
c kz

v

KSL Ω( ) 4πe2µ
dn0c"Ω
-------------------- Pcv x

m0
-----------

2
=

× ucv
ss' 2

Ai1
22/3

"ωE

---------- "Ω ε̃g
ss'– ∆ss' kzd( )cos+[ ]– 

  ,
s s' kz, ,
∑

ucv
ss'

ε̃g
ss'

ucv
ss'
SEMICONDUCTORS      Vol. 39      No. 11      2005



INTERBAND LIGHT ABSORPTION IN SIZE-CONFINED SYSTEMS 1317
after summing over the momenta, the following expres-
sion for the absorption coefficient:

(21)

Here, we introduced the following notation:

(22)

with  and 

In the absence of an electric field (E = 0 and γ  ∞),
the function I(γ, x) is defined by the relation

(23)

The function I0(x) is shown in Fig. 2 (curve 1). It should
be noted that we consider interband optical transitions
between the lowest minibands, i.e., s = s' = 1. In this
case, the frequency dependence KSL(Ω) reproduces the
behavior of the electron density of states in an SL in
relation to Ω [22]. In a nonzero electric field, absorption
of electromagnetic waves in the long-wavelength
region becomes possible (the Franz–Keldysh effect),
and the function KSL(Ω) exhibits oscillations at x > 1.
As the electric field is increased, the oscillatory peaks
increase in amplitude and their number decreases. In
Fig. 2, curves 2 and 3 are plotted for γ = 3 and 1, respec-
tively.

We now consider the interband absorption in SLs in
a magnetic field directed along the axis of quantum
confinement (the axis Oz). Let the electric field be par-
allel to the plane of the size-confined system (E ⊥  H).
In Landau’s gauging for the vector potential A(–Hy, 0, 0),
the Hamiltonian of the system is written as

(24)

where V(z) is the periodic potential of the SL.
To eliminate the term eEy, we use a unitary transfor-

mation of Hamiltonian (24):
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Ĥ
i( )
 = 

1
2mi

-------- P̂x
eH
c

-------y+ 
 

2 P̂y
2

2mi

--------
P̂z

2

2mi

-------- V z( ) eEy,+ + + +

e
ŜiĤ
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It can easily be shown that

(26)

We now perform unitary transformation (25) under the
trace sign in expression (7). Taking into account the
completeness of the system of wave functions, we
obtain the absorption coefficient

(27)

Here, we introduced the notation γ0 = eER2(1/"2ωc +

1/"2ωv);  is the energy of an electron in the
valence band (conduction band) for the SL in a mag-
netic field. In the tight-binding approximation, this
energy is defined as

(28)

In expression (27), 〈α (i)| are the wave functions of an elec-
tron in the ith band, which represent the solution to the
Schrödinger equation with Hamiltonian (26) (at E = 0).
These functions are the product of the wave functions
for an SL and the wave functions of an electron in a uni-
form magnetic field (ni is the Landau level) [23]. The
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Fig. 2. Frequency dependences of the optical absorption
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matrix element involved in expression (28) can easily
be calculated as

(29)

Let the slight dependence on  in  be disregarded.

Then, for the allowed direct optical transitions (  = ),

we obtain, after summing over , an expression for
absorption coefficient (27) in the form

(30)

where

Further calculations can be carried out in the same way
as above. As a result, we obtain

(31)

Formula (31) describes the frequency dependence of the
absorption coefficient typical of the behavior in magnetic
fields. It should be noted that, at E ≠ 0, there are no selec-
tion rules (as is standard [6]) for the number of Landau
levels, and the optical absorption edge shifts to the low-
frequency region by the quantity E2c2(mc + mv)/2H2. The
magnitude of the absorption coefficient decreases by a

factor exp{–"2 /2R2} typical for the case of crossed
electric and magnetic fields. The square-root singular-
ity of the absorption coefficient in expression (31) can
be eliminated by taking into account, e.g., the interac-
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tion of the carriers with lattice vibrations. It should be
remembered that all of the above calculations of elec-
troabsorption in SLs were carried out in the effective-
mass approximation, so the results are invalid in the
limit of high electric fields (the conditions for the Wan-
nier–Stark ladder) [24].
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Abstract—The effect of an electric field on photoluminescence (PL) of silicon nanocrystals formed in silicon
dioxide by ion implantation with subsequent annealing has been studied. Application of an electric field leads
to an increase in PL intensity by ~10% at low temperatures and an electric field strength of 12 kV/cm and to its
decrease at temperatures above 20 K. The increase in exciton PL intensity in an electric field is inconsistent with
the model of recombination of quantum-confined excitons in nanocrystals. The effect can be described in terms
of a model of recombination of self-trapped excitons formed at the interface between a Si nanocrystal and SiO2.
© 2005 Pleiades Publishing, Inc.
The mechanism of radiative recombination in nano-
size semiconductor crystals remains an open question
in spite of a variety of publications on the subject in
recent years. The efficient luminescence from nanoc-
rystals is attributed to quantum confinement in crystal-
lites with sizes smaller than the Bohr radius of an exci-
ton as well as to recombination assisted by defects or
foreign substances on the surface of the nanocrystal-
lites. The largest efforts have been applied to study of
the recombination mechanism in Si-based nanocrystal-
lites such as porous Si [1] and nanocrystals grown by
epitaxy [2] or self-formation [3, 4]; nevertheless, the
mechanism of luminescence from Si nanocrystals
remains under discussion. For example, the data
obtained in [5] indicate that effects on the nanocrystal
surface play an important role in the observed photolu-
minescence (PL), whereas the authors of [3, 6] state
that the luminescence of silicon nanocrystals in the vis-
ible spectral range is due to quantum confinement. In
this study, we present data on the photoluminescence
(PL) of Si nanocrystals embedded in a SiO2 matrix
under the action of an external electric field. Our results
indicate that the PL from nanocrystals is not related to
recombination of excitons via quantum-well levels in a
nanocrystal. A mechanism of recombination taking into
account structural defects formed in the vicinity of a
nanocrystal is discussed in terms of the self-trapped
exciton model.

Nanocrystal samples were produced by implanta-
tion of Si atoms into a 0.5-µm-thick SiO2 layer formed
by oxidation of a silicon substrate followed by anneal-
ing [7]. The implantation energies were 200 and
100 keV at the doses 6.3 × 1016 and 3.9 × 1016 cm–2,
respectively. The post-implantation annealing was per-
formed for 5 h at 1130°C.
1063-7826/05/3911- $26.00 1319
An electric field was applied in the no-contact con-
figuration. The sample under study was placed at a
small distance from the surface of a piezoelectric
LiNbO3 crystal, in which interdigitated transducers
excited a surface acoustic wave (SAW) [8]. The ac elec-
tric field of the SAW was applied to the sample, and the
PL was excited and measured through the LiNbO3 crys-
tal, which is transparent in the used spectral range (see
the inset in Fig. 1). This method of electric field appli-
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Fig. 1. Spectra of steady PL from silicon nanocrystals mea-
sured without an electric field (solid line) and in a field with
a strength of 12 kV/cm (dotted line). The spectra are nor-
malized to the spectrum of sensitivity of the recording sys-
tem. The inset shows the following experimental configura-
tion: IDT is an interdigitated transducer deposited onto the
piezoelectric crystal and RF stands for radio-frequency
voltage.
© 2005 Pleiades Publishing, Inc.
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cation excludes the process of fabrication of contacts to
the sample and makes it possible to study different sam-
ples under identical conditions. A drawback of this
technique is the limitation imposed on the wavelength
of the exciting laser, which should satisfy the condition
of transparency of the piezoelectric crystal; in our case,
a 337-nm pulsed nitrogen laser was unsuitable for study
of the PL kinetics. The measurements were performed
in He vapor in the temperature range 5–120 K in the
traveling SAW mode; in test measurements, the stand-
ing SAW mode could be used. The SAW frequency was
~71 MHz, which corresponds to a wavelength of
~40 µm. The maximum strength of the electric field
induced in the sample was calculated from the mea-
sured efficiency of the diffraction of light on the SAW
and equaled 12 kV/cm. In order to reduce the average
power applied to the piezoelectric crystal, the SAW was
excited in the pulsed mode with a repetition period and
pulse width of 320 µs and 64 µs, respectively. The PL
was recorded during the time interval corresponding to
propagation of the SAW over the region of PL excita-
tion. Steady PL was excited by an Ar+ laser (20 mW and
488 nm). Along with steady PL under the electric field,
we studied the kinetics of low-temperature PL from
nanocrystals, which was excited by an N2-laser. The PL
was recorded using a double monochromator spectrom-
eter with a cooled photomultiplier operated in the pho-
ton-counting mode.

Figure 1 shows the most important result of the
experiment on the effect of the electric field of the SAW
on the PL of nanocrystals. It appeared that, at a temper-
ature of 5 K, the intensity of steady PL from the nanoc-
rystals increases by as much as 10% at an electric field
strength of 12 kV/cm. The shape of the PL spectrum,
which has a broad band peaked at about 770 nm,
remains virtually unchanged. Figure 2 shows tempera-
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Fig. 2. Temperature dependence of the integral intensity of
the PL from a nanocrystal with and without an electric field
with a strength of 12 kV/cm. The lines are drawn for conve-
nience.
ture dependences of the integral intensity of the nanoc-
rystal PL in an electric field and without it. These
dependences are similar. They include a portion of
nearly constant intensity at T = 5–15 K, a portion of
intensity increase at temperatures up to 70 K, and a por-
tion of intensity decrease at T > 80 K. As can be seen in
Fig. 2, the application of an electric field raises the PL
intensity in the first portion of the temperature depen-
dence, whereas, at temperatures above 25 K, the PL is
quenched by the electric field.

Since the intensity of PL from nanocrystals increases
with temperature (Fig. 2; in addition, see [9, 10]), it
might be assumed that the intensity increase observed
under a SAW is not related to the electric field but is
caused by the heating of the sample due to ohmic loss
in the interdigitated transducers formed on the piezo-
electric crystal. In order to estimate the effect of heat-
ing, we studied the frequency dependence of the change
in PL intensity with a SAW excited in the standing
wave mode (Fig. 3). In this situation, multiple reflec-
tions of the SAW from the interdigitated transducers are
responsible for the frequency response being strongly
modulated, with a period of about 100 kHz, which is
determined by the pitch of the transducers. If the
PL intensity is affected by heating of the transducers,
the heating of the sample must be independent of the
SAW frequency. However, in the experiment, the mag-
nitude of the effect of a standing SAW on the PL inten-
sity varied with the frequency of the exciting RF volt-
age in synchronism with the efficiency of the light dif-
fraction on the SAW (see Fig. 3). This fact allows us to
leave out the effect of heating of the interdigitated
transducers. This conclusion is also supported by the
nearly linear dependence of the change in PL intensity
on the electric field (see the inset in Fig. 3). If sample
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Fig. 3. Frequency dependence of the change in intensity of
the PL from a nanocrystal with a SAW applied in the stand-
ing wave mode at T = 5 K (squares). The dashed line shows
the approximation of the frequency response of the light dif-
fraction in the SAW standing mode. Inset: the change in the
PL intensity vs. the electric field strength.
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heating were a source of increase in PL intensity, this
dependence would be quadratic.

Now, we discuss the problem of correspondence
between the observed increase in the PL intensity under
the action of an electric field and the model of recombi-
nation of quantum-confined excitons in nanocrystals.
In the absence of calculations of the radiative recombi-
nation efficiency for silicon nanocrystals in an electric
field, we rely on results obtained for other systems.
First, we disregard the effect of fine structure of the
exciton levels. As is well known, in bulk structures and
quantum wells, exciton PL is quenched by the applied
electric field, which reduces the overlapping of the
electron and hole wave functions in an exciton [11, 12].
In particular, similar behavior was predicted for CdS
and CdSSe quantum dots (QDs) [13] and experimen-
tally observed during optical absorption by CdS QDs
[14] and luminescence from InP QDs [15]. There is no
reason to suppose that the effect of an electric field on
silicon QDs leads to the opposite result. Now, we take
into account the fine structure of exciton states. In sili-
con QDs, it gives rise to a lower optically inactive trip-
let state and an optically active singlet state with higher
energy [16]. In this case, redistribution of excitons
between the states in the magnetic field [17] or at ele-
vated temperatures [6] modifies the probability of radi-
ative recombination and the PL intensity if recombina-
tion occurs via several competing channels. As far as
we know, data on modification of the time and intensity
of exciton transitions in an electric field for silicon
nanocrystals that takes into account the fine structure of
exciton states has not yet been obtained. Therefore, we
examine data obtained for a system in which the radius
of the exciton state is close to the nanocrystal size, for
example, organic semiconductors, which are being
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Fig. 4. Evolution of the spectrum of nonsteady PL from
nanocrystals recorded with different delays after pulse exci-
tation without a magnetic field (solid lines) and on applying
a magnetic field of strength 5.6 T. Temperature equaled
4.3 K, and the delay after the laser pulse, from the top
downwards, was 0.2, 1.4, 4, 8.5, 16, 32, 55, and 110 ms.
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actively studied at present. In organic semiconductor
structures, an external electric field quenches the lumi-
nescence of singlet excitons [18, 19]. The quenching of
the phosphorescence of triplet excitons in an electric
field was observed in [20]. Study of the optical absorp-
tion by triplet excitons in [21] led to the conclusion that
the cross section for their formation is reduced by an
applied electric field. On the basis of these data, we con-
clude that the increase in PL intensity in nanocrystals
under the action of an electric field cannot be attributed
to effects related to the fine structure of exciton states.

The insignificance of the contribution from the fine
structure of exciton levels in the PL of silicon nanocrys-
tals is also confirmed by the kinetics of low-tempera-
ture PL from nanocrystals in a magnetic field (Fig. 4).
As can be seen from this figure, the application of a
magnetic field does not change the kinetics of PL from
the nanocrystals, which indicates that excitons are not
redistributed between the different spin states.

We may conclude, therefore, that the enhancement
of the nanocrystal PL by an electric field is inconsistent
with the model of recombination of quantum-confined
excitons in nanocrystals. At the same time, the
enhancement of the PL may be related to the existence
of some kind of potential barrier in the system, which
can be more easily overcome by carriers if an electric
field is applied. Earlier, we observed a similar effect
during study of the PL from GaAs, which is related to
electron capture by shallow donors [8]. The observed
behavior of the PL of nanocrystals in response to the
application of an electric field and variation of the tem-
perature, which is shown in Fig. 2, can be explained in
terms of the model suggested in [22]. The model is
based on the assumption that a self-trapped exciton is
formed on a Si–Si dimer at the nanocrystal boundary.
Figure 5 shows the configuration diagram of such a sys-
tem. Here, Q is the configuration coordinate, which

E
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Eexc

EPL

E*

G

Q

∆

Fig. 5. Configuration diagram of a nanocrystal with an
Si–Si dimer at the interface between the nanocrystal and
amorphous matrix.
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characterizes the stretching of the Si–Si bond. In the
ground (G) and excited (EXC) states, an exciton
belongs to a nanocrystal. The self-trapped exciton
(STE) state, separated from the excited state by the
potential barrier ∆, corresponds to a self-trapped exci-
ton localized on the Si–Si dimer. The self-trapped exci-
ton is formed from an exciton in the excited (EXC) state
in the nanocrystal if the exciton overcomes the potential
barrier. The probability of overcoming the barrier can
be raised by elevating the temperature or reducing the
barrier height by applying an electric field. In this situ-
ation, the nonzero effect in the time-averaged PL inten-
sity upon application of an ac field is provided by the
nonlinear response of the system. It is noteworthy that
the presence of a low-temperature portion with constant
PL intensity in the temperature dependences shown in
Fig. 2 requires that the probability of an exciton tunnel-
ing from the EXC to STE state should also be taken into
account. It is also necessary to note that a change in the
PL intensity is only possible when competing recombi-
nation channels are considered. In particular, following
an analogy with deep levels in semiconductors, it is
necessary to take into account the probability of recom-
bination of an STE exciton via a nonradiative tunneling
transition across the barrier E*, which separates the
self-trapped exciton state and the ground state [23]. The
decrease in the PL intensity observed under the effect
of an electric field at temperatures above 25 K is related
to the rising efficiency of this recombination channel.

Good agreement between the calculated and experi-
mental curves is reached when the experimental data
are described in terms of the self-trapped-exciton
model. Nevertheless, the analysis shows that the large
number of parameters used in the model hinders an
unambiguous determination of the height of the poten-
tial barriers and the transition probabilities. In order to
determine the numerical values of the model parame-
ters, further study of the kinetics of nanocrystal PL in
an electric field is necessary.

We have studied the effect of an ac electric field on
the steady PL of silicon nanocrystals formed in a SiO2
matrix by ion implantation with subsequent annealing.
It is shown that the application of the electric field
raises the intensity of low-temperature PL and
quenches PL at temperatures above 20 K. The analysis
of the experimental data shows that the observed
enhancement of the PL in the electric field is inconsis-
tent with the model of recombination of quantum-con-
fined excitons in nanocrystals; instead, it can be
described in terms of a model of recombination of self-
trapped excitons formed at the interface between the
silicon nanocrystal and SiO2.
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Abstract—The degree of circular polarization of photoluminescence from an n-type III–V-based [001] quan-
tum well (QW) is calculated under an electric current flow in the well plane. It is shown that mixing of the states
of light and heavy holes leads to circular polarization of photoluminescence during the propagation of light in
the plane of the structure. The role of various terms that are linear in the wave vector in the electron energy
spectrum is analyzed for the effects of spin orientation and emergence of circular polarization of radiation in
the electric field. © 2005 Pleiades Publishing, Inc.
1. One of the main specific features of nanosize
structures fabricated on the basis of III–V compounds
is their gyrotropic properties. From the point of view of
symmetry, this fact means that the components of vec-
tors and pseudovectors are transformed by identical
representations, and a linear relation is possible
between them. Phenomenologically, this circumstance
should lead, for example, to the emergence of an aver-
age carrier spin (pseudovector) when a constant electri-
cal current flows in a gyrotropic medium [1]. A micro-
scopic cause of the linear relation between the average
spin and the electric field is the presence of terms that
are linear in the wave vector in the electron or hole
spectrum. For gyrotropic bulk Te crystals, the emer-
gence of a uniform spin density under a flow of current
was predicted by Ivchenko and Pikus [2] and was
detected owing to the additional rotation of the polar-
ization plane of linearly polarized light, which propa-
gates along the main axis of a crystal [3]. For nongyro-
tropic crystals, the emergence of spin density close to
the surface under a flow of current was predicted by
Dyakonov and Perel [4]. For AlGaAs-based structures,
measurement of the degree of circular polarization of
radiation represents a direct observation of the spin ori-
entation [5]. For bulk AlGaAs crystals, the average spin
is related to the degree of circular polarization by a
numerical factor. However, this is not the case for quan-
tum heterojunctions, and the coefficient depends on the
spin orientation relative to crystal axes.

Recently, the effect of spin orientation of charge car-
riers has been found from the degree of circular polar-
ization in a p-AlGaAs asymmetric heterojunction [6].
The purpose of this study is to calculate the degree of
circular polarization of photoluminescence (PL) for
1063-7826/05/3911- $26.00 1323
n-type III–V-based [001] Quantum Wells (QWs) when
a current flows in the well plane.

2. The symmetry of III–V-based [001] QWs can be
D2d or C2v . According to this fact, the average electron
spin is oriented in the heterostructure (HS) plane when
a current flows through a QW. However, the relative
orientation of the average spin and current depends on
the relation between various contributions to the
Hamiltonian of a two-dimensional (2D) gas that are lin-
ear in the wave vector [7]. If the contribution caused by
the asymmetry of a QW itself prevails and the Rashba
Hamiltonian describes the electron spectrum, the aver-
age spin is normal to the current [8].

If the asymmetry of the heterojunction itself is insig-
nificant and the main role belongs to terms that are lin-
ear in the wave vector and arise owing to the absence of
the center of inversion in a bulk material (the Dressel-
haus terms), the spin is not normal to the current, and
the angle between them depends on the current direc-
tion relative to the crystallography axes [7].

In order to induce PL in n-type QWs, it is necessary
to generate nonequilibrium holes. Nonequilibrium car-
riers can be generated by light. In this case, the circular
polarization of radiation depends on the spatial local-
ization of the carriers. If the nonequilibrium holes are
located in the barrier and their motion is not quantized,
the degree of circular polarization is equal to the aver-
age spin multiplied by 0.25 [9]. If the recombining
holes remain in a QW, their motion is quantized, and, as
a result, the total momentum is aligned along the
growth axis. Due to this circumstance, the degree of cir-
cular polarization is equal to zero if an electron and
hole have a zero quasi-momentum. For the entire
charge-carrier ensemble, this fact means that the circu-
lar polarization of radiation will depend on the electron
© 2005 Pleiades Publishing, Inc.
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and hole distribution, and its magnitude cannot be
related to the average spin by a simple numerical factor.
When calculating the degree of polarization, we will
hereafter assume that the nonequilibrium holes
involved in recombination are located at the ground
level of the size quantization and can have a nonzero
quasi-momentum in the well plane when the concentra-
tion of photoexcited electrons is considerably lower
than the equilibrium one.

The polarization properties of the emitted optical radi-
ation are determined by the polarization tensor dαβ [10]:

(1)

Here,  and  are the spin density matrices for elec-

trons and holes, and  are the matrix elements for
the operator of the momentum component between the
states n for electrons and m for holes. Let us assume
that light propagates in the plane (x, y) along the y1 axis,
the z axis is parallel to the growth axis while x || (100)
and y || (001), and the electric field has the components
(%x, %y, 0). The problem consists in calculation of dαβ,
where α, β = z, x1, and x1 ⊥  y1. In a general form, an
electron-spin density matrix with a definite quasi-
momentum can be represented as

(2)

where α and Si(k) can depend on the electric field and
are determined from the solution to the corresponding
kinetic equation, and σi is the Pauli matrix. Let us
assume that the nonequilibrium holes are not oriented
by the electric field and their density matrix is diagonal:

(3)

Here, fh(k) is the hole distribution function. In order to
simplify the calculation of the wave functions of elec-
trons and holes, let us consider a rectangular QW and
disregard the odd terms in the wave vector. It is conve-
nient to write the wave functions for the ground state of
the holes in the form [11]

(4)

dαβ Vnm
*α

Vn'm'
β ρ̂nn'

e ρ̂m'm
h .

nm

n'm'

∑=

ρ̂e ρ̂h

Vnm
α

ρnn'
e a k( )1

2
--- I ŝS k( )+ 

 
nn'

=

=  
1
2
---

a Sz+ Sx iSy–

Sx iSy+ a Sz– 
 
 

,

ρmm'
h 1

2
---δmm' f

h k( ).=

ψ3/2 k, eikr 1

A
-------- V0 k( )C z( )U3/2– iV1 k( )S z( )e

iϕkU1/2+(=

– V2 k( )C z( )e
2iϕkU 1/2– iV3 k( )S z( )e

3iϕkU 3/2–+ ),

ψ 3/2– k, eikr V3 k( )C z( )e
3iϕk–

U3/2(=

+ V2 k( )C z( )e
2iϕk–

U1/2 iV1 k( )S z( )e
iϕkU 1/2–+

+ V0 k( )C z( )U 3/2– ).
Here, C(z) and S(z) are functions that are even and odd
relative to the QW center; Vi are the functions of k, with
Vm ∝  km at k  0; ρ(x, y) is the radius vector of a
charge carrier in the well plane; Un are the wave func-
tions at the valence-band top of the bulk material; ϕk is
the polar angle of the k vector; and A is the area. In rela-
tion (4), no allowance is made for the cubic anisotropy
of the valence band.

The electron wave function can be written as

(5)

Here, f(z) is the smooth envelope of the wave function,

which depends on the potential barrier shape; and 
is the Bloch wave function in the conduction band at
k = 0. We will further assume that the electrons are
located at the ground level and f(z) is an even function
relative to the well center. Using a canonical basis for

the functions Um and  [10], we can write the matrix

elements  in the form

(6)

Here, D is a real constant, and (nx, ny) is the direction of
the x1 vector. We made allowance for the fact that the
optical transitions occur with quasi-momentum conser-
vation so that the electron and hole quasi-momenta
were identical. Using set (6) and representations of spin
matrices for the electron and hole densities (2), (3), we
can write expressions for dαβ:

(7)

ψn k, eikr 1

A
-------- f z( )Uc

n, n
1
2
---.±= =

Uc
n

Uc
n

Vnm
α

V1/2 3/2,
x1 nx iny+

2
------------------V0 k( )

nx iny–

3
------------------V2 k( )e

2iϕk– 
  DP,=

V̂1/2 3/2–,
z 2

3
---e

2iϕk–
DP,=

V 1/2– 3/2,
z V1/2 3/2–,

*z
,–=

V 1/2– 3/2–,
x1 V1/2 3/2,

*x1
,–=

P f z( )C z( ) z.d

∞–

∞

∫=

dzz
a k( ) f k k( )

2
------------------------D2P22

3
---V2

2 k( ),=

dx1x1

a k( ) f h k( )
2

------------------------D2P2

6
------------ 3V0

2 V2
2+[=

– 2 3V0V2 2ϕk nx
2 ny

2–( )cos 4nxny 3V0V2 2ϕksin– ] ,

dx1z
f h k( )

2
-------------D2P2

3
------------i V2

2 k( ) nySx nxSy–( )(=

– 3V0V2 nxSx nySy–( ) 2ϕsin[

– Synx Sxny+( ) 2ϕcos ] ) ,

dzx1
dx1z* .=
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The circular polarization is defined by the imaginary
part of dxz, and it follows from set (7) that, at k = 0, we
have dxz ≡ 0. By order of magnitude, V2 ≈ Eh/∆, where
∆ is the quantum confinement energy for light holes.
Since it is possible to expect that, under experimental
conditions, there would be few photoexcited holes and
their energy Eh would be much lower than ∆, we obtain
V2 ! 1. In further calculations, we will restrict the anal-
SEMICONDUCTORS      Vol. 39      No. 11      2005
ysis to this approximation. The magnitudes of Sx and Sy

are proportional to the electric-field strength. There-
fore, when calculating the degree of circular polariza-
tion in the approximation that is linear in E in expres-
sions for  and dzz, there is no need to make allow-

ance for the field dependence of a(k) and f(k). The
degree of circular polarization is defined as

dx1x1
(8)3circ
4

3
-------

V0V2P2 f h k( ) nxSx nySy–( ) 2ϕsin Synx Sxny+( ) 2ϕcos–( )〈 〉
P2a k( ) f h k( )V0

2〈 〉
------------------------------------------------------------------------------------------------------------------------------------------------.–=
In relation (8), the symbol 〈  〉  denotes integration with
respect to d2k, and it is taken into account that the aver-
age values of a(k)fh(k)cos2ϕ and a(k)fh(k)sin2ϕ are
equal to zero at % = 0. In addition, the integration is car-
ried out here with respect to the frequency of the emit-
ted light, meaning that relation (8) yields the magnitude
of the average degree of circular polarization of PL.
Thus, it is necessary to determine Sα, f(k), and fh(k).
The form of fh(k) is determined by the photoexcitation
conditions, while S and a(k) should be found by solving
the kinetic equation [5]

(9)

Here, [ , ] denotes the commutator; Stρ denotes

the collision integral; and  denotes the Hamilto-
nian that describes splitting of the levels in the approx-
imation that is linear in the wave vector. A nonequilib-
rium spin emerges during spin relaxation; therefore, the
magnitudes Si depend on the spin relaxation mecha-
nisms. We will further calculate Si and 3circ under the
assumption that spin relaxation proceeds mainly
according to the Dyakonov–Perel kinetic mechanism.
To simplify the calculations, we will assume that scat-
tering occurs at the ∆ potential, which means that the
relaxation times of various harmonics of the distribu-
tion function are identical. In this case, the collision
integral can be expressed as [5]

(10)

Here, Ek = , m* is the effective electron mass,

{AB} = (AB + BA)/2 denotes the anticommutator, and
W0 is the squared absolute value of the matrix element
that corresponds to electron scattering by impurities. In

i
"
--- Hk

1( ) ρ̂,[ ] e%
"

-------∂ρ̂
∂k
------+ Stρ̂,=

Hk
1( ) "

2
--- sWk

1( )( ) βijσik j.= =

Hk
1( ) ρ̂

Hk
1( )

Stρ̂

=  W0 δ Ek Ek'– Hk
1( ) Hk'

1( )–+( ) ρ̂ k( ) ρ̂ k'( )–,{ } .
k

∑–

"
2k2

2m*
-----------
the absence of an electric field, the equilibrium density
matrix takes the form

(11)

Here, f0 is the equilibrium electron distribution func-
tion, n is the equilibrium electron concentration, and ρ0
from relation (11) causes collision integral (10) to vanish.

When solving Eq. (9), we will assume that  ! Ek and
represent relations (11) and (2) as the sum

(12)

Here,  describes variation in the spin density matrix

in an electric field. Substituting ρ0 = f0(Ek)I +

 into relation (8), we obtain 3circ = 0, despite

the nonzero spin splitting of the states. The absence of
circular polarization is associated with the fact that 
includes the zero and first circular harmonics, while
only the second harmonic can lead to nonzero 
according to relation (8). As a result, a(k) in the denom-
inator of relation (8) linear in % should be replaced by
f0(Ek)n.

To determine Si(k), ρ0 should be substituted into the
field term, and terms that are linear in  should be
retained in the collision integral [5]. Substituting rela-
tion (11) into Eq. (9) and, sequentially, calculating

 and , we can obtain connected equations for

Si(k) and a(k). Finally, after substituting the expression
for a(k) into the equation for Si(k), we obtain an equa-
tion for the carrier spin Sα(k) in the form

(13)

ρ0
1
2
--- f 0 Ek Hk

1( )+( )n.=

Hk
1( )

ρ̂ 1
2
---n f 0 Ek( )I

1
2
---n

∂ f 0

∂Ek

---------Hk
1( ) ρ̂e.+ +=

ρ̂e

1
2
---

1
2
---

∂ f 0

∂Ek

---------Hk
1( )

ρ̂0

dx1z

Hk'

1
2
---Spσ̂i

1
2
---Sp

WkS[ ] α
1
τ0
---- Sα Sα〈 〉–( )=

+
"
2
--- e%%%%nΩα e%%%%nΩα k( )〈 〉–( )n

∂2 f 0

∂E2
----------.
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Here, [WkS]α denotes the vector product; 〈  〉  denotes
averaging of the vector k over the angle; and τ0 is the

relaxation time,  = W0 (E – E(k')). For the 2D

carriers studied here, the relaxation time is energy-
independent. In contrast to [5], Eq. (13) is also valid at

τ0 ≈ 1. The equations for Sα are easily solved for

the arbitrary form of ; however, the expressions for
Sα(k) are very cumbersome. Therefore, as an example,
we further consider the cases in which only one of the
contributions to the splitting linear in the wave vector is
dominant.

The linear splitting is caused by the absence of the
center of inversion in a bulk material (the Dresselhaus
Hamiltonian) [5]:

In this case, solution (12) takes the form

(14)

We can use solution (14) to obtain an expression for the
angle Θ between the average spin and the direction of
the electric field [7]:

(15)

The terms that are linear in k are determined by the
asymmetry of the heterointerface (the Rashba effect):

as a result, we obtain

(16)

In this case, the average spin is normal to the direction
of the electric field. Relations (14) and (16) are
obtained under the assumption that spin relaxation pro-
ceeds according to the Dyakonov–Perel kinetic mecha-
nism and τ0 is independent of the electron energy. It is
noteworthy that the average values of 〈Si〉  coincide with
the corresponding values from [5, 7, 8]. Substituting

1
τ0
---- δ

k'∑

Ωk
1( )

Ωk
1( )

Ωx
2
"
---βDkx, Ωy

2
"
---βDky,–= =

x || 100( ), y || 010( ).

Sz 0, Sy κβD %xkxky %yky
2+( );= =

Sx κβD %xkx
2 %ykxky+( ), κ–

e"
m
------τ0n

∂2 f 0

∂E2
----------.= =

Θ
%y

2 %x
2

–

%x
2 %y

2
+

-------------------.arccos=

Ωx
2
"
---βRky; Ωy

2
"
---βRkx;–= =

Sz 0; Sy κβD %xkx
2 %ykxky+( ),= =

Sx κβR %xkxky %yky
2+( ).–=
relations (14) and (16) into the relation for 3circ, we
obtain

(17)

In relation (17), n' is the unit vector in the direction y1
of propagation of light. An interesting specific feature
of relation (17) consists in its different angular depen-

dences for  and . For , the degree of
circular polarization is always highest in the direction
normal to the electric field. If the Dresselhaus terms are

dominant in the Hamiltonian of the 2D gas, 
depends not only on the relative orientation of n' and %
but also on their arrangement with respect to the crys-
tallographic axes. If an electric field is applied along the
axes [100] %x = ±%y, then, as follows from [17], the
degree of circular polarization is always highest for
light propagating normally to the electric field. For % ||
[100],  is largest for n' || [100], while  = 0 for
this n'. This circumstance makes it possible to deter-
mine the relative role of various contributions that are
linear in k to the energy spectrum of the 2D gas from the
angular dependence of polarization. The magnitudes of
3circ are proportional to the first degree of the parame-
ters β. Strictly speaking, βR = 0 for a symmetrical
well. However, in this study, a symmetrical rectangu-
lar well was used only to calculate the spectrum and
wave functions of the ground state of electrons in the

case "  ! EF. If the asymmetry of a QW is insignif-
icant, then βR ≠ 0, and the wave function remains sym-
metrical relative to the well center. Since the values of Sα
are proportional to the first degree of βR, the above cal-
culation is also valid for asymmetrical electron wells at

"  ! EF.

3. Let us estimate the values of 3circ for an infinitely
deep potential well for holes. Let us assume that photo-
excited holes have a uniform energy distribution in a
certain range (0, E0). V2 ≈ E0/∆ ! 1, V0 . 1, and P2 is
independent of the wave vector. The latter condition is
satisfied at E0/∆ ! 1. Then, 3circ ≈ 〈V2〉 /n, where  is
the average spin in the electric field according to rela-
tion (14) or (16). For a degenerate electron gas, we have

/n ∝  e%βτ0/EF, where EF is the Fermi energy of the
electron gas. For GaAs at β = 10–2 eV A, τ0 ≈ 10–11 s,

% = 10 V/cm, and n . 1012 cm–2, we obtain /n ≈ 0.10.
This result means that, at V2 ≈ 0.2, the value of Pcirc ≈ 2%.

3circ
D βD nx' %x ny' %y–( ) 3

4
-------Q,=

3circ
R βR nx' %y ny' %x–( ) 5

4 3
----------Q,=

Q
P2k2V0V2 f h k( )κ〈 〉

P2 f 0n f h k( )V0
2〈 〉

-----------------------------------------------.=

3circ
R 3circ

D 3circ
R

3circ
D

3circ
D 3circ

R

Ωk
1( )

Ωk
1( )

S S

S

S
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Although the magnitude of the polarization is not large,
it can be detected experimentally. Thus, it has been
shown in this study that the spin orientation by a current
of majority carriers in a symmetric QW [001] leads to
circular polarization of the radiation propagating in the
QW plane. For asymmetric QWs, the degree of polar-
ization can be calculated by the method developed in
this study. For n-type HSs, relations (14) and (16) are
conserved. However, the components of the polariza-
tion tensor dαβ will be more cumbersome. Since the
expressions for Sα include the zero and second circular
harmonics only, the degree of circular polarization for
asymmetric heterojunctions is also determined by mix-
ing of the states of heavy and light holes. Therefore,
relation (17) can be used to estimate 3circ for asymmet-
ric QWs when spin relaxation of the majority carriers
proceeds predominantly according to the Dyakonov–
Perel kinetic mechanism.

This study was supported by the Russian Founda-
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grams of the Russian Academy of Sciences.
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Abstract—The structure of opal–ZnO composites is studied by transmission electron microscopy and X-ray
phase analysis. It is shown that, under thermal treatment of infiltrated samples, a solid-phase reaction proceeds
at the opal–ZnO interface. As a result, zinc silicate β-Zn2SiO4 and its high-temperature phase, willemite
Zn2SiO4, are formed. The structure and emission properties of the nanocomposite are studied in relation to the
degree of filling. For a sample subjected to 25 cycles of filling, luminescence controlled by the β-Zn2SiO4 phase
is detected in the blue spectral region (at 430 nm). The angular dependences of the luminescence and reflection
spectra of an opal–ZnO composite sample subjected to four cycles of filling show the effect of suppression of
a spontaneous emission of zinc oxide in the photonic band gap. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In the last few years, the development of efficient
light emitters based on photonic crystals has attracted
increasing interest from researchers [1–3]. In this
regard, the greatest potential is exhibited by three-
dimensional (3D) photonic structures, e.g., opal matri-
ces [4–7]. A number of studies have dealt with the emit-
ting properties of organic molecules, semiconductor
nanocrystals, and rare-earth ions introduced into opal
matrices [3–5]. Mo et al. [8] reported an enhancement
of the green luminescence line in ZnO deposited in the
mesovoids of a silicon dioxide aerogel. The lumines-
cence of ZnO oxide quantum dots has been detected in
opal–ZnO structures [9] and amorphous silicon dioxide
layers deposited on a zinc oxide film on a silicon sub-
strate and subjected to an appropriate thermal treatment
[10]. Recently [11], we have developed a technological
process consisting in infiltration of zinc oxide into the
3D opal lattice by chemical deposition from a solution
and obtained opal–ZnO composite samples that show
predominantly ultraviolet (UV) luminescence at room
temperature. Fabrication of ZnO-based high-quality
nanostructures that emit radiation predominantly in the
UV region is required for the development of high-
power semiconductor light sources for this spectral
region. Zinc oxide is exactly the same as gallium nitride
in its optical, electrical, and structural parameters; how-
ever, ZnO is much simpler than GaN from a technolog-
ical standpoint and more stable under operating condi-
tions. Moreover, the free exciton binding energy in ZnO
is ~60 meV [12], i.e., is twice higher than that in GaN.
As a consequence, excitonic emission is the major
channel of recombination in ZnO at room temperature.
1063-7826/05/3911- $26.00 1328
In this paper, we report data on the structure of
ZnO-infiltrated opal matrices studied by X-ray phase
analysis (XPA) and transmission electron microscopy
(TEM) in relation to the filling factor. The emission
properties of the opal–ZnO composites were also stud-
ied. It was found that the excitonic emission of ZnO in
the structure features an anisotropy corresponding to
dispersion of the first band gap of opal with respect to
frequency and angle.

2. EXPERIMENTAL

The pores of the opal matrix were filled by impreg-
nation with a solution of zinc nitrate Zn(NO3)2 · nH2O
and subsequent decomposition of the nitrate to oxide by
thermal treatment in air for 15 min at 600–800°C.
A description of the impregnation procedure can be
found in [11]. Samples of about 5 × 4 × 3 mm3 in size
were fabricated. The degree of filling of the pores with
zinc oxide was 30, 50, and 100% of the total volume of
the pores. The size of the zinc dioxide spheres varied
from 220 to 320 nm for different samples. The thin nano-
composite samples needed for the TEM measurements
were prepared by mechanical polishing of bulk samples
and subsequent thinning by ion etching. The structural
studies were performed using a JEOL JEM-2000FX
transmission electron microscope. The element compo-
sition of the samples was determined by X-ray energy-
dispersive spectroscopy. The spectrometer allowed us
to detect elements ranging from Na to elements with a
higher atomic mass. The X-ray phase analysis was car-
ried out using a Siemens-D500 diffractometer with
CuKα radiation.
© 2005 Pleiades Publishing, Inc.
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The spectra of photoluminescence (PL) and reflec-
tion of the opal–ZnO nanocomposites were studied.
The PL measurements were performed at room temper-
ature with a high angular resolution and at different
PL-signal recording angles. The samples were pumped
with different intensities of excitation with a pulsed
nitrogen laser operating at the wavelength 337.1 nm, a
pulse duration of 0.6 ns, and output power of 2.3 MW.
The reflection spectra were recorded under irradiation
of the samples by a halogen filament lamp with 50 W of
power. The radiation of the lamp was transmitted
through an MDR-23 monochromator and, then, was
incident on the sample surface. The intensity of the
reflected signal was measured at different angles of
incidence. In the optical experiments, the spectral reso-
lution was no poorer than 0.1 nm.

3. STRUCTURE

We studied opal–ZnO nanocomposite samples dif-
fering in relation to the number of cycles used to fill the
space between the opal-constituent SiO2 spheres with
zinc oxide. The number of cycles was 4 and 25. For
these samples, the fraction of pores filled with ZnO
was, correspondingly, 30 and 100%, as calculated from
curves for the weight gain. From the TEM images and
electron diffraction patterns, it follows that the opal
samples have a regular structure of amorphous SiO2
spheres 240–260 nm in size. The space between the
spheres is partially or completely filled with a polycrys-

100 nm

Fig. 1. TEM image of certain areas of the opal–ZnO com-
posite fabricated in four cycles of filling with ZnO.
SEMICONDUCTORS      Vol. 39      No. 11      2005
talline material. As suggested by the characteristic
X-ray emission spectra detected from the space
between the spheres, zinc dominates over silicon in the
composition of this material. The Si-related signal in
the characteristic emission X-ray spectra can be
accounted for by the fact that the excitation area was
larger than the pore size. The TEM images and the
X-ray spectra show that, after four cycles of filling, the
empty space between the SiO2 spheres is not com-
pletely filled with zinc oxide. For example, it is evident
from the inset in Fig. 1 that, along with domains of non-
uniform dark contrast between the spheres, there exist
unfilled domains of uniform light contrast. In the dark
domains, the fine-grained structure of the filling mate-
rial is well pronounced (Fig. 1). The electron diffraction
patterns show that this material is polycrystalline.

After 25 cycles of filling, the pores between the SiO2
spheres in opal are completely filled with ZnO, as is
clearly shown in Fig. 2.

The constituent SiO2 spheres of the opal samples
subjected to four cycles of filling with ZnO have well-
pronounced boundaries; some of the spheres show a
border of very dark contrast (Fig. 1). In contrast, the
SiO2 spheres in the samples subjected to 25-fold filling
with ZnO essentially have smeared boundaries (Fig. 2).
This allows us to suggest that solid-phase reactions pro-
ceed at the opal–ZnO interface.

The electron diffraction patterns of both samples
show that there is a polycrystalline material between

100 nm

Fig. 2. TEM image of an area of the opal–ZnO composite
fabricated in 25 cycles of filling with ZnO.
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the SiO2 spheres in the opal. Calculation of the diffrac-
tion vectors reveals that the electron diffraction patterns
contain, along with reflections corresponding to ZnO, a
number of reflections belonging to another phase.
However, because of the high background level in the
patterns due to the amorphous structure of the opal
clusters, it is difficult to unambiguously identify what
crystalline material is responsible for these additional
reflections.

In order to clarify the phase composition of the crys-
talline phases, X-ray diffraction patterns were obtained

2520 30 40 50 60 7035 45 55 65
2θ, deg

20
2**

30
0*

00
9**

22
0*

21
5**

10
0 

11
3*

00
2 

41
0*

10
1 

02
3*

22
3*

22
6* 22

6*

20
14

16
*

11
2

30
10

**
50

2*

33
3*

11
0

10
3

10
2

02
15

**

02
17

**

33
4*

0

100

200

300

400

500

600

700

Intensity, arb. units

Fig. 3. X-ray diffraction pattern of a lap prepared from the
opal–ZnO composite fabricated in four cycles of filling with
ZnO. The indices of the reflection peaks not marked by
asterisks and marked by one or two asterisks refer to the
ZnO, Zn2SiO4, and β-Zn2SiO4 phases, respectively.
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Fig. 4. PL spectra of the opal–ZnO nanocomposite samples
differing in the number of cycles used to fill the space
between the constituent SiO2 spheres of opal with ZnO.
Curves 1 and 2 refer to samples fabricated in 4 and
25 cycles, respectively. T = 300 K.
for laps prepared from the opal samples subjected to 4
and 25 cycles of filling. Analysis of the diffraction pat-
terns suggests that, in the sample filled in four cycles,
the major phase is zinc oxide (Fig. 3). Apart from ZnO,
there exist zinc silicate β-Zn2SiO4 (ICDD PDF-2,
14–0653) and a small amount of its high-temperature
phase, willemite Zn2SiO4 (ICDD PDF-2, 37–1485). In
the sample filled in 25 cycles, the major phase is zinc
silicate β-Zn2SiO4; willemite and zinc oxide are also
present. These results allow us to conclude that, under
thermal treatment of samples impregnated with zinc
nitrate, zinc oxide interacts with amorphous silicon
dioxide, resulting in the formation of zinc silicates.
Since a thermal treatment is performed during each
cycle of filling, the higher the number of cycles, the
larger the fraction of zinc oxide converted into zinc sil-
icate. The formation of the willemite phase is of partic-
ular note. According to the available data (ICDD PDF-2,
14–0653), zinc silicate β-Zn2SiO4 transforms into
willemite at 960°C. In the experiments carried out dur-
ing this study, however, the annealing temperature was
not higher than 800°C. Such a lowering of the phase
transition temperature could be due to the nanometer-
scale size of these crystals.

4. LUMINESCENCE AND REFLECTION 
SPECTRA

Figure 4 shows the room-temperature PL spectra of
the opal samples after 4 (curve 1) and 25 (curve 2)
stages of filling with ZnO. For the samples filled in four
stages, a UV excitonic peak and a green peak typical of
the ZnO hexagonal phase can clearly be seen at the
wavelengths 382 and 530 nm, respectively. The pre-
dominance of excitonic emission suggests that the zinc
oxide formed in the pores of the opal samples is of high
crystal quality and stoichiometric composition. As the
number of stages of filling increases, two broad emis-
sion bands with peaks at 430 and 515 nm appear in the
PL spectra of the opal–ZnO nanocomposites. In this
case, the green emission band may be due to oxygen
vacancies in zinc oxide [11], while the blue band is con-
trolled by the zinc silicate phase β-Zn2SiO4 [13]. The
lack of excitonic luminescence from zinc oxide in the
spectrum (curve 2) may be caused by the large amount
of silicon admixture remaining in the ZnO phase after
25 stages of filling and thermal treatment of the nano-
composite samples.

Comparison of the PL spectra shown in Fig. 4 sug-
gests that the samples subjected to four stages of filling
can be used for the fabrication of UV emitters with a
distributed feedback. In this case, the opal matrix con-
trols the allowed modes of the emitter, and the zinc
oxide incorporated into the pores of the opal serves as
an emitting medium. Due to the opal matrix, the exci-
tonic luminescence of ZnO can be observed only in
some specified directions. In this context, we studied
the angular dependences of the PL and reflection spec-
tra for the nanocomposites; these spectra featured an
SEMICONDUCTORS      Vol. 39      No. 11      2005
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intense UV emission band (there were four stages of
filling with ZnO).

Figure 5 shows the PL spectra of the opal–ZnO
nanocomposite samples after four stages of filling with
ZnO. The spectra were excited in a direction orthogonal
to the sample surface and recorded at different angles ϕ
with respect to the surface. The PL intensity was
divided by the sine of the angle of recording to compen-
sate for changes corresponding to Lambert’s law. Nev-
ertheless, it can clearly be seen that, as the angles ϕ
decrease, the intensity of the excitonic emission of ZnO
at 382 nm sharply decreases. This observation can be
accounted for by the existence of a stop band for violet
light along some directions of the opal structure.
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Fig. 5. PL spectra of the opal–ZnO nanocomposite after
four cycles of filling with ZnO at different PL-signal record-
ing angles ϕ: (1) 12°, (2) 20°, (3) 35°, and (4) 50°. The PL
intensity is divided by sinϕ. The excitation power density
was 70 MW/cm2. T = 300 K.
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Fig. 6. Reflection spectra of the opal–ZnO nanocomposite
samples (four cycles of filling with ZnO) at different angles
of incidence with respect to the sample surface: (1) 90°,
(2) 67.5°, (3) 52.5°, (4) 45°, (5) 30°, and (6) 22.5°. T = 300 K.
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For recording the stop bands of the material, we
studied the mirror reflection spectra of the opal–ZnO
structures at different angles of incidence of the light
beam (Fig. 6). As is evident from Fig. 6, the reflection
peak corresponding to the stop-band shifts to shorter
wavelengths as the angles of incidence are decreased. It
is because of the lack of propagating short-wavelength
electromagnetic modes along these directions in the
opal matrix that the excitonic emission of zinc oxide is
virtually quenched in the PL spectra of the nanocom-
posite (Fig. 5, curves 1, 2). The effect of suppression of
spontaneous emission from zinc oxide in the photonic
band gap is observed in this case. As a result, the emis-
sion of zinc oxide along the other directions of the pho-
tonic crystal is enhanced.

5. CONCLUSION

Our TEM and XPA studies of opal–ZnO composites
have shown that, under thermal treatment of the infil-
trated samples, a solid-state reaction proceeds at the
opal–ZnO interface and results in the formation of zinc
silicate β-Zn2SiO4 and its high-temperature phase,
willemite Zn2SiO4. It is established that, in these sam-
ples, the willemite phase is produced at temperatures
below 800°C, which is considerably lower than the
phase transition temperature (960°C) reported earlier.
For the sample subjected to 25 cycles of filling with
ZnO, no luminescence signal in the region of excitonic
emission in ZnO was detected. At the same time, a
broad emission band controlled by the β-Zn2SiO4 phase
was observed in the blue spectral region (430 nm). The
angular dependence of the PL spectra of the opal–ZnO
composite fabricated in four cycles of filling showed a
sharp decrease in the intensity of 382-nm excitonic
emission at small PL-signal recording angles. This
result may be due to the stop band for violet light for
certain directions in the opal structure. Such an inter-
pretation is confirmed by measurements of the angular
dependence of the mirror reflection spectra. The spectra
suggest the effect of suppression of the spontaneous
emission in the photonic gap.
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Abstract—The photoluminescence and electrical properties of organic semiconductors of polyamide acid
(PAA) and its complexes with lanthanides are investigated. On the addition of La and Tb to PAA, the emission
intensity increases by 40%. No inherent bands of lanthanides are found in the emission spectrum. The current–
voltage characteristics and the temperature dependence of the conductivity of PAA and its complexes are inves-
tigated for layers ranging from 40 to 0.1 µm in thickness. A specific feature of its electrical properties is a hys-
teresis of the temperature dependence of conductivity with an increase or decrease in temperature. A consider-
able deviation of the current–voltage characteristics from linearity, which is associated with injection currents,
is observed for layers 0.1–0.2 µm thick. The breakdown voltage and limiting-current density for these layers
are 3–8 V and (2–1) × 10–2 A/cm2, respectively. The obtained value of the current density is comparable with
the current density in layers of electroluminescent conjugate polymers at the same voltages. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

The luminescence and electrical properties of
organic polymers are of great interest, since it is possi-
ble to fabricate efficient electroluminescent diodes
based on them. Promising electroluminescent materi-
als, along with intense luminescence, should have suf-
ficiently high stability and the ability to provide a high
current density in the diodes.

The known organic semiconductors with high elec-
troluminescence efficiency are polymers with conju-
gated bonds, namely, polyphenylvinylene (PPV) and its
derivatives [1, 2]. The optical and electrical properties
of PPV closely resemble the properties of chalcogenide
vitreous semiconductors. For PPV, a relatively broad opti-
cal absorption band is observed, the spread of the long-
wavelength absorption edge follows the exponential law,
and the charge-carrier mobility is ~10–5 cm2/(V s) [3].
Polyamide acid (PAA) and the metal–polymer
PAA-based complexes of transition metals exhibit pho-
toluminescence (PL) comparable with that observed for
PVV in relation to efficiency and spectral distribution [4].
A metal–polymer complex is a compound with a cen-
tral metal atom, the so-called complexing agent, which
is located in the coordination bond with fragments of a
polymer chain, the so-called ligands.
1063-7826/05/3911- $26.00 1333
It seems interesting to further study PAA complexes
with various elements that can introduce their charac-
teristic bands in the spectrum. Such elements are tran-
sition metals, namely, rare-earth metals or lanthanides,
which have narrow luminescence bands that are found in
a wide wavelength range from visible to IR radiation [2].
In this context, we examined the PL and electrical prop-
erties of La-containing PAA complexes (PAA–La3+)
and Tb-containing ones (PAA–Tb2+).

2. THE SAMPLES

The polymers of PAA and the PAA-based com-
plexes, specifically, polyamide acids with imide and
biquinoline units in their main chain, are soluble hydro-
lytically stable materials that can form transparent
films. These films have high strain–strength properties
and thermal stability up to 180°C. Due to the presence
of biquinoline units in their main chain, these polymers
form stable soluble complexes with transition metals.
The La-containing PAA complex was obtained by
introduction of LaCl3 into PAA. The general structural
formula of the complexes (PAA–La3+) can be repre-
sented as
© 2005 Pleiades Publishing, Inc.
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To obtain the Tb2+- and Tb3+-containing metal–
polymer complexes, we used TbCl2 and TbCl3 salts,
respectively.

On heating to 180–250°C, cyclization sets in the
polymers, and they transform to high-strength nonfrag-
ile polybenzoxazinonimides [5]. The obtained polymer
solution was poured onto glass substrates to form films,
which were dried at 100°C to a constant weight. The
films were 0.1–40 µm thick.

3. LUMINESCENCE

To excite the PL, we used an N2 laser with the emis-
sion wavelength λ = 337 nm. When measuring the PL
spectra in the visible spectral region 300–900 nm, we
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Fig. 1. Spectral distribution of photoluminescence intensity
for (1) polyamide acid and its (2) La3+-containing and
(3) Tb2+-containing metal–polymer complexes. Curves 1
and 3 are compiled from [4].
used a photomultiplier. To measure the spectra in the IR
region 800–1800 nm, we used an InGaAs photodiode.

The PL spectra are shown in Fig. 1. The spectral depen-
dences of the PL intensity are peaked at 520–540 nm.
The peak positions virtually coincide with the wave-
length of the PL peak for the conjugate PPV polymer.
The PL intensity for PAA and its complexes was of the
same order of magnitude as for PPV and its complexes.
The similar character of PL for the conjugate PPV poly-
mer and PAA can be accounted for by the existence of
sufficiently long sections of conjugated bonds in PAA.
After adding La to PAA, we observed a considerable
increase in the emission intensity, which attained 40%
at the wavelength of light corresponding to the emis-
sion peak. No additional bands in the near-IR region
were found. It was previously noted that the intensity of
the main band increases as Tb is introduced into PAA,
although no inherent PL band of Tb was found in this
case [4]. It seems likely that the phenomenon observed
can be attributed to the effect of introduction of a heavy
atom. It is assumed that this effect is associated with the
effect of the metal atom on the spin–orbit interaction in
the ligand [6–8].

When studying the polymer complexes of lan-
thanides, it was found that photoexcitation of electrons
in the ligands (rather than direct excitation of the metal
atom) leads to the emergence of atomic lines of lan-
thanides [9, 10]. The PL of lanthanides in polymer
complexes is usually associated with the electron exci-
tation via energy transfer to the electrons from a triplet
level of the ligand and a subsequent electron transition
to the lower allowed states. In this case, the ligand
serves as an antenna that transfers energy to the excited
lanthanide. The absence of the characteristic emission
lines of lanthanides in the emission spectrum of the La-
and Tb-containing metal–polymer complexes may be
caused by the low efficiency of the energy transfer from
the ligand to the lanthanide, which is determined by the
SEMICONDUCTORS      Vol. 39      No. 11      2005
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distance between the center of the ligand and lanthanide
as well as by the ratio between the energies of the triplet
state and luminescent state of lanthanide [11, 12].

4. ELECTRICAL PROPERTIES

As the electrical properties, we studied the current–
voltage (I–V) characteristics and the temperature
dependence of the conductivity of the PAA, PAA–La3+,
and PAA–Tb2+ layers in a wide thickness range from 40
to 0.1 µm. For the layers thinner than 2 µm, one of the
electrodes was the ITO layer and the second electrode
was made of Al or graphite. Colloidal graphite was
used for 20- to 40-µm-thick layers.

The I–V characteristics were measured for constant
and pulsed voltages. It was found that the shape of the
I–V characteristics depends strongly on the film thick-
ness. For films 40–5 µm thick, no deviations of the
I−V characteristics from linearity were observed at
voltages as high as 100 V.

A specific feature of the temperature dependence of
conductivity for both PAA and its complexes is a hys-
teresis, which manifests itself in the fact that the con-
ductivity behaves differently as the temperature
increases and decreases. Figure 2 shows the variation in
the current if the temperature T is increased or
decreased. In the region T = 290–350 K, we observed
hysteresis of the temperature dependence. As the tem-
perature increases, the current is considerably higher
and depends more weakly on the temperature (curve 1)
than when temperature is decreased (curve 2). The tem-
perature dependences of the current during the repeated
heating–cooling cycle (dependence 3) are identical to
each other and similar to the dependence obtained
when temperature is increased in the first cycle. If the
temperature is stabilized in the range 320–350 K in the
first cycle during the temperature increase, the current
decreases with time. For example, as the temperature is
stabilized at T = 340 K, the current decreases by a factor
of approximately 4 in 5 min. This phenomenon shows
that the origin of the hysteresis is associated with vari-
ation in the composition and structure of the polymer,
which leads to a decrease in its electrical conductivity
as the temperature increases during the first heating–
cooling cycle. During the subsequent cycles, the polymer
structure stabilizes. A hysteresis of this type was observed
for trans-carotene and attributed to a variation in the con-
centration of oxygen adsorbed in the sample [13].

The temperature dependences of the current, which
were recorded during the repeated cycles, are shown in
Fig. 3. They show that the conductivity depends on
temperature exponentially, and the activation energy
for this process is ~1.3 eV for PAA and 1.5 eV for
(PAA–La3+).

For layers 20–40 µm thick, the room-temperature
conductivity was ~10–13 Ω–1 cm–1. At such low conduc-
tivity of luminescent polymers, a high current density
and high emission efficiency in luminescent diodes are
SEMICONDUCTORS      Vol. 39      No. 11      2005
attained due to space-charge-limited injection currents
(SCLCs). For the SCLCs to occur, the total charge
q = CU, which emerges at the electrodes of a sample
with the capacitance C, should enter a sample when a
voltage U is applied to the electrodes. The magnitude of
the SCLC in the solid state, with or without traps that
have a discrete level, is described by the dependence [14]

I 8εµU2/9L3,=

2.6 2.8 3.0 3.2 3.4
10–11

10–10

10–9

10–8

10–7

Current, A

1000/T, K–1

2 3

1

Fig. 2. Temperature dependence of the current in a 40-µm-thick
film of the La3+-containing metal–polymer complex of
polyamide acid (1) for an increase, (2) for a decrease, and
(3) for a repeated increase in temperature. The area of the
electrodes is 0.0425 cm2, and the voltage applied is 9.2 V.
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Fig. 3. Temperature dependence of the current in the layers
of (1) polyamide acid and (2) its La3+-containing metal–
polymer complex for a repeated increase in temperature.
The area of the electrodes is 0.0425 cm2, and the voltage
applied is 9.2 V.
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where ε is the permittivity, µ is the mobility, and L is the
sample thickness.

The magnitudes of these currents depend strongly
on the thickness. Therefore, the typical thickness of the
polymer layer in electroluminescent diodes is only
0.1 µm. A square-law voltage dependence of the cur-
rent, which is characteristic of an SCLC, is often
observed for thin layers of conjugate polymers in the
high-field region [15].

Figure 4 shows that nonlinear I–V characteristics,
which can be represented by an exponential voltage
dependence of the current density, are observed for
~0.1-µm-thick layers of PAA and its complexes. The

0 2 4 6 8
U, V

10–4

10–3

10–2

J, A/cm2

b c a

Fig. 4. Current–voltage characteristics of the films of
(a) polyamide acid and (b, c) its Tb2+-containing metal–
polymer complex at voltages below those corresponding to
the threshold. The film thickness was (a) 0.2, (b) 0.1, and
(c) 0.16 µm.

0 2 4 6 8
U, V

0

0.01

0.02

J, A/cm2

ba
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0.04

Fig. 5. S-shaped current–voltage characteristics of the
Tb2+-containing metal–polymer complex of polyamide
acid. The film thickness was (a) 0.1 and (b) 0.16 µm.
cause of this nonlinearity of the I–V characteristics for
thin polymer layers can be associated with the presence
of an SCLC. In the case of the presence of the SCLC,
an exponential dependence is observed for semicon-
ductors if the charge carriers are captured by localized
states with a uniform energy distribution [16]. The
steeper dependence at lower voltages (Fig 4, curves a, c)
may be caused by the effect of the contacts. An increase
in the current was limited by the electrical breakdown
or by current instability, which leads to an S-shaped
I−V characteristic. The threshold voltage and the cur-
rent density for layers 0.1–0.2 µm thick are 3–8 V and
(2–1) × 10–2 A/cm2, respectively. The obtained current
density is comparable with that for the layers of conju-
gate polymers, which equals 10–2–10–1 A/cm2 at the
same voltages [15]. However, the films of conjugate
polymers withstand considerably higher voltages,
which allows one to obtain currents ~10 A/cm2 in these
polymers [17].

The S-shaped I–V characteristics of thin layers of
the Tb-containing metal–polymer complex are shown
in Fig. 5. The observed current instability is comparable
in its characteristics with the switching effect in chalco-
genide vitreous semiconductors [18, 19]. The essence
of this effect is a rapid reversible switching of a sample
from the high-resistivity state to the low-resistivity one.
Current instabilities are of great interest as phenomena
that can be used to switch the voltage and current. The
origin of this current instability in a metal–polymer
complex can be associated with electronic–thermal
switching, whose mechanism was considered in detail
elsewhere [20, 21].

5. CONCLUSIONS

As a result of our investigations, it is found that, on
the introduction of Tb and La into polyamide acid, the
PL intensity increases by almost 40%. We found no
characteristic PL bands of lanthanides in this case. The
PL intensity and injection currents for PAA, metal–
polymer PAA-based lanthanide-containing complexes,
and the electroluminescent conjugate PPV polymer are
quantities that are on the same order of magnitude
under comparable voltages. The luminescent and elec-
trical properties of PAA and its complexes, in combina-
tion with high thermal stability, allow us to consider
them as promising electroluminescent materials. Their
disadvantages are their relatively low limiting fields,
which makes it necessary to radically improve the tech-
nology used to obtain these materials. The observed
hysteresis of the temperature dependence of conductiv-
ity indicates that the content of absorbed gas and, pos-
sibly, the structure of the materials vary as the temper-
ature varies. We know that similar phenomena are also
observed for conjugate polymers. These phenomena
require extremely thorough further study because they
affect the electrical and optical properties of organic
semiconductors and can determine the potential for
their practical usage.
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AMORPHOUS, VITREOUS,
AND POROUS SEMICONDUCTORS
Effect of the Initial Doping Level on Changes in the Free-Carrier 
Concentration in Porous Silicon during Ammonia Adsorption
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Abstract—Infrared spectroscopy is used to investigate the effect of ammonia adsorption on the concentration
of equilibrium charge carriers in porous-silicon layers with various initial types of dopants at different concen-
trations. It is found that ammonia adsorption results in an increase in the number of free electrons in n-type sam-
ples up to a level exceeding 1018 cm–3. In p-type samples, a nonmonotonic dependence of the charge-carrier
concentration on ammonia pressure is observed. The obtained results are accounted for by the appearance of
adsorption-induced shallow donor states that, along with the initial-dopant and surface-defect states, specify the
charge-carrier type and concentration in the silicon nanocrystals of the porous layer after ammonia adsorption.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Porous silicon, obtained by electrochemical etching
of silicon single crystals, continues to be an attractive
material for investigations of low-dimensional solid
systems [1, 2] in physics. The appeal of porous silicon
(por-Si) is due to its diverse physical properties and the
needs of the recently opened fields of optical [3] and
biomedical [4] applications. At a reasonably high
porosity (*50%), this material consists of a system of
coupled silicon nanocrystals whose surfaces are open for
the action of environmental molecules [1]. The por-Si
specific surface can be as large as ~103 m2/g [2], which
leads to the adsorption covering of the nanocrystal sur-
face having a significant effect on their electronic prop-
erties. For example, in por-Si with an average diameter
of pores and silicon nanocrystals exceeding 4–5 nm,
i.e., in mesoporous silicon (mesopor-Si) [1], depending
on the molecular environment and adsorption coverage
of the silicon nanocrystals, there can be equilibrium
free charge carriers with a concentration of ~1016–
1018 cm–3 [5–7].

Recently, it has been established that the adsorption
of molecules with acceptor properties, for example,
nitrogen dioxide molecules, results in an increase in the
concentration of equilibrium holes in mesopor-Si lay-
ers up to the doping level of the p-type substrates under
use [7, 8]. There also exist data on the effect of adsorp-
tion of donor molecules, in particular, ammonia mole-
cules, resulting in a change of magnitude and sign of
the photovoltage in porous-silicon layers [9]. It has
recently been revealed that the adsorption of these mol-
ecules on p-type samples at low temperatures results in
the occurrence of an ESR signal from free electrons
[10], which suggests an inversion of the conductivity
1063-7826/05/3911- $26.00 1338
from p- to n-type. However, the data reported in the
available publications make it impossible to settle the
issue of what the role of the initial-dopant type and its
concentration is during a change in the concentration of
equilibrium charge carriers in mesopor-Si when
adsorbing ammonia molecules or to deal with the ques-
tion of how large the absolute changes in the charge-
carrier concentration can be after adsorption at room
temperature. It should be noted that investigation of
ammonia adsorption molecules in porous nanostruc-
tured semiconductors is of importance for developing
new highly sensitive gas sensors [10, 11].

In this paper, we report the results of studying varia-
tions in the charge-carrier concentration in mesopor-Si
layers caused by ammonia adsorption. We grew meso-
por-Si layers on both n- and p-type substrates, which
enabled us to establish the role of an initial impurity in
the adsorption-induced doping of silicon nanocrystals.

2. EXPERIMENTAL

Mesopor-Si layers were formed by the conventional
method of electrochemical etching [1] of p-Si:B or
n-Si:As wafers (see table) in a HF(48%) : C2H5OH
solution with a ratio of 1 : 1. The anodization-current
density j amounted to 50 mA/cm2 for the p-type sam-
ples and 80 mA/cm2 for the n-type samples. After
accomplishing the pore formation, we separated the
layers from the substrates by a short-term increase in j
up to 700 mA/cm2. The porosity of the samples was
determined by the gravimetry method and ranged from
50 to 60%.

The optical spectra were detected using a Perkin–
Elmer RX I Fourier spectrometer in a range of 400–
© 2005 Pleiades Publishing, Inc.
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Characteristics of the samples and the charge-carrier concentrations determined in them (according to IR-spectroscopy data)

Sample Substrate-conduc-
tivity type

Substrate resistiv-
ity ρ, mΩ cm

Charge-carrier
concentration in the 

substrate, cm–3

Charge-carrier concen-
tration N in a sample 

in vacuum, cm–3

Charge-carrier concen-
tration N in a sample at 

 = 20 Torr, cm–3

I p 1–5 1020 4 × 1018 4.3 × 1017

II p 10–20 5 × 1018 3 × 1017 1.6 × 1018

III n 3–5 1019 1.6 × 1017 2.3 × 1018

PNH3
6000 cm–1 with a spectral resolution of 2 cm–1 for the
normal incidence of infrared (IR) radiation on a sam-
ple. The experiments were carried out at room temper-
ature in vacuum with a pressure of 10–5 Torr and at var-
ious pressures of ammonia, which was obtained from a
20% aqueous solution. No special purification of
ammonia from the water vapor was performed. How-
ever, experiments performed to check the water-vapor
adsorption showed the water vapors exert a negligible
effect on the IR spectra of the mesopor-Si layers under
investigation.

We determined the absorption spectra from the trans-
mission spectra without taking into account the reflec-
tance and multiple-beam interference using the formula

where d is the thickness of a sample under investigation
and T is its transmittance. The estimates showed that
this simplification does not severely distort the spectral
dependence α(ν) and the free-carrier concentration N in
the silicon residuals calculated from this dependence.
The value of N was determined using the method

α Tln
d

---------,–=
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Fig. 1. Absorption spectra for samples I (1) in vacuum at a
pressure of 10–5 Torr and in an ammonia atmosphere at a
pressure  of (2) 1 and (3) 20 Torr.PNH3
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described in [8]. In particular, it was assumed that
α(ν) ∝  N in the high-frequency range.

3. RESULTS

In Fig. 1, we show the experimental IR absorption
spectra (400–3500 cm–1) for sample I. Curve 1 corre-
sponds to the absorption spectrum from a freshly pre-
pared sample in vacuum, while curves 2 and 3 represent
the spectra of samples in an ammonia atmosphere at var-
ious pressures . Similarly, in Figs. 2 and 3, we show
the absorption spectra from samples II and III in vacuum
and in an ammonia atmosphere at various pressures.

As can be seen from Figs. 1–3, the freshly prepared
mesopor-Si layers and those in an ammonia atmosphere
at low  are predominantly characterized by hydro-
gen coverage of the surface. The α(ν) spectra mainly
involve absorption bands caused by Si–Hx (x = 1, 2, 3)
stretching vibrations with wave numbers ranging from
2070 to 2170 cm–1, Si–Hx bending vibrations (660 cm–1),
and Si–H2 “scissor” modes (910 cm–1). With an
increase in the ammonia pressure (  > 10 Torr), the

PNH3

PNH3

PNH3

1000 2000

1
2
3

NH3

0

500

1000

ν, cm–1

α, cm–1

Fig. 2. Absorption spectra of samples II. Designations 1–3
are the same as in Fig. 1.
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absorption bands caused by Si–O–Si stretching vibra-
tions (ν = 1050–1100 cm–1) and by stretching vibra-
tions of the bonds of the NH3 molecules adsorbed on
the surface of the silicon nanocrystals (Fig. 2) appear in
the spectra.

As follows from the analysis of a monotonic compo-
nent of the α(ν) spectra shown in Figs. 2 and 3, the
freshly prepared samples are characterized by a very
weak absorption by free charge carriers. However, sig-
nificant variations in the value of α are observed
(Figs. 1–3, curves 2, 3) in the NH3 vapor. Furthermore,
we detected a reduction in the absorption by free charge
carriers (Figs. 1, 2, curves 2) for the p-type samples at
the pressure  = 1 Torr and a sharp increase in α
(Fig. 2, curve 3) at  = 20 Torr. The n-type samples
are characterized by a monotonic increase in the
absorption by free charge carriers in the entire pressure
range under study (Fig. 3, curves 2, 3).

In Fig. 4, we show the dependence of the concentra-
tions N on an ammonia pressure  calculated using
the α(ν) spectra, from which it follows that the free-car-
rier concentration also depends on the type of substrate
used for preparing mesopor-Si. We note that the freshly
prepared mesopor-Si layers are appreciably depleted of
free carriers in comparison with a single-crystal sub-
strate (see table) due to an incomplete activation of
dopants and a partial trapping of charge carriers by the
states of defects on the surface of the silicon nanocrys-
tals [6]. At the same time, the relative dopant concentra-
tion (recalculated per number of silicon atoms) in the
mesopor-Si layers is higher than in the substrate under
use [12].

A decrease in N with an increase in  from 0.1
to 1 Torr for p-type samples I and II (Fig. 4a) enables us

PNH3

PNH3

PNH3

PNH3

1000 2000
0

400

600

ν, cm–1

α, cm–1

3000

200

1
2
3

Fig. 3. Absorption spectra of samples III. Designations 1–3
are the same as in Fig. 1.
to assume that shallow donor states, which compensate
the original acceptor dopants, are formed when the
ammonia molecules are adsorbed on the surface of the
nanocrystals of porous silicon. With a further increase
in , the number of adsorbed molecules increases
and, therefore, can change the conductivity from p- to
n-type. This phenomenon manifests itself as an
increase in N for samples I and II at  > 2 Torr.

For samples III, we detected a monotonic increase in
N as the ammonia pressure was increased (Fig. 4b),
which, obviously, is indicative of an increase in the
number of adsorption-induced donor states. The maxi-
mum concentration of electrons produced during the
adsorption was as high as 2.3 × 1018 cm–3 for the n-type
samples (see table). At the same time, the peak values
of N were equal to 1.6 × 1018 (sample II) and 4.3 ×
1017 cm–3 (sample I) for the p-type samples. These val-
ues agree well with the considered concept of forma-
tion of shallow donor states during the ammonia
adsorption. At the same time, the absolute maximum

PNH3

PNH3

I
II

(a)

(b)

~ ~

10–5 10–1 1 10

1017

1018

1019

N, cm–3

PNH3
, Torr

III

~ ~
10–5 10–11 10

1017

1018

PNH3
, Torr

Fig. 4. Dependences of the free-carrier concentration N on
the ammonia pressure  for samples (a) I and II and

(b) III. The dashed line encloses values of N for the freshly
prepared samples in vacuum at a pressure of 10–5 Torr.

PNH3
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values of N are probably restricted by the formation of
defects due to partial oxidation. The latter process is
possible at high pressures (see Figs. 1 and 2, curves 3)
owing to the presence of residual water and oxygen
impurities in the adsorbate.

Our experiments showed that the absorption by free
carriers is virtually completely reversible in the cycles
consisting of an inlet of molecules at  < 1 Torr
with subsequent evacuation. This observation indicates
that the NH3 molecules and the surface of the silicon
nanocrystals do not form a steady chemical bond under
adsorption and, consequently, the molecule–surface
bonding energy is lower than the thermal energy
(~26 meV) at room temperature. Unfortunately, in the
performed experiments, it seems to be impossible to
determine the parameters (the activation energy and
concentration) for adsorption-induced donor states.
However, because the silicon-nanocrystal sizes are suf-
ficiently large for the quantum-dimensional effects to
become pronounced in the investigated mesopor-Si
samples, we can assume that the electronic properties
of the adsorption states are close to those on the surface
of the silicon single crystals. Further investigations are
necessary for gaining a deeper insight into the nature
and properties of the electronic states arising during
ammonia adsorption.

4. CONCLUSIONS

As follows from the performed investigations, shal-
low donor states are formed as a result of ammonia
adsorption on the mesopor-Si surface. The resulting
concentration and type of charge carriers depend on the
adsorbate pressure and the type of single-crystal sub-
strate used for the fabrication of mesopor-Si. In n-type
samples, the ammonia adsorption results in an increase
in the free-electron concentration. In boron-doped sam-
ples, we observed inversion of the conductivity from
p- to n-type at high ammonia pressures. The obtained
results indicate that it is possible to change the type
and concentration of equilibrium charge carriers in
mesopor-Si layers in a controlled manner, which may
be of practical interest for developing various electron
devices based on this material.

PNH3
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The measurements were performed using instru-
mentation belonging to the Center of Shared Equip-
ment at Moscow State University.
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Abstract—The possibility of successful removal of fluoropolimers from the surface of silicon structures by
treatment in an atomic hydrogen flow is investigated. It is ascertained that the treatment of samples in a direct
atomic hydrogen flow with a density of 2 × 1015 cm–2 s–1 at temperatures from 20 to 100°C leads to a decrease
in the content of fluorocarbon residues (in particular, CF) by 5 orders of magnitude. Fluorocarbon residues are
removed from both the planar surface of silicon structures and the lateral walls and the bottom of contact holes
with a diameter of 0.3–0.25 µm and larger and a depth of 0.9 µm, opened in a SiO2 layer by reactive ion etching.
A treatment time of 2 min is sufficient for complete removal of the fluoropolimers. This process of dry cleaning
can be recommended for use in the fabrication of integrated circuits containing an interlayer of a low-permit-
tivity insulator. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Materials with a low permittivity ε, for example,
carbon-modified silica, are considered to be promising
insulators for interlayer isolation in integrated circuits
with element sizes of 90 nm and smaller [1–5]. Reac-
tive ion etching in carbon- and fluorine-containing
gases is widely used to open contact windows in inter-
layer isolating films. After opening contact holes, a flu-
orocarbon polymer film remains on the lateral walls
and the bottom of the contact holes [6]. This fluorocar-
bon residue is a nonvolatile material possessing high
chemical and thermal stability. The presence of a fluo-
rocarbon film leads to an increase in the contact resis-
tance between metallization layers and deteriorates the
properties of the metal–insulator interface. Therefore,
fluorocarbon residues must be completely removed
before deposition of metal films. A conventional and
effective way to remove fluoropolimers is treatment in
an oxygen plasma. However, this process has poor
compatibility with technology based on the use of insu-
lators with a low permittivity. Indeed, oxygen-plasma
etching leads to losses of carbon and changes in the ele-
mental composition of a material and, as a result,
increases the permittivity ε [3–5, 7]. In this context, the
search for and development of new processes of
removal of fluorocarbon residues that do not lead to the
degradation of insulators with a low value of ε is an
urgent problem.

A method for removal of a fluoropolimer film in
supercritical CO2 was proposed in [8]. The drawback of
this technique is that it is rather difficult to make it com-
1063-7826/05/3911- $26.00 1342
patible with vacuum processes. In [6], the fluo-
ropolimer film was removed by bombarding the con-
taminated surface with Ar+ ions. However, high-energy
heavy Ar+ ions generate a large number of radiation
defects and cause spurious charging of the surface. The
technique of plasma-chemical dry etching is character-
ized by a much smaller concentration of introduced
defects and is more promising for the removal of fluo-
rocarbon residues. In addition, it is known that treat-
ment in a plasma of hydrogen-containing mixtures, in
contrast to treatment in oxygen-containing media, is
more compatible with technology based on the use of
insulators with low ε [3–5, 9]. Therefore, the possibility
of removing organic and fluorocarbon residues in plas-
mas of various hydrogen-containing gases and mix-
tures (NH3, H2–N2, H2–He, and H2) has been consid-
ered in a number of studies. Since treatment in a nitro-
gen-containing plasma of NH3 or in a H2–N2 mixture
may lead to photoresist poisoning [5], it should be
acknowledged that treatment in a purely hydrogen
plasma, which was used in [9] to remove fluorocarbon
residues, is a rather promising method for removing flu-
oropolymers from the surface. However, this method
also has a drawback, which consists in the negative
effect of charged particles on the semiconductor struc-
ture. This effect can be eliminated by treating semicon-
ductor structures in a medium of neutral chemically
active particles.

In this study, we demonstrated, for the first time, the
possibility of effective removal of fluoropolimers from
the surface of semiconductor structures by treating
© 2005 Pleiades Publishing, Inc.
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them in a direct flow of neutral hydrogen atoms. The
characteristic features of the removal of fluoropolimers
from the surface of the structures, as well as from the
walls and bottom of the contact holes, by treatment in
an atomic hydrogen flow under different conditions are
investigated.

2. EXPERIMENTAL

The experiments were carried out with Si(100)
wafers that had a diameter of 150 mm. On the surface
of these wafers, a 50-nm-thick layer of thick thermal
silicon oxide was first grown, and, then, Al/Ti/TiN films
with thicknesses of 500, 15, and 35 nm, respectively,
were deposited. Then, a 900-nm-thick SiO2 film was
grown by plasma chemical-vapor deposition. Contact
holes 0.25–0.3 µm in diameter were opened in the
SiO2 film through a photoresist mask (UV5) by reactive
ion etching in a mixture of Ar, CHF3, C4F8, O2, CO, and
N2 gases. Next, the wafers were divided into samples
3 × 4 cm2 in size and loaded into the vacuum chamber
of the experimental setup. The chamber was pumped by
a turbomolecular pump. The pressure of the residual
gases was (1–2) × 10–5 Pa. The samples were cleaned in
a direct flow of hydrogen atoms generated by a low-
pressure exposed to source of atomic hydrogen [10].
The flux density of H atoms in the treatment zone was
2 × 1015 cm–2 s–1, the average energy of the H atoms was
estimated to be no higher than 1–2 eV, and the degree
of contamination of the hydrogen flow by spurious
metal impurities did not exceed 10–6%. The hydrogen
pressure in the vacuum chamber during the treatment
was 10–2 Pa. The samples were heated by an IR source.
The treatment temperature and time were varied in the
ranges 20–100°C and 2–40 min, respectively. In some
experiments, simultaneously with the treatment in
atomic hydrogen, the sample surface was arc-discharge
UV light with a wavelength of 172 nm, generated by a

(‡) (b)

(c) (d)

~2 µm~2 µm

Fig. 1. Images of the (a) surface and (c) cross section of the
initial sample before its treatment in an atomic hydrogen
flow and after the treatment at a temperature of 22°C for
(b) 2 and (d) 20 min.
SEMICONDUCTORS      Vol. 39      No. 11      2005
xenon lamp [11]. After the treatment, the samples were
exposed to air. The composition of the sample surface
before and after the treatment in atomic hydrogen was
analyzed by time-of-flight secondary-ion mass spec-
trometry. Images of the surface and cross section of the
samples were obtained in a scanning electron micro-
scope.

3. RESULTS AND DISCUSSION

Figures 1a and 1c show images of the surface and
cross section of the initial sample before its treatment in
an atomic hydrogen flow. It can be seen that the surface
and edges of the holes are rough and there is contami-
nation on the walls and bottom of the contact holes,
which arose during the opening of the windows in the
insulator. Analysis of the chemical composition of the
initial-sample surface showed that this contamination is
a fluoropolimer film, whose composition is similar to
that of polytetrafluoroethylene. The main peaks in the
mass spectra are due to C+ (12 amu), CF+ (31 amu), and

 (69 amu) (Fig. 2). The intensities of these peaks
for an ion-collection time of 2 min are, respectively,

140000, 100000, and 50000 total counts.  (50 amu)

and C3  (93 amu) are also present on the surface, but
in smaller amounts.

After the treatment in an atomic hydrogen flow, the
situation radically changes. Figures 1b and 1d show
images of the surface and cross section of the samples
processed in an atomic hydrogen flow for different peri-
ods of time. It can be seen that the sample surface
becomes smoother, the edges of the holes flatten, and
there are no visible fluorocarbon residues either on the
walls or the bottom of the contact holes. Analysis of the
chemical composition of the sample surface (Fig. 3d)
showed that the content of fluorocarbon residues
decreased significantly. The content of the main com-
ponent CF decreased, on average, by 5 orders of mag-
nitude and the intensity of the peaks was lower than
10 total counts (the peak intensity is normalized to an

CF3
+

CF2
+

F3
+

0 20 40 60 80 100 120
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CF+

CF+
3
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100000

150000

Total counts, arb. units

Mass, amu

Fig. 2. Mass spectrum of the surface of the initial sample
before treatment in an atomic hydrogen flow. The ion-col-
lection time was 2 min.
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ion-collection time of 2 min). The entire mass spectrum
of the cleaned surface corresponds to the spectrum of a
surface with a photoresist film exposed to air for some
time. Figure 3b shows the detailed mass spectrum of
the cleaned sample in the range 30.8–31.2 amu. The
peak at 31 amu, corresponding to CF+ ions, has an
intensity of about 4 total counts (the peak intensity is

30.8 31.0 31.2
0

50

100

150

200

250

300
31.02

(b)

(a)

20 40 60 80 100 120
Mass, amu

41

55
15

27

0

50000

100000

150000

200000
Total counts, arb. units

0

Fig. 3. Mass spectrum of the sample surface after treatment
in an atomic hydrogen flow at a temperature of 22°C for
40 min: (a) the entire spectrum and (b) the spectrum in the
vicinity of 31 amu. The ion-collection time was 10 min.
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Fig. 4. Intensities of the CF+ peak for the initial sample and
the samples treated in atomic hydrogen as functions of
(a) the treatment temperature and (b) the treatment time.

(a) (b)~2 µm ~2 µm

Fig. 5. Images of the sample surfaces after treatment in
atomic hydrogen with simultaneous UV irradiation at a
temperature of 22°C for (a) 2 and (b) 20 min.
normalized to an ion-collection time of 2 min). The
peak with a higher intensity at 31.02 amu is due to
CH3O+ ions. Thus, the data obtained indicate that, as a
result of the treatment in an atomic hydrogen flow, flu-
orocarbon residues are removed from both the surface
of the semiconductor structure and the walls and bot-
tom of the contact holes. As a result of direct motion,
neutral H atoms easily penetrate the holes (including
those with a high aspect ratio) and effectively remove
fluoropolymers from their walls and bottom.

Figure 4 shows the dependences of the content of
CF+ ions on the sample surface on the treatment tem-
perature and time. It can be seen that, when the samples
are at room temperature, almost complete removal of
the contamination from the surface is obtained even at
treatment times of 2 min. An increase in the treatment
time to 20 min leads only to a decrease in the intensity
of the peak at 31 amu (CF+) by a factor of 2. A further
increase in treatment time does not change the surface
content of CF+: it remains at a level of 4 total counts.
The temperature dependence of the CF+ content is not
pronounced. The minimum content of CF+ on the sur-
face (0.5 total counts) is obtained at a treatment temper-
ature of 50°C. Treatment at room temperature and at
100°C leaves a somewhat larger amount of CF+ on the
surface.

Figure 5 shows images of the surfaces of the sam-
ples treated in atomic hydrogen for different time peri-
ods with a simultaneous exposure to UV light. At a
short treatment time (2 min), the intensity of the peak at
31 amu (CF+) in the spectrum of the sample subjected
to the combined effect of atomic hydrogen and UV
light (Fig. 5a) is a factor of 1.6 smaller than for the sam-
ple treated only in atomic hydrogen. This result sug-
gests that UV irradiation increases the rate of removal
of fluorocarbon residues. At a treatment time of 20 min,
the intensities of the CF+ peaks for the sample subjected
to the combined effect (Fig. 5b) and the sample treated
only in atomic hydrogen are almost the same and lower
than in the case of treatment in atomic hydrogen for
2 min with simultaneous exposure to UV light by a fac-
tor of only 1.5. The absolute intensities of these peaks
are close to the minimum value obtained in the experi-
ments involving treatment in atomic hydrogen at room
temperature (Fig. 4b).

Comparative analysis of the images of the cross sec-
tions of the initial sample and the sample cleaned in
atomic hydrogen (Figs. 1c, 1d) indicates that the treat-
ment in atomic hydrogen, along with the removal of the
fluoropolimer film, also leads to etching of the photore-
sist layer. A treatment in atomic hydrogen for 2 min
makes the photoresist layer thinner by a factor of about 2.
Analysis of the images of the surfaces of the samples
treated in an atomic hydrogen flow and in atomic
hydrogen with a simultaneous exposure to UV light
(Figs. 1b, 1d, 5) shows that UV irradiation facilitates
not only the removal of fluorocarbon residues but also
the etching of the photoresist layer. It can be seen that
SEMICONDUCTORS      Vol. 39      No. 11      2005
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the samples subjected to the combined treatment are
characterized by a more inhomogeneous surface; the
degree of the surface inhomogeneity increases as the
treatment time in atomic hydrogen with simultaneous
UV irradiation is increased.

In [9], where a fluoropolimer film was removed by
treatment in a hydrogen microwave-discharge plasma
under the conditions of electron cyclotron resonance, it
was suggested that fluorocarbon residues are removed
as a result of ion-stimulated chemical reactions, which
involve high-energy ions and chemically active H atoms.
According to the results of this study, fluorocarbon res-
idues can be effectively removed using only chemically
active H atoms with an average kinetic energy no
higher than 1–2 eV. In this case, the interaction between
fluorocarbons and atomic hydrogen occurs via the
mechanism of radical etching (apparently, with the
breaking of C–C bonds and subsequent formation of
volatile reaction products). The stimulating effect of
UV light amounts most likely to the breaking down of
the initial fluorocarbon molecules into fragments and
radicals and (or) an increase in the desorption rate of
the reaction products.

4. CONCLUSIONS
It has been shown that treatment in an atomic hydro-

gen flow effectively removes fluorocarbon residues
from the surface of semiconductor structures. Fluoro-
carbon residues are removed both from the surface of
the semiconductor structure and from the walls and bot-
tom of the contact holes, which is related to the direct
motion of H atoms. At a flux density of H atoms equal-
ing 2 × 1015 cm–2 s–1, a treatment at room temperature
for 2 min is sufficient to clean the surface. The main
advantages of treatment in a direct atomic hydrogen
flow over the known methods are the compatibility of
this process with technology based on the use of low-
permittivity insulators; the possibility of cleaning con-
tact holes with a large aspect ratio; and the absence of
SEMICONDUCTORS      Vol. 39      No. 11      2005
high-energy and charged particles in the flow, which
minimizes the number of introduced charges and
defects.

ACKNOWLEDGMENTS

We are grateful to J.C. Voltz for supplying the sam-
ples with fluorocarbon residues, V. Diamant and R. Zis-
kind for their help in organizing the measurements,
A. Gladkikh for carrying out the measurements by
time-of-flight secondary-ion mass spectrometry, and
V.F. Tarasenko and M.I. Lomaev for supplying a xenon
flash lamp.

REFERENCES
1. N. H. Hendricks, Solid State Technol. 3, 31 (2003).
2. M. Uhlig, A. Bertz, M. Rennau, et al., Microelectron.

Eng. 50, 7 (2000).
3. P. T. Liu, T. C. Chang, S. M. Sze, et al., Thin Solid Films

332, 345 (1998).
4. J. R. Hu, W. Uesato, and P. Schoenborn, in Proceedings

of AVS First International Conference on Microelectron-
ics and Interfaces (2000); http://www.ulvac.com/pdf/
lsilowk.pdf.

5. L. Peters, Semicond. Int. 25 (12), 57 (2002).
6. M. Delfino, S. Salimian, and D. Hodul, J. Appl. Phys. 70,

1712 (1991).
7. A. E. Braun, Semicond. Int. 22 (11), 44 (1999).
8. D. J. Mount, L. B. Rothman, R. J. Robey, and M. K. Ali,

Solid State Technol. 6, 103 (2002).
9. S.-H. Lim, J.-W. Park, H.-K. Yuh, et al., J. Korean Phys.

Soc. 33 (11), S108 (1998).
10. V. A. Kagadei and D. I. Proskurovski, J. Vac. Sci. Tech-

nol. A 16, 2556 (1998).
11. E. Arnold, M. I. Lomaev, V. S. Skakun, et al., Laser Phys.

12 (5), 1 (2002).

Translated by Yu. Sin’kov



  

Semiconductors, Vol. 39, No. 11, 2005, pp. 1346–1351. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 11, 2005, pp. 1393–1398.
Original Russian Text Copyright © 2005 by Untila, Kost, Chebotareva, Zaks, Sitnikov, Solodukha.

                                                  

PHYSICS OF SEMICONDUCTOR
DEVICES
A New Type of High-Efficiency Bifacial Silicon Solar Cell 
with External Busbars and a Current-Collecting Wire Grid

G. G. Untila*^, T. N. Kost*, A. B. Chebotareva*, M. B. Zaks**, 
A. M. Sitnikov**, and O. I. Solodukha**

*Nuclear Physics Institute, Moscow State University, Moscow, 119992 Russia
^e-mail: GUntila@.mics.msu.su

**Kvark Scientific-Production Firm, Krasnodar, 350000 Russia
Submitted February 28, 2005; accepted for publication March 9, 2005

Abstract—Results regarding bifacial silicon solar cells with external busbars are presented. The cells consist
of [n+p(n)p+] Cz-Si structures with a current-collecting system of new design: a laminated grid of wire external
busbars (LGWEB). A LGWEB consists of a transparent conducting oxide film deposited onto a Si structure,
busbars adjacent to the Si structure, and a contact wire grid attached simultaneously to the oxide and busbars
using the low-temperature lamination method. Bifacial LGWEB solar cells demonstrate record high efficiency
for similar devices: 17.7%(n-Si)/17.3%(p-Si) with 74–82% bifaciality for the smooth back surface and
16.3%(n-Si)/16.4%(p-Si) with 89% bifaciality for the textured back surface. It is shown that the LGWEB tech-
nology can provide an efficiency exceeding 21%. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The development of new techniques for the forma-
tion of electric contacts to solar cells is one of the key
directions when solving the principal tasks of semicon-
ductor solar photovoltaics.

In order to make solar photovoltaics competitive
with present-day energy sources (fossil fuel, nuclear
power, other types of renewable energy sources), the
cost per peak watt (Wp) of installed power of the solar
systems should be lowered by at least by half from its
present-day value of $6/Wp to below $3/Wp, and the
production volume (700 MWp in 2003) should be
raised by approximately a factor of 1000 within 30–
50 years [1, 2]. Reasoning from the trend in the devel-
opment of solar photovoltaics, which steadily demon-
strated an annual 25–30% rise in output volume and
5−6% reduction of the Wp cost [1] in the period from
1979 to 2003, these goals seem to be attainable. Accord-
ingly, a historic surmounting of the cost threshold is
planned for the year 2013. However, what technical
problems are to be resolved in order to achieve this goal?

At present, flat-panel crystalline silicon modules
constitute more than 90% of the total manufacture of
photovoltaic devices [2]. No alternative to silicon is
anticipated in medium-range forecasts [3]. The Euro-
pean Photovoltaics Industrial Association is relying on
the flat-panel approach and is planning, among other
things [4]:

(i) to raise solar-cell efficiency from the present-day
12–16% to 20%, for which purpose, it is considered
necessary, in particular, to develop high-efficiency con-
tacts, preferentially situated on the back surface (back-
1063-7826/05/3911- $26.00 ©1346
contact solar cell (BCSC)), in order to reduce the cost
of module assembly;

(ii) to reduce the consumption of silicon from
16 g/Wp (now) to 8 g/Wp, because the cost of Si wafers
makes up about half of the module cost [5, 6]; there-
fore, the cell thickness must be reduced from 300 to
~120 µm.

It is necessary to note that the development of bifa-
cial [7] and concentrator [8, 9] cells are also regarded as
efficient ways to reduce the Wp cost.

Thus, the need to reduce the Wp cost determines the
main lines of research in silicon photovoltaics: solar
cells must have a high efficiency, be thin (flat-panel
approach), and, desirably, be bifacial with back con-
tacts or of a concentrator type (the concentrator
approach is under development now).

Discussing the present-day situation concerning the
efficiency of silicon solar cells, it is necessary to note
that an efficiency exceeding 20% has already been
reached in laboratory devices (the absolute record for
silicon cells is 24.7%) [10], but the efficiency of com-
mercially available cells is much lower (12–16%). The
main factor limiting the efficiency of commercial cells
is the technology of formation of the electric contacts.

Electric contacts define the photocell “face,” both in
a literal and metaphorical sense. At present, screen-
printing (SP) technology involving the baking-in of
metal-containing pastes dominates in the industry: it is
used in the fabrication of 90% of silicon solar cells.
However, the simple and economical SP technology
has serious disadvantages, which make it inapplicable
for the production of thin solar cells and restrict the effi-
ciency of commercial cells [11]. In turn, all the record-
 2005 Pleiades Publishing, Inc.
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high values of efficiency have been obtained using the
technology of evaporated contacts (ECOs) deposited in
vacuum, with the pattern formed by photolithography.
However, the ECO technology is not used in wide-scale
production because of its high cost.

Therefore, the key long-standing problem in photo-
voltaics is to reduce the breach between the efficiencies
of industrial and laboratory solar cells; thus, new sim-
ple and economical technologies must be developed.
This problem is particularly important for technologies
used in the fabrication of high-efficiency contacts,
which should not include photolithographic and mask-
ing operations.

Promising designs of solar cells with an efficiency
above 20% are being considered, in particular, the HIT
structure (heterojunction with an intrinsic thin layer)
developed by the Sanyo Electric Co. [12], the point-
contact solar cell from Sun Power [13], and the OECO
design (oblique evaporated contacts) developed at
ISFH [14]. This report presents the results obtained for
bifacial silicon solar cells with a wire contact grid and
external busbars fabricated by a newly developed low-
temperature LGWEB (laminated grid of wire external
busbars) technology [15].

2. THE DESIGN OF LGWEB SOLAR CELL

The solar cell (Fig. 1) consists of a [n+p(n)p+]-Si
structure (1) and two (facial and back surface) current-
collecting systems. Each current-collecting system
includes: (i) a transparent conducting oxide (TCO)
layer deposited on the surface of a structure, which also
serves as an antireflection coating; (ii) electric busbars,
facial 2 and back surface 3, located near structure 1
and a contact grid (facial 4) produced from a copper
wire coated with contact composition and fixed, using
the low-temperature lamination method, simulta-
neously with the facial TCO layer and facial busbars
(and similarly on the back surface); (iii) a lamination
film (5) attached to the TCO surface and fixing the
wire contact grid.

3. THE TECHNOLOGY OF LGWEB SOLAR CELL 
FABRICATION

Solar cells were produced from structures based on
n- and p-type Czochralski-grown silicon (Cz-Si). For
the n-Si structures, the resistivity of silicon was ρ =
4.5 Ω cm and the thickness was 390 µm; for p-Si, the
corresponding values were 40 Ω cm and 290 µm,
respectively. The [n+np+]-Si and [n+pp+]-Si structures
were produced at Kvark (Krasnodar, Russia) by diffu-
sion of phosphorus and boron from deposited P- and
B-containing glass using the standard technological
equipment. The used wafers were either textured on
both sides or had their back surface smoothed by alka-
line etching. After removal of the glass, the structures
could be etched in a solution of nitric and hydrofluoric
acids [16].
SEMICONDUCTORS      Vol. 39      No. 11      2005
The TCO layers were deposited onto the surfaces of
a silicon wafer. For the p+ layer, this was In2O3:Sn
(indium tin oxide (ITO)) film, and for the n+ layer,
In2O3:F film was used [17]. The films were grown by
spraying a solution at the substrate temperature of 400–
500°C [18]. The deposition time was ~1 min. The films
were ~75 nm thick and dark blue in color. The sheet
resistivity of the ITO and In2O3:F films was ~50 and
~30 Ω/sq, respectively. After the deposition of the
TCO, a sample of the desired area was cut out using a
diamond scriber; no additional treatment of edges was
performed. The contact grid, made of copper wire
70 µm in diameter and coated with a contact composi-
tion, was fixed onto the TCO with a 32-µm-thick lami-
nation film at a temperature of 150°C.

4. THE MERITS OF THE LGWEB DESIGN

(i) The introduction of a TCO makes it possible to
use a simple homogeneous (nonselective) emitter with
a high sheet resistivity of 100 Ω/sq or higher in an
LGWEB.

(ii) The combination of contact grid wire with a
TCO in an LGWEB makes it possible to obtain extraor-
dinarily low (3.2%) shadow loss and serial resistance
loss [19]. Such losses are no higher than in solar cells
with ECO metallization and about three times less than
for SP metallization [20–22]. The width of the wire
contact finger is only ~80 µm, and it can easily be

1

4

2

5

3

Fig. 1. Design of LGWEB solar cell (the front and back
view are identical). (1) [n+p(n)p+]-Si structure with layers
of transparent conducting oxide deposited on both sides;
(2) frontal busbars; (3) back-surface busbars; (4) wire con-
tact strips; and (5) lamination film.
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Table 1.  Parameters of LGWEB solar cells

Parameter

Group 1: n+–n–p+ Group 2: n+–p–p+

#615 #739 #1044-2 #1043-1

front back front back front back front back

Texture + + + – + + + –

Rini, Ω cm2 26 60 52 84

Rfin, Ω cm2 112 110 85 84

Isc, mA cm–2 35.0 30.8 36.2 27.3 35.4 31.3 36.6 29.8

Voc, mV 609 607 623 615 617 614 619 615

FF, % 76.5 77.4 78.3 78.5 75.2 76.6 76.2 78.0

Eff, % 16.3 14.5 17.7 13.2 16.4 14.7 17.3 14.3

Efftotal, % 30.8 30.9 31.1 31.6

Bifaciality, % 88.9 74.6 89.6 82.7

Area, cm2 32.2 42 42.3 42.3

Note: Rini denotes the sheet resistivity of the emitter after diffusion; Rfin, the sheet resistivity of the emitter after its etching; and Efftotal,
the total efficiency on the front and back surfaces. Bifaciality refers to the ratio of efficiencies for illumination of the back and front
surfaces. Solar cell no. 615 was tested at the Sandia National Laboratories and further used as the reference sample.
reduced. In addition, the copper wire contact fingers
have a low longitudinal resistance, ~40 mΩ/cm, which
is more than 15 times lower than that obtained by the
SP method. These properties are especially important
for large-area solar cells and concentrator cells.

(iii) The LGWEB design is preferable to the BCSC
variant because it is free of the principal disadvantage
of the latter, that is, the production of a high-efficiency
BCSC consumes expensive floating-zone Fz-Si. For
example, calculations carried out by Sun Power have
shown that, in order to obtain >20% efficiency in their
Point Contact cells, silicon with a carrier lifetime >1 ms
is necessary, i.e., Fz-Si [13]. Similarly, to obtain high
efficiency in an OECO solar cell of 200–300 µm in
thickness, the diffusion length must be no less than
500–800 µm [23]. For silicon of inferior quality, the
efficiency of a BCSC sharply decreases, and this
decrease is even stronger than for cells with contacts on
both sides. Thus, the unique advantage of LGWEB solar
cells is that their busbars lie clear of the cell but contact
strips are present on both surfaces. As a result, not only
is the module assembly simplified, even more than in the
case of the BCSC version, but the requirements placed
on Si quality do not become more stringent.

(iv) The contact fingers can be produced from wire of
any cross-sectional shape, e.g., triangular, which is con-
sidered to be an efficient method to reduce shading [24].

(v) Wire contact fingers are compatible with virtu-
ally any shape of solar cell surface, not only smooth or
textured, but also rough, undulated, or curved. This cir-
cumstance means that the LGWEB design offers
extraordinary advantages over other techniques for rib-
bon silicon (EFG).
(vi) LGWEB solar cells are bifacial.
(vii) The low (<150°C) temperature of fabrication

makes LGWEB technology applicable to solar cells based
on amorphous materials, including the HIT structure.

5. PARAMETERS OF AN LGWEB SOLAR CELL

The parameters of the solar cells were determined
from light current–voltage (I–V) characteristics: short-
circuit current density Jsc, open-circuit voltage Voc, fill-
ing factor FF, and efficiency Eff. For sample no. 615,
the results were obtained at the Sandia National Labo-
ratories (SNL); these data included spectral response
and reflectance. For the other cells, Jsc was measured
using a Telecom–STV pulse tester, and sample no. 615
was used for current calibration. It was found that, with
an adequate current calibration, the Telecom–STV
tester provides a correct measurement of Jsc with less
than ±2% error, but Voc, and especially FF, are underes-
timated, which is related to the nature of pulse measure-
ments. The extent of underestimation increases as the
effective lifetime of minority carriers in the base
increases. Therefore, Voc, FF, and Eff were determined
from steady-state light I–V characteristics under illumi-
nation with a 1000 W halogen incandescent lamp on a
thermostated table, in which case the temperature of the
solar cell reached (25 ± 0.1)°C. In these measurements,
the short-circuit current of each solar cell was set
according to the value measured with the Telecom–
STV tester.

The parameters of the LGWEB solar cells made of
n-Si (group 1) and p-Si (group 2), for both a textured
and a smooth back surface, are listed in Table 1. As can
be seen from Table 1, the LGWEB technology makes it
SEMICONDUCTORS      Vol. 39      No. 11      2005
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Table 2.  Parameters of LGWEB solar cells and cells produced at ISFH using different contact deposition techniques

Type of solar cell Si (type) Area, cm2 ρ(Si), Ω cm Eff, % (front) Eff, % (back)

OECO [14, 23]

Monofacial

Fz(p)
4

0.5 21.1
–

1.5 20.4

100 0.5 20.0 –

Cz(p)
4 1.3 18.3 –

100 1.3 17.9 –

Bifacial

Fz(p) 4 0.5

19.0 17.0

Bifacial BCSC
18.1 17.4

19.2 16.0

ECO (front and back), bifacial [7] Fz(p) 4 0.5 20.1 17.2

ECO (front)/SP(back), bifacial [25] Fz(p) 4 1.5 17.4 13.4

SP (front and back), bifacial [26]
Fz(p) 2.6 1.5 14.5 12.7

Cz(p) 4 6.0 13.4 11.5

LGWEB

Cz(p) 42 40
16.4 14.7*

17.3 14.3**

Cz(n)
32

4.5
16.3 14.5*

42 17.7 13.2**

Notes: * Indicates that the front and back surfaces are textured and ** indicates that only front is surface textured.
possible to fabricate bifacial solar cells from Cz-Si with
a facial and back surface efficiency over 17% and 14%,
respectively.

6. COMPARISON OF LGWEB 
AND OECO SOLAR CELLS

To assess the quality of the obtained results, we
compare them with data obtained by R. Hezel, a pio-
neer and leader in photovoltaics, at ISFH (Germany)
using other contact deposition techniques and, in par-
ticular, the new high-efficiency OECO technology. The
unique specific feature of OECO technology is that, for
the first time, high-efficiency MTIS (metal–(tunnel
insulator)-semiconductor) contacts were deposited
onto a solar cell without photolithography and mask-
ing. Table 2 offers a comparison of the parameters of
solar cells produced at ISFH by different metallization
techniques (OECO, ECO, and SP) and using the
LGWEB design developed by our team.

The choice in favor of the ISFH team for the com-
parison is due exclusively to the wide diversity and
record-high level of their results, which make it possi-
ble to reveal the influence exerted on solar cell effi-
ciency by such important factors as silicon (Cz-Si or
Fz-Si) quality, silicon resistivity ρ, size of a solar cell,
contact deposition technique (ECO or SP), and cell
design (monofacial, bifacial, or with all contacts on the
back surface (BCSC)).
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Analysis of the data in Table 2 shows that the record
efficiency for OECO technology (21.1%) was obtained
for a monofacial solar cell of 4 cm2 in area made from
p-Fz-Si with ρ = 0.5 Ω cm. However, the efficiency of
OECO cells decreases on passing (i) from Fz-Si to
Cz-Si by 2.1–2.8%, (ii) from monofacial to bifacial
design by ~2.1%, (iii) from monofacial to bifacial
design with back surface contacts by 1.9–3%, and
(iv) from the size of 4 cm2 to 100 cm2 by 0.4–1%.

A correct comparison of OECO and LGWEB cells
demands data for solar cells with comparable parame-
ters, which are, regretfully, absent. However, the effi-
ciency of a bifacial OECO cell made of Cz-Si, with
back surface contacts of 4 cm2 in area, can be estimated
as 15.3–16.4% on the front side and 13.2–14.6% on the
back surface, which is no higher than the efficiency of
an LGWEB solar cell (~1% less on the front side).

7. LGWEB SOLAR CELL AS COMPARED 
WITH A CELL WITH SCREEN PRINTING 

METALLIZATION

The data listed in Table 2 can also be used for trac-
ing how the efficiency of a bifacial solar cell based on
Fz-Si decreases when ECO contacts are replaced by
SP ones. For example, when ECO metallization is used
on both sides, the front–back efficiencies are fairly
high: 20.1 and 17.2%, respectively. When ECO con-
tacts are replaced by SP ones only on the back surface,
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the efficiency falls to 17.4 and 13.4%, and, for a cell
with SP contacts on both sides, the efficiency falls to
the exceedingly low values of 14.5 and 12.7%. This
example clearly demonstrates the drawbacks of SP
technology.

8. PROSPECTS FOR RAISING THE EFFICIENCY 
OF LGWEB SOLAR CELLS

The efficiency of LGWEB solar cells can be raised
by more than 4.5% and, correspondingly, exceed 21%
by applying the measures considered below.

Reflection. First of all, we stress that our LGWEB
solar cell is already laminated, which means that its
measured efficiency approaches that in a module. Cur-
rently, we use a lamination film with high refractive
index (n ≈ 1.56) which leads to high reflection (~4.8%).
Figure 2 shows the reflectance R and external Qe and
internal Qi quantum yield for solar cell no. 615. It can
be seen that, in the range 450–1000 nm, R ≈ 8–9%, of
which ~4.8% and 3.2% are accounted for by the lami-
nation film and wire grid, respectively. Therefore, the
efficiency can be raised by ~0.5% by reducing n to 1.3.

Base resistivity. The optimization of the base resis-
tivity ρ offers a significant reserve for increasing
LGWEB solar cell efficiency. It is necessary to note
that, in the record cells, the base material is usually
heavily doped, to ~3 × 1016 cm–3 (ρ ≈ 0.5 Ω cm), which
improves the efficiency by diminishing the bulk recom-
bination current, series resistance, and negative effect
of a high injection level. The influence of ρ in the range
ρ = 0.08–1.4 Ω cm on the efficiency of OECO solar
cells was studied in detail in [23]. It was shown that, as
ρ increases from the optimal value of 0.4 to 1.4 Ω cm,
the efficiency decreases from 21.1 to 20.4%, i.e. by
0.7%. At the same time, our LGWEB solar cells are

300 600 900 1200
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80
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Fig. 2. The reflectance R and internal Qi and external Qe
quantum yield of charge separation for solar cell no. 615.
produced from silicon with a nonoptimal doping level,
which is 30–100 times lower than that conventionally
used in high-efficiency solar cells. Therefore, we
believe that optimization of ρ will raise the efficiency of
LGWEB cells by more than 1%.

Diffusion layers. The diffusion layers in LGWEB
solar cells are not yet optimized. The short-wavelength
sensitivity of solar cell no. 615 is low [20], and we
attribute this fact to the heavy initial doping of the emit-
ter (26 Ω/sq). It was found, however, that the short-
wavelength sensitivity increases as the initial (i.e.,
immediately after the diffusion) sheet resistivity Rini of
the emitter increases (Fig. 3). Moreover, increasing Rini
not only makes the short-wavelength sensitivity higher
but also improves the other parameters of solar cells
(Table 1). It is noteworthy that the long-wavelength
sensitivity of the samples with a smooth back surface is
higher than that for samples with a textured back sur-
face, which, evidently, is related to enhanced reflection
of long-wavelength light from the smooth surface. In
addition, the long-wavelength sensitivity of the solar
cells based on n-Si is, in general, higher than for p-Si
cells, possibly because their thickness is 100 µm larger.

The edges. The edges of the LGWEB solar cells
were not specially treated, so they are a source of
losses. The experimental data presented in Fig. 4 show
that increasing the area of LGWEB cells results in an
increase in their efficiency. This result contrasts
strongly with the case of OECO cells, where the oppo-
site effect was observed. Therefore, resolution of the
edge problem will allow the efficiency to be increased
by ~0.5%.

The quality of silicon. As can be seen from Table 2,
the use of high-quality Fz-Si can enhance the efficiency
of LGWEB solar cells by ~2.5%.

#615 #1044–2 #739 #1043–1

26

100

100

52

109

94

60

112

102

84

115

99

350–540 nm

920–1200 nm

95

90

100

105

110

115
Normalized sensitivity, %

Rini, Ω/sq

Fig. 3. Comparison of spectral sensitivities of LGWEB
solar cells in the blue-green (350–540 nm) and IR (920–
1200 nm) spectral ranges under frontal illumination nor-
malized to the sensitivity of solar cell no. 615.
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9. CONCLUSION

Thus, solar cells with a new design and technology
for the fabrication of the current collecting system,
LGWEB, demonstrate record-high efficiency for their
class of solar cells (bifacial, back-contact, and Cz-Si).
The analysis shows that a wide field of action is open
for the optimization of LGWEB solar cells and
improvement of their efficiency, which can potentially
exceed 21%.
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Abstract—The reflection high-energy electron diffraction (RHEED) behavior manifested during MBE growth
on a GaAs(001) surface under low-temperature (LT) growth conditions is examined in this study. RHEED and
its intensity oscillations during LT GaAs growth exhibit some particular behavior. The intensity, phase, and
decay of the oscillations depend on the beam equivalent pressure (BEP) ratio and substrate temperature, etc.
Here, the intensity dependence of RHEED behavior on the BEP ratio, substrate temperature, and excess of As
content in the layer are examined. The change in the decay constant of the RHEED oscillations is also dis-
cussed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION AND EXPERIMENTAL 
PRELIMINARIES

Recently, molecular-beam-epitaxial (MBE) growth
of GaAs at a low temperature (LT), specifically, around
200°C, has become increasingly important in semicon-
ductor research and technology [1]. LT GaAs growth
has become an increasingly important method, since it
provides highly insulating films and contributes to the
synthesis of magnetic semiconductors. It has been
shown that growth at this LT leads to incorporation of
excess As in the crystal. The high concentration of
excess As in LT GaAs results in a number of novel
properties. As-grown and annealed LT GaAs layers
exhibit extremely high electrical resistivity and very
short lifetimes of photoexcited carriers [2]. Their elec-
trical parameters can be analyzed using a combined
band and hopping conduction model [3]. Depending on
the growth parameters, these layers may contain up to a
1.5% excess of As [4, 5]. The majority of excess As is
in the antisite position, while the remaining atoms are
interstitial As or Ga vacancies [6]. The uniqueness of
LT GaAs is its high density of midgap states, which are
a result of excess As, while the structure of matrix
remains perfect [7].

Recently, the use of reflection high-energy electron
diffraction (RHEED) to control the growth of LT GaAs
has been reported [8–10]. The authors observed
RHEED oscillations of the specular spot intensity with
a period corresponding to one monolayer of deposition,
as is observed during the traditional high-temperature
growth process. It is not an unsophisticated event to
observe oscillations of RHEED intensity during LT

1The text was submitted by the author in English.
1063-7826/05/3911- $26.00 ©1352
growth. RHEED oscillations are very strongly influ-
enced by the growth parameters, such as deposition
temperature, the ratio of beam equivalent pressure
(BEP), etc. RHEED oscillations have been found to be
fundamental in two regions of the BEP ratio at LTs.
One of these regions is near and another is far from
unity of the BEP ratio. The strongest oscillations were
observed when the BEP ratio was nearly one [8, 9].
Oscillations were also found in the region of 40–100 of
the BEP ratio [10].

RHEED and its intensity oscillations during LT
GaAs growth exhibit some particular behaviors. In
addition, the intensity, phase, and decay of oscillations
depend on the BEP ratio, excess As content, and sub-
strate temperature. Here, we investigate the behavior of
oscillation decay during the growth of LT GaAs. The
investigated deposition temperature and the range of
the BEP ratio are 200°C and 0.9–1.3, respectively. This
investigation is based on measurements and observed
intensity oscillations of RHEED, which are described
in [8, 9].

2. RESULTS AND DISCUSSION

Temporal evaluations of RHEED specular intensity
during LT GaAs growth, where the BEP ratio is close to
unity, are shown in [8] (Fig. 1) and [9] (Fig. 2). It can
be seen that, when the BEP ratio moves away from
unity, the decay of oscillations becomes stronger. If the
ratio is 1.3, then the oscillation intensity is very small,
so its evaluation is difficult. The decay of the oscilla-
tions was determined as described in [11]. The ampli-
tude decay of the oscillations was investigated peak to
peak. The intensity of the oscillation minima is
changed. The peak-to-peak series are determined by the
 2005 Pleiades Publishing, Inc.
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subtraction of the background of the oscillations,
which, in turn, is determined by the line of minima of
the oscillations. After the subtraction, an exponential
function is fitted to determine the decay in intensity
with the aid of least-squares method. The exponential
approach is performed according to the first part of
Eq. (1), where τd is a decay time constant. The deter-
mined decay constants vs. the BEP ratio are shown
in Fig. 1.

It is known that the strain in a grown layer influences
the observed RHEED oscillations. If the strain is larger
in the grown structure, then the oscillations become
faster. If the strain is smaller or absent, then the
RHEED intensity oscillates for longer. This effect is
demonstrated and described for the case of
InGaAs/GaAs heterostructures in [11, 12].

We can observe very strong changes in the oscilla-
tion decay depending on the BEP ratio at 20°C (see
Fig. 1). Depending on the growth parameters, these LT
GaAs layers may contain many excess As atoms. The
majority of excess As is in the antisite position. The lat-
tice spacing (∆d/d) of LT GaAs becomes greater than
that of the stoichiometric crystal. The lattice spacing of
nonstoichiometric LT GaAs was determined in [7]. The
functions of lattice spacing vs. the BEP ratio are also
shown in Fig. 1.

We can observe (see Fig. 1) that the decay time con-
stant of oscillations τd decreases rapidly during LT
GaAs growth as the BEP ratio increases, that is, as the
excess As content also increases. The decay of oscilla-
tions is due to several factors. The excess As gives rise
to a lattice mismatch, and, therefore, also to strain in a
grown layer. This strain can influence the decay of
intensity oscillations. First, we investigate this effect, as
the influence of strain is known and the influence of the
growth phenomenon is unknown. The mismatch depen-
dence of the oscillation decay can be determined from
the given parameters (see Fig. 1). The variation in
decay time constant vs. lattice spacing is shown in
Fig. 2. It is clear that not only the mismatch alone is
responsible for the decay but also the other growth con-
ditions. Changes in the excess As modify not only the
mismatch but also the growth conditions, e.g., growth
rate, [13]. Therefore, both the mismatch and the growth
parameters influence the behavior of the oscillation
decay. We approximate this decay with an exponential
function. Furthermore, we assume that the two effects,
i.e., the mismatch and the growth influence, can be sep-
arated from each other. In this way, the decay phenom-
enon can be described by two time constants:

(1)

Here, τG and τM are the assumed time constants of the
separated influences, i.e., growth and mismatch, respec-
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tively, and B and B0 are the scaling factors, which depend
on the excess As and, also, on ∆d/d. The decay originat-
ing from the mismatch can be expressed as follows:

(2)

Here, the factors are functions of ∆/d and, also, of the
BEP ratio. In the case of stoichiometric LT GaAs
growth (∆/d = 0), there is no decay from mismatch. This
circumstance means that, for ∆/d = 0, the reciprocal
value of the decay time constant originates fully from

1
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Fig. 1. The decay constant vs. the BEP ratio at 200°C (left)
and lattice spacing vs. the BEP ratio at 200, 210, and 240°C
(right). The lines are meant to serve as guide to the eye only.
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the crystal growth phenomenon (τd(0) = τG(0) = τG0);
that is, the value of 1/τM(0) is zero. The value of τG0

remains constant. The other part of τG, τG1, depends on
BEP ratio (or ∆/d). The entire τG = τG1(BEP) + τG0.
Therefore, the second term in the 1/τM(∆d/d) expres-
sion e(∆d/d) also has an independent and dependent
part on the BEP ratio (or ∆/d). The equivalence between
the BEP ratio and ∆/d can occur only in the case of a
narrow range of growth parameters, where these ratios
are proportional with each other.

We have separated the supposed strain effect from
the growth phenomenon, which can be responsible for
the decay of the oscillations. In the case of InGaAs
growth, we have assumed that the influence of the
growth remains constant in the low In content region,
since one of the most important growth parameters, the
deposition temperature, remained the same during the
experiment. Under this supposition, we obtained good
correspondence between the theoretical critical layer
thickness and the threshold thickness, which is derived
from the τM decay constant [12]. In the case of InGaAs,
In replaces Ga in the lattice. Both elements establish
similarly strong sp3-type bonding in the lattice because
of their similar valence structure. The situation in the
case of LT GaAs is quite different. The excess As that
replaces Ga in the lattice has different and weaker
bonding than an sp3 hybrid, because its valence struc-
ture is different. This property locally modifies the
probability of chemisorption of As atoms and, there-
fore, the probability of the incorporation of further
excess As atoms in the crystal as well [14]. The concen-
tration of excess As can be determined from the rate of
chemisorbed As atoms. As atoms that are chemisorbed
on an arsenic-terminated GaAs(001) surface serve as
precursors of excess As, and, hence, the concentration

∆d/d, 10–3

[8]
[9]

10 2 3 4

3

4

logτd, s

Fig. 3. The function of τM vs. ∆d/d, which is derived from
high-temperature InGaAs growth. The calculated data orig-
inate from LT GaAs growth.
of excess As depends directly on the steady-state cover-
age of the chemisorbed As atoms [7]. The excess As
perturbs the bonding behavior in the crystal, that is, the
energy distribution along the surface. We formulate a
simple description for the change in the unperturbed
surface layer by layer. At the first step, the unperturbed
area A* can be written as follows:  = Ab – Aa, where
A is the whole area of the investigated surface. The fac-
tors b and a, which are less than one, give the parts of
surface that can be covered by chemisorbed As and that
can be incorporated by excess As, respectively. The
second step can be described as follows:  = (Ab –
Aa)b – Aa. We can obtain the nth layer by following up
the former given algorithm. The size of the perturbed
area also depends on the number of grown layers. This
dependence can be negligible if the number of layers is
not large [14]. Among the possible surface reconstruc-
tions of a GaAs(001) surface, the c(4 × 4) reconstruc-
tion occurs at low temperatures under high As fluxes
[15, 16]. The value of b can be estimated because the
maximum coverage of chemisorbed As atoms may be
0.75 monolayers, as in the case of this reconstruction.
The value of a can be estimated by the maximum
excess As content, which is 0.015 [7]. It can be seen that
the factor b is larger than a; therefore, we can obtain,
after arranging the expression A* and disregarding
small terms, the following simple power function for
the nth step:  = Abn. We assume that the intensity of
the RHEED is proportional to the size of the unper-
turbed surface. A continuous description by replacing n
with rt yields I(t) = cA*(t) = cbrtA, where r is the growth
rate, t is the growth time, and c is a constant character-
izing the diffraction power. This description can be
written in the following form: I(t) = cAexp(–t/τG1).
Here, τG1 is the decay time constant originating from
the growth phenomena, which depends on the BEP
ratio: τG1 = –1/rlnb. The τG0 and τG1 dependences on b
are shown in Fig. 2.

To justify our discussion, we can compare τM
extracted from the oscillation decay occurring during
LT GaAs growth and the material-independent decay
constant, which originates from the mismatch. The
variation of τM(∆d/d) should be determined as follows:
1/τM ∝  1/τd – 1/τG0 – 1/τG1, similarly to the method
described in [12]. The strain-dependent time constant
vs. the composition in the case of InGaAs is given in
[12]. The composition-independent variation of τM vs.
∆/d can be derived from the above-mentioned depen-
dence with the aid of a modified form of Vegard’s law
[17, 18]. The material-independent variation is shown
in Fig. 3, along with the calculated τM data from LT
GaAs. The fitting parameter of b was determined with
the use of the least-squares method [14]. The unity of
the BEP ratio serves as a reference point for the calcu-
lation of τM. In this calculation, we also took into con-

A1*

A2*

An*
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sideration a BEP ratio of 1.3. τM as determined from LT
growth corresponds to the calculated dependence, but it
should be noted that the ratio of 1.3 is very difficult to
evaluate. We can establish that separation of the influ-
ences of growth and mismatch on the decay of the
RHEED oscillations can describe LT growth only in a
narrow range. The intensity oscillation at the BEP ratio
of 1.3 is very difficult to evaluate because of the very
small intensity. This drastic intensity damage can result
not only from the mismatch in conjunction with the
reduction of the unperturbed area but also from a change
in the sticking coefficient of the deposited material.

3. CONCLUSIONS

LT GaAs growth is very complicated process. The
observed decay and absence of RHEED intensity oscil-
lations can originate from several effects, e.g., change
in the sticking coefficients, change in the unperturbed
area, and change in strain. Here, it was found that sep-
aration of the influence of growth and strain on the
RHEED oscillation decay in the case of LT GaAs is
possible in a narrow region of the BEP ratio.
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Abstract—Results obtained in an experimental study of spontaneous emission from erbium ions in a spectral
range corresponding to the lower photonic band edge of distributed Bragg reflectors (1D photonic crystals) are
presented. The photonic crystals were constituted of alternating quarter-wave a-Si:H and a-SiOx:H layers grown
by PECVD. Erbium was introduced into the a-Si:H layers by magnetron sputtering of an erbium target in the
course of structure growth. The change observed in the intensity of spontaneous emission is due to the nonmono-
tonic behavior of the density of optical modes near the photonic band edge. © 2005 Pleiades Publishing, Inc.
Characteristics of spontaneous emission depend
both on the intrinsic properties of an emitting center
and on the properties of the ambient medium. Under a
weak interaction of an atom with an electromagnetic
field, the probability of a spontaneous radiative transi-
tion (Wr) is proportional, according to the Fermi golden
rule, to the density ρ(ω) of photonic states in the vicin-
ity of the transition [1]. Thus, modification of the den-
sity of modes, compared with the mode distribution in
free space, makes it possible to vary Wr and, accord-
ingly, the intensity of spontaneous emission [2]. The
most suitable objects for implementing the idea put for-
ward in [2] are photonic crystals (PhCs), which are
structures with a periodic spatial modulation of the
dielectric constant with a period comparable with the
wavelength of light. This periodicity gives rise, by anal-
ogy with the electronic band structure of atomic crys-
tals, to a photonic band structure. The existence of pho-
tonic bands makes it possible to control the interaction
of an emitting center placed within a PhC with an elec-
tromagnetic field and, thereby, to suppress or enhance
the emission [3, 4]. The possibility of a profound mod-
ification of the emission from PhCs indicates prospects
for the application of these materials, e.g., in modern
information transmission systems [5] and high-effi-
ciency thermophotovoltaic converters [6]. The most
interesting objects for studying the influence exerted by
PhC properties on the characteristics of spontaneous
emission are 3D structures [7–9]. It is in a PhC of this
kind that the complete photonic band gap can be
obtained and propagation of light in all directions can
be prohibited in a certain spectral range. At the same
time, it should be noted that specific features of the
interaction between radiative centers and the periodic
structure of a PhC can also be studied, both experimen-
tally and theoretically, by investigating one-dimen-
1063-7826/05/3911- $26.00 1356
sional PhCs [10]. In the case of 1D PhCs, the fabrica-
tion technology is considerably simpler and more con-
trollable than in the 3D case.

A change in the emission intensity from a 1D PhC
(distributed Bragg reflectors (DBRs)) near the photonic
band edge has previously been observed in periodic
AlAs/AlGaAs structures with a GaAs emitting layer
[11], in liquid-crystal Bragg structures [12], and in
Bragg structures based on amorphous nitrides and sili-
con oxide [13–15]. The present communication reports
the experimental results obtained in a study of the mod-
ification of spontaneous emission from erbium ions by
the nonmonotonic behavior of the density of photon
modes at the lower photonic band edge in 1D photonic
crystals in the form of DBRs consisting of alternating
a-Si:H/a-SiOx:H layers. The choice of object for study
was governed by the following considerations, which
are important for technical applications. First, the fab-
rication technology of a-Si:H and a-SiOx:H films is
comparatively simple, compatible with the standard sil-
icon technology, and widely used in industry for the
manufacture of thin-film transistors and solar cells.
Second, the radiative transition of an erbium ion from
the first excited state to the ground state lies in the
1.5-µm spectral range, coinciding with the transpar-
ency window in fiber-optic communication lines [16].

Samples of 1D photonic crystals (Fig. 1a) were
grown by RF glow-discharge decomposition of an
argon–silane mixture by a technique similar to that
described in [17–19]. Erbium ions were chosen as the
sources of spontaneous emission and introduced, in
contrast to [17–19], by magnetron sputtering of an
erbium target into a-Si:H layers in the course of growth
of a Bragg structure. The target was placed in a techno-
logical reactor outside the zone of the RF glow dis-
© 2005 Pleiades Publishing, Inc.
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charge and had no effect on the electric field distribu-
tion in the discharge gap. The technique developed
made it possible to dope any a-Si:H layer with erbium
in the course of its growth. The central a-Si:H layers
were doped in the samples (see Fig. 1a), which made it
possible to increase the number of emitting centers in
the photonic crystal and, thereby, to raise the intensity
of the photoluminescence (PL) signal.

The DBR parameters were chosen so that the lower
photonic band edge was in the spectral range of the
radiative optical transition of an erbium ion from the
first excited state to the ground state (λEr = 1535 nm).
For this purpose, the optical thicknesses of separate lay-
ers of the structure were preliminarily calculated using
ellipsometrically measured refractive indices of a-SiOx:H
(na = 1.46) and a-Si:H (nb = 3.44) reference films.

In the course of growth of a Bragg structure, the
optical thicknesses of the constituent layers were mon-
itored in situ by the interference pattern that appeared
in the recording of the signal reflected from the surface
of a growing film. It should be noted that, in the course
of successive deposition of DBR layers, the reflectance
in the spectral range corresponding to the formation of
the photonic band gap rapidly approaches 100% and
changes only slightly after deposition of the subsequent
layers. Therefore, to improve the accuracy of measure-
ment of the optical thicknesses, the signal was recorded
in a spectral range in which the reflectance varied
widely, outside the photonic band gap.

The growth of the structure was commenced with
the a-Si:H layer. At the initial instant of time, the reflec-
tance was determined solely by the substrate (glass)
and had its smallest value. As the thickness d of the
a-Si:H film increased, the intensity of reflected light
became higher, reached a maximum at d = λ/4nb, and
then decreased. As the reflection signal passed through
a minimum, the gas flows were switched and an
a-SiOx:H film with a refractive index nb started to grow.
Then, the deposition cycle was repeated. The resulting
DBR samples comprised 13 alternating quarter-wave a-
Si:H and a-SiOx:H layers. The optical thicknesses of
the structures were varied in the course of growth in a
prescribed way, which made it possible to shift the edge
of the photonic band in a DBR with respect to λEr both
to shorter and to longer wavelengths. The total thick-
ness of the structure (without the substrate) was 1.7 µm.

The PL from the erbium ions was excited by a Kr
laser (λ = 647.1 nm). The transmission and PL spectra
were recorded in the direction coinciding with the nor-
mal to the surface of a Bragg structure using an auto-
mated grating monochromator and a lock-in amplifier.
An InGaAs photodiode served as a photodetector. All
the measurements were made at room temperature.

The experimental transmission spectrum of one of
the structures obtained is shown in Fig. 1b. A wide
region of low transmission (850–1550 nm) can be seen,
SEMICONDUCTORS      Vol. 39      No. 11      2005
which corresponds to the 1D photonic band gap, within
which the density of photon modes is close to zero and
the propagation of electromagnetic waves in the direc-
tion perpendicular to the surface of the Bragg structure
is suppressed. Outside this region (in bands of allowed
states), photons propagate freely and a complex inter-
ference pattern, determined by the finite thickness of
the Bragg structure, is observed in the spectrum.

In the ideal case of an infinite photonic crystal and
absence of dissipation, the frequency dependence of the
density of photon modes should exhibit a singularity at
the photonic band edge ρ(ω) ∝  dk/dω  ∞, where
k  is the wave vector) [20]. In real structures of finite
dimensions, the density of photon modes grows as the
frequency increases in the spectral range corresponding
to the lower photonic band and reaches a maximum that
exceeds the corresponding value of ρ(ω) in free space
[7, 11, 21]. However, in the region of the photonic band
gap, ρ(ω) falls steeply. According to an inference from
the electromagnetic variational theorem [22], the
energy density of the electromagnetic field in photonic
crystals at frequencies corresponding to the lower pho-
tonic band is concentrated in regions with a high refrac-
tive index, i.e., in the a-Si:H layers for the samples
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Fig. 1. (a) Schematic diagram of a 13-layered Bragg struc-
ture constituted of alternating a-Si:H and a-SiOx:H layers.
The three central a-Si:H layers of the structure are erbium-
doped. (b) Transmission spectrum of the structure shown in
Fig. 1a. The arrow indicates the wavelength λEr = 1535 nm,
which corresponds to radiative transition of erbium ions
from the first excited state to the ground state. The closed
circle denotes the edge interference peak.
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examined in this study. It follows from the aforesaid
that the influence exerted by the periodic structure of a
photonic crystal on the interaction of the emitting
erbium centers with a electromagnetic field in the struc-
tures under study should be more strongly pronounced
in the spectral range corresponding to the lower photo-
nic band edge.

All the subsequent measurements (Figs. 2–4) were
made in the spectral range corresponding to the lower
photonic band edge. As has already been mentioned,
the samples studied had somewhat different layer thick-
nesses, which led to a spectral shift of the “edge” inter-
ference peak (denoted by a circle in Fig. 1b). Figure 2
shows the luminescence spectra of six DBRs (curves 1–6)
exhibiting different positions of the edge interference
peak, measured under identical conditions of PL exci-
tation and recording of the PL signal. Curve 7 corre-
sponds to an inhomogeneously broadened emission
band of erbium ions in a single a-Si:H film. It can be
seen from the figure that the distribution of the main
(with the highest intensities) peaks in the emission
spectra of the Bragg structures reproduces the profile of
the Er PL line in a single a-Si:H film.

Now, the influence exerted by the nonmonotonic
behavior of the density of photon modes near the pho-
tonic band edge on the intensity of emission from
erbium ions will be considered. Figure 3 shows the
transmission (Fig. 3a) and luminescence (Fig. 3b) spec-
tra of three Bragg structures with specially selected
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Fig. 2. PL spectra of 13-layered Bragg structures consti-
tuted of alternating a-Si:H and a-SiOx:H layers with three
erbium-doped central a-Si:H layers. The plots differ in rela-
tion to the positions of the edge interference peak in the
transmission spectrum (see Fig. 1b) ((1) 1365, (2) 1410,
(3) 1495, (4) 1535, (5) 1555, and (6) 1595 nm). The emis-
sion spectrum of erbium ions in a single a-Si:H film (curve 7)
is shifted along the ordinate axis for clarity.
spectral positions of the edge interference peak in the
transmission spectrum with respect to the position of
the λEr peak in a single a-Si:H film. In structure no. 1,
the edge interference peak in the transmission spectrum
is shifted to shorter wavelengths with respect to λEr, and
the energy of the radiative transition falls within the
region of photon states of the lower photonic band,
where the mode density is markedly lower than that at
the edge of this band [21]. In this case, λEr lies near the
second interference peak, which is characterized by a
higher transmittance than the edge interference peak in
the transmission spectrum. In structure no. 2, the edge

0
1300

0.5

1.0

0

1
32

2

(‡)

(b)

3
1

600

300

160015001400 1700
Wavelength, nm

PL
 in

te
ns

ity
, a

rb
. u

ni
ts

T
ra

ns
m

itt
an

ce

λEr = 1535 nm

Fig. 3. Comparison of (a) transmission and (b) PL spectra
of three Bragg structures with different spectral positions of
the edge interference peak with respect to a wavelength
(λEr = 1535 nm) corresponding to the radiative transition of
erbium ions from the first excited state to the ground state.
The energy of the radiative transition (1) falls within the
range of allowed states of the lower photonic band far from
its edge, (2) lies near the edge of this band, and (3) falls
within the photonic band gap.
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interference peak coincides with λEr, and the energy of
the radiative transition lies near the photonic band edge,
where the density of the photon modes is at its highest.
In structure no. 3, the edge interference peak lies at a
wavelength longer than λEr, and the radiative transition
energy falls within the photonic band gap, in which the
density of photon states is low.

Comparison of the transmission and PL spectra in
Fig. 3 shows that the emission intensity is at its highest
when λEr (curve 2, Fig. 3b) lies near the edge interfer-
ence peak in the transmission spectrum and markedly
decreases as this peak is shifted both to shorter (curve 1)
and to longer (curve 3) wavelengths with respect to λEr.
It should be emphasized that the fall in PL intensity is
observed for Bragg structure no. 1 at the wavelength λEr
(curve 1, Fig. 3b) despite the fact that the transmittance
in this region (curve 1, Fig. 3a) exceeds that in the
vicinity of the edge interference peak. This result indi-
cates that the experimentally observed increase
(decrease) in the PL intensity does not correlate with
periodic modulation of the transparency of the Bragg
structure [17, 23] but is a consequence of the nonmono-
tonic variation of the density of optical modes in the
1D photonic crystal.

In order to evaluate the increase in the intensity of
the spontaneous emission from erbium ions near the
photonic band edge in DBRs, a reference sample was
grown. After the seventh (central) erbium-doped a-Si:H
layer was deposited, the surface of the structure was
partly screened (right-hand part of the structure shown
in Fig. 4). Then, the growth process was continued until
13 layers had been grown (left-hand part of the struc-
ture in Fig. 4). The emission spectra of erbium ions
from the surface a-Si:H layer in a 7-layered structure
and from the central a-Si:H layer within the 13-layered
structure are shown in Fig. 4. Comparison of the spectra
suggests that the intensity of spontaneous emission from
erbium ions placed within a 1D photonic crystal
increases by nearly an order of magnitude in the spectral
range corresponding to the lower photonic band edge.

Thus, 1D photonic crystals were grown in the form
of Bragg structures constituted of alternating a-Si:H
and a-SiOx:H layers. Erbium ions, serving as a source
of spontaneous emission, were introduced into the cen-
tral a-Si:H layers in the course of their growth. The
transmission and PL spectra of the structures synthe-
sized were studied. It was experimentally shown that
the frequency shift of the photonic band edge with
respect to the spectral position of the radiative transi-
tion of an erbium ion makes it possible to strongly mod-
ify the intensity of spontaneous emission from erbium
ions through a pronounced change in the density of
optical modes in a 1D photonic crystal. The spectral
range in which the emission enhancement was
observed corresponds to the standard spectral range
(1.5 µm) of modern telecommunication technologies,
which gives grounds to believe that the Bragg struc-
SEMICONDUCTORS      Vol. 39      No. 11      2005
tures obtained can be used in, e.g., planar optical ampli-
fiers for information transmission systems.
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