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Theoretical and experimental results are presented on the magnetic coupling between liquid3He
~in the normal phase! and single crystals and fine powders of insulating Van Vleck
paramagnets and their diamagnetic analogs. ©2002 American Institute of Physics.
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INTRODUCTION

Research on the phenomena occurring at interfaces
tween two physically dissimilar media and, in particular,
transport processes across them is among the fundam
problems of modern physics. One such problem is that of
magnetic coupling between liquid3He and a solid substrate
The anomalously small thermal resistance~the Kapitsa resis-
tance! at the boundary between liquid3He and cerium man-
ganese nitrate atT510 mK, observed more than 30 yea
ago,1,2 stimulated active research on the magnetic proper
of liquid 3He at interfaces with solids. Of course, in studi
of this kind one needs to know both the physical proper
of the two components and the state of the interface.

Research on the properties of the quantum Fe
liquid—liquid 3He—is of interest from the standpoint of bo
basic science and applications. Being a natural Fermi liq
liquid 3He is a unique experimental object for checking ma
theoretical ideas of modern physics. For example, the
covery of superfluidity in liquid3He in 19713 has made it
possible to check such ideas of modern theoretical physic
the simultaneous existence of several broken symmetrie
the system, topological defects of the order-parameter fi
etc.4 On the other hand, superfluid liquid3He is a system
with anisotropic superfluidity and studying its properties m
lead to a deeper understanding of the physics of super
ductivity, processes in the early universe, and the natur
neutron stars~see Ref. 5, for example!.

The unique property of liquid3He, liquid 4He, and their
mixtures to remain in the liquid state~at the saturated vapo
pressure! all the way down to absolute zero, due to the lar
zero-point vibrations of the atoms, makes them indispens
working substances in low-temperature physics. Here,
course, knowledge of the heat-transfer processes betw
these quantum liquids and solid substances plays an im
tant role. In the case of liquid3He one of the possible chan
nels of heat transfer is magnetic coupling—the transfer
energy between the magnetic degrees of freedom of a s
and the nuclear spin system of liquid3He.

Various substances were chosen as solid substrate
the magnetic coupling studies~powdered insulators, pow
dered metals, and glasses!. Among the extremely promising
substances for studying the magnetic channel of ene
transfer from liquid3He to a solid and vice versa are ins
lating Van Vleck paramagnets. Magnetic coupling effects
such systems were first observed in the Laboratory of M
2991063-777X/2002/28(5)/13/$22.00
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netic Radio Spectroscopy of Kazan State University.6,7

A special class of solid-state magnets—Van Vle
paramagnets—has been studied for quite a long time.
strong hyperfine interaction makes these substances
tremely interesting from the standpoint of studyin
electronic–nuclear magnetism. The magnetic field induce
the nucleus of the rare-earth Van Vleck ion is by many tim
higher than the external applied magnetic field, so that
nuclear magnetic resonance~NMR! frequencies in such sys
tems occupy an intermediate position between the ordin
NMR frequencies and the electron paramagnetic resona
~EPR! frequencies, and one can therefore speak in terms
so-called ‘‘enhanced’’ NMR. Intermetallic Van Vleck para
magnets ordinarily have cubic symmetry, while the symm
try of the majority of insulating Van Vleck paramagnets
lower than cubic, so that they are characterized by anisotr
of the effective gyromagnetic ratio of the nuclei of the Va
Vleck ions.8 An extremely strong dependence of the NM
frequencies on the direction of the applied magnetic fi
makes it possible to achieve coincidence of the resona
frequencies of the nuclear spins of the Van Vleck ions and
the liquid 3He, i.e., to observe a resonant magnetic coupli
Here we note that such resonant coupling has been obse
experimentally for only one of the insulating Van Vlec
paramagnets—thulium ethyl sulfate,6 and then everything
depended on the state of the crystalline surface~this crystal
does not tolerate prolonged vacuumization! and, as a conse
quence, the results were not completely reproducible. In
periments with an analogous insulating Van Vleck param
net, the thulium double fluoride LiTmF4, the crystalline
surface of which is more stable against external agents,
resonant magnetic coupling effect was not observed.7 How-
ever, there is no doubt as to the existence of such an ef
since Richardson and co-workers9 observed an analogous e
fect five years later: the resonant magnetic coupling of
nuclear spins of nitrogen14N and liquid3He. In those experi-
ments the resonance conditions were achieved through
presence of a zero splitting and the small gyromagnetic r
of the nuclear spins of nitrogen (I 51) in comparison with
those of3He (I 51/2), which do not have a zero splitting
Thus there is an unarguable need for a comprehensive
depth study of the surface of the solid substrate and the
ternal influences leading to a change of its state.

It is of particular interest to study the properties of ins
lating Van Vleck paramagnets at high magnetic fields and
© 2002 American Institute of Physics
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ultralow temperatures~see review10! and to investigate the
magnetic coupling between them and liquid3He under these
conditions. Such studies are of interest from an applied
well as a fundamental standpoint. For example, only un
such conditions can one obtain a highly polarized~spin! state
of liquid 3He. Spin-polarized Fermi systems are a spec
state of matter and possess new and extremely nontr
properties that may shed light on many fundamental pr
lems of modern physics.11–25On the other hand, the promis
ing applications of hyperpolarized gaseous3He in
medicine26–32moves the question of the mechanisms for p
larization of a Fermi system from the purely scientific sph
to that of applied problems.

Two main methods are now used to obtain highly pol
ized liquid 3He:

1! optical pumping33,34of gaseous3He followed by rapid
liquefaction;34

2! polarization of solid3He by the ‘‘brute force’’ method
at ultralow temperatures and high magnetic fields, follow
by rapid melting.35–37

Another possible method of polarizing liquid3He might
be the transfer of a highly polarized state of the magn
moments of a solid to the nuclear spins of liquid3He by
means of magnetic coupling. Thus it is unquestionably
interest to study the possibility of using the dynamic pol
ization of the nuclei of a solid substrate to obtain a hi
polarization of the nuclear spins of liquid3He.

Finally, knowledge of the physical state of the liqu
3He–solid interface plays an important role in the problem
magnetic coupling. At sufficiently low temperatures a film
solid 3He several atomic layers thick exists at the interfa
with the solid on account of the rather high adsorption p
tential, and the magnetism of this film plays a key role
processes of magnetization transfer from the liquid3He to
the solid. Furthermore, the solid surface itself has phys
properties different from those of the bulk. Studying the
properties could no doubt improve our understanding of
nature of the magnetic coupling between liquid3He and a
solid substrate.

All of what we have said above pointed to the need fo
comprehensive study of magnetic coupling processes
tween liquid3He and a solid substrate, including studies
the media themselves and the phenomena occurring dire
at their interface. In this review we set forth the main resu
of our experimental and theoretical studies of the proper
of liquid 3He in contact with an insulating Van Vlec
paramagnet—the thulium double fluoride LiTmF4—and its
diamagnetic analog LiYF4 . In Sec. 1 of this review we
briefly summarize the data obtained in studies of the m
netic coupling of liquid3He with various solid substrates
Section 2 is devoted to presenting the main experimental
theoretical data obtained in the study of the magnetic c
pling of liquid 3He in contact with crystals and fine powde
of LiTmF4 and LiYF4 . We conclude this review with a sum
mary of the main results.

1. MAGNETIC COUPLING BETWEEN LIQUID 3He
AND A SOLID SUBSTRATE

The question of magnetic coupling between liquid3He
and a solid substrate first arose in 1965 after a serie
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experiments by Abel and co-workers1 on measurement of the
heat capacity of liquid3He at low temperatures reveale
anomalies in the temperature dependence of the heat cap
of liquid 3He. We note that in actuality this question has
longer history: it was established back in the papers
Romer38,39that the walls of the container had an effect on t
relaxation of the spins of liquid3He. From an analysis of the
manner in which thermal equilibrium is established betwe
liquid 3He and the cerium–magnesium nitra
Mg3La2(NO3)12•24H2O:Ce31 ~CMN!, which was used in
the experiments of Abel1 for cooling and measuring the tem
perature of liquid3He, an experimental value of the therm
resistance at the liquid3He–CMN boundary was calculate
for temperatures of 2–15 mK.2 The value obtained was
anomalously small and was not described in the framew
of the Kapitza theory of thermal~phonon! resistance. Kapit-
za’s theory of acoustic resistance between liquid3He and a
solid was refined by Bekarevich and Khalatnikov40 and by
Gavoret.41 Its essence is that in view of the substantial d
ference of the phonon velocities in the solid and in liqu
3He, only a tiny fraction of them (1025) penetrate from the
liquid into the solid substrate. Here it is assumed that foT
,0.1 K the energy of the phonons of the solid is transfer
to collective zero-sound modes in liquid3He. For the Kapitsa
resistance, given by

RK5S ]Q̇

]T
D 21

, ~1.1!

where Q̇ denotes the heat flux through a unit area of t
liquid 3He–solid boundary, the theory of Ref. 42, with th
contribution of transverse zero sound taken into accou
gives a temperature dependence of the formRK;T23:

RK5
15\3rsyT

3

2p2r lkB
4T3~a1cL01a2cT0!F

. ~1.2!

Here rs and r l denote the densities of the solid and liqu
3He, respectively,vT is the velocity of transverse phonons
the solid,cL0 andcT0 are the velocities of longitudinal an
transverse zero sound in normal liquid3He, andF is a func-
tion of the densities and velocities of photons of the solid a
of liquid 3He. The parametersa1 anda2 have values of the
order of unity and are expressed in terms of the parame
F0 andF1 of the Landau theory of the Fermi liquid.

In 1968 Wheatley43 first proposed a qualitatively new
approach for describing the anomalously small thermal re
tance at the boundary between3He and a solid.1,2 In that
paper it was assumed that, in addition to the phonon mec
nism of energy transfer across the liquid3He–CMN bound-
ary there exists a spin mechanism, and energy can be tr
ferred directly from the spin system of CMN~Ce31:gi

50.25, g'51.84!44 to the spin system of liquid3He. At
temperatures below 20 mK the spin mechanism beco
dominant over the phonon mechanism. Those papers laid
groundwork for a new direction of basic research on surf
effects in3He–solid systems. There have been a great m
papers devoted to the study of magnetic coupling effects
tween the nuclear spins of liquid3He and the magnetic mo
ments in the solid substrate, where various substances,
fering in chemical composition and in the physical sta
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~polymers, powders, glasses, single crystals, etc.!, have cho-
sen for the latter. However, in spite of the intensive resea
over the course of thirty years, a complete understandin
the mechanism for magnetic coupling has not been achie
The data of different experiments are often in disagreem
with one another, and in some cases magnetic coupling a
liquid 3He–solid interface is not observed at all. On t
whole, the research on the magnetic coupling between liq
3He and solids can be roughly classified into two groups

1! studies of the magnetic coupling between the nucl
spins of liquid3He and the electronic magnetic moments
the solid;45–55

2! studies of the magnetic coupling between the nucl
spins of liquid3He and the nuclear magnetic moments of t
solid.56–72

In respect to the value of the effective gyromagnetic
tio, Van Vleck paramagnetism occupies an ‘‘intermedia
position between ordinary electronic and nuclear magnet
~see Ref. 10, for example!, and therefore a third group can b
added to the above classification: studies of the magn
coupling of the nuclear spins of liquid3He and the polariza-
tional magnetic moments of solid-state Van Vle
paramagnets.6,7,73,74

While this problem and all the proposed approaches
studying it cannot be explored completely in this review
ticle, let us briefly discuss the present state of the probl
First of all, we note that observations of a direct ‘‘resonan
coupling between nuclear spins of liquid3He and the mag-
netic moments of a solid are quite rare, and a large role in
process of magnetization exchange between liquid3He and a
solid substrate is played by a film of solid3He adsorbed on
the substrate surface~this question and the properties of th
film are discussed in detail in Refs. 75 and 76!.

The ‘‘bulk’’ ~three-dimensional! and ‘‘surface’’ ~two-
dimensional! forms of solid3He are splendid model object
for studying spin-ordering processes. For this reason th
has been very wide range of experimental studies of
properties of surface3He ~various materials have been us
for substrates: Mylar, graphite, Grafoil, silver powder, Vyc
porous glass, etc.!.

The ‘‘bulk’’ form of 3He has a tendency toward antife
romagnetic ordering, with a temperature of the transition
the antiferromagnetic state of the order of 1.1 mK.

The characteristics of adsorbed3He vary, depending on
the number of atoms found on the surface of the substrat
has been shown by neutron diffraction methods and fr
measurements of the heat capacity that the first adso
monolayer appears as a solid-state film. This is because
3He surface atoms are acted on by van der Waals fo
exerted by the substrate. These forces have a rather s
range potential that decays rapidly with distance from
substrate. The typical values49,77,78of the adsorption potentia
are as follows: the ground state of the3He atom adsorbed on
graphite is characterized by a localization energy of 136
and the first excited state, by 64 K. The difference betw
them represents the delocalization energy: 72 K. The en
of delocalization from the second atomic layer of adsorb
3He is considerably less—of the order of 10 K. These val
show how strongly the adsorbed3He is held by the substrate
The motion of the3He atoms in the adsorbed film at liqui
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helium temperature occurs by the quantum tunneling of3He
atoms.

The magnetic properties of the adsorbed3He and the
change of those properties with increasing number of ato
in the adlayer have been well studied.79–81 The magnetiza-
tion of 3He obeys the Curie–Weiss law:

M5
CH0

T2D
, ~1.3!

whereD is the Weiss constant andC is the Curie constant. At
small numbers of molecules on the surface of the substra
has a tendency toward antiferromagnetic ordering (D,0).
With increasing number of3He molecules in the layer the
magnetic properties change to ferromagnetic. The constaJ
of the exchange interaction that leads to the ferromagn
ordering can be estimated from the relationJ'3D. SinceD
for a 3He monolayer is of the order of 3 mK, the exchan
interaction constant is around 10 mK. When the thickness
the adlayer is increased further, the properties of the fi
monolayer are affected strongly, since the density of t
monolayer increases under the influence of the higher-ly
3He layers. As a result, when more than 3 layers are stac
all of the adsorbed3He can be characterized as ferroma
netic, with a Weiss temperatureD50.5 mK. Its properties
do not change as the layer thickness is increased furthe

In Ref. 61 a direct interaction mechanism was propos
for 3He–19F ~DLX-6000!. The authors showed that magn
tization transfer between the two Zeeman reservoirs occ
via the modulation of the3He–19F dipole–dipole interaction
by quantum tunneling~quantum motion! of 3He atoms in the
adlayer. All other types of motion in a potential with such
value are forbidden at liquid helium temperatures. Therefo
it becomes necessary to consider the influence of the ma
tism of the adsorbed3He on the properties of the liquid3He
in the case when the contribution of the surface atoms
substantial~porous glass, graphite, fine powders!.

Numerous experiments measuring the magnetization
3He in porous systems~where the3He atoms are found in a
restricted geometry in the space of the pores! have shown
that the value of the magnetic susceptibility of such syste
can be characterized by the expression59

x5
~12 f !

TF**
1

f C

T2D
. ~1.4!

The first term describes the temperature-dependent cont
tion of the Pauli susceptibility of a degenerate3He Fermi
liquid ~at temperaturesT,TF** , whereTF** ;0.5 K is the
Fermi temperature!, and the second term is the contributio
to the susceptibility of the adlayer of ferromagnetic3He; f is
the surface-atom fraction. For different porous substrates
Weiss temperature varies in the range 0.2–0.8 mK. In
case when a small amount of4He is added to the3He the
solid-state layer disappears. This is because the adsorp
coefficient of4He is considerably larger than that of3He.49

To explain the experimental results on the magnetic
laxation of liquid3He in the DLX-6000 sample, Hammel an
Richardson proposed a model for the relaxation of liquid3He
via the solid-state film of adsorbed3He.82 The model is
based on three hypotheses:a! all of the liquid3He relaxes via
the surface film of adsorbed3He ~this is completely obvious,
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since the relaxation time of ‘‘bulk’’ liquid3He is around 1000
s; Refs. 38 and 39!; b! the solid surface3He and bulk liquid
3He exchange magnetization over a time much shorter t
the relaxation time of adsorbed3He ~liquid 3He has a high
coefficient of spin diffusion,D51024 cm2/s!; c! the relax-
ation time of3He in the adlayer is independent of tempe
ture ~the temperature independence is due to the fact
only quantum exchange is allowed in the adsorbed3He!.
Since the magnetic susceptibility of the system is descri
by expression~1.4!, the authors have obtained a linear te
perature dependence for the magnetic relaxation time of
uid 3He at temperatures below the Fermi temperature. Su
relaxation mechanism might possibly be manifested at v
low temperatures and in systems for which the ratio of s
face atoms to atoms belonging to the ‘‘bulk’’ liquid is not s
small.

At liquid helium temperatures the magnetization of t
adlayer~and, hence, its magnetic heat capacity! is negligible
in comparison with the magnetization of the ‘‘bulk’’ liquid
3He. We note here that studies of the properties of the3He
adlayer are ordinarily studied on a substrate with a qu
uniform surface. If the real shape of the surface of fine po
ders is taken into account~see, e.g., Ref. 83!, one can expec
a substantial change in the properties of the3He adlayer. In
particular, it can be assumed that extremely strong non
formities of the surface will lead to a weakening of the co
relation between the magnetic moments of the adsorbed3He
atoms, and this will be manifested in a decrease of the m
netization and magnetic heat capacity.

All of the evidence adduced above indicates that
model of Ref. 82 is incapable of explaining the relaxation
the entire bulk of liquid3He via the adlayer at helium tem
peratures, where the thickness of this layer is extrem
small. In this situation an energy reservoir with substantia
greater heat capacity is needed for relaxation of the liq
3He. Such a reservoir might, for example, be a system
paramagnetic defect centers arising on the solid surface.
again shows the need for a detailed study of the surfac
the solid substrate and its role in the relaxation processe
liquid 3He.

However, in the presence of extremely strong inhomo
neities on the solid surface an additional channel for the
laxation of the magnetization of liquid3He appears, due to
the substantial change of the character of the motion of
atoms of liquid3He in pores on the surface of the solid and
the space between particles of fine disperse powders.

Summing up all we have said above, we note that
studying the phenomena occurring at an interface betw
liquid 3He and a solid, the solid substrate is ordinarily tak
in the form of powders, porous amorphous materials, or
rous polymers, i.e., samples with a well-developed surfa
Obviously, the use of such disordered systems as powd
solids in experiments makes it harder to interpret the exp
mental data and may wash out some manifestations of
magnetic coupling of the nuclear spins of liquid3He with the
magnetic moments of the solid. Therefore, for interpret
the experimental data on the magnetic relaxation of liq
3He in contact with a solid, the following three factors mu
be taken into consideration:

1! the existence of magnetic moments~electronic or
n
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nuclear! in the solid which is in contact with the liquid3He;
2! the influence of the solid-state adlayers of3He;
3! the bounded motion of the3He atoms, limited by the

size of the pores on the solid surface and the size of
interparticle space.84

2. MAGNETIC COUPLING BETWEEN LIQUID 3He
AND THE INSULATING VAN VLECK PARAMAGNET LiTmF 4

AND ITS DIAMAGNETIC ANALOG LiIYF 4

Of all the members of the class of insulating Van Vle
paramagnets, the thulium ethyl sulfate~TmES! and thulium
double fluoride (LiTmF4) crystals are the most-studied at th
present time. Both have a comparatively high~axial! symme-
try and are characterized by strong anisotropy of theg tensor
of the 169Tm nuclei, which have spin-1/2, making it unne
essary to take into account quadrupolar effects in the m
netic relaxation. Together, these properties make the two
terials extremely attractive from the standpoint
comparison of the experimental results with the theoret
predictions and calculations for the spin kinetics of liqu
3He in contact with a crystalline surface. As we have sa
the TmES single crystal was used in the first experimen6

which revealed the existence of resonant magnetic coup
of the169Tm nuclei with the nuclei of a thin film~0.1 mm! of
liquid 3He coating the whole surface of a cylindrical samp
of TmES~h53 mm, d53 mm!. For better reproducibility of
the results, in all of the subsequent experiments the che
cally stable compound LiTmF4 was used. Moreover, it wa
initially hoped that changing from single-crystal samples
thulium double fluoride to magnetically oriented LiTmF4

powders, whose magnetic properties are analogous to t
of the LiTmF4 single crystal but which have the very impo
tant advantage of possessing a well-developed crysta
surface.7 In a certain sense those hopes have been reali
anisotropy of the relaxation of the longitudinal magnetizati
of the 3He nuclei has been observed for liquid3He found in
the pores of magnetically oriented LiTmF4 powders with
particle sizes,57 mm, ,20 mm, 2–4 mm, and ,1 mm.
However, those experiments did not provide direct proof
the influence of cross-relaxation.

Analysis of the experimental results obtained for TmE
single crystals and magnetically oriented LiTmF4 powders
led to the conclusion that there is a need for studies in
extremely simple geometry of the liquid3He volume and
with a controlled surface quality. With this goal, in Ref. 8
we studied the magnetic relaxation of liquid3He in contact
with crystals of the Van Vleck paramagnet LiTmF4 contain-
ing nuclear magnetic moments of169Tm, with a gyromag-
netic ratio close to that of3He, and its diamagnetic analo
LiYF4 . Because of the small boundary surface between
crystal and the liquid3He, the influence of the solid-state3He
adlayers can be eliminated from consideration, and the us
a single crystal with a special surface treatment85 made it
possible to reduce the influence of heterogeneities to a m
mum.

We also note that the majority of studies on the magne
relaxation of3He at a contact with a solid have been done
very low temperatures (,0.1 K). At such temperatures liq
uid 3He is a degenerate Fermi liquid, and its kinetic prop
ties can be described in the framework of the Landau the
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of the Fermi liquid in the language of elementary excitatio
For example, the elementary process of relaxation of the
gitudinal magnetization consists in the decay of a spin w
with zero wave vector into two spin waves with opposite
directed nonzero wave vectors.

At temperatures between 1.5 and 3 K, at which the m
surements were made in our experiments, liquid3He is a
nondegenerate quantum liquid for which Landau theory
unsuitable, and it has a number of interesting properties
to the large energy of zero-point vibrations.86–89 At these
temperatures it is apparently necessary to take into acc
the influence of the real motion of the atoms on the magn
relaxation.84

2.1. NMR of liquid 3He in contact with diamagnetic LiYF 4

crystals

Figure 1 shows a diagram of the experimental cell u
in our experiments84 for measuring the pulsed NMR of liquid
3He. Two single crystals ~LiTmF4– LiYF4 and
LiYF4– LiYF4! of cylindrical shape~6.0 mm in diameter and
6.0 mm in height! were tightly inserted in a cylindrical con
tainer of Stycast 1266A epoxy resin, with thec axis of the
crystal directed perpendicular to the axis of the cylinder.3He
from a stainless-steel capillary was condensed in the 100mm
plane-parallel gap between the carefully polished surface
the single crystals. In the experiments with pure3He the
impurity of the more-common isotope4He did not exceed
0.04%. The static magnetic fieldH0 was oriented in the
plane of the gap in one case parallel to thec axis and in the
other case perpendicular to it. According to the EPR data,
LiTmF4 crystal contained paramagnetic impurities of Nd31

~0.023% in relation to the Tm31 ions! and Gd31 ~0.007%!.
In the LiYF4 crystal the impurity concentrations were 3–
times lower.

For liquid 3He in contact with the diamagnetic LiYF4

crystals the longitudinalT1 and transverseT2 relaxation
times of the nuclear spins are observed to be quite shor

T157 s, T255.8 ms at T51.5 K. ~2.1!

It is noteworthy that for the isotropic bulk liquid3He in the
macroscopic gap between crystals the longitudinal and tr
verse relaxation times differ by three orders of magnitud

Let us first analyze the transverse relaxation. Suc
short decay time of the transverse magnetization of the3He
nuclei cannot be caused solely by magnetic field gradient
the gap between crystals. Since the diamagnetic crys
LiYF4 do not contain intrinsic electronic magnetic momen
capable of creating a macroscopic field near the boundar
the crystal, and the paramagnetic impurity content in
samples is small, only two possible sources of these gr

FIG. 1. Experimental cell~a! and the geometry of the magnetic fields~b!.84
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ents remain:a! nonuniformity of the field of the electromag
net;b! magnetic fields ofF centers localized at the surface
the crystal.90,91 For comparison of the transverse relaxati
times of the 3He nuclei found in the gap between th
LiYF4– LiYF4 and LiYF4– LiTmF4 crystals, measurement
of T2 were made at identical values of the nonuniformity
the external magnetic field. This made it possible to isol
the various contributions toT2 .

The measured value of the longitudinal relaxation rate
unexpectedly large for the given experimental conditions
order of magnitude this relaxation rate is only an order
magnitude smaller than the relaxation rate of liquid3He ob-
served in experiments in which liquid3He is found in contact
with solid particles of submicron dimensions,7 and two or-
ders of magnitude larger than the longitudinal relaxation r
of the nuclei of bulk liquid3He,38,39where the magnetization
of 3He relaxes through a modulation of the dipole–dipo
interactions by the diffusive motion. In our case the mag
tization of the nuclei of liquid3He can be transferred eithe
to a Zeeman reservoir of paramagnetic impurities or int
reservoir of exchange motions of the3He atoms in the solid
film adsorbed on the surface of the crystal.82 As to the latter
factor, the surface of our crystals is immeasurably sma
than the surface area of all of the solid particles bordering
liquid 3He in the experiments with powders, but the observ
relaxation rates are not so strongly different; we may the
fore neglect the influence of the solid3He layers.

Let us estimate the possible influence of paramagn
impurity ions contained in the crystals on the longitudin
relaxation of liquid3He. For thermal contact to be prese
between the paramagnetic impurity ions and the3He nuclei
~flips of the nuclear spins of3He due to fluctuations of the
magnetization of the impurity atoms!, it is necessary that the
heat capacitiesCHe andCimp of the 3He and of the impurity
ions obey a definite relationship:

CHeT1
215CimpT1, imp

21 . ~2.2!

Calculations show that at the given impurity concentratio
and for any reasonable value of the spin–lattice relaxa
rateT1, imp

21 , relation~2.2! cannot be satisfied even in order
magnitude. A similar conclusion can be reached for param
netic F centers located on the surface of the crystal—th
concentration is much lower than the concentration of th
centers on the crystalline surface of the particles of the
powder.91

Thus these two mechanisms do not explain the obser
value of the longitudinal relaxation rate. Since the measu
value is quite close to the value of the longitudinal relaxat
rate of the nuclei of liquid3He in contact with powdered
solids,7 it is reasonable to look for an explanation of o
experiments in those processes which occur near the su
of the LiYF4 crystals. A single crystal and a powder o
single-crystal particles have in common that even after tre
ment the single crystal still has surface inhomogeneities
more than 100 Å in size, and such inhomogeneities are
course, also present on the surface of the single-crystal
ticles, only in the latter case, since the total surface of
particles is larger than the surface of the single crystal, th
are more of these inhomogeneities~see the results of atomic
force microscopy and NMR cryoporimetry in Ref. 91!. It is
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reasonable to suppose that these microcracks have a fr
character, as in the case of cracks on the surfaces of met92

A possible form of these heterogeneities is illustrated in F
2; let us call them ‘‘fractal pits.’’ Then the following mecha
nism of longitudinal relaxation is entirely realistic: the ma
netization of the nuclei of the bulk liquid3He, owing to
diffusion processes, is rapidly~in a time of the order ofT2!
transferred to the3He nuclei located in the microcracks
where, as was shown in Ref. 84~see below!, the influence of
the restricted geometry alters the spectrum composition
the diffusive motion and relaxation occurs through a mo
lation of the dipole–dipole interactions by the motion of t
3He atoms. This same mechanism of longitudinal relaxat
occurs in powdered LiYF4 ~sample V in Ref. 7!.

2.2. Relaxation of the nuclei of liquid 3He in contact with
LiYF4 – LiTmF 4 crystals

Replacing one of the diamagnetic LiYF4 crystals by a
crystal of the Van Vleck paramagnet LiTmF4 leads to a sub-
stantial increase in the rates of both transverse and long
dinal relaxation of the nuclear magnetization of the liqu
3He. Moreover, the relaxation parameters of liquid3He begin
to exhibit anisotropy, which reflects the magnetic propert
of the substrate. The results obtained for the temperat

FIG. 2. Possible form of the structure of a microcrack on the surface
crystal ~the profile of the surface is in the form of a Koch curve!.

FIG. 3. Temperature dependence of the longitudinal relaxation rate o
nuclei of liquid 3He in the gap between crystals LiYF4– LiTmF4 for H0

56.1 ~1!, 2.4 ~2!, and 1.19 kOe~3!. The unfilled symbols correspond t
H0'c, the filled symbols toH0ic.84
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field, and concentration dependences of the longitudinal
laxation rates of the nuclei of liquid3He in the gap between
LiYF4– LiTmF4 crystals are presented in Figs. 3–5.

In all of the experiments done under the same conditi
as for the LiYF4– LiYF4 system~the width of the spin echo
at half maximum is 30ms at a field of 2.4 kOe!, the evolution
of the transverse magnetization could be described by
expression

M ~2t1!

M ~0!
5expF2S 2t1

T2
D nG , ~2.3!

whereM (2t1) is the amplitude of the spin echo in the ca
of a delayt1 between thep/2 andp probe pulses. As we se
from Table I, measurements reveal the presence of an a
tional source of magnetic field gradients, but this source d
not affect the integral width of the spin echo. Our calcu
tions show that the Van Vleck magnetization of the LiTm4
crystal cannot produce the required magnetic field in the
between LiYF4– LiTmF4 crystals. The maximum calculate
value of the nonuniformity of the magnetic field at a distan
of 5 mm is 0.5 Oe at 1 cm. It is reasonable to assume that
sources of these local magnetic field gradients are the p
magnetic defect ions Tm31 located on the walls of the
microcracks.90,91The different values of the transverse rela
ation rate of the nuclei of liquid3He for perpendicular and
parallel orientations ofH0 are evidence of anisotropy of th
magnetic susceptibility of the paramagnetic defect cen
Tm31. Let us consider how the proposed mechanism mi

a

e

FIG. 4. Longitudinal relaxation rate of the nuclei of liquid3He versus the
value of the magnetic fieldH0 in the gap between LiYF4 and LiTmF4

crystals at different temperatures and magnetic field orientations.84

FIG. 5. Dependence of the longitudinal relaxation rate of the nuclei of liq
3He on the concentration of4He in the gap between crystal
LiYF4– LiTmF4 ; temperatureT51.5 K, NMR frequency 19.8 MHz;H0ic
~s!, H0'c ~j!.84
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explain the temperature and field dependences of the lo
tudinal relaxation rates of the liquid3He nuclei. We note tha
the observed temperature and field dependences cann
described in the framework of the conventional approach
relaxation into a reservoir of spin–spin interactions of pa
magnetic impurities, direct transfer of magnetization fro
the nuclei of liquid3He to the resonant nuclei of the su
strate, relaxation into a reservoir of exchange motions of3He
atoms in the solid adlayer. The latter mechanism is not
fective because of the small size of the contact surface
tween the3He and the crystal. The only nuclei to which th
3He spins can transfer their magnetization directly in o
experiments are the169Tm nuclei, the spin–lattice relaxatio
rate of which falls off with decreasing temperature~see Fig.
6!. Furthermore, the magnetic heat capacity of the nucle
the surface Van Vleck ions Tm31 is insufficient to bring
about thermal contact. As to the relaxation via paramagn
impurities, not only is the surface concentration of these
purities low, but this mechanism also gives the opposite te
perature and field dependences.93 The most probable relax
ation mechanism is the following. As in the experiments w
the diamagnetic crystals LiYF4– LiYF4 , the magnetization
of the nuclei of the bulk liquid3He rapidly diffuses to the
3He nuclei located in direct proximity to the surface of t
LiTmF4 crystal. Relaxation of the longitudinal magnetizatio
is brought about by the motion of the3He atoms in microc-
racks on the surface, as in the case of diamagnetic crys
However, this motion in a restricted geometry~in the ‘‘fractal
pits’’ ! occurs under conditions of a large local magnetic-fi

FIG. 6. Temperature dependence of the longitudinal relaxation rate of169Tm
nuclei in a LiTmF4 single crystal in the orientationH0ic. The solid line was
calculated by the formulaT1

2153.4T1.5143107 exp(247.5/T), where the
first term is due to relaxation of the thulium nuclei via paramagnetic im
rities, and the second term is due to fluctuations of the hyperfine mag
field produced by the 4f shell of the Tm31 ion; the argument of the expo
nential function is in good agreement with the energy of the first exc
doublet in the LiTmF4 crystal.84

TABLE I. Parameters of the transverse relaxation of the nuclear spin
liquid 3He.

Samples Parameter

T51.5 K T52.95 K

H0 ic H0'c H0 ic H0'c

LiYF4– LiTmF4 T2 , ms 5.47~6! 1.74~3! 4.5~1! 1.40~3!
n 2.4~1! 2.2~1! 2.3~1! 2.1~4!

LiYF4– LiYF4 T2 , ms 5.8~3! –
n 1
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nonuniformity created by paramagnetic defect ions of th
lium located in the walls of the pits. On the one hand, t
presence of these nonuniformities leads to acceleration o
nuclear spin relaxation of3He in these pits.~A somewhat
similar situation was considered in Ref. 94 — longitudin
relaxation of the magnetization of particles moving in a ra
dom fluctuating magnetic field. As a result of this motion t
relaxation rate increased with increasing field and decrea
temperature. Such a tendency is also observed in our ex
ments. However, direct use of this model here is impossi
since, first, the fields of the paramagnetic defect ions
strongly anisotropic, and second, liquid3He has a number o
special properties, which were mentioned above.! On the
other hand, the nuclear spins of these3He atoms located in
such nonuniformities of the magnetic fields have differe
Zeeman frequencies, which makes the exchange of mag
zation between these atoms difficult. Thus the efficiency
this mechanism will be determined by the competition b
tween two processes: acceleration of the relaxation in
magnetic-field nonuniformities, and the exchange of mag
tization between3He atoms in the near-surface layer.

In the framework of the proposed mechanism one c
also interpret the data on the relaxation of the longitudi
magnetization of3He nuclei in3He–4He mixtures~Fig. 5!.
The admixture of4He leads to a situation in which predom
nantly4He atoms are found in the microcracks because of
different values of the van der Waals interactions with t
atoms of the walls of the substrate. Therefore, the penetra
of 3He atoms into microcracks becomes increasingly diffic
with increasing4He concentration, and the longitudinal re
laxation rate of3He decreases. We note that the concentrat
dependence ofT1

21 ~Fig. 5! is very reminiscent of the ad
sorption curve of4He in 3He–4He mixtures.49 Upon transi-
tion to the superfluid state the diffusion coefficient of3He
atoms increases, so that the transfer of magnetization f
the bulk 3He atoms to the near-surface ones is strongly
celerated, and the relaxation rate of3He increases practically
to the values measured in pure3He.

2.3. Relaxation of 3He nuclei on the surface of crystals and
magnetically oriented powders

Both in the studies discussed and in experiments w
fine powders7 it has been observed that the relaxation of t
longitudinal magnetization of3He in contact with the surface
of the Van Vleck paramagnet LiTmF4 occurs more rapidly
than in the same experiments using the diamagnet LiY4 .
This is convincing evidence of the existence of magne
coupling between3He and the substrate, so that for genera
zation of the experimental data it makes sense to summa
the most important feature of the relaxation of3He in mag-
netically oriented powders of LiTmF4 at T51.5 K, which
are reflected in the following relations~the number in paren-
theses denote the size of the powder particles, the subsc
i and' denote the direction of the external field relative
the c8 axis, which is the axis of predominant orientation
the powder particles!:

T1i!T1' , ~2.4!

T1i~,20 mm!'T1i~,1 1mm!!T1i~224 mm!,
~2.5!
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T2i~,1 mm!512 ms!T2'~,1 mm!. ~2.6!

We see that the timeT1 decreases substantially only fo
H0ic8 and only in samples containing a large number
particles of submicron size and, consequently, have a w
developed surface. In this case the relaxation timeT2 also
turns out to be small. In a sample containing particles sma
than 1mm the timeT2i turns out to be even smaller than fo
19F nuclei in CaF2 ~Ref. 93!. Since the magnetic moments o
the 3He nuclei are smaller than those of fluorine, and
distances between them cannot be smaller than the dist
between19F spins in CaF2 , it must be assumed that the r
laxation of the transverse magnetization of3He in a sample
containing submicron particles of LiTmF4 will occur not
only because of the dipole–dipole interaction of the nucl
spins of3He with one another but also because of the eff
of the fluctuating magnetic fields created by the param
netic centers at the substrate surface. Moreover, when
considers the extremely strong influence on the relaxatio
the 3He nuclei (T2i(,1 mm)512 ms), it must be assume
that the source of these fluctuating fields is from param
netic centers located in the immediate vicinity of the surfa
of the crystalline powder particles. Our experiments sh
that native impurities such as Nd31, Gd31, and other rare-
earth ions are incapable of causing the observed effects,
it therefore seems to us that more likely candidates for
role of acceptors are Tm31 ions, which are located just nea
the surface in sites with highly distorted symmetry and ha
large magnetic moments.

Thus a decisive role in the magnetization transfer p
cess is played by the3He surface atoms, which are we
coupled to the subsurface system of paramagnetic cente
the crystal. Of course, this channel of nuclear relaxation
bulk 3He can operate only under the condition of a rap
exchange of energy between the bulk and near-surface3He
atoms, i.e., in the presence of spin diffusion. In a fie
H0'c8 the Van Vleck magnetization of LiTmF4 is extremely
large, and therefore in the space between powder part
the nuclear spins of the liquid3He come under the influenc
of a highly nonuniform field~the gradients reach 100 Oe
pore size!. A consequence of this should be a spread of L
mor frequencies of the nuclear spins of3He and a breaking o
the coupling between3He nuclei in the bulk and in the im
mediate vicinity of the surface. Apparently, it is this circum
stance that is reflected in the observed properties@see Eqs.
~2.4! and~2.6!#. We note that in a recent paper97 the features
of the magnetic relaxation of liquid3He were also explained
by taking into consideration the diffusive motion of the3He
atoms near the surface.

Obviously, in the powder experiments it is necessary
take into account the role of the solid adlayer of3He on the
developed surface of the samples. This raises the questio
the relation between the contributions to the longitudinal
laxation rate of3He nuclei from quantum exchange at th
surface of the substrate and from relaxation in microcrac
Unfortunately, the data available from powder experime
prior to the start of this study were insufficient to perm
reaching final conclusions as to the role of the solid film. F
example, in experiments with the coarsest powde
(,57 mm) an admixture of the4He isotope did not lead to
an increase ofT1 , indicating that the relaxation due to ex
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change is ineffective in this case. On the other hand, in
experiments of Ref. 57 it was reliably established that a so
films of 4He ~1–2 monolayers! substantially slows the recov
ery of the longitudinal magnetization. Apparently, the cau
of the disagreement of these results is rooted in the fact
the surface of the sample containing the coarsest particle
insufficiently large.

2.4. Nuclear magnetic relaxation of liquid 3He in water-filled
pores of a fine LiYF 4 powder

For further study of the influence of surface parama
netic defect centers on the magnetic relaxation of the nu
of liquid 3He we made experimental measurements of
temperature dependence of the longitudinal relaxation t
T1 of the 3He nuclei for different degrees of filling of the
microcracks on the crystalline surface by molecules of d
tilled water.83 Fine powders of LiYF4 were placed in a Pyrex
glass ampoule with a filling factor of 0.5 and were th
pumped down for several days. At a certain time they w
brought into contact with saturated water vapor at room te
perature. After being removed from the volume containi
the saturated water vapor, the sample came to an equilibr
state over several hours. The degree of filling of the mic
cracks by water was monitored by the NMR cryoporome
method described in Ref. 83. The value of the longitudi
relaxation rate of the nuclear spins of the liquid3He at each
temperature was determined from 50 values of the amplit
of the free-induction decay signal for different delay timest
between the rf probe pulses~p/2-t-p/2!.

Figure 7 shows the temperature dependence of the
gitudinal relaxation rate of the liquid3He nuclei in contact
with ‘‘dry’’ LiYF 4 powder.98 Although the temperature de
pendence obtained is weak, the sign of the derivative
clearly opposite to that which is observed in the earlier st
ies of magnetic coupling and in our experiments on the m
netic relaxation of liquid3He in contact with LiYF4– LiTmF4

single crystals~Fig. 3!, where the longitudinal relaxation rat
was proportional to the magnetization of the magnetic m
ments of the solid and, consequently, decreased with incr
ing temperature. To understand the cause of such a fu
mental change in the temperature dependence, let us wri
expression for the thermal contact of the nuclear spin sys
of liquid 3He and the solid substrate in the framework of t
relaxation model which we proposed above:

CHeT1,meas
21 5CHe,bulkT1,diff

21 1CHe,restrT1,restr
21 , ~2.7!

where

CHe5CHe,bulk1CHe,restr ~2.8!

is the total magnetic heat capacity of the nuclear spins
liquid 3He, consisting of two terms pertaining to3He atoms
of the bulk and to atoms found in a restricted geometry
microcracks on the crystalline surface~restr!; T1,measis the
measured relaxation time,T1,diff is the characteristic time fo
transfer of longitudinal magnetization of the nuclear spins
liquid 3He from the atoms of the bulk liquid to atoms foun
in a restricted geometry in microcracks on the crystall
surface, andT1,rest is just the relaxation time of the nuclea
magnetization of the liquid3He atoms found in these micro
cracks. This time can be governed by several mechanism
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1! direct transfer of magnetization to the magnetic m
ments of the solid substrate having close values of the L
mor frequencies~see, e.g., Ref. 56!; this mechanism is mos
efficient when the frequencies coincide completely~see, e.g.,
Refs. 6 and 72!;

2! relaxation of the longitudinal magnetization
strongly fluctuating local magnetic fields produced by pa
magnetic defect centers on the surfaces of microcracks;

3! relaxation due to fluctuations of the local fields in t
quantum exchange of3He atoms on the solid surface;82

clearly, at temperatures above 1 K this mechanism has a low
efficiency because of the small number of adsorbed3He at-
oms;

4! relaxation in a restricted geometry due to substan
changes of the spectral characteristics of the diffusive m
tion; according to our calculations,84 this mechanism should
give a temperature-independent contribution~if the tempera-
ture dependence of the diffusion coefficient is neglected! to
the measured relaxation rate.

It follows from Eq.~2.7! that in the single-crystal experi
ments discussed above, the ‘‘bottleneck’’ in the process is
relaxation of the magnetization near the surface, becaus
the small percentage of the3He atoms found in the microc
racks. In terms of the character of the temperature and fi
dependences~Figs. 3 and 4! we can conclude that the dom
nant relaxation mechanism is the second of those mentio
above. Indeed, the growth of the magnetization of param
netic defect centers with temperature or magnetic field le
to enhancement of the amplitude of the fluctuating magn
fields, and that accelerates the relaxation process.

In experiments with fine powders, the results of whi
are presented in this Section, the percentage of the3He atoms
found in the microcracks is large because of the w
developed crystalline surface of the micron-size powder p
ticles. However, because of the large local magnetic field
the microcracks the Larmor frequencies of the nuclear sp
of the liquid 3He atoms in the microcracks differ rather su
stantially from the Larmor frequency of the nuclear spins
the bulk liquid 3He. Here it is clear that in such a situatio
the ‘‘bottleneck’’ in the relaxation will be transfer of magne

FIG. 7. Temperature dependence of the longitudinal relaxation rate o
nuclear spins of liquid3He in pores of a ‘‘dry’’~0% H2O! micron powder of
LiYF4 ~s! and in pores filled with distilled water and deuterated water, w
various degrees of filling of the voids by water molecules~in percent of the
total volume of the voids in the sample!. The inset shows a comparison o
the relaxation rates of liquid3He at 1% filling of the voids of the sample
with H2O and O2 molecules.98
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tization from the bulk liquid to the nuclear spins of3He in
the microcracks. Therefore, the growth of the magnetizat
of the paramagnetic defect centers, owing to the decreas
temperature, will further increase the mismatch of the L
mor frequencies and, as a consequence, slow the relax
process for the longitudinal magnetization. Here there i
rather large temperature-independent contribution to the
laxation rate from the mechanism of relaxation in the
stricted geometry.

Summarizing what we have said above, we can say
the data of these experiments confirmed our hypothesis
the efficiency of the magnetic relaxation of liquid3He at a
contact with a solid substrate is governed by the competi
between two processes: acceleration of the relaxation in n
uniform magnetic fields, and the exchange of magnetiza
between atoms of liquid3He.

In all the experiments investigating the magnetic rela
ation of the nuclear spins of liquid3He in the water-filled
pores of finely powdered LiYF4 , the evolution of the longi-
tudinal magnetization has been described well by a sin
exponential. These results are presented by the unfilled s
bols in Fig. 7. A comparison of these curves with the d
obtained from measurements of the relaxation rate of
nuclei of liquid 3He in contact with ‘‘dry’’ LiYF4 powder
shows that, while in the case of the dry powder the tempe
ture dependence is rather weak, even a low degree of fil
of the microcracks with H2O molecules leads to an increas
in the rate of magnetic relaxation of liquid3He and to a
strong linear temperature dependence of the Curie–W
type, with a characteristic temperatureTC50.7 K. Such be-
havior of T1

21(T) indicates that the water molecules play
substantial role, both in ‘‘crowding out’’ the liquid3He atoms
from microcracks and also in the magnetism of the surfa
An extremely low filling of the microcracks with water i
reflected primarily in a lessening of the mismatch of the L
mor frequencies, since the rapidly relaxing atoms of liqu
3He are crowded out of the regions with the largest nonu
formities of the local magnetic fields by water molecule
Increasing the concentration of water molecules further le
to a substantial decrease in the magnetic heat capacity o
rapidly relaxing atoms of liquid3He @see Eq.~2.7!#. The
increase of the slope of the temperature dependence o
rate of longitudinal relaxation of liquid3He when the con-
centration of the water molecules is increased from 0.25%
1% indicates that the aforementioned mismatch of the L
mor frequencies decreases, i.e., there is a decrease in
spatial fluctuations of the local magnetic fields in the mic
cracks on the surface. This fact can be explained by
appearance of certain correlations between the magnetic
ments of the defect centers. It is therefore reasonable to
sume that the paramagnetic defect centers,90,91 which are
concentrated on the surface, form exchange-coupled m
netic pairs or clusters in which the exchange interact
comes about through the transfer of spin density via the m
lecular orbitals of oxygen in the water molecules. This
indicated by the fact that the pattern of the temperature
pendence of the relaxation rate is remains unchanged w
deuterated water is used instead of ordinary water~the filled
symbols in Fig. 7!. Increasing the temperature leads to
decrease of the magnetization of these exchange-cou

e
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pairs and, consequently, to an increase of the rate of re
ation of the nuclear magnetization of liquid3He. An addi-
tional argument supporting our ideas about the pattern
magnetic relaxation of liquid3He in contact with a crystal-
line surface is the field dependence of the slope of
T1

21(T) curve atT51.5 K and 0.5% filling of the microc-
racks with water molecules~see Fig. 8!. Increasing the mag
netic field, which suppresses the correlations between
paramagnetic defect centers, leads to growth of the sp
inhomogeneities of the local magnetic fields in the micro
racks and to a decrease in the relaxation rate. At this stag
the investigation there is no possibility of obtaining quan
tative estimates of the characteristic temperature for s
magnetically coupled pairs or of establishing the structure
the clusters because of the lack of detailed information ab
the wave functions of the paramagnetic defect centers. H
ever, the experimental value obtained,TC50.7 K, lies
within reasonable limits with allowance for the two
dimensional character of the distribution of defect cent
and their concentration on the surface.91 According to our
calculations,84 the relaxation mechanism in the restricted g
ometry is most efficient for pore sizes less than 50 Å. It
therefore unsurprising that in the experiments with wat
filled pores the temperature-independent contribution to
magnetic relaxation rate is absent, and the extrapolatio
the temperature dependence in Fig. 7 gives the same ch
teristic temperature for all of the curves.

If the magnetic relaxation mechanism described abo
which works through the formation of exchange-coup
pairs or clusters, is correct, then replacing the diamagn
water molecules with paramagnetic oxygen molecules~this
actually means covering the entire surface of the microcra
by a solid-state film of oxygen, which is possibly found in
magnetically ordered state! should smooth out the spatia
fluctuations of the local magnetic fields and increase the
gitudinal relaxation rate. Indeed, such an acceleration,
more than a factor of two, is observed in the experim
~inset to Fig. 7!.

The whole set of experimental data—the temperatu
field, and concentration dependences of the rate of relaxa
of the longitudinal magnetization of the nuclear spins of l
uid 3He—can be described by the formula

T1
215A1

T2TC

CH0
, ~2.9!

FIG. 8. Field dependence of the slope of theT1
21(T) curve atT51.5 K for

0.5% filling of the voids of the sample by H2O molecules.98
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whereH0 is the magnetic field, andC is a coefficient con-
taining information about both the magnetic properties of
surface paramagnetic centers and the magnetic interac
of the nuclear spins of the liquid3He with them. The con-
stant termA describes the contribution of the relaxatio
mechanism in the restricted geometry.

2.5. Nuclear magnetic relaxation of liquid 3He in 3He– 4He
quantum mixtures filling the pores of a fine LiYF 4

powder

In the previous Subsection we discussed the results
research on the magnetic relaxation of liquid3He in powers
of a fine LiYF4 powder in which the nanocracks are partia
filled with water, which was in the solid state under the co
ditions of the experiment. It is no doubt of interest to repla
the classical liquid by a quantum liquid. The difference in t
adsorption energies of the helium isotopes~3

He and4He! al-
lows one to fill the nanocracks by4He atoms in a controllable
manner. Figure 9 shows the temperature dependence o
longitudinal relaxation time of liquid3He for different
3He–4He quantum mixtures.83 Increasing the concentratio
of the diamagnetic liquid4He leads to a monotonic decrea
of the relaxation rate on account of a decrease of the cons
A in formula ~2.9! and to a weakening of the temperatu
dependence. Behavior of this sort becomes understandab
it is taken into account that when3He atoms are crowded ou
of the nanocracks by4He atoms, the fraction comprised o
rapidly relaxing 3He nuclear spins decreases. This sort
behavior was noticed in our experiments with LiYF4 single
crystals. Increasing the4He concentration further leads to a
increase in the temperature of the transition to the superfl
state of the quantum mixture, e.g., at concentrations of 8
and 90% one hasTl51.86 and 2.1 K, respectively, which li
within the investigated temperature interval 1.5–3 K. Belo
the critical temperature of the superfluid transition, the dif
sion coefficient and, accordingly, the probability of penet
tion of 3He atoms into the nanocracks increase, and that le
to acceleration of the magnetic relaxation.

FIG. 9. Temperature dependence of the longitudinal relaxation rate of
nuclear spins of liquid3He in the pores of a micron powder of LiYF4 for
various concentrations of the3He–4He mixture.83 The vertical dotted lines
show the positions of thel points for the superfluid mixtures.
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2.6. On the possibility of using insulating Van Vleck
paramagnets for dynamic polarization of liquid 3He

It was mentioned in the Introduction that spin-polariz
liquid 3He is at the present time obtained by two main me
ods:

— polarization of solid 3He by the ‘‘brute force’’
method, followed by rapid melting;35–37

— optical pumping33,34 of gaseous3He, followed by
rapid liquefaction.34

The first of these methods requires very low tempe
tures (T,1022 K) and high magnetic fields in view of th
small value of the nuclear magnetic moment. Although so
3He can be quite strongly polarized under those conditio
even a very small heat leak can cause the sample to be h
and very strongly depolarized. The subsequent rapid mel
gives spin-polarized liquid3He, but the spin polarization in
the liquid relaxes to its equilibrium value in a few minute
The second method involves the use of rather powe
sources of electromagnetic radiation and also yields a h
spin polarization, but for gaseous3He with a rather low den-
sity, so that the subsequent liquefaction yields an extrem
small amount of polarized3He. Therefore, it is of interest to
consider methods of direct polarization of liquid3He.

Spin-polarized3He–4He quantum mixtures~with a po-
larization of the liquid3He of up to 20%! can be obtained in
a circulating dilution refrigerator.99,100

Dynamic methods of polarization can also be used
obtain a highly spin-polarized state of liquid3He. In Sec. 1
we mentioned the use of paramagnetic centers in fluoro
bons for transfer of the spin polarization to liquid3He at
saturation of the electron spin resonance.62 The possibility of
using powders of solid insulators~charcoal! for this purpose
was demonstrated in Refs. 101 and 102, and the possib
of achieving dynamic polarization of liquid3He by employ-
ing the spin resonance of electrons injected into the liquid
a strong electric potential was considered in Ref. 103.

Our studies of the properties of insulating Van Vle
paramagnets at high magnetic field and of the magnetic c
pling between them and liquid3He suggest that these su
stances may be used for dynamic polarization of the nu
of liquid 3He.104 From the theoretical and experimental r
sults presented above, it follows that for dynamic polari
tion with the use of Van Vleck paramagnets there are t
types of magnetic moments that can be used:

1! electronic–nuclear magnetic moments of Van Vle
ions found in the bulk of the crystal or of the crystallin
powder grains;

2! paramagnetic defect centers formed on the crystal
surface of insulating Van Vleck paramagnets.

The first of these magnetic moments have a pronoun
anisotropy of the gyromagnetic ratio, making it possible
vary their Larmor frequency by varying the orientation of t
external magnetic field. At high magnetic fields the V
Vleck ions in the bulk of the crystal are quite highly pola
ized and, furthermore, they are distributed regularly in
sites of the crystal lattice. The experimental observation
high-frequency EPR due to transitions between the gro
and excited levels of these ions10,105 holds the hope that the
saturation of these transitions might be used for polariza
of the nuclear spins of3He in contact with insulating Van
-
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Vleck paramagnets. One of the possible channels for
transfer of magnetization may be the dynamic polarization
the nuclear spins of the ligands due to saturation of the h
frequency EPR and the subsequent transfer of magnetiza
under conditions of resonant magnetic coupling. Howev
this sort of transfer is influenced considerably by param
netic defect centers located on the crystalline surface. F
this standpoint, to bring about the efficient polarization
liquid 3He with the use of insulating Van Vleck paramagne
it is necessary to conduct an experimental search for meth
of obtaining crystals and powders with an atomically smo
surface in order to avoid the formation of defect centers.

On the other hand, the paramagnetic surface defect
ters are found in the immediate vicinity of atoms of liqu
3He, so that it seems extremely attractive to use saturatio
the EPR of these centers for polarization of the nuclear sp
of 3He, particularly since a controlled variation of the ma
netic properties of the surface centers has an extremely l
influence on the kinetic parameters of the spin system
liquid 3He.83,98 Therefore, it appears extremely promising
go forward with a detailed study of the magnetic propert
of paramagnetic surface defect centers.

CONCLUSION

Let us summarize the main results of the theoretical a
experimental studies of the magnetic relaxation of
nuclear spins of liquid3He in contact with single crystals an
fine powders of the insulating Van Vleck paramagn
LiTmF4 and its diamagnetic analog LiYF4 .

We first of all showed that the coupling of the bulk3He
with a magnetic substrate is effected through the3He atoms
on and near the surface of the crystal~in microcracks on the
surface of the powder grains and single crystals!. The theo-
retical model proposed in Ref. 84 for describing the infl
ence of the restricted geometry of the surface microcracks
the magnetic relaxation of liquid3He made it possible to
understand the basic experimental relationships and to re
the different channels of magnetic relaxation of the nucl
spins of liquid 3He in contact with insulating powders o
LiYF4 . On the basis of such an analysis it was demonstra
experimentally that by making controlled changes in t
magnetic properties of the surface of the solid substrate,
can control the relaxation parameters of liquid3He. It was
also established that the quantum liquid (3He) can be used a
a probe for studying the magnetic properties of a solid s
face at low and ultralow temperatures. Finally, it is predict
that insulating Van Vleck paramagnets can be used for
namic polarization of the nuclear spins of liquid3He.

This study was done with the support of Nederland
Organisatie voor Weternschappelijk Onderzoek~NWO! and
the Science and Education Center of Kazan State Univer
~REC-007!. One of the authors~D.A.T.! is grateful to the
German Science Foundation for support~DFG, Grant Es 43/
11-1!.
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Anisotropy of the critical current and the guided motion of vortices in a stochastic
model of bianisotropic pinning. II. Observed effects

V. A. Shklovskij*

Institute of Theoretical Physics, National Research Center ‘‘Kharkov Physicotechnical Institute,’’
ul. Akademicheskaya 1, 61108 Kharkov, Ukraine and V. N. Karazin Kharkov National University, pl. Svobody
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A simple and clear relationship between the anisotropy of the current densityj c and the guided
motion of vortices along the basal planes of a bianisotropic potential is established on the
basis of a physical analysis of experimentally observed effects. This relationship is expressed in
the form a diagram of the possible dynamical states of the vortex ensemble on the (j x , j y)
plane. A theoretical analysis of the nonlinear resistive responses in the ‘‘rotating current’’ scheme,
which has been used to investigate the anisotropy of the pinning in a number of experimental
studies, is given for the first time. The most typical behaviors of the various resistive
responses are presented graphically. ©2002 American Institute of Physics.
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1. NONLINEAR G EFFECT

Continuing the investigations begun in Ref. 1, we co
sider the vortex dynamics in a bianisotropic pinning mo
and the associated resistive properties on the basis of
bianisotropic pinning potential introduced there. We use
dimensionless parameters introduced in that paper.1

Bianisotropic pinning, like simple anisotropic pinning2

has the peculiarity that the direction of the external drivi
forceFL acting on a vortex does not coincide with the dire
tion of its velocityv ~for isotropic pinningFLiv if the Hall
effect is neglected!. Nonlinear dependences of the pinnin
viscosities on the current and temperature bring about b
corresponding nonlinear transitions from the full pinning
gime @in which the vortex motion with respect to both sy
tems of pinning centers occurs in the thermally activated fl
flow ~TAFF! regime# into one of the guiding~G! regimes,
and also nonlinear transitions from the latter to the isotro
regime, in which the influence of pinning by both systems
pinning centers can be neglected.

The function cotb52r' /ri used in Ref. 3 for describing
the G effect has the following form in our model:

cotb5
~12nx /ny!cota

11~nx /ny!cot2 a
52

~12ny /nx!tana

11~ny /nx!tan2 a
, ~1!

wherer i andr' are the longitudinal and transverse magn
toresistivities, andb is the angle between the vortex veloci
vectorv and the current density vectorj ~see Fig. 1 of Ref.
1!. The G effect is expressed the more strongly the gre
3121063-777X/2002/28(5)/9/$22.00
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the noncoincidence of the directions ofFL and v, i.e., the
smaller the angleb. Here it is possible that cotb@1, i.e.,
r'@r i .

We note that in theX and Y geometriesb(a50)
5b(a5p/2)5p/2, since in both cases the Lorentz force
directed parallel to one of the systems of pinning centers
perpendicular to the other. To investigate the sensitivity
the value of the angleb to small deviations of the anglea
from the values 0 andp/2, corresponding to theY and X
geometries, we write the derivativesdb/da at a50 and
a5p/2 in the linear approximation ina:

db

daU
a50

512
ny~0,t!

nx~ j ,t!
,

db

daU
a5p/2

512
nx~0,t!

ny~ j ,t!
. ~2!

As we see from Eq.~2!, the formulas for the derivative
db/da in the Y and X geometries are mutually symmetr
with respect to permutation of the indices of the functionn,
and in both geometriesdb/da depends on both the curren
and temperature. Forj→0 the value and sign of the deriva
tive in both geometries depends on the rationx(0,t)/ny(0,t).
For t50 we have (db/da)ua505(db/da)ua5p/251. Under
the conditionsj→` and/ort→`, corresponding to the iso
tropic regime of free flux flow~the FF regime!, when the
influence of both systems of pinning centers on the pinn
can be neglected,db/da50, as might have been expecte
since in this regime the angleb5p/2 and is independent o
the direction of the current relative to the pinning center.

The evolution of the vortex dynamics with changes
current and temperature can be represented most tran
ently with the aid of a diagram of the dynamical states on
© 2002 American Institute of Physics
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( j x , j y) plane~see Fig. 1!. The first quadrant of the plane o
this figure is divided by the linesj x5 j c

x , j y5 j c
y and j x

5 j s
x , j y5 j s

y into several regions, corresponding to all of t
different possible dynamical states of the vortex system
this model. The end of the vectorj , which has coordinates
j sina, j cosa, falls in one of these regions, depending
the values ofj and a. We denote bya* (tana*5jc

x/jc
y) the

critical angle formed by the ray passing through the ori
and the point of intersection of the linesj x5 j c

x and j y5 j c
y .

In Fig. 1 the region FP corresponds to the full-pinning~FP!
regime, since herej x, j c

x , j y, j c
y and TAFF vortex dynamics

is realized in respect to both systems of pinning centers.
region NTx ~NT stands for nonlinear transition! corresponds
to the regime of nonlinear transition between the linear TA
and FF regimes of vortex motion in the direction of the ve
tor x ~this nonlinear transition regime is conditional on t
pinning by the system of pinning centers parallel to they
axis!; herej c

y, j y, j s
y @ j c

y(a), j , j s
y(a)#. The analogous re

gion NTy corresponds to the regime of nonlinear transition
the direction of the vectory ~conditional on the pinning by
the system of pinning centers parallel to the 0x axis!; here
j c
x, j x, j s

x @ j c
x(a), j , j s

x(a)#. The region FGx , which is
shaded by horizontal lines, corresponds to the regime
guided motion of the vortices along the pinning centers p
allel to the 0x axis ~the FGx regime!, ^v&FGx

ix; here

j x, j c
x , j y. j s

y @ j s
y(a), j , j c

x(a)#. The region FGy , which
is shaded by vertical lines, corresponds to the regime
guided motion of the vortices along the pinning centers p

FIG. 1. Diagram of the dynamical states of the vortex system~the Hall
effect is neglected! on the plane (j x , j y); here j c

x , j s
x and j c

y , j s
y are the

principal critical currents and saturation currents along the vectorsx andy
of the pinning anisotropy, FP is the full pinning region, NTx is the region of
the nonlinear transition between the linear TAFF and FF regimes of vo
motion in the direction of the vectorx ~conditional on the pinning by a
system of pinning centers parallel to the 0y axis!, NTy is the region of the
nonlinear transition in the direction of the vectory ~conditional on the pin-
ning by a system of pinning centers parallel to the 0x axis!, FGx is the
region of guided motion of the vortices along the 0x axis, FGy is the region
of guided motion of the vortices along the 0y axis, GxGy is the region of
free flux flow. The circular arcs1–7 described by the end of the vectorj on
the diagram of dynamical states correspond qualitatively to the characte
of curves1–7 of the functionr(a) in Fig. 10, thus explaining their features
n

e

F
-

of
r-

of
r-

allel to the 0y axis ~the FGy regime!, ^v&FGy
iy; here j x

. j s
x , j y, j c

y @ j s
x(a), j , j c

y(a)#. Finally, the region GxGy ,
shaded by both horizontal and vertical lines, correspond
the regime of free magnetic flux flow with respect to bo
systems of pinning centers, and, consequently, to an isotr
resistive response~the GxGy regime!; ^v&GxGy

iFL ; here j x

. j s
x , j y. j s

y @j . j s
x(a), j . j s

y(a)#.
Using Fig. 1, it is easy to trace the sequence of dyna

cal regimes through which a vortex system passes as
current is increased at a fixed temperature and fixed angla.
We note that an additional source of dissipation arises at
boundary of the regions corresponding to the linear~FP,
FGx , FGy , GxGy! and nonlinear~NTx , NTy! regimes of vor-
tex dynamics, giving rise to kinks on the observed curr
dependence ofr i and r' at values of the current densit
j c
x(a), j c

y(a), j s
x(a), and j s

y(a). In the general case th
maximum number of such kinks on ther i( j ) and r'( j )
curves is equal to four, and the minimum number is tw
~e.g., in the casesa50 anda5p/2!. The number of kinks is
determined by the anglea; it decreases if the line of the
current density vector passes through points of intersec
of the boundary lines of the regions.

Let us turn our attention to particular limiting case
j c
x(p,«x ,t)! j c

y(p,«y ,t) and j c
x(p,«x ,t)@ j c

y(p,«y ,t), for
which the bianisotropic character of the pinning reduces t
uniaxial anisotropic one over a wide range of current den
ties and anglesa.4 In fact, for j c

x! j c
y in the interval

j c
x/sina,j,jc

y/cosa the pinning is weakened in the directio
of the 0y axis in the presence of strong pinning along thex
axis, and forj c

y! j c
x in the interval j c

y/cosa,j,jc
x/sina the

pinning in the direction of the 0x axis is weakened in the
presence of strong pinning along the 0y axis, i.e., in these
cases the pinning is effective for only one of the mutua
orthogonal systems of pinning centers in the correspond
intervals of current density and anglea, while pinning on the
other system of pinning centers is absent. A simple exam
of such a situation is the casep@1 ~or the opposite,p!1! at
zero temperature, whenj c

x5p21! j c
y5p ~j c

x@ j c
y , respec-

tively!.
The dynamical state of the system can be described

rectly using formula~1!. The guiding regimes will exist in
the limiting cases when the functionR5nx /ny or R21

5ny /nx can be treated as a small parameter. The limit of
function R for j→0, if the terms proportional to positive
integer powers of the parametert are neglected, has the form

R05exp@~12p2!p21t21#p2k2@~12«k!/~12«/k!# ~3!

for t!p, p21, (k/«21), @(k«)2121#. Formula ~3! de-
scribes a weak~in respect to the magnitude of the resulta
velocity! G effect which arises on account of the competiti
between the vortex velocity components perpendicular to
both sets of pinning centers; these velocity components
associated with the TAFF dynamics at low temperatures
currents~FP region!. It is easy to see that cotb'cota (b
'a) for R0!1, tan2 a and cotb'2tana (b'p/21a) for
R0

21!1, cot2 a ~with accuracy toR0 andR0
21, respectively!.

It follows from formula ~3! that a decisive role in determin
ing which of these cases is realized is played by the valu
the parameterp in comparison with unity, as that determine
the sign of the argument of the exponential function. T
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condition p.1 corresponds to the caseb'a, and the con-
dition p,1 to the caseb'p/21a ~the functionR0 is pro-
portional to the factor exp(6c) for u12pu'ct, where the
value of c must be determined by the conditionR0!1 or
R0

21!1 for realization of the G effect!. The physical reason
for realization of one of these cases is the unequal depth
the potential wellsUx0 andUy0 : it is energetically favorable
for the vortices to localize in the potential wells with th
greater depth and to move along them under the influenc
an external force, overcoming the potential barriers of
wells with the smaller depth. In the casep51 for j→0 we
havenx[ny , from which we get cotb[0 and, hence, with
increasing current density the angleb changes from the
valueb( j 50)[p/2, independently of the anglea.

The G effect is strongly expressed when FF vortex
namics is realized along one of the anisotropy directions
the system while TAFF dynamics is realized along the oth
This occurs under the conditionsnx.1, ny!1, which give
R21!1, b'p/21a, which corresponds to the FGx regime
~the regionj x, j c

x , j y. j s
y!, and under the conditionsnx!1,

ny.1, which giveR!1, b'a, corresponding to the FGy
regime ~the region j x. j s

x , j y, j c
y!. If the FF dynamics is

realized along both anisotropy directions, i.e.,nx.1,
ny.1, then cotb'0, b'p/2 ~b→p/2 in the limit j→`!,
and a practically isotropic regime in the region GxGy is re-
alized (j x. j s

x , j y. j s
y!.

The vortex dynamics nonlinear in the current and te
perature is illustrated in Figs. 2 and 3, which show the fu
tions b( j ) andb(t) for a number of values of the anglea
@we note that the critical angle is related to the parametep
by the relationa* 'arctan(p22)#. As we see from theb( j )
curves, the arrangement of the linear regimes~where b
'const!, the values of the angleb in them, and the values o
the critical currents and saturation currents correspond to
above analysis of the diagram of the dynamical states.
deed, the current intervals corresponding to the FP reg
( j , j c

y(a) for a,a* and j , j c
x(a) at a.a* ) are wider for

values ofa which are closer toa* . The current intervals
corresponding to the strong G effect, i.e., the FGx regime
( j s

y(a), j , j c
x(a)) and the FGy regime (j s

x(a), j , j c
y(a))

are wider for values ofa which are farther froma* ~for a

FIG. 2. Dependence ofb( j ) for different values of the anglea @deg#: 10 ~1!,
15 ~2!, 20 ~3!, 27 ~4!, 45 ~5!, 70 ~6!, and 80 ~7! for p51.4, t50.01,
«50.001,k51; a* 527°.
of
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5a* there are no G-effect regions; the transition from the
regime occurs directly to the regions of the nonlinear Nx

and NTy regimes!. Let us consider the interval of values o
the angleb corresponding to intervals of current density
which transitions nonlinear in the current occur between
ear regimes of vortex dynamics~the ‘‘amplitudes’’ of the
nonlinear transitions for angleb!. It can be shown that in the
casep.1 ~see Fig. 2! the amplitudes of the nonlinear tran
sitions for angleb ~denotedDb with subscripts indicating
the corresponding pairs of regimes linear in the current,
tween which the particular nonlinear transition occurs! have
the values:DbFP→FGx

5p/2, DbFGx→GxGy
5a for a,a*

~see curves1, 2, and 3 in Fig. 2! and DbFP→FGy
50,

DbFGy→GxGy
5p/22a and a.a* ~see curves5, 6, and7;

on curve7 the transition FGy→GxGy is not reflected, since it
occurs at values ofj that fall outside the field of the figure!.
Analogously, in the casep,1 the amplitudes of the nonlin
ear transitions for the angleb have the values:DbFP→FGx

50, DbFGx→GxGy
5a for a,a* and DbFP→FGx

5p/2,
DbFGx→GxGy

5p/22a for a.a* . In the casep51, lim
j→0

b

5p/2 the vortices are localized on that system of pinni
centers which makes an acute angle with the Lorentz fo
If a545°, thenb[90°, even though, generally speakin
this state is unstable with respect to the anglea.

The diagram of dynamical states can also be used
analysis of the temperature dependence ofb at a fixed cur-
rent density in the temperature region where the concep
critical currents and saturation currents have physical me
ing @taking into account that the parameters depending
plicitly on t vary weakly in those temperature interva
which correspond to singularities of the functionn(t); Ref.
4#. With increasing temperature the probability that the v
tices will break away from the pinning centers~depinning!
under the influence of the thermal fluctuations increases,
at a certain temperature the the pinning of vortices at pinn
centers can be neglected. The vortex depinning tempera
Tdep( j ,a,p,«,k) is most simply defined as the value at whic
the dynamics of the vortex system passes into the FF reg
at the given parametersj , a, p, «, andk. Then the condition

FIG. 3. Curves ofb(t) for different values of the anglea @deg#:10 ~1!, 20
~2!, 30 ~3!, 45 ~4!, 60 ~5!, 70 ~6!, and 80 ~7! for p51.4, j 51.2,
«50.001,k51; a* 527°.
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of applicability of the diagram of dynamical states for t
temperature dependences of the observed quantities ha
form T!Tdep. It can be said that as the temperature
creases, the values of the critical currents decrease and
values of the saturation currents increase until these conc
become undefined. This change in the critical currents
saturation currents leads a deformation of the dynamica
gions on the diagram of states, and that makes it possib
describe the influence of temperature on these quantities
transparent way. The functionsb(t) in Fig. 3 for a number
of anglesa correspond to the casep.1, k51 and j s

x, j
, j c

y . With the help of the diagram~see Fig. 1! it is easy to
understand why it is that for curves1 and2 in Fig. 3 one has
b(t50)5p/21a, which corresponds to the FP regime
vortex dynamics~region FP on the diagram!, while for the
remaining curvesb(t50)[a, which corresponds to the
FGy regime~region FGy on the diagram!. We see that rota-
tion of the current vector alters the dynamical state of
system at zero temperature. It should be emphasized th
zero temperature the dynamical regime at fixedj and a is
essentially determined by the value ofj in relation to the
critical and saturation current densities; this, in turn, de
mines the characteristic form of theb(t) curves. With in-
creasing temperature~at T;Tdep! the vortex system passe
nonlinearly into the isotropic regime ( lim

t→`
b[p/2).

Let us examine the experimental dependence obtaine
Ref. 5 foruE(a), whereuE is the angle between the 0y axis
and the electric field vectorE measured at fixed values of th
current density and temperature. Taking into account tha
the xy coordinate system the magnetoresistivity compone
are rx5rxx sina5ny sina, ry5ryy cosa5nxcosa, we ob-
tain the following simple relation: tanuE(a)5rx /ry

5(ny /nx)tana, or

uE~a!5arctan~R21 tana!. ~4!

It follows from ~4! that the period of the functionuE(a)
is equal top/2. If A is the argument of the arctangent fun
tion in formula ~4!, then uE'A for A!1, while uE'p/2
2A21 for A@1. One more important limiting case is rea
ized in the caseny /nx'1, which always holds when th
pinning has become isotropic. Indeed, by using an expan
of the functionsnx andny in powers of 1/j , we find that in
the casej @max@p/cosa, 1/(p sina)# we haveny /nx'1 to
an accuracy of max@«k/(psinaj)2, («/k)(p/cosaj)2#. Then in
the region of anglesa restricted by the conditions cosa
@p/j, sina@1/(p j), we have the relation tanuE'tana to the
same accuracy.

Figure 4 shows curves of the functionuE(a) for a series
of values of the current densityj . We see that theuE(a)
curves have characteristic limiting segmentsuE'0, uE

'p/2 anduE'a, situated in accordance with the indicate
conditions for the anglea as a function ofj and p and
connected by nonlinear transition segments. The velo
vector of the vortex system is directed perpendicular to
electric field vector, and this implies that the segmentsuE

'0 anduE'p/2 of the curves correspond to the FGx and
FGy regimes of guided motion of the vortices. The interm
diate segmentuE'a ~if present! corresponds to isotropiza
tion of the system~the GxGy regime! due to suppression o
the potential barriers of the pinning planes. In an analog
the
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the
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e-
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way one can analyze the series of curves of the func
uE(a) for a number of different values of the parametert.
For example, the series of curves for the set of parame
p51.4, «50.001,k51, j 50.1 and a number of values oft
~0.05, 0.1, 0.12, 0.14, 0.17, 0.3! is a set of monotonically
increasing, convex-upward curves, the degree of conve
of which decreases with increasingt. At the minimum value
of t we haveuE(a)'p/2, which corresponds to the FGy

regime. At the maximum value oft we haveuE(a)'a, i.e.,
a complete isotropization of the system occurs on accoun
the effect of thermal fluctuations on the vortices. Thus
functionuE(a) can be used to clearly track the change in t
regimes of vortex dynamics as a function of the anglea with
the other parameters fixed, and its behavior correspo
completely to the general description of the dynamics o
vortex system on the basis of the diagram of dynami
states.

Let us consider the behavior of the observed magnet
sistivitiesr i andr' . The final analytical formulas for them
in the given bianisotropic pinning potential~formula ~19! of

FIG. 5. Curves ofr i( j ) for different values of the anglea @deg#: 15 ~1!, 27
~2!, 45 ~3!, 60 ~4!, and 75~5! for p51.4, t50.01, «50.001, k51; a*
527°.

FIG. 4. Curves ofuE(a) for different values of the parameterj : 0.5 ~1!, 1
~2!, 1.6 ~3!, 2 ~4!, 4 ~5!, and 10~6! for p51.4, t50.01, «50.001, k51;
a* 527°.
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Ref. 1! are obtained by substituting the values of the fun
tionsnx,y calculated according to formula~20! of Ref. 1 into
formula ~18! of that paper. On the basis of the investigat
properties of the functionsnx,y and the features of the vorte
dynamics, it is straightforward to explain the resistivi
curvesr i ,'( j ) andr i ,'(t). The linear limit in formulas~18!
of Ref. 1 is realized in that region of currents and tempe
tures which corresponds to the TAFF and FF regimes, w
the region of nonlinearity of the current and temperature
pendences ofr i ,' is that interval ofj andt in which at least
one of the functionsnx( j ), ny( j ) andnx(t), ny(t), respec-
tively, is nonlinear. Figures 5–8 illustrate the current a
temperature dependences of the magnetoresistivitiesr i ,' for
a number of fixed values of the parameterst, j , p, and the
angle a. These curves clearly reveal the above-discus
nonlinear current and temperature dynamics of the vort
in a system with bianisotropic pinning. The limiting linea
parts of these curves at low currents and temperatures c
spond to the FP regime, while at high currents and/or te
peratures, to the GxGy regime. The intermediate parts that a
linear in the current or temperature correspond to one of

FIG. 6. Curves ofr'( j ) for different values of the anglea @deg#: 10 ~1!, 20
~2!, 53 ~3!, 70 ~4!, and 80~5! for p50.7, t50.01, «50.1, k50.1; a*
564°.

FIG. 7. Dependence ofr i(t) for different values of the anglea @deg#: 10
~1!, 20 ~2!, 30 ~3!, 45 ~4!, 60 ~5!, and 70 ~6! for p51.4, j 50.1, «
50.001,k51; a* 527°.
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FGx or FGy regimes. The values of the magnetoresistivit
r i and r' in these linear regimes are easily obtained us
formulas~18! of Ref. 1, since the limiting values of the func
tions nx and ny are known. The parts corresponding to t
nonlinear transitions with respect to current in the functio
r i( j ) and r i( j ) ~see Figs. 5 and 6! are easily established
from the values of the critical and saturation current densi
~for known values of the parametersp, t, «, andk, which
determine those currents! on the diagram of dynamica
states. The transition to the nonlinear regime on the temp
ture dependences ofr i andr' ~see Figs. 7 and 8! is due to
the temperature-induced depinning of vortices under the
fluence of thermal fluctuations. ForT>Tdep the temperature-
induced depinning leads to isotropization of the system a
result of the establishment of the FF regime of vortex d
namics. We stress that the characteristic form of the curve
the temperature dependence ofr i and r' is essentially de-
termined by the value ofj in relation to the set of critical and
saturation current densities at fixed anglea. In Fig. 7 for
r i(t), the value of the current densityj , j c

x(a), j c
y(a),

j s
x(a), j s

y(a) for all values of the anglea, and r i(t50)
50, since at zero temperature the vortex system is foun
the FP regime. Let us vary the value ofj while leaving the
rest of the parameters the same, and consider the casj s

x

, j 51.2, j c
y ~then we obtain the set of parameters used

Fig. 3 for the functionb(t)!. This will lead to a qualitative
change of the functionr i(t), starting at some anglea. In
fact, for a.a* and a given value ofj the end of the vector
j falls in the FGy region on the diagram~see Fig. 1!, and it is
easily shown that that will lead to the appearance of lin
segments on ther i(t) curves, the temperature width o
which and the value of the resistivity of which grow wit
increasing anglea. In an analogous way one can analyze t
features of the temperature dependence ofr' in Figs. 8 and
9. The curves in Fig. 8 are nonmonotonic and have t
maxima, which are opposite in the sign of the functionr'(t)
and which go to zero at some values oft. The limit r'(t
50)50 for all curves is due to the fact that the FP regime
realized at zero temperature for the given value of the cur
at any anglea. The limit r'→0 at t→` is reached in gen-
eral regardless of the values of the fixed parameters an

FIG. 8. Curves ofr'(t) for different values of the anglea @deg#: 10 ~1!, 20
~2!, 45 ~3!, 70 ~4!, and 80~5! for p50.65, j 50.4, «50.1, k50.1; a*
567°.
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explained physically by the coincidence of the directions
the velocity vector of the vortex system and the Lore
force vector upon the establishment of the FF regime
account of temperature-induced depinning of the vortic
Figure 9 shows some different types of functionsr'(t), the
difference being due to the fact that the dynamical state
responding to zero temperature changes as the anga
changes. Curves1 and3 are bell-shaped curves with maxim
of different sign, curve2, intermediate between them, has
form like the curves in Fig. 8, and curves4–7 are monotoni-
cally increasing and have linear segments whose width
temperature increases and whose absolute value~the magne-
toresistancer' is negative for them! decreases with increas
ing anglea.

Let us pay particular attention to the fact that the ma
netoresistancer i is a monotonic function of the current an
temperature. It is seen from formula~18! of Ref. 1 that the
monotonically increasing functionsnx and ny appear with
the same sign in the expression for the longitudinal mag
toresistance. In contrast, the functionsnx and ny appear in
the magnetoresistancer' in the form of a difference, and
therefore the curves ofr' as a function of current and tem
perature can change sign at certain values of the corresp
ing fixed parameters~see Figs. 6, 8, and 9!. Physically this is
due to the change in sign of the vortex velocity compon
parallel to the current density vector as a result of a com
tition of G effects related to each of the systems of para
pinning centers and the predominance of one of the regi
FGx or FGy in certain intervals of values of the current de
sity and temperature.

We also make note of the circumstance that the sub
tutions p→1/p and k→1/k reduce to a coordinate transfo
mation and, accordingly, to the appearance of symmetry
the functions under study for complementary angles. For
ample, for values reciprocal top or k and at the complemen
tary angles, the functionsb( j ) andb(t) are symmetric with
respect to the lineb590°, theuE(a) curves are centrosym
metric about the point (45°, 45°), the functionsr'( j ) and
r i(t) are symmetric about the liner'50, and the curves o
r i( j ) andr i(t) coincide. The casesp51 andk51 are de-

FIG. 9. Curves ofr'(t) for different values of the anglea @deg#: 10 ~1!, 20
~2!, 30 ~3!, 45 ~4!, 60 ~5!, 70 ~6!, and 80 ~7! for p51.4, j 51.2,
«50.001,k51; a* 527°.
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generate and give the indicated forms of symmetry for
corresponding angles.

2. RESISTIVE RESPONSE IN A ROTATING CURRENT
SCHEME

An experimental study of the vortex dynamics
YBa2Cu3O72d crystals with unidirectional twin planes wa
recently done using a modified rotating current scheme
Refs. 5 and 6. In that scheme it was possible to pass cur
in an arbitrary direction in theab plane of the sample by
means of four pairs of contacts placed in the plane of
sample. Two pairs of contacts were placed as in the conv
tional four-contact scheme, and the other two pairs were
tated by 90° with respect to the first~see the illustration in
Fig. 1 of Ref. 5!. By using two current sources connected
the outer pair of contacts, one can continuously vary
direction of the current transport in the sample. By simul
neously measuring the voltage in the two directions, one
determine directly the direction and magnitude of the av
age velocity vector of the vortices in the sample as a funct
of the direction and magnitude of the transport current d
sity vector. This made it possible to obtain the angular
pendence of the resistive response on the direction of
current with respect to the pinning planes on the sa
sample. The experimental data of Refs. 5 and 6 attest to
anisotropy of the vortex dynamics in a certain temperat
interval which depends on the value of the magnetic field
Ref. 5 a rotating current scheme was used to measure
polar diagrams of the total magnetoresistivityr(a), where
r5(rx

21ry
2)1/2 is the absolute value of the magnetoresist

ity, rx andry are thex andy components of the magnetore
sistivity in an xy coordinate system, anda is the angle be-
tween the current direction and the 0y axis~parallel to one of
the systems of pinning centers!. In the case of a linear aniso
tropic response the polar diagram of the resistivity is an
lipse, as can easily be explained. In the case of a nonlin
resistive response the polar diagram of the resistivity is
longer an ellipse and has no simple interpretation.

In this Section we carry out a theoretical analysis of t
polar diagrams of the magnetoresistivityr in the general
nonlinear case in the framework of a stochastic model
bianisotropic pinning. This type of angular dependencer(a)
is informative and convenient for theoretical analysis. Fo
sample with specific internal characteristics of the pinn
~such asp, «, and k! at a given temperature and curre
density the functionr(a) is contained by the resistive re
sponse of the system in the entire region of anglesa and
makes it possible to compare the resistive response for
direction of the current with respect to the system of mu
ally orthogonal planar pinning centers. In addition, in vie
of the symmetric character of ther(a) curves, their mea-
surement makes it possible to establish the spatial orienta
of the system of planar pinning centers with respect to
boundaries of the sample if this information is not know
beforehand.

As in the previous cases, the main features of ther(a)
curves in the investigated stochastic model of bianisotro
pinning can be understood with the aid of the diagrams
dynamical states of the vortex system~see Fig. 1!. Now for
analysis of ther(a) curves we imagine that the vectorj is
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rotated continuously from an anglea5p/2 to a50. Here
the end of the vectorj , which falls in some one region of th
diagram, indicates the corresponding dynamical state.
characteristic form of ther(a) curves will obviously be de-
termined by the sequence of dynamical regimes thro
which the vortex system passes as the current vector is
tated. By virtue of the symmetry of the problem, ther(a)
curves can be obtained in all regions of anglesa from the
parts in the first quadrant.

We recall that in respect to the two systems of pinn
centers it is possible to have the linear TAFF and FF regim
of vortex dynamics and regimes of nonlinear transitions
tween them. The regions of nonlinear transitions are de
mined by the corresponding values of the pairs of critical a
saturation current densities. The regime of vortex dynam
at a given anglea and current densityj is determined by the
value of j in relation to a sequence of values of the curre
density~see Fig. 1!:

j c
y~a!, j s

y~a!, j c
x~a!, j s

x~a! for a,a* ,

j c
x~a!, j s

x~a!, j c
y~a!, j s

y~a! for a.a* .

The whole diversity ofr(a) curves at fixed parameter
t, p, «, andk is due to the influence of the set of values
these parameters on the valuesj c

x , j s
x , j c

y , and j s
y , which

shape the diagram of dynamical states, and also the valu
the current densityj , which determines the sequence
states of the vortex system on the diagram as the curre
rotated.

Let us consider the characteristic curves ofr(a). Fig-
ures 10 and 11 show plots ofr(a) for series of values of the
parametersj and t, respectively. The transformation wit
changing values of the parameterj or t is clearly seen. Let
us analyze Fig. 10 in detail. Here we have considered
case j c

y/ j c
x5cota'Upa/Upb5p2'2Þ1; «x5«y50.001 and

t50.01, the principal critical currents and saturation c
rents satisfy the inequalitiesj c

x, j s
x, j c

y, j s
y . The qualitative

form of ther(a) plots depends on where the values of t
components of the current density vectorj lie with respect to
this sequence of currents. In Fig. 10, curves1 and 2 of the
functionr(a) have the shape of a Figure 8 drawn out alo

FIG. 10. Series of graphs of the functionr(a) for a sequence of values o
the parameterj : 0.66 ~1!, 1 ~2!, 1.34~3!, 1.43~4!, 1.48~5!, 1.7 ~6!, 2 ~7!, 3
~8! for p51.4, t50.01, «50.001,k51; a* 527°.
e

h
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the 0x axis. When the anglea changes fromp/2 to 0 the
function r(a) falls off monotonically from r(p/2)
5rx(p/2)5ny( j ,t,«y) to r(0)5ry(0)5nx( j ,t,«x) @on
curve1 jc

x, j , j s
y , j , j c

y , and on curve2 j. j s
x , j , j c

y#. On
curve 3 a second Figure 8 appears, with its axis orien
perpendicular to that of the first~i.e., parallel to the 0y axis!;
here j . j s

x , j c
y, j , j s

y . On this curve, in a small region o
angles in the neighborhood ofa* between the large and
small lobes, the end of the vectorj falls in the FP region of
the diagram of dynamical states~j sina,jc

x , j cosa,jc
y!.

Curve 4 corresponds to the case when the free flux fl
regime is realized both forj i0x and j i0y, j . j s

x , j . j s
y ~as

for the other curves!. In addition, here the current densit
vector j does not fall in the FP region for any value ofa
( j sina.jc

x , j cosa.jc
y!. On curve5 one can see the broad

ening of the lobes of the Figure 8, while the overall depe
dence remains qualitatively unchanged. On curve 6, bu
at which r(a)'1 have appeared along the edges of
lobes of the vertical Figure 8. This is due to the fact that
the region of angles corresponding to these bulges the vo
dynamics goes to a saturation regime with respect to b
systems of pinning centers~j sina.js

x , j cosa.js
y!, as in the

region of anglesa around the valuesa50, p/2. Further
increase in the current density~see curves7 and8! leads to a
gradual smoothing of the nonmonotonicity of ther(a) curve
and ultimately to complete isotropization of the resistive
sponse on account of the complete suppression of pinnin
the two systems of pinning centers. The diagram of dyna
cal states~Fig. 1! shows circular arcs described by the end
the vectorj ~curves1–7!. They show the possible sequenc
of dynamical regimes of the vortex system as the curr
density vector is rotated, and they are in qualitative cor
spondence with the characteristic curves1–7 of the function
r(a) in Fig. 10 and explain the features of those curves.

In an analogous way one can analyze ther(a) curves
for the case when the inequality of the principal critical cu
rents and saturation currents is due to a difference in
concentrations of the mutually orthogonal pinning cent
(kÞ1) with equal depths of their potential wells (p51); the
same can be done for the general case of arbitraryp, k, and

FIG. 11. Series of graphs of the functionr(a) for a sequence of values o
the parametert: 0.013~1!, 0.02~2!, 0.07~3!, 0.08~4!, 0.09~5!, 0.1 ~6!, 0.12
~7!, 0.2 ~8! for p50.7, j 50.6, «50.001,k51; a* 564°.
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«. The behavior of the curves in Fig. 11 reflects the tempe
ture dynamics of the vortex system. At low temperatur
within the domain of definition of the concepts of critical an
saturation currents, the form of ther(a) curves can be ex
plained on the basis of the diagram of dynamical states~see
Fig. 1!. With increasing temperature there first occurs
gradual elongation of the curves, which have the form o
Figure 8 extended along the 0y axis, on account of a de
crease in the values of the critical current densities and
increase in the values of the saturation currents. Then, w
the temperature approaches the depinning temperature,
is a gradual smearing and transformation of the curves
circles, which is due to the isotropization of the pinning
high temperatures. The qualitative form of the curves in F
11 depends substantially on the fixed value of the param
j , since it determines the sequence of dynamical regime
the state diagram as the current density vector is rotated~e.g.,
taking a valuej 51.43, we obtain a curve analogous to cur
4 in Fig. 10!.

Thus in the framework of the bianisotropic pinnin
model, all of the characteristic features of ther(a) curves
obtained in a rotating current scheme can be explained q
tatively and quantitatively on the basis of the diagram
dynamical states of the vortex system.

3. CONCLUSION

The experimental realization of the model studied h
can be based on both naturally occurring7 and artificially
created8 systems with bianisotropic pinning structures. In
number of limiting cases, the anisotropy of the pinning
those structures is equivalent to the anisotropy of cer
perforated9,10 and ‘‘meshlike’’ regular planar structures11,12

and is also close to the real anisotropy of a new generatio
long polycrystalline high-current ribbons of HTSC epitax
films with low-angle grain boundaries, deposited on biaxia
ordered grain-oriented metallic ribbon substrates by RABI
~rolling assisted biaxially aligned textured substrate! and
other similar technologies~see the Materials of the IWCC
10, cited in Ref. 13!.

The proposed model has made it possible for the fi
time ~as far as we know! to give a consistent description o
the anisotropic current- and temperature-induced depinn
of vortices for an arbitrary direction relative to the anisotro
axes and to link it clearly with the motion of vortices alon
these axes. In the framework of this model one can succ
fully analyze theoretically certain observed resistive
sponses which are used for studying anisotropic pinning
number of new experimental techniques5,6 @the uE(a) curve
described by formula~4!; the polar diagram ofr(a)#. Non-
linearity of the vortex dynamics with respect to current
due to the nonlinear character of the dependence of the
ues of the potential barriers of the pinning centers on
external force acting on the vortices; the nonlinearity of
vortex dynamics with respect to temperature, on the ot
hand, is due to nonlinear temperature dependence of
probability that a vortex will escape from the potential we
of the pinning centers. A quantitative description of the no
linear resistive properties of the bianisotropic supercond
ing system under study is done in the framework of the s
chastic model on the basis of the Fokker–Planck equati
-
,
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The main nonlinear components of the problem are the pr
ability functions for the vortices to overcome the potent
barriers corresponding to the systems of pinning cent
nx,y( j ,t,a,p,«,k) ~the arguments of which include both th
‘‘external’’ parametersj , t, a and the ‘‘internal’’ parameters
p, «, k, which describe the intensity and anisotropy of t
pinning!. As can be seen from formula~18! of Ref. 1, the
magnetoresistivitiesr i ,'( j ,t) are linear combinations of the
experimentally measured functionsnx andny in the XY ge-
ometries and, hence, they can easily be explained on
basis of the properties of the latter. In those cases when
bianisotropic pinning reduces to uniaxial anisotropic pinnin
the corresponding functionsr i ,'( j ,t) can be found in Ref. 4.

The diagram of the dynamical states of the vortex s
tem is a convenient and efficient tool for the qualitative u
derstanding and quantitative analysis of the curves obtain
First, it clearly shows the origin of the anisotropy of th
critical currents and saturation currents and their role in
vortex dynamics in the entire range of anglesa. The influ-
ence of the ‘‘internal’’ parametersp, «, k and the temperature
~the parametert! on the observed dependence is easily
plained qualitatively by considering their influence on t
values of the current densitiesj c

x , j s
x , j c

y , and j s
y , which

shape the state diagram. With increasingt the basal critical
current densitiesj c

x and j c
y decrease and the basal saturati

current densitiesj s
x and j s

y increase, so that the FP region o
the diagram narrows and the NT region widens. With
creasing« both pairs of basal current densities,j c

x , j c
y and j s

x ,
j s
y increase, since the functionsnx andny decrease monotoni

cally with increasing«; however, the growth of the secon
pair of current densities occurs considerably faster than
first, and, as a result, a widening of the NT regions and a
significant widening of the FP region occur. The paramet
p andk describe the anisotropy of the bianisotropic pinni
potential and determine the anisotropy of the critical a
saturation current densities. It is easy to see that increa
the parameterp and/or decreasing the parameterk lead to a
decrease in the values of the pairs of critical and satura
current densitiesj c

x and j s
x and to an increase in the values

the other pairj c
y and j s

y . Here the NTx region is shifted
upward, the NTy region is shifted to the left, and the F
region accordingly becomes narrower and longer. Seco
the state diagram can easily be used to establish the dyn
cal state of the vortex system in relation to the magnitu
and direction of the transport current density~specified by
the parameterj and anglea!. Finally, it permits analysis of
the evolution of the vortex dynamics upon a change in
magnitude or direction of the current vector.

The basic relationships analyzed in this paper—the
served magnetoresistivityr i ,'( j ,t), the functionsb( j ,t)
and uE(a) describing the nonlinear G effect, and the po
diagrams of the total magnetoresistivityr(a)—give a clear
idea of the role of anisotropy of the critical currents in t
dynamics of the guided motion of vortices in the presence
bianisotropic pinning in the framework of the stochas
model investigated here.

One of the authors~B.S.! thanks Prof. H. Freyhardt an
Dr. Ch. Jooss for financial support for participation in t
IWCC-10 workshop, where a brief report of this study w
presented.13
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Galvanomagnetic effects in the normal state of high- Tc metal oxides in a model
two-band superconductor with a narrow band „level … near the Fermi boundary
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The research of V. P. Galaiko, Fiz. Nizk. Temp.19, 123 ~1993! @Low Temp. Phys.19, 87 ~1993!#
on electronic orbital effects in samples of a high-Tc superconductor~Y–Ba–Cu–O! in the
normal state is continued for the case of dc galvanomagnetic effects. The conductivity tensor,
resistivity, and Hall coefficient are calculated. The results agree qualitatively with
experiment. ©2002 American Institute of Physics.@DOI: 10.1063/1.1480238#
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This article is a continuation of Ref. 1, which explore
the various experimental consequences of a previously
posed model2,3 in which a high-Tc superconductor~HTSC! is
treated as a two-band superconductor with a narrow b
~level! near the Fermi boundary. The essence of the mod
that, owing to exchange of singlet pairs of electrons, Coo
pairing arises between the level and the wide band of imm
bile electrons, in which case the critical temperatureTc of
the superconducting transition turns out to be only quadr
cally small in the coupling constant, in contrast to the BC
theory, in which it is exponentially small. In Ref. 1 it wa
additionally taken into account~over and above Refs. 2 an
3! that, owing to the characteristic ‘‘doping’’ of HTSC meta
oxides ~for purposes of achieving the maximumTc ; in the
case of Y–Ba–Cu–O compounds this is doping with ox
gen!, HTSC systems should be treated as crystalline s
tions of substitution. From the standpoint of electronic pro
erties this means that they are ‘‘dirty’’ superconductors w
a large number of impurity scattering centers.

In Ref. 1 the scattering on these ‘‘impurities’’ was take
into account phenomenologically, by introducing in t
Hamiltonian of the electron system an interaction with ra
domly distributed impurities, the matrix elements of whi
described both intraband and interband transitions in sca
ing. In the model a suitable technique was developed
averaging the physical quantities over the random coo
nates of the impurities, and various consequences of
model were examined. As in conventional superconduct
the influence of impurities on the thermodynamic charac
istics of the system turn out to be small~‘‘Anderson’s theo-
rem’’!, unlike the kinetic characteristics. As the most impo
tant characteristic, the electrical conductivity of an HTS
sample in the normal state was calculated as a functio
temperature and frequency. It was found that, in spite of
crudity of the model, the results of the theory agree qual
tively with experiment4 for characteristic frequencies o
105 s21. A detailed comparison of the theory with expe
ment was made in Ref. 5.

The main features of these results are: a! a linear tem-
perature dependence of the resistivity at zero freque
which is typical of all HTSC compounds; b! a nonmonotonic
dependence of the resistivity on frequency and temperat
3211063-777X/2002/28(5)/7/$22.00
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which was first observed in Ref. 4: a maximum of the res
tivity at a certain frequency, and a change in sign of t
temperature derivative of the resistivity~a transition from a
linear temperature dependence to a so-called ‘‘semicondu
trend’’!. According to the model,1 these features are due t
the fact that the scattering of mobile electrons in the w
band on impurities, owing to the exchange of singlet pa
with the narrow band, is of a resonance character, so tha
a certain energy the frequency of collisions with impuriti
goes to zero, and an anomalously large contribution to
conductivity from these electrons appears. In reality this c
tribution is limited by the width of the resonance, whic
cannot be calculated in the framework of the model,1 since
the latter does not take into account the strong antiferrom
netic correlations of the localized electrons and, possi
other interactions. The width of the resonance is put into
theory phenomenologically, and the parameters of the the
are determined from a comparison with experiment.

Despite this shortcoming, one can nevertheless exp
that to the extent that one is talking about orbital effects t
do not break the singlet symmetry, the model should agree
least qualitatively, with experiment. From this standpoint it
of interest to consider the Hall effect and conductivity in t
presence of a static magnetic fieldH, when the role of the
orbital frequency is played by the Larmor frequency of g
ration of the mobile electrons on closed orbits,vH

5eH/mc, in a plane perpendicular to the magnetic fie
The present paper is devoted to a calculation of the cond
tivity tensor for this case and to a comparison of the res
of the theory with experiment. In view of the frequent refe
ences to the formulas and notation from Ref. 1, we sh
denote the formulas of that paper as(...)1, where the ellipsis
in parentheses stands for the formula number from Ref.

The conductivity tensor is calculated as in Ref. 1 in t
temperature Green’s function technique with analytical c
tinuation to the region of real frequencies for the linear
sponse of the system.6,7 We start from the expression for th
conductivity tensor sab ( j a5sabEb) analogous to
(60)1– (62)1, in terms of the temperature correlation fun
tion in the coordinate~more precisely, band–site! represen-
tation, conjugate to the band–quasimomentum represe
tion:
© 2002 American Institute of Physics
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sab~R,R8;v!52
2

iv S e

v0
D 2

T(
vn

Tr~ v̂a~R!G~v1!

3 v̂b~R8!G~v2!!u inn0→v1 i0 , ~1!

vn5pT~2n11!, v15vn , v25vn2nn0 ,

nn052pTn0 ~kB51, \51!,

whereR stands for the coordinates of the lattice sites,v0 is
the volume of the unit cell of the crystal, andv̂a(R) is the
velocity operator.

Unlike (60)1– (62)1, in Eq. ~1! we have taken into ac
count a number of simplifying circumstances. The coeffici
2 takes into account states with isotopic spinsz521 in
‘‘electron–hole’’ space~in the normal state this is the dou
bling on account of spin!. We have dropped the so-calle
‘‘diamagnetic’’ contribution to the current, which automat
cally vanishes in the order to which the calculation of t
trace and summation over the discrete frequenciesvn were
done in Ref. 1. A more important remark concerns the av
aging over impurities of the tensor product of Green’s fun
tions, (G3G)average, which reduces to summation of th
‘‘ladder’’ diagrams of perturbation theory~see Ref. 1!. In the
case of the normal skin effect this average decomposes in
product of averages: (G3G)average5Gaverage3Gaverage. It
can be shown that this result is preserved in the presenc
a static magnetic field in the quasiclassical approximati
and in expression~1! the averaged Green’s functions are u
derstood. Here, since in the narrow band the velocities of
electrons are zero,G actually denotes the diagonal~with re-
spect to the band index! matrix elementGj j 8 , which de-
scribes mobile electrons in the wide band.

These functions were calculated in Ref. 1~formulas
(20),1! (24) – (26), and (64) of that paper!. In contrast to
these formulas, in the present case it is necessary to take
account that the spectral decomposition of the Green’s fu
tions is carried out not with respect to the quasimoment
and plane waves, which describe the free motion of the e
trons, but with respect to the quantum numbers of the L
dau spectrum and the corresponding quasiclassical w
functions for electrons in a magnetic field. However, it is n
hard to see that when the inequalities

vH!Tc!
1

t
!«F ~2!

hold ~these will be important later on; heret is the mean free
time of the electrons, and«F5pF

2/2m5mvF
2/2 is the Fermi

energy, of the order of the width of the band of mobile ele
trons!, the scheme1 of averaging the Green’s functions ov
impurities and the overall structure of the expressions for
averaged Green’s function remain as before. Here the t
modynamic parameters of the model~the critical temperature
Tc @Eq. (57)#,1 the hybridization parameterd of the branches
of the spectrum@Eq. (30)1#, and the energyj0 of the local
level @Eq. (37)#1 retain their significance and, what is o
particular practical importance, the analytical formulas
the mass operatorsM (vn), L(vn) as functions of the dis-
crete frequencyvn are preserved. This is almost obvious.
view of the local nature of the scattering potential of t
impurities and the inequalitiesl 5vFt!r H5vF /vH ~l is the
t
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e
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e
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r

mean free path, andr H is the Larmor radius of the orbits o
the electron in the magnetic field!, in the quasiclassical ap
proximation the electrons move almost as free particles
the intervals between collisions with impurities.

Thus the problem addressed in this paper is to take
account the influence of the Landau spectrum on a kin
characteristic—the conductivity tensor. According to t
Wannier construction,8 in a magnetic field H5curl A
smoothed over atomic distances, the kinetic energy oper
for mobile electrons is written

H0~R,R8!5
1

N0
(

p
jS p2

e

c
AS R1R8

2 D D
3exp@ ip•~R2R8!#. ~3!

whereN0 is the number of lattice sites, andj(p), the kinetic
energy of the free electrons measured from the chemical
tentialm'«F , is a periodic function of the quasimomentu
p. The summation over quasimomentum in~3! and every-
where below is done over nonequivalent states, i.e., with
cell of the reciprocal lattice. The corresponding velocity o
eratorsv̂a(R) have the form

v̂a~R!~R1 ,R2!5dR~R11R2!/2

1

N0

3(
p

]

]pa
jS p2

e

c
A~R! D

3exp@ ip•~R12R2!#. ~4!

In view of the qualitative character of the model, in o
der to emphasize the effect of magnetic field on the cond
tivity tensor, we neglect the orthorhombic anisotropy of t
Y–Ba–Cu–O crystals, with axesa, b, c ~x, y, z, respec-
tively! and, moreover, to simplify the subsequent calcu
tions we assume thatj(p)5p2/2m2«F within the symmet-
ric (j(p)5j(2p)) cell of the reciprocal lattice. Then for a
magnetic field directed along thec ~or z! axis, in the Landau
gaugeH5(0,0,H), A5(0,Hx,0) the wave functions, as ca
easily be checked, have the form:

cn,py ,pz
~R!5cn,py

~x!
exp@ i ~pyy1pzz!#

ANyNz

~5!

~Ny andNz are the numbers of lattice sites along they andz
axes!, with the Landau spectrum

j~n,pz!5nvH1
pz

2

2m
2«F , ~6!

where n.0 is an integer. The normalized quasiclassic
wave functionscn,py

(x) are nonzero in the interval betwee
the turning points on the orbit and have the form

cn,py
~x!5S 2avH

puvx~x!u D
1/2

sinEx

px~x8!dx8u

3S r H
2 ~n!2S cpy

eH
2xD 2D , ~7!

cpy

eH
2r H~n!
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wherea is the lattice period along thex axis,cpy /eH plays
the role of thex coordinate of the center of the circular orb
in the (x,y) plane,r H(n) is the radius of the orbit, and

px~x!5mvx~x!5
eH

c F r H
2 ~n!2S cpy

eH
2xD 2G1/2

.0,

r H~n!5
c

eH
A2mnvH. ~8!

In formula ~7! the support of the wave functioncn,py
(x) is

explicitly separated out; with quasilocal accuracy; in view
the exponentially rapid decay of the wave function beyo
the turning points, it reduces to the singularu function.

The wave functions~5! and~7! satisfy the completenes
and orthogonality relations. Therefore the spectral decom
sition of the total Green’s functions in expression~1!, with
allowance for the interband interaction in the self-consist
field approximation1 and for scattering on impurities, is writ
ten, in view of what was said above, as

G~R1 ,R2 ;v6!5(
l

cl~R1!Gl~v6!cl* ~R2!, ~9!

l5~n,py ,pz!,

Gl~v6!5S nvH1
pz

2

2m
2«F2 iv62L~v6! D 21

, ~10!

where the functionL(vn) is given by formulas@(24), (25),
and (64)]1.

By definition, the trace in expression~1! is given by the
sum

~Tr!ab~R,R8!

5
1

N0
2 +( + H vaS p12

e

c
A~R! D dR,~R11R2!/2

3exp@ ip1•~R12R2!#cl~R2!Gl~v1!cl* ~R3!

3vbS p22
e

c
A~R8! D dR8,~R31R4!/2

3exp@ ip2•~R32R4!#cl8~R4!Gl8~v2!cl8
* ~R1!J ,

va~p!5
]j~p!

]pa
. ~11!

The symbol+(+ denotes summation over all variables
expression~11! except forR, R8, andv6 . We note that, in
view of the translational symmetry, this expression actua
depends on the differenceR2R8, and its Fourier transform
should be calculated according to the representation

E d3q

~2p!3 exp@ iq•~R2R8!#~ ...!.

In what follows we letq→0 on account of the normal ski
effect.

Evaluation of the trace over they and z variables does
not present any difficulty, since, according to formulas~5!
and ~9!, one is dealing with the evaluation of sums of pro
f
d

o-

t

y

-

ucts of normalized wave functions. The values of these su
are determined by the completeness and orthogonality r
tions:

1

Ny
(
py

exp@ ipy~y12y2!#5dy1 ,y2
,

1

Ny
(

y
exp@ iy~p1y2p2y!#5dp1y ,p2y

and analogously for the variablez. Here, because of the pres
ence of the Kronecker deltasdR,(R11R2)/2 anddR,(R831R4)/2 in
expression~11!, it is convenient to make the change of va
ables

y11y2

2
5Y18 , y12y25Y1 ,

y31y4

2
5Y38 ,

y32y45Y3 ,
z11z2

2
5Z18 , z12z25Z1 ,

z31z4

2
5Z38 , z32z45Z3 ,

where the Jacobian of the transformation has a unit modu
Evaluation of the desired sums over the variablesy and z
leads to the expression

dp1y ,~py1p
y8!/2dp2y ,~py1p

y8!/2dp1z ,~pz1p
z8!/2dp2z ,~pz1p

z8!/2 .

Now making the change of variables

py1py8

2
5Py ; py2py85qy ;

pz1pz8

2
5Pz ;

pz2pz85qz ; py5Py1
1

2
qy ; py85Py2

1

2
qy ;

pz5Pz1
1

2
qz ; pz85Pz2

1

2
qz

and converting the remaining sums(
Py

(
qy

(
Pz

(
qz

into integrals,

(Py
(
qy

→S Nyay

2p D 2E E dPydqy ,

(Pz
(
qz

→S Nzaz

2p D 2E E dPzdqz

~ay andaz are the lattice periods along they andz axes!, we
take the integral

E E dqydqz

~2p!2 exp@ iqy~y2y8!1 iqz~z2z8!#~ ...!.

In the limit (qyqz)→0 we obtain the following result from
Eq. ~11! (Py ,Pz→[py ,pz):

~Tr!ab~x,x8!5S ayaz

Nx
D 2E E dpydpz

~2p!2

+( + H vaS p1x ,py2
eHx

c
,pzD dx,~x11x2!/2

3exp@ ip1x~x12x2!#cn,py
~x2!Gn,pz

~v1)
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3cn,py
~x3!vbS p2x ,py2

eHx8

c
,pzD

3dx8,~x31x4!/2

3exp@ ip2x~x32x4!#cn8,py
~x4!Gn8,pz

~v2!

3cn8,py
~x1!J . ~12!

Evaluation of the trace over thex variable is a more
complicated matter. We start by eliminating the Kroneck
deltasdx,(x11x2)/2 , dx8,(x31x4)/2 in Eq. ~12! by making the
change of variables

x11x2

2
5X1 , x12x25X18 ;

x31x4

2
5X3 ,

x32x45X38 .

As a result, Eq.~12!, after a shiftpy→py1eHx8/c, takes the
form @see Eqs.~7! and ~8! for cn,py

(x); hereX5x2x8#:

~Tr!ab~X!5S ayaz

Nx
D 2S 2avH

p D 2

(
n,k

E E dpydpz

~2p!2

+( +H exp@ ip4xX181 ip2xX38#

3
sina sinb sing sind

Auvx
avx

bvx
gvx

du
uaubugudva

3S p1x ,py2
eHX

c
,pzD vb~p2x ,py ,pz!

3Gn,pz
~v1!Gn2k,pz

~v2!J , ~13!

where for brevity we have introduced the following notio
for the integrals:

X2
cpy

eH
2

1

2
X28 2

cpy

eH
1

1

2
X38

a5
eH

c E
2r H~n!

dx9Ar H
2 ~n!2x92,

b5
eH

c E
2r H~n!

dx9Ar H
2 ~n!2x92,

2
cpy

eH
2

1

2
X38 X2

cpy

eH
1

1

2
X18 ~14!

g5
eH

c E
2r H~n2k!

dx9Ar H
2 ~n2k!2x92,

d5
eH

c E
2r H~n2k!

dx9Ar H
2 ~n2k!2x92.

The other notion is clear from formula~7!.
In expression~13! we must explicitly take into accoun

the quasiclassical character of the electron motion, i.e.,
rapid oscillations ofcn,py

(x) over a lengthlF;1/pF! l

!r H , and also the large values of the quantum numben
;«F /vH . This is achieved by expanding the integra
r

e

~14!—the arguments of the sines in expression~7!—in series
in the variablesX18 , X38 , andk5n2n8 and choosing suitable
combinations of the exponentials e6 iae6 ibe6 ige6 id

3exp@i(p1xX181p2xX38)# in the products of wave function
cn,py

(x) such that the rapid oscillations are ‘‘quenched’’
them and such that they give a nonzero contribution to
pression~13! to leading order in the small parameters. W
see from formula~14! that for this it is necessary to take th
combinationsa2d andb2g, which can then be combine
with arbitrary signs.

Expanding the integrals~14! to terms linear in inX18 ,
X38 , andk, we obtain

a2d52P1X181kI1 , b2d5P2X381kI2 , ~15!

P15
eH

c F r H
2 ~n!2S X2

cpy

eH D 2G1/2

,

P25
eH

c F r H
2 ~n!2S cpy

eH D 2G1/2

, ~16!

X2
cpy

eH
2

cpy

eH

I 15E
2r H~n!

dx9

Ar H
2 ~n!2x92

, I 25E
2r H~n!

dx9

Ar H
2 ~n!2x92

.

~17!

The summation of the exponentials in expression~13! over
the variablesX18 andX38 gives the following group of terms
as can easily be seen from formulas~15!–~17!:

Nx
2

16
$dp1x ,P1

dp2x ,2P2
exp@ ik~ I 11I 2!#

1dp1x ,P1
dp2x ,P2

exp@ ik~ I 12I 2!#

1dp1x ,2P1
dp2x ,2P2

exp@2 ik~ I 12I 2!#

1dp1x ,2P1
dp2x ,P2

exp@2 ik~ I 11I 2!#%. ~18!

We substitute this group of terms~18! into expression~13!
and do the summation overp1x and p2x . The resulting ex-
pression for (Tr)ab(X) must be Fourier transformed wit
respect to the differencex2x85X by operating with
*dXe2 iqxX(...), after which one should letqx→0. Next,
since the characteristic frequenciesvH!«F , the summation
over the quantum numbern can be replaced by an integra
over the variablej ~6!: vH(

n
→*2`

` dj. Here, since the inte-

gral overj is concentrated in a small neighborhood near
Fermi boundary, the values ofpz are restricted to the interva
2pF,pz,pF , and with the same accuracy the radius of t
orbit ~8! is written in the form
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r H
2 ~pz!5S c

eHD 2

~pF
22pz

2!. ~19!

In order to eliminate the supportu(r H
2 (pz)2(X

2cpy /eH)2)u(r H
2 (pz)2(cpy /eH)2) in formula ~13! and to

do the integration over the variablesX, py , andpz , we make
the following change of variable, which corresponds to
classical dynamics of the electron in a magnetic field:

X2
cpy

eH
5r H~pz!cosw,

cpy

eH
5r H~pz!cosw0 ;

]~X,py!

]~w,w0!
5U2r H sinw, 2r H sinw0

0, 2
eH

c
r H sinw0

U
5

eH

c
r H

2 sinw sinw0 , ~20!

wherew andw0 are the phases specifying the position of t
electron on the orbit. In view of the positivity ofP1 , P2 , I 1 ,
and I 2 in Eqs.~16! and~17!, the integration over phases ca
be done over a half period (2p,0): *2p

0 *2p
0 dwdw0 from

the ‘‘left’’ turning point to the ‘‘right’’ one. The values of
these quantities, according to formulas~16!, ~17!, and ~20!,
are

P152
eH

c
r H~pz!sinw, P25

eH

c
r H~pz!sinw0 ,

I 1~w!5p1w, I 2~w!52w0 . ~21!

The further integration overpz and evaluation of the
trigonometric integrals over phasesw and w0 in expression
~13! are elementary. It is convenient to normalize the ten
sab to the Drude–Lorentz conductivitys05ne2t/m, where
n5pF

3/3p2 is the density of conduction electrons. Takin
formulas ~19!–~21! into account, we obtain the following
expressions for the nonzero components of the desired
sor,sab5sab(q,v)uq→0 :

sxx

s0
5

syy

s0
52

1

ivt
T(

vn
(

k

1

2
~dk,11dk,21!

3E djGj~v1!Gj2kvH
~v2!u inn0→v1 i0 , ~22!

sxy

s0
52

syx

s0
5

1

ivt
T(

vn
(

k

1

2i
~dk,12dk,21!

3E djGj~v1!Gj2kvH
~v2!u inn0→v1 i0 ,

szz5~sxx5syy!uvH50 . ~23!

The componentssxz , syz , szy , andszx vanish because
the integrands are odd with respect topz . Owing to the
selection rules, in the sums over the integersk that specify
transitions from orbit to orbit as a result of collisions wi
impurities, formulas~22! and ~23! satisfy the Onsager sym
metry relations with respect to a change in sign of the m
netic field. The componentszz is equal to the conductivity in
zero magnetic field and will be of no further interest.
e

r

n-

-

Equations~22! and ~23! require an analytical continua
tion to the upper half plane with respect to the real freque
v: inn0→v1 i0; we do this by the technique pointed out
Ref. 7: we represent the Green’s functionG(vn) by an inte-
gral of the Cauchy type:

Gj~vn!5E
2`

` d«

2p i

x~«!

«2 ivn
,

xj~«!5Gj~vn!u ivn→«1 i02Gj~vn!u ivn→«2 i0

5~j2«2L1~«!!212~j2«2L2~«!!21.

The value of the sum over the discrete frequenciesvn is
determined by the well-known expansion of the hyperbo
tangent in simple fractions and is equal to

T(
vn

1

~«12 ivn!~«22 ivn1 inn0!

5
1/2@ tanh~«1/2T!2tanh~«2/2T!#

«12«22 in0
;

«65«6
«8

2
.

Thus, according to formulas~22! and~23!, we need to evalu-
ate the integral

1

ivt E E d«d«8

~2p i !2

1/2@ tanh~«1/2T!2tanh~«2/2T!#

«82v2 i0

3E djxj~«1!xj2kvH
~«2!, ~24!

in terms of which the principal components of the condu
tivity tensor,sxx ~22! andsxy ~23!, are expressed. In formul
~24!, after integration of the spectral densities over the va
ablej,

E djxj~«1!xj2kvH
~«2!522p i @~«82kvH

1L1~«1!2L2~«2!!21

1~2«81kvH1L1~«1!

2L2~«2!!21# ~25!

a rapidly convergent integral over the variable«8 appears.
Therefore, having in mind the limitv→0, we can expand the
difference of the hyperbolic tangents in powers of«8 and,
after performing the integration over«8, setv50:

2
1

i t E2`

` d«

4T cosh2~«/2T!

1

2kvH1L1~«!2L2~«!
.

~26!

The differenceL1(«)2L2(«) has the form@Eq. (67)]1

L1~«!2L2~«!5
1

t S 11
d

j02« D 2

, ~27!

where the parameters of the model are given in Eqs.@(37),
(57), (30), and (67)]1:



(
se

ie

m

-
e
y
-
to

-
e

-

he

de-

ntal

ved
-

ot

iled
the
-
mag-

ing
r
the
e

ish

ons

d:
of

326 Low Temp. Phys. 28 (5), May 2002 V. P. Galaı̆ko and E. N. Bratus’
j05T ln
12k

11k
; Tc;l2«F

k

ln
11k

12k

;

d;lcu12; d5
udu2u22

u11u222uu12u2
; ~28!

wherek is the degree of filling of the narrow band (21,k
,1), c is the impurity concentration,uj j 8 are the matrix
elements of the scattering potential of the impuritiesu
,«F), andl is a small interband coupling constant. The
quantities satisfy the inequality

l!1, d!d, d!j0;Tc , ~29!

which must be taken into account together with inequalit
~2!.

Let us separate out in the integrand of~26! the
asymptotic form for high energies and the resonance ter

1

2kvH1L1~«!2L2~«!
5

1

2kvH1 i /t

1S 1

2kvH1L1~«!2L2~«!

2
1

2kvH1 i /t D . ~30!

As is easily seen from formula~27!, the resonance term con
verges rapidly with respect to energies and in zero magn
field vH50 gives an infinite contribution to the conductivit
tensor at the energy«5j01d. We introduce phenomeno
logically a Lorentzian width of the resonance according
the rule

1

~«2j02d!2 → 1

~«2j02d!21n0
2 , n0!d.

Integrating over energy in~26! and collecting together for
mulas ~22!–~30!, we obtain the final expressions for th
components of the conductivity tensor:

sxx

s0
5

syy

s0
511

p~12k2!

4T
Re

d2

An0
22 ivHtd2

, ~31!

sxy

s0
52

syx

s0
5tvH1

p~12k2!

4T
Im

d2

An0
22 i tvHd2

,

A151. ~32!

The resistivity tensorrab5(s21)ab .
Let the current be directed along thex axis: j x[ j , j y

50, Ex[E. Defining the resistivity and Hall coefficient as

r5
E

j
5

sxx

sxx
2 1syy

2 ; RH5
Ey

jH
5

sxy

@sxx
2 1syx

2 #H
,

we find for these quantities

r

r0
5S 11

«

t
Re

1

A12 iV
D F S 11

«

t
Re

1

A12 iV
D 2

1S tvH1
«

t
Im

1

A12 iV
D 2G21

, r51/s0 , ~33!
s

:

tic

tvH

RH

RH0
5S tvH1

«

t
Im

1

A12 iV
D F S 11

«

t
Re

1

A12 iV
D 2

1S tvH1
«

t
Im

1

A12 iV
D 2G21

, ~34!

whereRH051/nec is the classical value of the Hall coeffi
cient, and we introduce the dimensionless variables

t5
T

Tc
, «5

p~12k2!d2

4Tcn0
@1, V5tvHS d

n0
D 2

. ~35!

Let us mention a useful formula for the tangent of t
Hall angle, which can be used to estimate the parametertvH

from experimental data:

Ey

E
5

tvH1
«

t
Im

1

A12 iV

11
«

t
Re

1

A12 iV

.

The temperature and magnetic-field dependences
scribed by formulas~33! and~34! for the resistivity and Hall
coefficient can be compared with the available experime
data~see Ref. 9 and the references cited therein!. For this we
should eliminate from consideration the anomalies obser
in a narrow fluctuational neighborhood of the critical tem
peratureTc of the superconducting transition, which are n
described by the self-consistent field approximation.1 The in-
terval of reasonable values of the temperature is 1,t,3. In
those experimental papers there is unfortunately no deta
information about the magnetic-field dependences of
quantities in Eqs.~33! and ~34!. Their temperature depen
dence has been measured at two or three values of the
netic field, including zero field.

A straightforward analysis shows that the resistivity~33!,
in agreement with experiment, is monotonically increas
(](r/r0)/]t.0) with temperature in a practically linea
manner at not-too-high temperatures. The behavior of
Hall coefficient, or the so-called Hall ‘‘resistance,’’ is mor
interesting: rxy /r05tvHRH /RH0 . By differentiating ex-
pression~34! with respect to temperature, one can establ
that this quantity reaches a maximum at the point

t05«I
A11~ I /R!2

11A11~ I /R!2 S I /R

11A11~ I /R!2
2tvHD 21

,

~36!

~R,I ![~Re,Im!
1

A12 iV
,

V!1; t05«, maxS rxy

r0
D'

V

8
;

V@1: t0'
«

AV
, maxS rxy

r0
D'

1

2~11& !
~37!

@see Fig. 1, which shows the results of numerical calculati
according to formula~34!#. The conditiont0.1 and formu-
las~37! imply a restriction on the value of the magnetic fiel
V,«2. Theoretical estimates of the orders of magnitude
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these model parameters, consistent with inequalities~2! and
~29!, make it possible to use them for estimating the char
teristic magnetic fields for the theory under considerati
H;103– 104 Oe. These values of the magnetic field do
deed correspond to the magnetic field at which the temp
ture dependence of the conductivity and Hall coefficie
were measured in Ref. 9.

We see from expressions~36! and~37! and Fig. 1 that at
low fields the maximum decreases in height and shifts
higher temperatures, to beyond the limits of applicability
the theory, while at high fields it reaches the experimenta
observed values at moderate temperatures. These beha
agree with experiments.10

FIG. 1. Temperature dependence of the Hall resistance:tvH50.05 (1),
tvH50.1 (2). d/n056, «55.
c-
:

-
a-
t

o
f
y
iors

Thus we find that the model of Ref. 1 correctly conve
the main features of the behavior of two different electro
orbital effects in HTSC metal oxides in the normal state:
ac resistivity, and the Hall effect.

The authors thank E. V. Bezuglyi for fruitful discussion
and help with the organization of this paper.

*E-mail: bratus@ilt.kharkov.ua
1!Formulas (20)1 contain an error: a term2 ivn(0 1

1 0) is missing from the
expression forg0
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Characteristics of the electric field accompanying a longitudinal acoustic wave
in a metal. Anomaly in the superconducting phase
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The temperature dependence of the amplitude and phase of the electric potential arising at a
plane boundary of a conductor when a longitudinal acoustic wave is incident normally on it is
investigated theoretically and experimentally. The surface potential is formed by two
contributions, one of which is spatially periodic inside the sample, with the period of the acoustic
field; the second is aperiodic and arises as a result of an additional nonuniformity of the
electron distribution in a surface layer of the metal. In the nonlocal of parameters region the second
contribution is dominant. The phases of these contributions are shifted by approximately
p/2. For metals found in the normal state the experiment is in qualitative agreement with the
theory. The superconducting transition is accompanied by catastrophically rapid vanishing
of the electric potential, in sharp contrast to the theoretical estimates, which predict behavior
similar to the BCS dependence of the attenuation coefficient for longitudinal
sound. © 2002 American Institute of Physics.@DOI: 10.1063/1.1480239#
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1. INTRODUCTION

When an elastic wave propagates in a metal, a pertu
tion of its electron subsystem occurs which compensates
tendencies of the ionic displacements to disrupt the cha
neutrality or the balance between the ion and electron
rents. At high temperatures or in dirty samples~the so-called
local limit, determined by the conditionql!1, whereq is the
acoustic wave vector andl is the electron mean free path! the
electron collision frequency is high enough to maintain lo
equilibrium at any point of the deformed lattice. In the lim
ql!s/vF ~s andvF are the sound velocity and Fermi velo
ity! the electric field arising in the metal has a purely inert
nature—the acoustic analog of the Stewart–Tolman effe

In the opposite limiting case~ql@1, nonlocal limit! the
collisions can no longer maintain local equilibrium, and a
ditional electric fields are produced in the metal, bringi
about the required adjustment of the electrons to the mov
lattice. In zero magnetic field, the polarization of the elect
field of an elastic wave propagating in an isotropic metal
along a high-symmetry direction is parallel to the ionic d
placements. When a magnetic field is turned on, the Lore
force exerted on the electrons moving with the lattice giv
rise to a Hall component of the alternating electromagn
field, the existence of which is no longer dependent on st
requirements on the purity or temperature of the sample

The opposite process also occurs: the generation
acoustic vibrations when a polarized electromagnetic fiel
excited in the metal in a suitable way. On the whole, th
phenomena—the acoustoelectric and electroacou
transformations—are well known and widely used both
3281063-777X/2002/28(5)/9/$22.00
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scientific experiments and for contactless excitation of so
in technical applications~see, e.g., the review1!.

However, as far as the authors are aware, the experim
tal studies have always been done for electromagnetic fi
in which the electric field vector was orthogonal to the wa
vector of the elastic wave.1! The latter is apparently due t
the fundamental differences in the behavior of the fields
transverse and longitudinal polarization at the interface
tween the metal and free space~or an insulating medium!.
For normal incidence of a transverse elastic mode on
interface the electromagnetic field in the metal is natura
‘‘matched’’ with the electromagnetic field in the vacuum~in-
sulator!. In other words, in this geometry an electromagne
wave is radiated from the metal; this wave can easily
detected by a suitably oriented antenna of the flat-coil ty
This same antenna can also be used to generate a trans
elastic wave in the metal.

An electromagnetic wave with electric field polarize
along the wave vector does not exist. Therefore, in the c
of normal incidence of a longitudinal acoustic wave on t
interface, electromagnetic radiation from the sample is
sent in principle. Nevertheless, it is possible to detect
electric field E due to a longitudinal acoustic wave. Sinc
div EÞ0 in a longitudinal wave, uncompensated charge a
the accompanying potential appear both in the bulk of
metal and on its surface.4 This potential can be detected by
voltmeter of suitable sensitivity. One of the authors~V.M.G.!
long ago had analyzed a method of linear electroacou
conversion with the use of a contactless capacitive driv5

Here, when an alternating voltage is applied to the excit
plate of the capacitor, an electric charge is induced benea
© 2002 American Institute of Physics
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on the surface of the metal, and the nonlocal interaction
this charge with the lattice excites a longitudinal elastic wa
of the same frequency. A detailed experimental check of R
5 has not been made, possibly because of the rather strin
requirements on the purity of the metal. The limiting case
a capacitive driver~receiver! is a galvanic contact, which is
what was mainly used in the present study. Finally, the p
ence of the contact on the interface alters the boundary
ditions for the elastic deformations; however, it turns out t
the latter leads to a slight increase in the conversion e
ciency and in general relaxes the requirements on the pu
of the material under study. For this reason it is possible
carry out an experiment on practically all reasonably p
metals provided that some relatively simple requirements
met as to the nonlocality of the interaction of the electro
with the elastic field (ql.1).

The structure of this paper is as follows. In Sec. 2
theory of the acoustoelectric conversion is given for the s
plest case—a conducting half space~one-dimensional prob
lem! in the approximation of an isotropic dispersion relati
for the carriers and their ‘‘specular’’ reflection by the inte
face. The electric potential accompanying an elastic wav
the metal is a sum of two contributions. Besides the w
known forced solution, which repeats the profile of the el
tic deformations, in the nonlocal limit there is also a subst
tial quasiperiodic term due to the perturbation of the ballis
motion of the electrons by the surface of the sample.

In Sec. 3 we present the results of experimental stud
of the temperature dependence of the aforementioned ele
potential in metals of different degrees of purity~Ga, W, Al!
in the normal state. On the whole, the temperature dep
dences of the amplitude and phase of the potential show
acceptable qualitative agreement with the theoretical e
mates; this can be regarded as experimental confirmatio
the theoretical ideas proposed here.

In Sec. 4 we discuss the evolution of the measured e
tric potential at the superconducting transition. Contrary
the expectation of a rather slow decrease in the recor
value belowTC ~like the behavior of the longitudinal soun
attenuation coefficient!, a much sharper decrease in the a
plitude of the potential is observed.

2. THEORY OF ACOUSTOELECTRIC CONVERSION IN THE
CASE OF NORMAL INCIDENCE OF A SOUND WAVE
ON AN INTERFACE

Let us consider a metallic half spacex>0. Suppose tha
a longitudinal elastic waveux5u0 exp(2ivt2iqx) comes in
from the interior of the sample and is reflected from t
sample boundary with a reflection coefficientR ~we neglect
the sound attenuation!. Near the boundary the displaceme
field and the deformation field are formed as a result of
interference of the incident and reflected waves, indep
dently of the regime~pulsed or continuous!. The resultant
field is conveniently expressed in terms of the amplitudes
the displacementu(0) and deformationu8(0) at the inter-
face. In particular, for the deformation field that we will b
interested in below we can write

dux~x!

dx
[uxx~x!5u8~0!cosqx2qu~0!sinqx. ~1!
f
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The relation betweenu(0) andu8(0) is determined by
the boundary conditions

qu~0!

iu8~0!
5

11R

12R
[C. ~2!

For a contact with an elastically uniform, nonattenuati
medium the parameterC is equal to the ratio of the acousti
impedances of the metal and of the medium in contact wit
~in particular,C5` for a contact with the vacuum!. In the
case of an attenuating medium the parameterC can be
complex-valued.

The deformation-induced deviationc(x,vx)] f 0 /]« of
the electron distribution function from its equilibriumf 0 is
described by the kinetic equation6 ~we are neglecting the
inertial field!:

vx

]

]x
~c2ew!2 i ṽc52 ivLxxuxx . ~3!

Here ṽ[v1 i /t ~v is the angular frequency, andt is the
electronic relaxation time!, Lxx is the corresponding compo
nent of the deformation potential tensorL ik5l ik

2^l ik&/^1&, l ik is the ‘‘bare’’ deformation potential,w(x) is
the electric potential in the field of the elastic wave,vx is the
x component of the Fermi velocityvF of the electron, and
the angle brackets denote averaging over the Fermi sur
with a weightvF

21 :

^A&[
2

~2p\!3 E AdS

vF
.

It is important to note that the quantityew(x) appearing
in Eq. ~3! is actually the total electrochemical potential of th
electrons, including, in addition to the ‘‘true’’ electric poten
tial, the change of the chemical potentialuxx^lxx&/^1& due to
the change of the electron spectrum in the elastic defor
tion field.6 The difference of the electrochemical potentials
different points of the sample is a source of real emf that
be registered by a voltmeter, and it, of course, vanishe
equilibrium, e.g., in the limit of a static deformation (v
→0). At the same time, the gradient of the ‘‘true’’ electr
potential, which compensates the deformation contribution
the electrochemical potential and brings about an adjustm
of the electron density to the spatial variations of the i
density is always nonzero in a nonuniformly deform
sample~physically this effect is analogous to a contact p
tential difference!. The presence of this potential in a no
uniformly deformed metal~including in the elastic field of a
sound wave! gives rise to uncompensated charges with
densitydn5r D

2 ^lxx&¹
2uxx;(qrD)2qun, wheren is the to-

tal electron density,q is the characteristic wave number o
the deformation, andr D is the screening radius of the long
tudinal field (r D

2254pe2^1&), which in ‘‘good’’ metals is of
the order of magnitude of the lattice constant. Such
‘‘charge density wave’’ accompanying the propagation o
sound wave in the general case contains a nonequilibr
contribution due to the disruption of the spatial uniformity
the electrochemical potentialew(x); this contribution is pro-
portional to the frequency of the sound~see below! but in the
majority of cases it is small (;s/vF) compared to the ‘‘adia-
batic’’ component mentioned above. To avoid misund
standings we should say that, because of the small valu
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the uncompensated charge (dn!n) the potentialw(x) can,
of course, be calculated from the condition of electrical n
trality ^c&50, where^c& has the meaning of a nonequilib
rium admixture to the charge density which is ‘‘adiaba
cally’’ modulated by the elastic field.

Far from the boundary (x@ l ) one can assume that th
unknown functionsc(x) and w(x) are periodic, with the
same spatial period asu(x),6 and in this case Eq.~3! reduces
to an algebraic equation. Near the interface~at distances
x< l from it! the electron distribution differs substantial
from periodic, and the problem of findingc(x) andw(x) is
complicated. It can be solved relatively simply by the Fo
rier method if the so-called specular boundary condition
imposed on the functionc(x):

c~10,vx!5c~10,2vx!. ~4!

We emphasize that the condition of ‘‘specular’’ reflectio
from the moving boundary can be written in the form~4!
only in a comoving reference frame, in which there is
current through the boundary (^vxc(0,vx)&50), and the
scattering of the electrons is elastic. Since the potential m
surement is actually done at a moving boundary, all of
calculations below pertain to the comoving system, in wh
the form ~3! of the linearized kinetic equation is preserve

Let us continue the functionsuxx(x) and w(x) evenly
onto the semiaxisx,0 ~this will be denoted below by a
superscriptS!. Then from the form of Eq.~3! ~in view of the
evenness ofLxx(vx) it is symmetric with respect to a simu
taneous change of the signs ofx andvx! and condition~4! it
follows that the unknown functionc(x) should be continued
to x,0 without a discontinuity. As a result, its transform
equal to

ck5
kvx~wS!k2vLxx~uxx

S !k

kvx2ṽ
. ~5!

The Fourier transform of the electric potential (wS)k of in-
terest is found from the condition of electrical neutrality
the metal,̂ ck&50:

~wS!k5~uxx
S !kK vLxx

kvx2ṽL K kvx

kvx2ṽ L 21

[~uxx
S !kRk , ~6!

where

~uxx
S !k5qS qu~0!2 iu8~0!

k22~q1 i0!2 1
qu~0!1 iu8~0!

k22~q2 i0!2 D ~7!

is the transform of the deformations~1!.
Integration over the Fermi surface in~6! leads to branch

points k56K (K5ṽ/vF) of the kinetic coefficientRk ;
these singularities are in addition to the ‘‘acoustic’’ pol
k56(q6 i0) of expression~7!. Undoing the Fourier trans
form, we find that in addition to the purely periodic force
solution mentioned above, which is determined by the po
~the q contribution!, the functionw(x) also contains an ape
riodic term, whose amplitude is a complicated function ox
and whose phase (;vx/vF) is determined by the Fermi ve
locity ~K contribution!.

The asymptotics of the solutions of this type at lar
depths have been discussed previously on more than
occasion in the analysis of the propagation of electron qu
waves in a metal.5,7,8 In the present paper we will be inte
-

-
s

a-
e
h

s

ne
i-

ested in the relationship of theK andq contributions to the
electric potentialw(0) measured at the boundary of th
metal and their respective temperature dependences.

Let us see what the solution~6! gives in the simple case
of a quadratic isotropic dispersion relation of the charge c
riers,«5p2/2m, when the deformation potential can be re
resented in the form6

Lxx5L~3vx
2/vF

221!. ~8!

In this case the kinetic factor in~6! is easily calculated and is
equal to

Rk5
vL

ṽ
F~z!; F~z!5

3

z2 2

ln
12z

11z

2z1 ln
12z

11z

,

z5
kvF

ṽ
[

kl

vt1 i
. ~9!

To find the coefficient of proportionality betweenuxx(x) @see
Eq. ~1!# and theq contribution toew(x), it is sufficient to
substitutek5q in ~9!; thus, in thex representation we obtain

ewq~x!5Rquxx~x!; Rq5L
s

vF
aF~a!,

a[
vF

s

vt

vt1 i
. ~10!

Let us now evaluate theK contribution. According to
what we have said, it is given by the integral

ewK~x!5E
C

dk

2p
~uxx

S !kRk exp~ ikx! ~11!

over a contourC passing along the edges of the branch
k5yṽ/vF (1<y,`) in the complexk plane. Using formu-
las ~6!, ~7!, and~9!, we can write this integral in the form

ewK~x!5 ivu~0!
L

vF
E

1

`

dy
ya2

a22y2 F S y1
1

2
ln

y21

y11D 2

1
p2

4 G21

expS iyṽx

vF
D[ ivu~0!

L

vF
J~a,x!.

~12!

We note that theK contribution at anyx is proportional
to the displacement of the surface,u(0), while theq contri-
bution is proportional to the local deformationu8(x). This
means that upon a variation of the surface potential by me
of a capacitor with a vacuum~gas-filled! gap—an elastically
free surface—we can record only theK contribution. In the
general case, by adding~10! and~12! together we obtain for
the potential measured on the surface:

w~0!5wq~0!1wK~0!

52 i
L

evF
S 2I

rsD
1/2FaF~a!

C
2J~a,0!G , ~13!

where I is the energy flux in the sound beam, andr is the
density of the conducting medium.

Let us estimate the expected value of the effect. T
coefficient in formula~13! at L;10 eV andI;10 W/cm2
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has a value close to.1 mV. The dependence of the func
tions uaF(a)u anduJ(a,0)u on the parametervt is presented
in Fig. 1. In the nonlocal region of frequencies and tempe
tures (ql.1) the first of these rapidly approaches its limitin
value uaF(a)u5p/2, whereas the second varies as lnuau; for
vt@1 its limiting value uJ(vF /s,0)u' ln(vF /s), which is
practically always greater thanp/2 ~the curves in Fig. 1 were
constructed for the parameter valuevF /s5200 (lnvF /s
55.3), which is typical of gallium!. Thus the expected valu
of the effect is at the level of a few microvolts, i.e., qui
amenable to measurement.

In Fig. 1 we see that forC;1 the contributions unde
discussion become equal atql;1. The phases of these con
tributions, however, are shifted byp/2, and therefore on the
curves of the temperature dependence ofw(T) one should
expect an appreciable change in the phase of the signal in
temperature region where the mean free path becomes
parable to the wavelength of the sound.

Of course, the specular boundary condition used d
not fully correspond to the experimental situation; howev
it is known that taking more realistic boundary conditio
~the diffuseness of the boundary! into account in nonloca
problems of acoustoelectronics complicates the calculat
significantly without leading to any substantial changes
the results.9 It can be hoped that in the given case the beh
ior of w(0) will correspond qualitatively to the behavior th
follows from ~13!.

At the parameter values used, the amplitude of the a
batic component of the charge density wave accompan
the propagation of a sound wave in a metal is of the orde
108 cm23. Let us now estimate the contribution of the no

FIG. 1. Theoretical dependence of the amplitude~a! and phase~b! of the
periodic~F! and aperiodic (J) contributions to the surface electric potentia
as functions of the scattering parameter.
-

the
m-

s
r,

ns
n
-

a-
g
f

equilibrium potentialw(x) to the amplitude of the wave o
uncompensated charge density. In the general case one
find its value by solving Eq.~5! jointly with Poisson’s equa-
tion k2wk54pe^ck&. As a result, for the nonequilibrium ad
mixture to the charge density we obtain

^ck&52~uxx
S !kK vLxx

kvx2ṽ L S 11
4pe2

k2 K kvx

kvx2ṽ L D 21

.

~14!

The final answer depends on the relationship betw
the squares of the inverse screening radius and the a
wave number. For the periodic component of the charge d
sity wave (qrD!1) the 1 in the denominator of~14! can be
neglected at any distance from the surface of the metal,
the answer reduces to a double differentiation of the poten
wq found previously from the condition of electrical neutra
ity. As a result, the amplitude of this component turns out
be small (;s/vF) in comparison with the adiabatic contr
bution. To estimate theK contribution at distancesx@r D

from the surface this approximation is again applicable, si
in this case the convergence of the integrand in~12! ~which
acquires an additional factor ofk2 after the double differen-
tiation with respect tox! at largek is provided by the expo-
nential factor, and the 1 in the denominator of~14! can again
be neglected. This allows us to obtain the following estim
for the uncompensated charge of theK component at dis-
tances from the surface which are small compared to
mean free path and the wavelength of the sound:

dn~x!52 ivu~0!
L

vF

q2

4pe2 ln
vF

xṽ
. ~15!

Thus the uncompensated charge of theK component in-
creases logarithmically asx→0, reaching a maximum value
in the surface regionx<r D . The density of this surface
charge can be estimated to logarithmic accuracy by emp
ing a cutoff atk;r D

21 in the total denominator of expressio
~14! and making the substitutionx→r D in Eq. ~15!; this
leads to a valuedn;108 cm23, which is comparable to the
amplitude of the adiabatic component.

We conclude this Section by verifying the applicabili
of the reciprocity theorem for the ‘‘exotic’’ mechanism o
acoustoelectric coupling under consideration. In this case
acoustoelectric converter would be of the electrostatic ty
in which the ponderomotive forces are due to the interact
of the electric charges. For converters of this type the e
tromechanical reciprocity theorem can be formulated as10

]F

]g
5

]w

]u
, ~16!

where F is the density of the mechanical force, which
causally related to the uncompensated charge densityg,
while the remaining components are the same as those
ready used. The relation between the electric field and
periodic elastic displacement is written in the formu5BE.
SinceF5rs2d2u/dx2 andg5div E/4p ~since we are seek
ing an harmonic component of the displacements, differ
tiation with respect tox reduces to multiplication byq!, and,
using formula ~12! for a free surface (C5`), we find
B'L ln(vF /s)/(4prsevF), which agrees exactly with the re
sult obtained in Ref. 5.
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3. EXPERIMENTAL STUDY OF THE SOUND-GENERATED
SURFACE POTENTIAL IN CONDUCTORS FOUND IN THE
NORMAL STATE

The basic scheme of the experiment is illustrated in F
2. The sample under study is used to short a coaxial fee
the outer conductor of which is in contact with the sam
outside the region of incidence of the sound beam. The in
spring-loaded conductor is a fragment of a hemisphere
rather large radius (;1 cm). Thus the experiment measur
the amplitude and phase of the potential difference betw
the central part of the ‘‘hot’’ spot created by a sound beam
diameter;4 mm and the remote parts of the surface of
sample at zero potential. In some experiments the galv
contact of the inner conductor of the coaxial feeder with
sample was replaced by a capacitive coupling (C;5 pF), or
in some cases a flat~planar! coil displaced relative to the axi
of symmetry of the sound beam was used to detect the m
netic field of the currents spreading out from the ‘‘hot’’ sp
~this will be referred to below as an asymmetric coil!.

An rf oscillator (v/2p;55 MHz) and a lithium niobate
piezotransducer were used, giving a maximum acou
power per pulse of up to 50– 100 W/cm2. The pulse duration
(;531027 s) and the pulse repetition rate (;17 Hz) were
chosen so that the heating of the sample at a tempera
T;1 K did not exceed (2 – 3)31022 K.

Gallium. Single-crystal samples of high-purity gallium
were used, ensuring a parameter valuevt;5 at the working
frequency in the region of impurity scattering.

When the potential was registered using the galva
contact, in addition to the signal coincident in time of arriv
with the acoustic pulse, an electron-sound signal, pas
through the sample at the Fermi velocity, was also obser
~for temporal separation of the latter from the signal appe
ing at the time of the probe pulse, a germanium delay li
not shown in Fig. 2, was used!. Analysis of the nature of the
electron sound is proposed as the subject of a separate s
in this paper we discuss only the electric potential arising
the surface of the sample at the time of arrival of the sou
pulse.

The maximum response at a fixed excitation pow
could be attained only for freshly ground surfaces; prolong
storage of a sample led to a falloff of the signal amplitud
apparently because of diffusion of impurities into the subs
face region. AtT51.5 K the value ofuw(0)u at the maxi-
mum excitation power reached 30–50mV. The characteristic

FIG. 2. Diagram of the experiment.
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value of the Fermi velocity on the main sheets of the Fe
surface of gallium isvF'73107 cm/s,11 and therefore in
accordance with the estimate~13! a large value of the defor
mation potential (L'20 eV) is required in order to obtain
such values ofw(0). It is also possible that the main contr
bution to the effect is given by sheets of the Fermi surface
which the Fermi velocity is low, which are known to exist
gallium.11

Typical curves of the temperature dependence of the
plitude and phase of the potential measured with the use
galvanic contact are presented in Fig. 3. The data foruw(0)u
are corrected for the change in sound attenuation in
sample. The resultant phase of the signals is determined
only by the phase ofw(0) but also, and mainly, by the acou
tic delay. However, in the investigated temperature inter
the corrections due to the change in the sound velocity
not exceed a few percent of the measured total variation
the phase.

For Ga the temperature dependence of the relaxa
time is known quite well,12 and therefore in Fig. 3 we also
show the calculated curves obtained atC51. The calcula-
tions were done on the assumption that low-angle scatte
is efficient @(vt)2150.210.05T210.15T3#, although this
question requires separate investigation. Without going i
the details of the anisotropy of the effect, which is clea
seen on the experimental curves, we will mention the t
circumstances that we think are essential.

1. As expected from the analysis given above, the ph
of w(0) experiences significant (;p/2) variation in the tem-
perature region corresponding to the transition from the n

FIG. 3. Amplitude~a! and phase~b! of the potentialw(0) measured with a
galvanic contact on Ga in the propagation of sound along different crys
lographic directions~solid curves! at a frequency of 55 MHz. The dashe
curve shows the result of a calculation according to Eq.~13! for C51,
(vt)2150.210.05T210.15T3, vF /s5200.
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local to the local regime. On the whole, the scale of
variations of the amplitude and phase ofw(0) agree with the
calculation. There is justification for thinking that the stat
theoretical ideas about the nature of the origin ofw(0) and
the decisive role of theK contribution at large values ofql
are in qualitative agreement with experiment.2!

2. The calculation gives a much smoother variation
the amplitude and phase ofw(0) in the crossover region tha
is observed in experiment. The kink in the temperature
pendence of the amplitude, which coincides with the cen
of the ‘‘jump’’ in phase, cannot be described using Eq.~13!,
even when the model parameters are varied over wide lim
Apparently, the rate of decrease of theK contribution in the
crossover region is substantially higher than is predicted
Eq. ~13!. This circumstance is probably due to the ‘‘spec
larity’’ and isotropicity of the dispersion relation which wer
imposed on the model, and the solution for a more reali
case will be closer to the observed behavior ofw(0).

Let us also mention some other features of the beha
of the phase ofw(0). Forqi@010# atT,6 K the phase of the
signal increases with increasing temperature~Fig. 3b!. This
behavior occurs only in that geometry, and it is most like
due to the broad flattening on the Fermi surface of Ga in
q•v50 region.13 It is easy to see from the relations give
above that in this case, forvt;1, the increase in the sca
tering leads to growth of the phase of theq contribution
while having practically no effect on theK contribution. The
model calculation according to Eq.~13! with the actual rela-
tive area of the flat part taken into account~;2 – 4%; Ref.
13! gives a good description of both the scale of this eff
and its temperature dependence.

It follows from Fig. 3b that the change in phase of t
signal in the crossover region is assuredly in excess ofp/2.
This is possible due to the complex nature of the param
C in the case of reflection of sound from a contact region
small size. If C in Eq. ~13! has the formC5C0(11 ib)
(b.0), then in the nonlocal parameter region, where
contribution from the first term in~13! predominates, the
influence ofb is insignificant. However, on going to the loc
limit the phase of the harmonic component turns out to
lower than the calculated value by an amount arctan(b).

In the proposed conception of the origin ofw(0) the
variation of the phase of the recorded signal is due to the
that the interface in the contact region is elastically non-f
~u8(0)Þ0, i.e.,C21Þ0!. To check this idea, we replaced th
galvanic contact with a capacitor with a vacuum gap~more
precisely, a gap filled with a heat-exchange gas!. The result is
shown in Fig. 4. In view of the small value of the capa
tance~as we were striving to avoid edge effects, the el
trode forming the capacitor had a diameter of;2 mm! we
were unable to make measurements in the same temper
interval as in Fig. 3. Nevertheless, it is reliably establish
that in this case there is no significant decrease of the p
of the signal. We assume that this result, taken together
the data of Fig. 3b, is unambiguous evidence in suppor
the approach developed here. Moreover, relation~12! also
predicts a certain increase in the phase of theK contribution
with increasing scattering even in the purely isotropic a
proximation; this is apparently registered by the capacit
sensor, although on a larger scale~Fig. 4b!.
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The presence of excess surface charge in the regio
the ‘‘hot’’ spot presupposes the existence of currents spre
ing out from the center of the sample toward the periphe
To detect them we used a flat coil asymmetrically shift
relative to the center of the sample. The plane of the turn
this coil were oriented perpendicular to the interface and p
allel to the radial direction, the surface of the sample in
region of the ‘‘hot’’ spot was left elastically non-free. Th
results of this experiment are also presented in Fig. 4.
amplitude of the signal behaves analogously to that show
Fig. 3a, while the phase of the signal deviates even mor
the high side ofp/2. Most likely this is due to the fact tha
the rf conductivity of the metal, being a complex quanti
varies in phase on going to the local limit, thereby alteri
the phase of the rf current as well, so that the total s
increases.

Tungsten and aluminum. In tungsten in the impurity-
scattering region the value of the parametervt is approxi-
mately equal to 1, while in aluminumvt'0.3. It should be
noted, however, that our estimates of the impurity scatter
were obtained from a study of the bulk characteristics a
can be somewhat overestimated for the surface regions.
values ofuw(0)u measured in these metals turned out to
substantially smaller than in gallium (;1 mV). This is
clearly due to the small value of the deformation potent
since a slight~see Fig. 1! increase in the scattering~i.e.,
decrease in the parametervt in comparison with gallium!
should not lead to a substantial decrease inuw(0)u.

Curves of the temperature dependence of the amplit
and phase ofw(0) for W and Al are shown in Fig. 5. In spite

FIG. 4. Amplitude~a! and phase~b! of the potentialw(0) measured on Ga
with a capacitive sensor~1! and an asymmetric coil~2! ~solid curves!. The
dashed curves show the results of a calculation according to Eq.~12! ~the
parameters used in the calculation were the same as in Fig. 3!.
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of the small value of the detected signal, the curves for tu
sten qualitatively repeat the behavior ofw(0) in Ga, the most
salient feature of which, in our view, is the significant var
tion of the phase of the signal. In Al the phase of the sig
is practically unchanging. It can be supposed that, as in
the more rapid~in comparison with Eq.~13!! falloff of the K
contribution has led to its nearly complete suppression
ready at the starting~impurity! value ofvt.

4. INFLUENCE OF THE SUPERCONDUCTING TRANSITION
ON w„0…

Before turning to a description of the experimental
sults, let us briefly present the theoretical scheme for estim
ing the possible behavior ofw(0) belowTC . It follows from
the above discussion that the existence of a measurable
tentialw(0) is due to the deformation interaction of the ele
trons with the elastic field of a longitudinal wave. In a s
perconductor only normal excitations interact with sou
through the deformation potential. The ‘‘freezing out’’ of th
normal excitations leads to the situation that forT!TC the
potentialw(0) is due solely to the Stewart–Tolman inerti
field, which we are neglecting in this paper. Consequen
our problem consists in estimating the decay law ofw(0)
below TC .

In a superconductor the electromagnetic field is custo
arily described by a gradient-invariant combination ofF ~the
electrochemical potential of the excitations! andps ~the mo-
mentum of the superconducting condensate! and the spatial
and time derivatives of the phase of the order parametex
and the electromagnetic potentialsw andA:

FIG. 5. Amplitude~a! and phase~b! of the potentialw(0) measured with a
galvanic contact on W and Al.
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1

2
¹x2

e

c
A. ~17!

In Ref. 14, which is devoted to the general theory
elasticity in superconductors, a relation is obtained betw
the fieldsF and ps and the elastic displacementsu. In the
case of longitudinal sound and an isotropic one-dimensio
model, one can, using Ref. 14, write the following relatio
for the Fourier components ofF andps :

2aF5cpsx1 ivc~d!mu,

2~ab1c2!psx5 iv~ab~d!5cc~d!!mu. ~18!

The solution of the boundary-value problem analogo
to that considered above but for superconductors meets
considerable difficulties due to the energy dependence of
velocity of normal excitations,15 and therefore for making
estimates we limit consideration to theq contribution only,
for which the wave vector of the Fourier component co
cides with the wave vector of the sound. Asymptotic expr
sions for the polarization coefficientsa, b, and c of the
electron subsystem and the electroacoustic coefficientsc(d)

and b(d), which were all found in Ref. 14 in the limit o
strong spatial dispersion (ql@1), have the form

a511 i
p

2

s

vF
f ~D!, b5

L

m S rS2
3p

2
i

s

vF

D/4T

cosh2~D/4T! D ,

c5s~12rS!, b~d!5 i
p

2

s

vF

L

m S 11
D

2T
ln

TvF

Ds D ,

c~d!52 i
p

2

L

mvF
f ~D!, ~19!

wherers'2(TC2T)/TC is the density of the superconduc
ing condensate,f (D)52/(exp(D/T)11) is the Fermi func-
tion, andD(T) is the superconducting gap.

Restricting consideration in~18! and ~19! to the first
nonvanishing terms of the expansion in the small param
s/vF and assuming that the inequalitiesrs ,D/T.(s/vF)2

hold, we find

F5 iv
cb~d!2bc~d!

ad1c2 mu52 ivc~d!mu,

ps52 iv
ab~d!1cc~d!

ab1c2 mu52 iv
b~d!1sc~d!

b
mu. ~20!

In the case of longitudinal sound the vector potential
~17! can be dropped, and we obtain for the electric poten

ew~x!5F~x!2sps~x!. ~21!

It follows from ~19!–~21! that the contributionps to the
periodic component of the potential is small in the parame
s/vF and can also be dropped, and the relation between
amplitudes of the potential and the normal (n) and supercon-
ducting (sc) states has the form

~ew!sc5~ew!nf ~D!, ~22!

i.e., theq contribution should fall off with decreasing tem
perature in the same way as the sound attenuation co
cient. In addition, it follows from~22! that the phase of the
potential should not change on transition throughTC . Since
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theK component of the potential is also due to the deform
tion interaction, there is no reason to think that its law
variation will be substantially different from~22!.

The experimental results presented in Fig. 6 stron
contradict the estimates given above. Even in Al, in wh
apparently only the periodic component of the signal
present to a significant degree, the amplitude ofw(0)
changes much more sharply thanf (D), and the phase unde
goes a rather rapid rise. These features are more pronou
in Ga, in which one might suspect a manifestation of so
sort of nonlinearity, since a nonlinearity is expressed qu
clearly in the sound attenuation.16 For an excitation intensity
close to the maximum, nonlinear behavior ofw(0) was in-
deed observed, associated with both overheating and a s
drop in the sound attenuation coefficient belowTC , with a
corresponding decrease in the heat release. The data
sented in Fig. 6a pertain to the region of amplitudes in wh
these effects are practically absent~inset in Fig. 6a!.

The following ‘‘simplified’’ line of reasoning is also pos
sible. In the experiments described, the potential differe
between the ‘‘hot’’ spot and the remote parts of the sampl
recorded in the regime of spreading surface currents. Th
fore, the value of the potential that is registered can dep
on the spreading resistance. In other words, in a super
ductor the rapid growth of the diamagnetic contribution
the conductivity (;rsvF /s) can lead to ‘‘short-circuiting’’
of the source of the electromotive force, and that is wha

FIG. 6. Effect of the superconducting transition on the electric poten
amplitudeuw(0)u—the solid and dashed curves are for a galvanic con
~Ga and Al!, the circlets are for an asymmetric coil~Ga!, and the upper
dotted curve showsf (D). Inset: the behavior ofuw(0)u in Ga ~galvanic
contact! for different excitation amplitudes: solid curve—110 dB,
circlets—0 dB~a!; the variation of the phasew(0) belowTC : the solid and
dashed curves are for a galvanic contact~Ga and Al!, and the circlets are for
an asymmetric coil~b!.
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detected in the experiment. In Fig. 6 we also show the sig
taken from the asymmetric coil, which registered the amp
tude and phase of the spreading currents specifically. We
that the amplitude of this signal falls off just as rapidly
does uw(0)u, and the phase also increases practically in
jump. Therefore, from the standpoint of the ‘‘simplified’’ ex
planation a rapid growth of the ‘‘resistance’’ of the source
emf must also be assumed, and that is hard to imagine.

From the results presented in Fig. 6a for Ga we see
beyond the region of very rapid drop ofuw(0)u comes a more
gradual ‘‘tail,’’ reminiscent of the evolution off (D). This
suggests another hypothesis: for some reason that we
not discussed, theK contribution in a superconductor actu
ally vanishes very rapidly, and the remainingq contribution
falls off as follows from the theory. We recall, however, th
the phase of theq contribution is different from the phase o
the K contribution by more thanp/2 ~Fig. 3b!, and so this
scenario should be accompanied by a downward phase j
of corresponding amplitude. The data of Fig. 6b are inc
sistent with this hypothesis as well.

At present the authors do not have any reasonable ex
nation for the described behavior ofw(0) nearTC . On the
whole, the picture looks as if either a state in which an u
compensated charge cannot exist develops with catastro
rapidity in a superconductor which is found in the norm
phase, at least in the nonlocal limit, or else belowTC the
electric potential just as rapidly transforms to a quantity t
cannot be measured by a voltmeter. We add that a jum
the phase ofw(0) by approximatelyp/4 can be evidence
that the surface impedance has some relation to the obse
effect, since the penetration depth of the field at the transi
throughTC changes from a complex quantity with approx
mately equal real and imaginary parts~their relative sizes
depend on whether the normal or anomalous skin-effect
gime is realized! to the purely real London penetration dept

5. CONCLUSION

In summary, we have for the first time carried out
theoretical analysis and experimental observation and s
of the electric potential arising when a longitudinally pola
ized elastic wave is incident normally on a metal surfa
The potential under study is the sum of two contribution
The first of them, theq contribution, is due to forced oscil
lations of the electric field, which is proportional to the ela
tic deformationu8, i.e., it can be detected only on a non-fre
boundary, whereu8(0)Þ0. The second,K contribution is
due to the presence of the metal boundary itself, which d
torts the ballistic motion of nonequilibrium carriers in a su
surface layer of thickness; l ; its amplitude turns out to be
proportional to the displacement of the surface,u(0). In the
nonlocal limit the amplitude of theK contribution is mark-
edly greater than that of theq contribution, while in the local
limit it is the other way around. The phase of theK contri-
bution leads the phase of theq contribution by approxi-
matelyp/2, and therefore in the crossover region the ph
of the recorded potential varies quite sharply. The exp
mental observation of just such behavior is, in the opinion
the authors, an unambiguous qualitative confirmation of
correctness of the ideas developed in this paper about
origin of the potential in question.

l:
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At the superconducting transition the amplitude of t
potential falls in a catastrophically rapid manner, and
phase just as rapidly increases by approximatelyp/4. This
behavior is inconsistent with the theoretical concepts, wh
predict a much smoother decrease of the amplitude, clos
the BCS dependence of the longitudinal sound attenua
coefficient, and the absence of any phase variations.

The authors expression their deep gratitude to E.
Masalitin for invaluable contribution to the development a
preparation of the measuring apparatus, which was ide
suited for addressing the problems investigated in this st

*E-mail: fil@ilt.kharkov.ua
1!This is not strictly accurate. Applications of electroacoustic convers

often make use of the circumstance that in a quasistatic electric field
surface of a conductor is subjected to an additional pressure. In an
nating field this pressure excites elastic displacements of the surface
cluding longitudinal ones. This effect is widely used in low-frequen
acoustic experiments with vibrating reeds,2 and it is also the basis of the
ESAT ~electrostatic acoustic transformation! mechanism.3 Because the re-
sponse is quadratic in the field amplitude, in this case the reciprocity p
ciple is, of course, not obeyed, and this effect can be used for acousto
tric conversion only with additional ‘‘linearization.’’ In the present pap
we discuss only linear effects.

2!We note that for the customary way of representing the elastic fie
@;exp(2ivt1iq•r )#, in comparing the measured phase variations w
those calculated using relation~13!, the sign of the latter should be
changed.
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Low-temperature domain-wall dynamics in weak ferromagnets
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The nonlinear and multidimensional supersonic dynamics of domain walls in weak ferromagnets—
orthoferrites and iron borate—are investigated experimentally at low temperatures in
magnetic fields much less than the spin-flop field. A qualitative physical model of the observed
effects is presented, and an elastically induced spin-reorientation mechanism of
magnetization reversal is observed and investigated. This mechanism is accompanied by the
unsteady motion of the domain walls, the velocity of which is considerably higher than the limiting
velocity for their steady-state motion. ©2002 American Institute of Physics.
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INTRODUCTION

Weak ferromagnetic~WFM! materials such as the ortho
ferrites RFeO3 ~R31 is a rare-earth ion or Y!, hematite
a-Fe2O3, and iron borate FeBO3, in which the main mag-
netic ion is Fe31, have a number of magnetic properties
common. The crystalline and magnetic structure of th
compounds and the corresponding fields of the symme
HE and antisymmetricHD exchange interactions and ma
netic anisotropyHA cause a slight canting of the antiferro
magnetic ~AFM! sublattices~0.5° in RFeO3 and 0.9° in
FeBO3! at temperatures below the Ne´el point TN . In these
materials the WFM moment M also has values of the sa
order of magnitude~5.8–11.4 T!. In orthoferrites the WFM
moment vectorM has a pronounced anisotropic charact
and forTSR,T,TN ~TSR is the spin reorientation tempera
ture! it is directed along the@001# axis ~along @100# in
SmFeO3!. On this basis they are classed as weak ferrom
nets with anisotropy of the easy axis type. The presenc
the ions R31 in orthoferrites leads to an additional magne
ordering in the rare-earth sublattice. In FeBO3 there are two
types of anisotropy fields: out-of-planeHA and in-planeHa ,
the values of which are 33103 and 0.2 kOe, respectively. In
the temperature intervalTR,T,TN ~TR is the compensation
temperature! the in-plane anisotropy field in FeBO3 holds the
magnetic momentsM andL in the basal plane~111!, i.e., it
is an easy-plane weak ferromagnet.1,2 The influence of tem-
perature, external magnetic field, or elastic stresses on
effective anisotropy constants will bring about the onset
various orientation phase transitions in easy-plane and e
axis weak ferromagnets.1–3

A number of RFeO3 compounds at low temperature
(T<TSR) exhibit a spin reorientation of the vectorM from
the main direction along the easy axis@001# ~except for
SmFeO3! to the @100# axis.1 This reorientation is due to a
change of the signs and magnitudes of the first and sec
anisotropy constants,K1 andK2 . For example, in TmFeO3
the reorientation is accompanied by a change in sign ofK1 ,
and forK2.0 it takes place as two second-order phase tr
3371063-777X/2002/28(5)/12/$22.00
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sitions in the temperature interval 86 K<TSR<92 K, while
for K2,0 this reorientation occurs discontinuously as a fir
order phase transition. Analogous changes of the spin c
figurations take place in the Er, Nd, Ho, and Sm orthof
rites. As the temperature is lowered, in the Er, Nd, Gd, a
Sm orthoferrites a compensation point appears at a temp
tureTR as a result of the superposition of the magnetizatio
of the rare-earth and iron sublattices, which are of differ
sign. The highest compensation temperatureTR is observed
for the Er orthoferrite:TR545 K. In DyFeO3 at a tempera-
tureTM540 K the WFM moment vanishes discontinuously1

AFM ordering arises, and a so-called Morin transition is o
served. In the easy-plane weak ferromagnet FeBO3 the com-
pensation point occurs atTR55 K; it is due to a change in
sign of the effective field of the in-plane magnetic anisotro
Ha ~Ref. 2!. Below the compensation temperatureTR ~in the
absence of external interactions and without allowance
the demagnetizing fields! it is energetically favorable for the
system to be in a state with the AFM vectorL parallel to one
of the C2 axes in the easy plane~111!.

The tipping of the magnetic sublattices~spin flop! in a
weak ferromagnet occurs in rather high magnetic fields,
low which the main mechanism of magnetization reversa
a weak ferromagnet is domain-wall~DW! motion. For ex-
ample, for RFeO3 the expression for the spin-flop field ha
the formHSF52HD/21((HD/2)21HEHA)1/2, and its value
is 75 kOe.1 The external magnetic field enhances the role
magnetic ordering in the rare-earth sublattice of the orth
errites. In combination with the lowering of the temperatu
this substantially alters the boundary and character of
spin reorientation transition. In TmFeO3 in an external mag-
netic field the second second-order phase transition atT2

586 K is observed to vanish, and the boundary of the fi
transition is shifted toT1590 K.1

Spin reorientation transitions in weak ferromagnets c
be induced by elastic pressure with a certain orientation,
a change of the temperatureTSR occurs in this case also. Fo
© 2002 American Institute of Physics
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example, in TmFeO3 a unidirectional pressurepc51.5 kbar
along the easy axis increasesTSR by 10 K.1

The DW dynamics in the orthoferrite YFeO3 have been
the most thoroughly studied both experimentally a
theoretically.3–11 It was found that it is only in weak ferro
magnets that the limiting velocity of steady DW motionC is
substantially faster than the transverse and longitud
sound velocitiesVt and Vl ~for YFeO3, Vt54.2 km/s and
Vl57.2 km/s!. For an estimate of the value ofC one can use
the long-wavelength approximation of the spin-wave disp
sion relation:C}g(2HEA/M0)1/2. The value ofC calculated
for YFeO3 using the values of the inhomogeneous excha
constantA, sublattice magnetizationM0 , and gyromagnetic
ratio g comes out to be 19.74 km/s, in good agreement w
the experimentally measured10 and theoretically calculated11

values.
The dependence of the DW velocityV(H) on the ampli-

tude of the driving magnetic field in YFeO3 slabs consists o
a discrete series of ‘‘shelves’’—magnetic field intervalsDHi

within which the DW velocityVi remains practically con-
stant. The relationships governing their formation were
termined in Ref. 6. At DW velocities equal toVt andVl , the
formation of the shelves on the curves is due to magnetoe
tic interactions.3–5 The formation of intervalsDHi at super-
sonic DW velocities (C.Vi.Vt,l) is accompanied by reso
nant braking on the characteristic bending~near-wall!
vibrations of the DWs. In TmFeO3 at the point of transition
of the DW through the sound barrier the separation o
dynamic deformation from the DW has been observed v
ally and studied in Ref. 7; the formation of this deformati
was justified theoretically in Ref. 4. In this transition
shock-wave mechanism operates which causes a renor
ization of the effective anisotropy constants.3–5 The DW in
YFeO3 at supersonic velocities becomes multidimension3

Under certain conditions the onset of an elastically indu
spin renormalization transition has been detected, at wh
the motion of the less stable,ab type of DWs becomes en
ergetically favorable to that of the usualac type of DWs.3,8

The phenomena observed in supersonic DW motion in W
slabs have been explained on the basis of a description o
dynamic DW as a self-organizing system.9

The magnon and phonon oscillations are ordinarily st
ied by the methods of microwave or ultrasonic spectrosco
light scattering, or neutron scattering. In particular,
ErFeO3 at a temperature of;4 K these methods have re
vealed a giant decrease~by up to 25%! in the sound
velocity,12 and a light-scattering experiment at this same te
perature first revealed the separation from the DW of a
namic elastic deformation, excited by the latter to near-so
velocities.13

In this paper we present the results of a low-tempera
study of the dynamics of DWs by the method of doub
exposure high-speed photomicrography3,6 in rare-earth
orthoferrites~REOs! of different composition and in iron bo
rate. Using a supersonic DW as a natural dynam
microprobe,14 we studied the magnetization reversal proc
at different temperatures under the influence of pulsed m
netic fields and the dynamic deformations of the shock t
excited during the transition of a DW through the sou
barrier.
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METHODS AND RESULTS

These studies were done on thin, optical transpar
slabs of the yttrium, lutetium, dysprosium, europium, a
thulium orthoferrites and iron borate with thicknesses ra
ing from 35 to 120mm. The samples were oriented perpe
dicular to the optic axis, making it possible to obtain ma
netooptical contrast sufficient for visualization of the doma
structure in transmitted light.

Depending on the orientation of the plane of the RFe3

slab with respect to the crystallographic axes, three type
DWs can exist. For example, Block and Ne´el DWs are de-
tected if the plane of the slab is perpendicular to the easy
@001#. In a slab cut perpendicular to the optic axis, which li
in theac plane and is directed at an angle of 52° to the@001#
axis, a tilted DW is formed—an intermediate analog of t
Néel DW. For all of these types of DWs it is energetical
favorable for the vectors of the AFM and WFM moments
rotate in theac plane. The absence of birefringence in th
geometry makes for the highest magnetooptical contras
the domain structure.

The easy-plane weak ferromagnet FeBO3 has a more
complicated configuration of the magnetic anisotropy fiel
making for considerable diversity in the possible types
domain structure. The magnetostatic energy in this weak
romagnet is decreased when the magnetic moments of
sublattices lie in the basal plane~111!. Two types of DWs are
energetically favorable in this case: DWi@001# and
DW'@001#, i.e., Néel and Bloch DWs, respectively. Th
optic axis in FeBO3 is perpendicular to the~111! plane, and
therefore a projection ofM on the light propagation direction
was created by a deviation of the light rays from the op
axis of the crystal by an angle of 15– 20°. In an FeB3

sample in the absence of external fields and elastic stres
domain structure is formed not only in the~111! plane but
also in the direction of the@001# axis. Here the domain struc
ture becomes layered. A high-contrast domain structure
FeBO3 with a single DW in each individual layer was ob
served when a compressive stress (;1 Pa) and a gradien
field ~700 Oe/cm! were applied simultaneously.3 Under these
conditions, despite the high magnetooptical quality of t
FeBO3, the resulting angle of rotation of the plane of pola
ization of the light wave amounted to;1°.

All of the RFeO3 samples investigated were chemica
polished in superheated acid H3PO4, which permitted de-
creasing the coercivity to 0.1 Oe. A pulsed magnetic fi
produced by two Helmholtz coils was applied to the samp
the coils had a diameter of 1 mm for RFeO3 (H'plane) and
5 mm for FeBO3 (Hiplane).3 The rise time of these pulse
was less than 20 ns, and the amplitude reached 4.8 kOe.
pulse repetition rate was not more than a few hertz. Bef
the start of the motion, an isolated rectilinear DW in RFe3

was held in place by a gradient magnetic field at a distanc
0.15 mm from the inner edge of the coil. The value of t
gradient field varied, depending on temperature and the c
position of the REO. For example, the DW dynamics
TmFeO3 was studied in a static field with a gradient of 250
Oe/cm at a temperature of 168 K, whereas in YFeO3,
LuFeO3, and EuFeO3 it was 500 Oe/cm or less at all tem
perature.

To study the DW dynamics we used the double-expos
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FIG. 1. Photomicrographs of the twin dynamic domain structures at 4.2 K in yttrium orthoferrite at a delay of 15 ns between light pulses for
domain-wall velocitiesV @103 m/s#: 4.12 ~a!, 12 ~b!, and 18~c!. The domain wall is moving from bottom to top.
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method.3,6 The source of the pulsed laser radiation was
transverse-discharge nitrogen laser pumping a dye laser.
wavelength of the dye laser was chosen to lie in the qu
window of optical transparency for the weak ferromagn
studied: 630 nm for RFeO3, and 553 nm for FeBO3. This
made it possible to detect high-contrast dynamic dom
structures and DWs on photographic film or a video cam
without the need for brightness enhancers. The error of
termination of the DW velocity in RFeO3 was around 2% a
a velocity of 20 km/s and was actually determined solely
the duration of the subnanosecond light pulses. In FeBO3 the
error of determination of the DW velocityV was somewhat
greater because of the lower contrast of the domain struc
and the features of the dynamic behavior of the DWs in t
easy-plane weak ferromagnet.

For studying the DW dynamics in weak ferromagnets
low temperatures we used an optical helium cryostat de
oped at the P. N. Lebedev Physics Institute, Russian Ac
emy of Sciences. The samples were immersed directly
liquid helium or nitrogen, and the temperature was varied
pumping on the products of boiling. In addition, we used
optical nitrogen cryostat in which the sample was moun
on a cold finger, and also a supercooled mixture of a solv
with liquid nitrogen and dry ice.

The temperature of the sample was measured b
copper–Constantan thermocouple attached to the samp
a heat-conducting paste. Cooling of the WFM samples le
a slight increase in their transparency and an increase in
magnetooptical contrast. Figure 1 shows a photomicrogr
of twin dynamic DWs in YFeBO3 at the boiling temperature
of helium for various DW velocities. Bubbles of gaseo
helium can be seen inside the coil. The dynamic DWs
EuFeO3 at T54.2 K have a similar appearance.

From the displacementsx(v) of an isolated DW under
the influence of an alternating magnetic field at differe
temperatures we determined the DW mobilitym in all the
weak ferromagnets studied. For thex(v) curves obtained in
this way we found the relaxation frequencynR , at which the
amplitude of the DW oscillations decreases by a factor of&.
The values ofnR in easy-plane and easy-axis weak ferroma
nets are substantially different: 5.7 and;1 MHz, respec-
tively. The mobility of an isolated DW in the weak ferroma
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nets under study was calculated in analogy with Ref. 15 fr
the DW relaxation frequencies found at different tempe
tures and amplitudes of the alternating magnetic field w
allowance for the static-field gradient restoring the DWs
the equilibrium position. The temperature dependence of
DW mobility m for the easy-plane FeBO3 and the easy-axis
TmFeO3, EuFeO3, DyFeO3, and YFeO3 are shown in Fig.
2. The DW mobility in the TmFeO3 samples is maximum a
a temperature of 168 K, where it equals 860 cm/(s•Oe).
Below that temperature the DW mobility in TmFeO3 de-
creases to zero already at 115 K. With decreasing temp
ture the DW mobility m in EuFeO3 increases, reaching
5800 cm/(s•Oe) at 4.2 K. The mobilitym(T) is found to be
proportional to 1/T2 ~Ref. 15!. In DyFeO3 samples with
thicknesses of 25 and 90mm the DW mobility at room tem-
perature is 343 and 295 cm/(s•Oe), respectively. When the
temperature is decreased to 77 K,m decreases to 50 cm
(s•Oe). The highest DW mobility in the YFeO3 samples
studied was observed at a temperature of around 100 K

FIG. 2. Temperature dependence of the domain-wall mobility~indicated by
arrows! in EuFeO3 , TmFeO3 , YFeO3 , DyFeO3 , and FeBO3 ~determined
from the data of Ref. 2!. Also shown are the data from the papers
Rossol15 and the calculated curve of Tsanget al.11
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value for different samples varied in the range (20– 4
3103 cm/(s•Oe). When the temperature was decreased
ther to T52.1 K, the DW mobility decreased in all th
YFeO3 samples~see Fig. 2!. The single crystals of all thes
orthoferrites were grown by the the floating zone meth
with optical heating. Samples of the orthoferrite LuFe3

grown by the spontaneous crystallization from the flux
not exhibit spin reorientation, i.e., the DW mobilitym should
have increased with decreasing temperature. The DW mo
ity in this sample at room temperature reached 350 c
(s•Oe), after which it fell practically to zero at a temperatu
of 80 K.

The DW mobility in FeBO3, calculated according to th
data of Ref. 3 for various temperatures, is also shown in F
2. It is seen that at 200 K the DW mobilitym reaches a
maximum of 453103 cm/(s•Oe). Increasing the externa
compressive stressp on an FeBO3 slab abovepcr51 Pa led
to a decrease in the DW mobility. The insufficient contra
and, as a result, the reduced accuracy in the investigatio
the DW dynamics in this material did not permit a determ
nation of whether the temperature or the compressive st
has the dominant influence on the value ofm.3

The DW mobility was also determined from the initi
part of theV(H) curve. The magnetic field at which the DW
starts to move was taken equal to the coercivity of the p
ticular WFM sample.6 The value of the coercivity did no
exceed 1–2 Oe. The value of the coercivity was somew
higher for the LuFeO3 sample, attesting to the high quality o
the samples grown by spontaneous crystallization from
flux. The values of the DW mobilities determined from th
V(H) andx(v) curves agreed with each other.

Figure 3 shows the magnetic-field dependence of
DW velocity V in samples of the orthoferrites EuFeO3 and
YFeO3 at temperatures of 4.2 and 77 K. The fact that th
V(H) curves are analogous to those obtained previously6 for
YFeO3 samples at room temperature attests to their unde
ing commonality. TheV(H) curve for EuFeO3, like that for
YFeO3, is nonlinear. It consists of a discrete set of D
velocitiesVi which remain constant in certain magnetic fie
intervalsDHi ~a series of ‘‘shelves’’!. The first constant DW
velocities on theV(H) curve were equal to the velocities o

FIG. 3. Field dependence of the domain-wall velocity in slab samples of
orthoferrites EuFeO3 and YFeO3 at 4.2 and 77 K.
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transverse and longitudinal bulk sound waves,Vt(DHt) and
Vl(DHl). For example, in EuFeO3 the first two shelves on
the V(H) curve were observed at velocities of 3.5 and 5
km/s, and those in YFeO3, at 4.12 and 7.2 km/s. Simila
shelves were observed on theV(H) curves in the other
REOs. In particular, in TmFeO3 at the temperature 168 K a
which the DW mobility is maximum, theV(H) curves also
had shelvesDHt and DHl at velocitiesVt53.6 km/s and
Vl56.5 km/s~Fig. 4!.

Along with the shelvesDHt andDHl , for all the RFeO3
samples at different temperatures~including low tempera-
tures! additional shelvesDHi appeared on theV(H) curves
at supersonic DW velocitiesV5Vi . For example, in EuFeO3
at 4.2 K in fields up to 0.5 kOe~at the highest DW mobility!
theV(H) curve had shelves at velocities of 3.5, 5.8, 7.5, a
14 km/s. For this same sample at 77 K theV(H) curves in
fields of up to 4.8 kOe had shelves at velocities of 3.5, 5
7.5, 12, 14, 15.5, 17, 18, 19, 20, and 21.5 km/s~see Fig. 3!.
The V(H) curve for TmFeO3 also consists of a series o
shelves appearing in fields up to 4.8 kOe at the followi
DW velocities: 8, 11.9, 13.5, 15, and 16.8 km/s~Fig. 4!. The
values of the limiting velocities for steady-state motion
the DW in the thulium and europium orthoferrites at t
fields studied~see Figs. 3 and 4! are equal to 17 and 21.5
km/s, respectively, somewhat different from the correspo
ing value in YFeO3.

The formation of the DW braking intervals in REOs, a
in YFeO3,3 had the following regularities of a resonanc
character:

— the dependence ofV(H) at Vt,Vi,C consisted of a
discrete series of intervalsDHi , the number and size o
which increased with increasing thickness of the samp
with V(H) becoming increasingly more continuous in n
ture;

— As Vi→C the differenceVi 112Vi decreased, and th
size of the intervalDHi increased.

In the easy-plane weak ferromagnet FeBO3 at 200 K, as
in the easy-axis weak ferromagnet RFeO3, the formation of
shelves—field intervalsDHt,l—occurred at near-sonic ve
locities ~see Fig. 4!. According to the theoretical results o
Ref. 12, in FeBO3 the values ofVt varied by 8–10%, de-
pending on the polarization. ForVl this change was;1%.

e

FIG. 4. Field dependence of the domain-wall velocity in slab samples
TmFeO3 at 168 K and FeBO3 at 200 K.2 Also shown is the qualitative field
dependence of the period of the multidimensional formations and their
plitude for different domain-wall velocities in TmFeO3 .



341Low Temp. Phys. 28 (5), May 2002 A. P. Kuz’menko
FIG. 5. Photomicrographs of the unsteady twin dynamic domain structure at 300 K in YFeO3 with varied conditions on the surface~a!; at 168 K in TmFeO3
at V>Vt ~b! and at 80 K in LuFeO3 ~c! with a delay of 15 ns between light pulses. The domain wall is moving from bottom to top.
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Two shelf intervals are seen on theV(H) curve, with trans-
verse velocities of 4.2–4.8 km/s and 5.9–6.2 km/s, co
sponding to shelvesDHt,1 and DHt,2 . At a temperature of
;80 K the V(H) curves for FeBO3 had another shelf in
addition to those mentioned above; it occurred at a velo
of 9.5 km/s, which, because of dispersion, varied to 1
km/s. This velocity agrees with the calculated value ofVl . In
addition, theV(H) curve at this temperature goes to satu
tion at V511.8 km/s. This value, in analogy with the limi
ing velocity C of steady-state DW motion in orthoferrite
practically coincides with the minimum phase velocity
spin waves in FeBO3, equal to 11.2 km/s at a temperature
;80 K. An analogy with theV(H) curves in orthoferrites
and FeBO3 was also observed in the formation of a shelf
the DW velocity curve below the first transverse sound
locity ~3.6 km/s!. However, a more complete corresponden
between the nonlinear supersonic DW dynamics in FeB3

and RFeO3 could not be established because of the low m
netooptical contrast of the observed domain structures~Fig.
5c!.

In all the orthoferrites RFeO3 studied, the DW motion a
supersonic velocity became multidimensional. Multidime
sional formations arose on the DWs independently of
value of their mobility, as is demonstrated by the photom
crographs of the DWs in LuFeO3 at room temperature~Fig.
5c!, where the mobility was only 350 cm/(s•Oe). The typi-
cal twin multidimensional domain structures observed a
temperature of 168 K at supersonic velocities in TmFe3
-

y
2

-

-
e

-

-
e
-

a

had an oval shape~see Fig. 6!. The behavior of these forma
tions repeated the previously observed3 features of the mul-
tidimensional motion of DWs in YFeO3. The multidimen-
sional formations had a characteristic period ofl and arose
less than 1 ns after the transition of the DW through
sound barrier at all DW velocities fromVt,l to C. The tran-
sition of a DW through the sound barrier toVi occurred in an
unsteady manner. Furthermore, the transition between su
sonic DW velocities~equal to 8, 11.9, and 16 km/s fo
TmFeO3; see Fig. 4! was unsteady also. At those velocitie
Vi at the end of the corresponding shelf, in an intervaldH of
around 1 Oe, the DW velocity jumped upward:Vi→Vi 11 .
At the same time, the period of the half-oval formations d
creased (l i→l i 11). The value of the periodl i of the half-
oval formation remained constant at a supersonic DW ve
ity. At the end of an intervalDHi the DW straightened out
and its motion became unsteady. Here the amplitude of
multidimensional formationsAi decreased continuously t
zero at the end of a shelfDHi , as is illustrated schematicall
in Fig. 4. In TmFeO3 at a DW velocity equal to 16 km/s th
value of the period of the multidimensional formation w
0.431024 m, as it appeared in transillumination of the d
main wall by the first pulse in Fig. 6c. In this same ortho
errite the periods of the multidimensional formations at D
velocities of 8 and 11.9 km/s were 3.331024 m and 1.8
31024 m, respectively~Figs. 6a and 6b!. The smallest pe-
riod of the multidimensional formations in YFeO3 was equal
FIG. 6. Photomicrographs of the twin dynamic domain structures at 168 K in TmFeO3 at a delay of 15 ns between light pulses, with different sizesl i of the
multidimensional formations@1026 m#: 330,V583103 m/s ~a!, 280,V511.93103 m/s ~b!, and 40,V5163103 m/s ~c!. The domain wall is moving from
bottom to top.
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to 2.531024 m, which was found at a DW velocity of 16
km/s.3

At a velocity V,Vt in EuFeO3 ~at 4.2 K! and DyFeO3

~at 77 K! the multidimensional formations on the DWs a
quired a somewhat different, trapezoidal shape. The lat
sides of the trapezoid had smeared outlines and moved p
tically perpendicular to the main direction of motion to th
right and to the left of the center of the DW. The motion
the leading edge of the trapezoidal DW was unsteady.

Unsteady motion of DWs was also observed when
DW velocity changed between the valuesVi indicated above,
which were slightly different in different orthoferrites, an
was accompanied by an instantaneous~in less than 1 ns!
change in the magnetooptical contrast over the entire re
under study in the sample, as is demonstrated by the ph
micrograph of this situation~see Fig. 5a!. The newly arising
magnetooptical contrast had an intermediate value in c
parison with the contrast typical for orthoferrites~see Figs. 5
and 6!. This contrast was typical for the unsteady motion
the dynamic domain structures and was observed only a
end of the intervalDHi corresponding toVi . The domain
structure with this contrast was observed several times in
ns when the delay between the magnetic field pulse and
first ~or second! illumination pulse was changed. A sligh
increase in the amplitude of the pulsed magnetic field~DHi

1dH, wheredH51 Oe! led to a sharp increase in the DW
velocity: Vi→Vi 11 . The DW motion with velocityVi 11 as
the magnetic field changed within the intervalDHi 11 again
became steady all the way to the end of this interval, but
shape of the DW remained multidimensional but with
smaller period, equal tol i 11 . This scenario was repeated
all the velocitiesVi indicated.

The unsteady motion of a DW observed at low tempe
tures was also detected when the boundary conditions a
surfaces of the orthoferrite samples were changed~when the
samples were placed in different liquid media, including l
uid helium and nitrogen! or when compressive stresses we
applied. It was accompanied by the formation of interme
ate contrast and occurred at the same temporal and
parameters.8

In the REOs of europium, lutetium, and dysprosium,
in TmFeO3,7 at all temperatures the transition to superso
DW motion was accompanied by simultaneous light diffra
tion on the dynamic elastic deformations separating off fr
the DWs. The existence time of these deformations de
mined from the observed diffraction patterns~several tens of
nanoseconds! and also their size~several microns! turned out
to be similar in order of magnitude for all the REOs inve
tigated. We note that in YFeO3 the separation of dynami
elastic deformations at the time when the DW breaks
sound barrier was not observed.

In the TmFeO3 sample~Fig. 5b! during the transition of
the DW through the sound barrier a dynamic rearrangem
of the domain structure was observed in which the origi
two-domain structure with a single DW becomes complex
new magnetic phase arose in the form of a flexible DW h
ing diffuse outlines and moving from right to left~along the
@010# axis!. The velocity of a bend on the DW, determine
from the direction of the normal to the plane of the bend, w
equal to the longitudinal sound velocityVl56.5 km/s. The
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shape of this bend on the DW was similar to that of the k
observed previously in YFeO3.3 In contrast to the REOs, in
YFeO3 the solitary bending waves on a supersonic dom
wall arises solely under the influence of an artificially crea
nonuniformity of the magnetic field.16

Simultaneously with this, as is seen on the right in t
photomicrograph in Fig. 5b, two rectilinear parts of the DW
with distinct outlines, appeared. The DW in each of the
moved along the@100# axis in the same direction as befo
~from bottom to top!. The velocities of these DWs wereV1

50.9 km/s andV252.7 km/s. A vector addition of veloci-
ties,Vt5V11V2 , is in fact observed. To the left in the pho
tomicrograph we see a preserved fragment of the orig
dynamic domain structure. The velocity of the DW in it r
mained equal to Vt53.6 km/s.

An analogous rearrangement of the domain structure
curred in this sample at the transition through the sound b
rier in the vicinity of the longitudinal sound velocity and a
velocities of 8, 11.9, and 16 km/s. This type of rearrang
ment of the domain structure, in which multivaluedness
peared in the DW velocity as a function of the amplitude
the driving magnetic field, occurred in a very narrow regi
of magnetic fields, equal to a few oersteds. Beyond this
gion the DW motion became steady, and the velocity relat
became single-valued, as can be seen by comparing Fig
to Fig. 6. Such a rearrangement of the domain structure
observed atT54.2 K in EuFeO3 at near-sonic velocities o
the DW ~for V;Vt,l!.

The presence of a segment of DW motion with a velo
ity equal toVt on the left in Fig. 5b indicates that all of th
domain-structure rearrangement processes occur sim
neously during the motion of the DW in the time delay b
tween the two illumination pulses~15 ns!. The region in
which the new magnetic phase arose had dimensions of
31024 m along the horizontal~along the direction of motion
of the flexible DW! and 1.831024 m along the vertical
~along the direction of motion of the two parts with a rec
linear DW!. The rate of ‘‘growth’’ of the new magnetic phas
in these directions was more than 40 km/s and 12 km
respectively. The value of the first velocity in TmFeO3 was
substantially greater than the above-mentioned limiting va
of the velocity of steady DW motionC517 km/s. The value
of the second velocity was the same as the velocity at wh
a shelf was observed on theV(H) curve ~Fig. 4! in this
orthoferrite, a fact which serves as indirect confirmation
the correctness of such a determination of the velocities
the domain-structure rearrangement.

DISCUSSION OF THE RESULTS

From a phenomenological point of view the magne
ordering which arises in noncollinear antiferromagnets is d
ferent from the ordinary spontaneous magnetization. To
scribe the magnetization-reversal processes in two-subla
weak ferromagnets of the RFeO3 type, besides taking into
account the resultant magnetization vectorM5M11M2 we
must also take into account the AFM vectorL5L12L2

3(M!L). In a weak ferromagnet under the influence of
external field or elastic strains an exchange enhancemen
fect arises in whichHE /(H1HD) is multiplied by a coeffi-
cient of the order of 103 ~Ref. 17!.
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In the studies below we shall take into account the w
known expression for the thermodynamic potential for
weak ferromagnet:1

F5F01K2 cos 2w1K4 cos 4w2MzHz cosw, ~1!

whereK2 andK4 are the anisotropy constants. The value
K2 is determined by the interaction between the R31 and
Fe31 ions, while the main contribution toK4 is from the
exchange interaction between Fe31 ions alone. The compo
nentsMz and Hz in ~1! are directed along the@001# axis,
which actually coincides with the geometry of our expe
ment. Under real conditions the dynamic properties of RE
are influenced most strongly by the low-temperature gro
of the magnetoelastic coupling coefficients1,12 and dynamic
deformations of the DW at the time it breaks the sou
barrier,4,5,7,9,13and the magnetic inhomogeneities originati
in the growth of the crystals.3,6,18

The temperature-induced spin reorientation transiti
are governed mainly by the variations of the anisotropy c
stant K2 , which is explained by the fact that it is mor
strongly T-dependent thanK4 ~Ref. 1!. For example, the
first-order phase transition of the typeGXFZ→GY ~in
DyFeO3! occurs atK2(T)50. The influence of elastic strain
on L ~the magnitude ofuL u>2M0! turns out to be more
substantial than the influence of the external fieldH. At the
transition of the DW through the sound barrier under con
tions of ‘‘overheating’’ of the elastic subsystem it is possib
that there are structural changes inside the DW. An ordin
180° DW with rotation of the vectorsM and L in the ac
plane is transformed to a DW without rotation ofM . In the
central part of such a DW the vectorM vanishes, and the
vectorL is oriented along the@010# axis. A DW region with
a transition of the ‘‘Morin type’’ acts as a nucleus for a ne
magnetic phase in the subsequent rearrangement of the
main structure, as has been observed atT5155 K from the
NMR spectra in DyFeO3 (TM540 K). In a weak ferromag-
net the fine structure of the DW can be quite complex, c
taining an alternation of DWs of theac type ~the rotation of
M ! and DWs of theab type ~without rotation ofM !.19–21

The mobility of a Néel DW is determined, according t
Refs. 3 and 15, asmN'ga21@A/(K12pM2)#, whereK is
an effective anisotropy constant. The differences in the m
bilities m(T) for EuFeO3 and YFeO3 ~see Fig. 2! can be
explained by stronger temperature dependence ofK and the
onset of a magnetoelastic interaction in the REO. This c
clusion is also confirmed by the decrease in the DW mobi
in DyFeO3 at 80 K (TM540 K) and in TmFeO3 at 168 K.
Them(T) curve in FeBO3 is analogous to them(T) curve in
RFeO3. At the same time, the value ofm decreases rathe
sharply at compressive stresses greater thanpcr;1 Pa, indi-
cating a substantial magnetoelastic coupling in FeBO3. The
m(T) curves shown in Fig. 2 can be used to compare
contributions to the braking of DWs by three-magnon sc
tering processes and magnon conversion in YFeO3 and the
REOs of thulium and europium at the same temperatu
For example, at temperatures of 300 and 168 K the D
mobility in the REOs are close in value and equal;870 and
345 cm/(s•Oe), whereas in YFeO3 the DW mobility is more
than an order of magnitude higher, a fact that can be dire
linked to the larger effective values of the Dzyaloshins�
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superexchange interactionsd1–d3 in the REOs. This strong
difference in the DW mobilities in YFeO3 and REOs, as was
noted in Ref. 22, is caused by the anisotropy of the susc
tibility of the rare-earth ions, which is approximately th
same in the REOs. On the other hand, the solitonlike ch
acter of the DW in magnets, as follows from the results
Ref. 23, leads to a situation where the coefficients of
namic drag of the DW on account of magnon scattering p
cesses and magnon conversions can be compared with
phonon drag forces. As a result, at temperaturesT!1 K and
T.100 K the phonon scattering processes can give the m
contribution. These conclusions are confirmed by experim
tal data: at helium temperatures and above room tempera
it is observed that the intervals of constantDHt,l on the
V(H) curve atVt,l become larger14 and that the DW mobility
decreases atT,4.2 K ~Fig. 2!. The previously observed dif
ference in the value of the mobility ratio,mB /mN51.75 in
thin samples andmB /mN51.06 in ordinary samples o
YFeO3, agrees with the ratio of the frequencies of activ
tionless spin oscillations v1511– 13 cm21 and v2

515– 20 cm21 determined from light scattering on spi
waves,3 the variation of which lies within the limits 1.15
,v1 /v2,1.82. For RFeO3 and FeBO3 in Ref. 24 the dif-
ference in the uniaxial anisotropy constants as a function
the orientation of the DW relative to the crystallograph
axes was taken into account. On this basis it was conclu
from the differences in the values of the mobilities that t
Bloch DW is transformed to a Ne´el DW, which is indirect
evidence of the possibility of internal structural transform
tions of a DW.

The changes of the magnetooptical contrast observe
real time with the aid of the Faraday magnetooptic effect a
the rearrangement of the dynamic domain structure in w
ferromagnets~Figs. 5 and 6!, in analogy with Refs. 20 and
21, are possibly be due to rotation of the vectorM and the
corresponding changes of the magnetic symmetry. The
son for their appearance may be dynamic deformations
shock waves excited as the DW is breaking the sou
barrier.7 The value of these deformations increases in a re
nant manner at sonic DW velocities:3–5

Ut52d t sinu cosu/C~12V2/Vt
2!,

Ul52d l sin2 u/C~12V2/Vl
2!, ~2!

whereu is the angle between the easy axis and the direc
of motion of the DW. In Refs. 7 and 13 the difference inUt

and Ul was determined experimentally. For the DWs und
study, which are close to the being of the Ne´el type, the
dynamic deformations at the transverse sound velocity ha
rather distinct leading edge and a smeared trailing edge
agreement with the results of Refs. 4 and 5.

The value of the intervalDHt for V5Vt depends sub-
stantially on the excitation by the DW of shock waves, whi
can propagate inside the interval V6'Vt,l(1
62(d t,la t,lD0 /h t,lVt,l))

1/2 ~Ref. 9!. HereD0 is the width of
a nonmoving DW,a t,l , d t,l , and h t,l are the linear elastic
moduli and the magnetoelastic interaction coefficients, a
the acoustic attenuation coefficient, all corresponding to
velocitiesVt,l . The size of these shock waves is close toD0
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(;2 mm).7 The value ofDHt,l
m with only the magnetoelastic

interactions taken into account is given, according to Ref
as

DHt,l
m 5D0d t,l

2 ~12~Vt,l /C!2!21/2/h t,lVt,lM0 . ~3!

The contributionsd t,l andh t,l to the widthDHt,l
m are in com-

petition with each other. The actually observable value
DHt for all the REOs~see Figs. 3 and 4! increases with
decreasing temperature all the way down toT54.2 K. This
can be explained by an increase in the magnetoelastic in
action with decreasingT on account of the magnetic orderin
in the R31 ion.

In solving problems of magnetodynamics the theoreti
results are constructed on the basis of the strong- or w
dissipation approximations.3–5 Strong dissipation of the elas
tic energy leads to anS-shaped form, with negative differen
tial mobility and multivaluedness of the DW velocities as
function of the driving magnetic field: to each value of t
magnetic field there correspond several values of the
velocities. Under conditions of ‘‘overheating’’ of the elast
subsystem under the influence of the dynamic deformatio
the time when the DW breaks the sound barrier a renorm
ization of the anisotropy constants may be sufficient for
formation of regions in which the domain structure is re
ranged in accordance with conservation of topologi
charge, as is seen in Fig. 5b. In the region where th
changes of the domain structure occur, there may be w
dissipation of elastic vibrations. This hypothesis is suppor
by the data of Ref. 7, in which light diffraction is observe
specifically in this region for a TmFeO3 sample. The motion
of a DW at the instant of breaking the sound barrier is,
cording to the results of Refs. 3–5, accompanied by a str
instability, as is confirmed by the data of Ref. 8. Such criti
behavior of the DW at the transition to supersonic mot
makes it hard to distinguish the approximations of stro
and weak-dissipation.

A new approach to the description of the DW dynam
was developed in Refs. 3 and 9, where the influence of sh
waves on the DW dynamics was taken into account. T
observed rearrangement of the domain structure obeys M
well’s rule. The variation of the DW velocity is of the natur
of elastically induced fluctuations and is a typical example
a nonequilibrium first-order phase transition. The DW bra
ing occurs through magnetoelastic interactions and sh
waves. The resulting value of the ‘‘shelf’’DHt,l on theV(H)
curves consists of a sumDHt,l

m 1DHt,l
s . The DW braking on

shock waves depends most importantly on the values ofa t,l ,
d t,l , and h t,l and on the DW mobilitym0 obtained on the
initial part of theV(H) curve. In all cases the width of th
interval DHt,l

s varies as 1/h t,l
2 . The value ofDHt,l

s (h t,l),
unlike DHt,l

m (h t,l) ~3!, is of a rapidly changing characte
especially at low temperatures. At small values of the aco
tic damping (h t,l,0.15 erg•s/cm3) the shock mechanism o
braking begins to prevail. This conclusion is confirmed e
perimentally by inverting the DW direction at near-sonic v
locities, when the width of the resultingDHt,l decreases by
just the quantityDHt,l

s ~Ref. 3!.
The largest contribution toDHt,l

s is from d t,l and the
initial mobility. For example, whend t,l is increased by 1
3107 erg/cm3, the value ofDHt,l

s increases by a factor o
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two.9 This is confirmed experimentally and theoretically b
the fact that only in REOs, and predominantly at low te
peratures, is the separation of a dynamic deformation~shock
wave! from the domain wall detected at DW velocities in th
rangeV2,V,V1 ~Refs. 4 and 7!. The lifetime of these
formations in TmFeO3 is 20 ns, somewhat shorter than th
estimate;40 ns obtained in Ref. 9. From the width of th
interval of constantDHt,l on theV(H) curve one can esti-
mate the value of the power delivered by the DW to t
elastic subsystem:

P5M0DHt,lVt,l . ~4!

It has a value of several microwatts, which, on conversion
a unit surface area of the DW completely confirms the th
retical results3–5 that the anisotropy constants~1! can be
renormalized and their sign can change when the DWs br
the sound barrier. This may be responsible for the chang
size and structure of the DW in weak ferromagnets, the n
linearity of V(H), and the multidimensionality of the supe
sonic motion of the DWs.

When a pressure is applied along certain crystal axes
spin reorientation temperatureTSR can be raised by an
amount

DT52LpTSR/2KE, ~5!

whereL andE are the magnetoelastic constants and Youn
modulus, andp is the applied pressure.1 The dynamic rear-
rangement of the domain structure in TmFeO3 samples, ac-
cording to Fig. 5b, occurs at a temperature of 168 K, wh
differs from the upper boundaryT2SR of the reorientation
temperature byDT5T2T2SR570 K. According to Eq.~5!,
such a shift in temperature can occur upon a change of
pressure created by the dynamic deformations of DWs in
region of near-sonic velocities by an amount of the order
10 kbar. This is only an order of magnitude higher than
pressure~1.5 kbar! along the@001# axis which, according to
Ref. 1, was applied to the TmFeO3 samples and caused a
increase by 10 K in the upper boundaryT2DR . The formation
of such large dynamic deformations during the breaking
the sound barrier is also indicated by the previously obser
fracture of YFeO3 samples in a study of the relaxation curv
of the displacement of the stripe domain structure in the
gion of sonic velocities.25

Another mechanism for the braking of DWs and the fo
mation of intervalsDHi operates atV.Vt . This corresponds
most completely to the model of parametric-resonance b
ing of DWs at near-wall~Winter! magnons~WMs!.3,6,18,26

This braking mechanism can occur in real single cryst
with periodic nonmagnetic inclusions of Fe21 and Fe31 aris-
ing during their synthesis. Here the dispersion relation of
WMs and the phononic vibrations coincide, which facilitat
the formation of their combined oscillations.3 According to
the proposed scenario,18,26 the Winter bending oscillations o
the DWs are absent or negligibly small at velocities far fro
the parametric resonance, and here the DW remains pla
Velocities corresponding to parametric resonance are s
rated by an energy gap, the surmounting of which is acco
panied by a loss of stability of the DW. The velocitiesVi at
which, according to the theoretical results,18 the formation of
the DHi features is observed have the values



ta

y

DW

s

o

y
th

y

en
le

n-
s
po
c
d
e
la
d

se

rv
to

th
en
n
e

ob
g
n
tic
th

t
a

th
tw
d

ts
d

or-
s-
of

f

dds
tion
ics

e
the
the
ba-
nd
as
as

o-

to
ble

re-
ds

ble

al
le
e
ant
the
ib-
he

u-

o-
uc-
ns
for

on-
of

s
te

345Low Temp. Phys. 28 (5), May 2002 A. P. Kuz’menko
Vi5~ iCl/d!~112il/d!21/2. ~6!

The set of values ofVi according to~6! is determined by the
ratio of the period of the inhomogeneityl to the thicknessd
of the slab. The best agreement between the experimen
observed and calculated values of the velocitiesVi is
achieved, according to~6!, for a period of the inhomogeneit
of 30 mm in a slab of thicknessd510 mm, and this also
suggests a resonance character of the interaction of the
with the WMs. It follows from the theoretical results18 that in
this case the field curve ofV(H) will have intervalsDHi

with velocitiesVi ,

DHi5
3m0t~CQ«!2AiVi

32Ms
@12~Vi /C!2#1/2, ~7!

wheret is the relaxation time of the WMs,« i51022 is the
modulation depth of the spectrum of oscillations of the WM
with the spatial frequency, andQ5105 is the Q of the WMs.
As the massm of a moving DW we take a value equal t
pD0

3d t,l
3 /(h t,l

2 n t,l
3 )(r/MDHt,l)

1/2 ~r is the resistivity of the
REO!. The width of the intervalDHi increases substantiall
}l/d, in agreement with the experimental data. From
width DHi we estimate the WM relaxation timet i as
;1027 s. The parametric resonance of the DW braking b
WM should satisfy the conditionvntn@1, which establishes
the lower threshold of the WM frequency as 108 Hz.

This model for the braking of a DWs on WMs has be
confirmed experimentally in model experiments on samp
of orthoferrites with artificially created periodic magnetic i
homogeneities. For this purpose, periodic magnetic strip
an ultradisperse ferromagnetic powder were specially de
ited on the surface of a YFeO3 sample. The ferromagneti
grains were of submicron size. From these grains perio
‘‘rolls’’ of different sizes and orientations with respect to th
plane of the DW were formed, i.e., parallel or perpendicu
to the @100# axis. The influence of the artificially create
magnetic inhomogeneities were manifested on theV(H)
curves as visible changes inDHi . The increase and decrea
of the width of the intervals or the formation of newDH ’s
were registered. For example, as was reported earlier,6 under
these conditions the appearance of an additional inte
DH9 on theV(H) curve was observed at a velocity equal
9 km/s. More active conversions are observed on theV(H)
curve when the inhomogeneities are perpendicular to
plane of the DW, creating an additional in-plane field perp
dicular to the direction of motion of the DW. The excitatio
of WMs by other methods has not been detected experim
tally.

The acceleration of a DW to any supersonic velocityVi

inevitably involves breaking the sound barrier. Estimates
tained for the relaxation time of WMs agree in order of ma
nitude with the existence time of the dynamic deformatio
(;20 ns).7 In view of this, it can be assumed that the elas
deformations have enough time to ‘‘adjust’’ to changes in
magnetic subsystem. Consequently, superimposed on
mechanism of parametric excitation of WMs will be
mechanism of magnetoelastic interaction of a DW with
phonon subsystem. The simultaneous action of these
mechanisms substantially complicates the theoretical
scription of the DW dynamics.
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A feature of the supersonic motion of a DW is i
multidimensionality,3 with a jumplike decrease in the perio
l i with increasing velocityVi as the amplitude of the driving
fields increases. The behavior of the multidimensional f
mations exhibits regularities typical of self-organizing sy
tems and is determined solely by the internal properties
the dynamic DW under study.9 The multidimensional forma-
tions on the DW~see Fig. 6! are an additional channel o
energy dissipation.

The fact that theV(H) curve taken in a field whose
amplitude varies fromHmax to H50, i.e., in the reverse di-
rection, coincides with the usualV(H) curve~Figs. 3 and 4!
attests to the absence of velocity hysteresis, which is at o
with the theoretical results based on the strong-dissipa
approximation to the description of the supersonic dynam
of DWs in weak ferromagnets.3,5 The nonsteady nature of th
DW motion,8 accompanied by changes in the sizes of
multidimensional formations, are also not described by
theoretical models. To explain all of these features, a pro
bilistic approach to the consideration of the nonlinear a
multidimensional DW dynamics in weak ferromagnets w
proposed in Ref. 9. A Lyapunov function was introduced

L5P2/2t22MHP2E F~j!dj, ~8!

whereP is the generalized momentum density, andF(j) is
the density of the additional DW braking force due to res
nant quasiparticle excitations. The functionL(P) is similar
to the potential energy of a DW. Its maximum corresponds
the unsteady motion of a DW, and its minimum to the sta
motion of a DW with one of the velocitiesVi . The velocities
of steady-state motion of DWs in such a description cor
spond to extrema of this function. Its maximum correspon
to absolutely unstable motion, and its minimum to sta
motion.

However, this approach is applicable only for an ide
dynamical system, devoid of damping, in which the princip
of maximum slowing is operative. Fluctuations of th
growth-related magnetic inhomogeneities and the reson
increase in the dynamic deformations at the time when
DW breaks the sound barrier transform it into a nonequil
rium system. To describe it we use Maxwell’s principle. T
usual equation of motion of a DW3 is replaced by the
Fokker–Planck equation for the probability density distrib
tion functionW(t,P):9

]W/]t5]~W]F/]P!/]P1]2~DW!/]P2, ~9!

whereD takes into account the jumps of the magnetic inh
mogeneities along the path of the DW motion and the fl
tuations of the dynamic deformations. This actually mea
that their combined influence leads to a situation where
each velocity of steady-state DW motionVi the value ofD
turns out to be modulated. One can speak of a corresp
dence ofVi andDi . From the parametric field dependence
the Lyapunov functionL(P) it follows that the solution of
equation ~9! ~Ref. 9! corresponds to a series of value
Wi(t,P) for which the DW motion takes on a steady-sta
character with supersonic frequenciesVi :

Wi~ t,P!5N exp~2L~P!/Di !. ~10!
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The highest probability densityWi(t,P) corresponds to the
minima of L(P), i.e., to a minimum of the potential energ
of the DW. The qualitative dependence ofL(P) on H for
differentDi follows the functionL(P(H)). The correspond-
ing curves ofV(H) and L(P(H)) are presented in Fig. 7
Here theV(H) curve is free of velocity hysteresis, and und
conditions such that the minima of the DW energy are eq
the DW velocity changes discontinuously~Fig. 7!. In such a
treatment the role of the control parameter is played by
DW velocity and not by the magnetic field driving the DW

In thin-slab samples of YFeO3 a velocity jump occurs
from V5Vt to Vi516.2 km/s.6 The decrease of the mini
mum of the DW energy in this case is due to growth of t
acoustic attenuation. Similarly, the jumps in the DW veloc
observed on theV(H) curve at temperatures of 100 and 4
K for YFeO3 upon the transition to supersonic motion c
also be explained by a low-temperature decrease ofh t,l . A
jumplike transition of the DW motion between velocities
steady-state motion~on the Vi(H) curve! has an analogy
with the tunneling of a DW through a potential barrier. T
intervals DHi observed on theV(H) curves correspond to
minima of the DW potential energy~Fig. 7!, the depth of the
minima being determined by the state of the phonon
magnon subsystems.

The dynamic behavior of the DWs in REOs, as we ha

FIG. 7. Qualitative field dependence of the Lyapunov functionL(P(H))
and of the domain-wall velocityV(H).
r
l,

e

d

e

said, is due to a competition between the influences ofh t,l

andd t,l . The increasing role of the rare-earth ordering as
temperature is lowered leads to an increase ofd t,l ~Refs. 1
and 12!, which, according to Eq.~3!, leads to an increase o
the intervalDHt,l and to a decrease of the minimum of th
DW energy. For example, in TmFeO3, in contrast to YFeO3,
such a change ofd t,l is accompanied by a dynamic rea
rangement of the domain structure8 ~Fig. 5b!. The DW mo-
tion atV5Vt , Vl , andVi becomes unstable. Fluctuations
this nature in the critical conditions for the transition of
DW through the sound barrier disrupt the single-valuedn
of V(H): the DW decays and can move with several velo
ties ~according to Fig. 5b, with four velocities!. As was
shown in Ref. 9, obedience to Maxwell’s principle leads to
rather slow transition of the DW motion from one velocity
another. As a result, the amplitude of the dynamic deform
tions excited by the DW have time to grow very strong
and this is one of the reasons for the observed dynamic
arrangement of the domain structure and the change in
spin reorientation temperature~5!. This is a typical example
of a nonequilibrium first-order phase transition.

The critical behavior of a DW upon transition to supe
sonic motion makes it difficult to separate the strong- a
weak-dissipation approximations. In the case of strong di
pation of the elastic energy anS-shapedV(H) curve arises,
with a negative differential mobility and multivaluedness
the DW velocities as a function of the driving magnetic fie
Figure 4 shows the initial part of the experimental and c
culatedV(H) curves for TmFeO3. It is seen that in the re-
gion of negative differential mobility, to each value of th
magnetic field there correspond several values of the D
velocity. Under conditions of ‘‘overheating’’ of the elasti
subsystem under the influence of the dynamic deformat
at the instant the DW breaks the sound barrier the renorm
ization of the anisotropy constants can be sufficient for
formation of regions in which the domain structure is re
ranged~Fig. 5b!.

In DyFeO3 slabs cut perpendicular to the optic axis t
coexistence of WFM and AFM phases was observed exp
mentally in the vicinity of the Morin phase transition, and th
AFM–WFM transition was studied.20,21 The influence of
nucleation within the DW was observed, and a second-or
phase transition was observed in which metastable AFM
mains having an intermediate magnetooptical contrast a
from the 180° DW between the WFM domains. Under t
influence of a pulsed magnetic fieldHu53.5 kOe with a rise
rate of 200 to 450 Oe/ms the propagation of an AFM–WFM
transition front with a maximum velocity of 10 km/s wa
observed and investigated.21 The results of that study agre
with the effects observed here—unsteady DW motion
companied by the formation of intermediate contrast~Fig.
5a!. These results indicate that in addition to the ma
mechanism of magnetization reversal through the displa
ment of DWs, which is characteristic for orthoferrites, t
role of the inducing of a magnetic moment, characteristic
an AFM phase, is strongly increasing. An important role
this begins to be played by the exchange enhancem
effect,17 which possibly explains the scale of the observ
dynamic rearrangement and its anomalously high rates
development. The unsteady motion of the DWs in RFe3
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can be interpreted as an elastically induced spin reorienta
transition.8

Previously27 an elastically induced spin reorientatio
phase transition was observed in a study of the DW mo
at near-sonic velocities in the easy-plane weak ferromag
FeBO3. It was accompanied by the decay of the initial 18
DW into two 90° walls. In RFeO3, unlike FeBO3, the elas-
tically induced spin reorientation transition begins inside
DW ~see Fig. 5b! and is accompanied only by a transitio
from anac type of DW to the less stableab type.8,19

Using the relations which determine the periodicityl
and the amplitudeA of the multidimensional formationsA
~Ref. 9!

l5~12~n/C!2!1/2~tC2/m!

3E
2p/2

p/2

~H2H~n cosw!!21 coswdw, ~11!

A5t~n22C!2n21 lnu12n/~mH !u, ~12!

one can trace the basic regularities of their variations. Het
is the lifetime of the magnetic oscillations, andw is the angle
between the normal to the plane of the DW and its veloc
The qualitative forms of the functionsl(H) and A(H) ob-
tained according to~11! and~12! are presented in Fig. 4. Th
period of the multidimensional formation decreases abru
at the transition of the DW velocity fromVi to Vi 11 , and
their amplitude falls off linearly with increasing driving mag
netic field within the intervalDHi , which corresponds to the
experimentally observed dynamic changes of the mult
mensional formations on the DW. At the end of each inter
DHi the dissipative structure with the given sizel i no longer
has time to get rid of its energy, and the DW becomes re
linear ~in the intervaldH;1 Oe!. The ‘‘overheating’’ of the
dynamical system leads to the inclusion of new, stron
mechanisms of energy dissipation, including dissipation
to rearrangement of the domain structure, which is ma
fested in the unsteady motion of the DW and the format
of intermediate magnetooptical contrast.

The elastic dynamic deformations arising ahead of
moving DW when its velocity has not yet reached the va
Vt act as a potential barrier for the DW itself, the amplitu
of this barrier increasing as the DW velocity approaches
speed of sound. At the same time, the energy of the D
itself is also growing. As the DW velocity approaches t
limiting velocity, quasirelativistic effects arise, leading to
decrease in the width and an increase in the mass of the
Such a decrease in the interaction region and interaction
of the DW with the dynamic deformations can turn out to
sufficient for the DW to overcome the potential barri
formed by them. This scenario explains the fluctuat
mechanism for the breaking of the sound barrier by the D
and, in our view, has a certain analogy with DW depinni
effects in RFeO3.

CONCLUSION

Low-temperature studies of the domain-wall dynam
in weak ferromagnets~the easy-plane FeBO3 and the easy-
axis TmFeO3, EuFeO3, DyFeO3, and YFeO3! have permit-
ted us to determine the conditions and mechanisms for
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onset of energy dissipation from the DW to magnetoela
and bending~Winter! oscillations and to estimate their pa
rameters.

We have shown that a spin reorientation transition
observed at the time that the DW breaks the sound ba
under conditions of strong elastically induced renormali
tion of the anisotropy constants in the field of a shock wa
The conditions for the onset of this transition are determin
in real time.

The domain wall in weak ferromagnets at superso
velocities becomes multidimensional and is a dynamic s
organizing object. We have proposed a qualitative mo
within which the evolution of the observed rearrangemen
the domain structure was successfully described.
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Magnetic properties of a lead-doped BKBO single crystal
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A single crystal of Ba0.65K0.35Pb0.2Bi0.8O3 ~BKPBO! grown by the method of electrochemical
deposition is investigated. The crystal is single-phase with the cubic perovskite structure.
The isotherms of the field dependence of the magnetization for 0.1Tc<T<0.72Tc are well
described by the collective pinning theory. The temperature dependence of the collective
pinning lengthLc(T) agrees with the mechanism ofd l pinning, which is due to spatial fluctuations
of the mean free path of the charge carriers. The magnetic properties of BKPBO are
compared with those for crystals of the BKBO system. ©2002 American Institute of Physics.
@DOI: 10.1063/1.1480241#
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INTRODUCTION

By now the crystal structure and properties of oxide
perconductors based on BaBiO3 have been quite well stud
ied. This crystal belongs to the class of distorted cubic p
ovskites ABO3, the framework of which consists o
nonequivalent BiO6 octahedra. The distortion of the structu
is due to a static rotation of the octahedra around the@110#
axes and an alternation of large and small octahedra, the
difference being due to the different Bi–O lengths. The p
riodic variation of the Bi–O bond lengths~the averaged val-
ues differ by 0.16 Å~Ref. 1!—the distortions of a so-called
‘‘breathing’’ phonon mode! lead to a periodic alternation o
the charge on the bismuth ions@2Bi41(6s1)→Bi31(6s2)
1Bi51(6s1)#. As a consequence of this, a charge dens
wave~CDW! arises, the compound BaBiO3 exhibits insulat-
ing properties, and the value of the optical gap is;2 eV.1

Partial substitution of the electrically inactive Ba~in the A
position! by potassium or of the electrically active Bi~in the
B position! by lead will lead, at a certain doping level, to th
appearance of superconductivity withTc530 K ~Ref. 2! and
12 K ~Ref. 3! in the first and second cases, respectively. T
is accompanied by a decrease of both the rotational dis
tions and the ‘‘breathing’’ mode distortions and, cons
quently, suppression of the CDW. In both systems the su
conductivity arises near the boundary of the metal–insula
transition.4,5 However, the mechanism of superconductiv
in these systems is still not completely clear. Band-struct
calculations6 have shown, for example, that the degree
charge transfer between the two different bismuth ions
negligible. In Ref. 7, based on the results of EXAFS sp
troscopy, the valence state of bismuth in BaBiO3 was de-
scribed as Bi311Bi31L2, where L2 means that there are tw
holes in the 2p orbitals of O, and the electronic structu
consists of a system of local electron (BiO6) and hole
(BiL2O6) pairs, separated both in space and energy. Pa
substitution of the Ba by K ions decreases the numbe
electrons, and a fraction of the BiO6 complexes go into the
3491063-777X/2002/28(5)/5/$22.00
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state BiL2O6 . At optimum doping a continuous BiL2O6 clus-
ter appears, the local electron pairs with BiO6 complexes
move freely through the BiL2O6 clusters, and a transition to
the superconducting state occurs.7 The system BaPbO3, con-
sisting of PbL2O6 hole complexes, is nonsuperconductin
and only when it is doped with bismuth (0.05,x,0.35) do
electron pairs arise on the BiO6 complexes and move freel
through the BiL2O61PbL2O6 clusters, which leads to the
onset of superconductivity.7

It is known4 that the dependence ofTc on the potassium
concentration in the BKBO system has a dome-shaped fo
with a maximum atx'0.35– 0.4. Forx.0.4 the value ofTc

decreases noticeably, which may be linked to growth of
number of BiL2O6 hole complexes and the absence of ele
tron complexes upon the complete substitution of the bar
by potassium. In the case when the bismuth is partially s
stituted by lead in the system BKBO with the optimum ra
Ba/K (Tc'30 K), according to the model of Ref. 7, add
tional PbL2O6 complexes should arise, and the number
BiO6 electron complexes should decrease; this leads t
weakening of the coherent transfer of pairs in the dynam
exchange BiL2O6↔BiO6 and PbL2O6↔BiO6, i.e., to deg-
radation of the superconductivity~lowering of Tc!.

In this paper we investigate the magnetic properties o
Ba0.65K0.35Pb0.2Bi0.8O3 single crystal with the goal of study
ing the influence of the Pb doping on the superconduct
properties and the pinning mechanism of the vortex lattice
the BKBO system at the optimum potassium concentrat
(Tc'30 K).

SAMPLES AND EXPERIMENTAL METHODS

Single crystals of the systems BKBO and BKPBO we
grown the method of electrochemical deposition, the det
of which are given in Ref. 8. The phase composition a
lattice parameters were determined by the x-ray diffract
method. The x-ray diffraction measurements of powders
the crystalline material BKPBO revealed that the single cr
© 2002 American Institute of Physics
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tal with x50.35 ~K! and y50.2 ~Pb! is single-phase, with
the cubic perovskite structure (a5b5c54.27 Å).

Measurements of the magnetization of the BKPB
single crystal in low fields and theM (H,T) hysteresis in
fields up to 50 kOe were made with a Quantum Des
MPMS-5 SQUID magnetometer. The magnetization is
thermsM (H) were obtained at temperatures of 2–14 K. T
susceptibility of the single crystal in the normal state w
determined in a field of 50 kOe, and then this contributi
was subtracted from theM (H,T) curves in order to isolate
the response due to the superconducting state of the s
crystal.

EXPERIMENTAL RESULTS AND DISCUSSION

The temperature dependence of the susceptibility of
BKPBO single crystal measured under field-cooling~FC!
and zero-field cooling~ZFC! conditions in a field of 10 Oe
are given in Fig. 1. The superconducting transition tempe
ture Tc519.5 K and the transition widthDT'3 K; practi-
cally complete screening is observed in the crystal and o
a 12% Meissner signal. The latter is due to the strong pinn
in low fields and is typical of HTSC materials. In low field
the hysteresis loops~Fig. 2! exhibit a comparatively narrow
magnetization peak, the value of which is temperature
pendent and decreases in the temperature interval 5–11
a factor of approximately 3. The small width of this magn
tization peak~and, consequently, of the peak of the critic
currentJc! in low fields has been observed in single crysta9

and thick films10 of BKBO and is explained by either
strong field dependence ofJc ~due to the vanishing of the
repulsion between vortices! or to strong deformations of th
vortex lattice by pinning centers.11 The value ofJc for 5 K at
zero field is 43103 A/cm2. As the field increases, the valu
of Jc decreases monotonically; the peak effect10,12,13 is not
observed in the crystal~Fig. 2!.

Measurements of the irreversibility fieldH irr(T) and the
upper critical fieldHc2(T) nearTc showed~Fig. 3! that both
these temperature dependences obey a law of the
H(T);H(0)(12T/Tc)

n, with n51.4 for H irr(T) and

FIG. 1. Temperature dependence of the susceptibility in the FC~s! and
ZFC ~d! regimes for a BKPBO single crystal.
n
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n51.23 for Hc2(T). A linear extrapolation agrees with th
Ginzburg–Landau theory and givesHc2(0)'39.65 kOe,
H irr'29.1 kOe.

The field dependenceJc(B) at different temperatures~in
our caseB5H! can be described in the framework of th
collective pinning theory.11 For sufficiently low fields a re-
gime of isolated vortices is realized in the crystal, andJc

;(j/Lc)
2, wherej is the coherence length, andLc is the

characteristic longitudinal size of the vortex. With increasi
magnetic field the distancea0 between vortices decrease
the vortices begin to interact with one another, formi
bundles with a characteristic transverse sizeRc which de-
pends on the elastic constants of the vortex lattice.11 For the
case of a small bundle size,a0,Rc,l ~l is the penetration
depth of the magnetic field!

Jc;B exp@22~Lc
2~T!B/w0!3/2# ~1!

FIG. 2. Fragments of hysteresis loops for a BKPBO single crystal for v
ous temperatures.

FIG. 3. Temperature dependence of the irreversibility fieldH irr and upper
critical field Hc2 for a BKPBO single crystal.
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with a maximum atB'Bsb/2, where Bsb ~5w0 /Lc
2(T),

wherew0 is the flux quantum! is the crossover field betwee
the regime of pinning of single vortices and pinning
bundles of small-size vortices.

The form of theM (B) curves for BKBO is undistorted
by the flux creep only in a certain temperature interval,14 and
we shall therefore limit our analysis toT<14 K, i.e., 0.1Tc

<T<0.72Tc . The semilog plot ofJc /B versusB3/2 ~Fig. 4a!
can be used to determine the temperature dependenc
Lc(T), which can be approximated by the express
Lc(T)5Lc(0)(12T/Tc)

n with Lc'283 Å and n520.77
~Fig. 4b!.

Exceptionally important information about the pinnin
mechanism can be obtained by studying the bulk pinn
force in the crystal,Fp5JcB. Whereas in conventiona
type-II superconductorsHc2 is chosen as the scaling field
for HTSC the irreversibility fieldH irr may also be used fo

FIG. 4. Curves ofJc /B versusB3/2 for a BKPBO single crystal for different
temperatures~a! and the function Lc5283(12T/Tc)

20.77 ~b! ~j—
experimental data!.
of
n

g

this.15 Figure 5 shows the experimental values of the norm
ized pinning force in a BKPBO single crystal as a function
the reduced fieldb5H/Hmax ~a! and H/H irr ~b! for various
temperatures. The value ofHmax corresponds to the maxi
mum pinning force Fp max. The function Fp /Fp max

5f(H/Hmax) has a broad, diffuse maximum in the neighbo
hood ofb51 ~Fig. 5a!. At the same time, approximating th
experimental data, in accordance with Ref. 16, in the fo
Fp;bp(12b)q, whereb5H/H irr , gives a pronounced pea
at bmax5p/(p1q)50.10– 0.12 in the temperature interv
5–11 K. In particular, for 5 K the valuesp50.5 andq54
are obtained. Following the model of Ref. 16, one can re
a conclusion about the character of the pinning centers in
superconductor. In classical superconductors the va
p51 and q52 are characteristic of pinning of the vorte
lattice by randomly distributed point defects, while the va
uesp50.5 andq52 are characteristic of pinning by plana
defects. For HTSCs, in addition to the indicated values oq
andq, large valuesq53 ~Refs. 17–20! andq54 ~Refs. 10

FIG. 5. Dependence of the normalized pinning forceFp /Fp max on the re-
duced fieldH/Hmax ~a! andH/H irr ~b! for BKPBO.
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and 21! have also been noted. The pinning force depends
the elastic properties of the vortex lattice, and the valuq
53 can be explained19 by the combined contributions of th
elastic constantsC66 andC44. The reason for the appearan
of valuesq.3 is unclear. Many factors must be taken in
account, e.g., the interaction of the vortex lattice with p
ning centers and the behavior of the elastic constants of
vortex lattice, which are insufficiently well understood f
HTSCs.

It is useful to compare the results obtained for a BKPB
crystal having a concentration Pb0.2 with the data for the
Ba0.5K0.5BiO3 single crystal.17 Both crystals have the cubi
perovskite structure with close values of the lattice para
etersa'b'c'4.24 Å. The transition to the superconduc
ing state occurs atTc'20 K, and the peak effect is absent
both crystals. It is worthy of note that in the BKBO syste
the optimum Ba/K ratio givesTc530 K,12 and doping by
only Pb0.2 lowers Tc to 10 K. We also note that the com
pound BaPb0.2Bi0.8O3 is nonsuperconducting.1

The pinning mechanism of the vortex lattice in a type
superconductor can be described by the so-calleddTc andd l
pinning models. The first is due to fluctuations of the sup
conducting transition temperature, and the second is du
the scatter of the values of the mean free path of the ch
carriers.11 Knowledge of the temperature dependences of
collective pinning lengthLc(T) and of the coherence lengt
j(T) enables one to determine the pinning mechanism
HTSCs. It was shown in Ref. 11 thatLc5jd21/3, whered is
a dimensionless pinning parameter, andLc(T);j2 for d l
pinning, andLc;j2/3 for dTc pinning. Thus one can com
pare the temperature dependenceLc(T) obtained by us from
relation ~1! ~Fig. 4! with the Lc(T) curve extracted from
measurements ofHc2(T);w0 /j2(T). In Ref. 22 it was
shown, based on direct measurements ofHc2(T) with a force
magnetometer for a Ba0.5K0.5BiO3 single crystal, that for
temperatures of 2–15 K the pinning of the vortex lattice
described well by thed l pinning model. Pinning of thed l
type is also characteristic for BKPBO, as follows from F
6, where the data for the temperature interval 0.1Tc<T
<0.72Tc are given. We note that in BKBO single crysta
with a potassium concentration of 0.34–0.41 andTc'30 K
in the temperature interval interval 0.1Tc<T<0.8Tc a cross-
over betweendTc andd l pinning is observed; this is a pos
sible cause of the peak effect in these single crystals.12,13,17

We stress once again that the peak effect does not aris
BKPBO and BKBO (x50.5), which are characterized byd l
pinning.

CONCLUSION

We have studied the magnetic properties of
Ba0.65K0.35Pb0.2Bi0.8O3 single crystal with Tc519.5 K,
grown by the method of electrochemical deposition. T
critical current densityJc ~5 K, ;0 T! is 43103 A/cm2. The
field curves ofJc(B) in the temperature interval 0.1Tc<T
<0.72Tc are well described by the collective pinning theor
with the onset of the regime of bundles of small-size vortic
a sharp drop inJc(B) is observed. The pinning mechanis
of the vortex lattice is in agreement with thed l pinning
model, which involves a variation of the mean free path
the charge carriers. A comparison of the BKPBO and BKB
n
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f

(x50.5) crystals shows that they have close values ofTc and
of the lattice parameters, that the peak effect is absent in b
crystals, and that both haved l pinning of the vortex lattice.
The work in Warsaw was supported in part by KBN as p
of Project N5P03B01620.
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Magnetic and transport studies are carried out on laser-deposited films of La0.5Sr0.5CoO32d and
La0.65Sr0.35CoO3. It is shown that prolonged aging~for up to one year! of La0.5Sr0.5CoO32d

films leads to a decrease of the oxygen concentration to a deficitd'0.08. The oxygen deficit that
forms is accompanied not only by a redistribution of the charge between the cobalt ions of
different valences but also by the formation of topological disorder in the Co–O–Coconducting
channel as a result of the accumulation of oxygen vacancies. The observed growth of the
resistivity with decreasing temperature is more accurately described in a model of weak
localization of the carriers than by a thermally activated conduction mechanism. In
addition to the usual ferromagnetic transition atTC'240 K, in the ‘‘aged’’ La0.5Sr0.5CoO2.92 film
an additional transition, typical of a magnetic transition in a spin glass, is observed at
TM'50 K. Analysis of the temperature behavior of the resistivity of La0.5Sr0.5CoO3 and
La0.65Sr0.35CoO3 films found in the metallic state show that in addition to the quadratic term
proportional toT2, the temperature dependence of the resistivity contains an exponential
term of the form}exp(2T0 /T), which is due to the opening of a spin gap in the conducting
channel at low temperatures. ©2002 American Institute of Physics.@DOI: 10.1063/1.1480242#
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1. Interest in the study of cobalt-based lanthanide oxi
(La12xSrxCoO3) is due to their high electrical and ionic con
ductivity, which permits them to be used as electrodes
ferroelectric ~Pb–Zr–Ti–O! capacitors instead of costl
platinum and also in other electrochemical devices.1,2 The
ideal compound La0.5Sr0.5Co3 ~LSCO! has a pseudocubi
perovskite structure~with a crystal lattice constanta
'0.3834 nm! and a metallic behavior of the resistivity in th
low-temperature region.3,4 The large negative magnetoresi
tanceRm recently observed in the compound La12xSrxCoO3

in the concentration range 0.15,x<0.4 has attracted stil
more attention to the study of these perovskite systems5–7

On the other hand, it has been shown that the tempera
dependence of the resistivity of epitaxial films of LSCO
very sensitive to the conditions of their preparation and s
sequent heat treatment. For example, when the oxygen p
sure in the chamber during the deposition of the films
decreased, a transition is observed from a metallic to a se
conductor type of conduction.8–11 In spite of the fact that the
3541063-777X/2002/28(5)/5/$22.00
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transport properties of the LSCO films have been studied
quite some time, the mechanism of conduction in these
jects is still a topic of discussion.

In the present paper we report a study of the influence
prolonged aging on the magnetic and transport propertie
LSCO films obtained by the pulsed laser deposition. It
shown that the oxygen deficit caused by the aging eff
leads to significant changes in the magnetic and trans
properties of the LSCO films which cannot be explained b
simple redistribution of charge between the Co31 and Co41

ions. The observed features in the temperature dependen
the resistivity and magnetization are discussed in the fra
work of modern theoretical models.

2. Films of La0.5Sr0.5CoO32d were prepared by the
method of pulsed laser deposition on single-crystal substr
of SrTiO3 ~STO! with a ~001! working plane. The parameter
of the Nd-YAG laser used for the deposition were: wav
length 1064 nn, pulse duration 7.8–10.5 ns, energy per p
0.3–0.4 J/pulse, and pulse repetition rate 12 Hz. The s
© 2002 American Institute of Physics
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strate temperature during the deposition of the films w
850 °C. The oxygen pressure in the chamber was mainta
at a level of 450 mtorr during the deposition and 750 t
during the cooling of the films. The thickness of the dep
ited films was 200 nm. Diffractograms of theu–2u type were
obtained on a Rigaku diffractometer with a Cu-Ka source
and an angular scanning step of 0.01°. The parameters o
crystal lattice were determined from a linear extrapolation
the experimental data to a value cos2 u/sinu50, which made
it possible to reduce the influence of instrumental errors. T
resistivity was measured by the usual four-contact metho
the temperature interval 4.2– 300 K in a magnetic field of
to 5 T. The absolute value of the resistivityr was determined
by the van der Pauw method. The magnetization curve
the films cooled in zero field~ZFC! and in a field of 100 Oe
applied parallel to the surface of the films~FC! were ob-
tained with a Quantum Design SQUID magnetometer in
temperature interval 4.2–300 K.

3. Figure 1 shows the x-ray diffractograms for an a
deposited La0.5Sr0.5CoO32d film ~curve1! and one that had
been aged in air for a year~curve2!. We see that both type
of film have mainly ac-axis growth texture, which is char
acterized by a high intensity of the (00l ) peaks. In addition,
however, in both films there are also reflections of low inte
sity: ~011!, ~022!, and~112!. An analysis shows that both th
initial and the aged films have a pseudocubic crystal lat
with the following parameters:c'0.3835 nm~the as-grown
film! andc'0.3842 nm~the aged film!. The increase in the
lattice parameter c in the perovskitelike compound
La0.5Sr0.5CoO32d , as a rule, is accompanied by a decrease
the oxygen content.12 Based on the data of this study,
simple linear dependence between the lattice parametc
and the concentration of oxygen vacancies can be assum
the region 0,d,0.4: c@nm#5cd50@nm#18.531023d,
wherec is the actual value of the lattice parameter andcd50

is the value of the lattice parameter for the compound w
the stoichiometric oxygen composition (d50). Assuming
that in our case the stoichiometric composition correspo
to the as-deposited film, we can conclude that in the a
sample La0.5Sr0.5CoO32d the oxygen deficit isd'0.08. Thus
the effect of prolonged aging of LSCO films amounts to
loss of oxygen to a deficitd'0.08.

Figure 2 shows the temperature dependence of the r
tivity r(T) for the as-deposited~3! and aged~1! LSCO films.
It is seen that the as-deposited film has a metallic trend of

FIG. 1. u – 2u x-ray diffraction curves for the as-deposited~1! and aged~2!
La0.5Sr0.5CoO32d films.
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resistivity throughout the investigated temperature range
that the value of the resistivity is practically independent
the applied magnetic field~up to 5 T! within the experimen-
tal error. For the aged film, on the contrary, ther(T) curve
has a pronounced nonmonotonic behavior, with a maxim
at Tp'240 K and a minimum atT'140 K. Applying an
external magnetic field leads to a decrease of the resist
in the region of the maximum and to a shift in the position
the maximum to higher temperatures. Inset ‘‘a’’ shows t
temperature dependence of the negative magnetoresis
for the aged LSCO film, defined asRm(%)5100%@R(0)
2R(H)#/R(0), which reached a value of'3.6%. Here
R(0) and R(H) are the resistances of the samples in
absence of magnetic field and in a magnetic field of 5 T. T
negative-Rm effect has been observed previously for LSC
films of this composition. However, the value ofRm either
increased monotonically as the temperature was lowered12 or
changed sign.8 In our case the curve has the shape of a p
nounced peak, which is ordinarily observed
La12xSr(Ca)xCoO3 compounds with a lower concentratio
of the divalent~Sr or Ca! ions.13,14 There is nothing surpris-
ing in this if one considers the fact that the oxygen defi
formed as a result of the aging of the film should lead to
redistribution of the valence of the cobalt ions.

The ionic ~charge! relation for the compound
La0.5Sr0.5CoO32d with allowance for the oxygen vacancie
(Vd

0) should be written in the following form:15

La12x
31 Srx

21Co12x12d
31 Cox22d

41 O32d
22 Vd

0.

As was shown above, the degree of the oxygen deficit in
aged film as compared to the as-deposited film isd50.08.

FIG. 2. Temperature dependence of the resistivity of La0.5Sr0.5CoO2.92 ~1!,
La0.65Sr0.35CoO3 ~2!, and La0.5Sr0.5CoO3 ~3! films, measured at zero mag
netic field ~black circlets! and in a field of 5 T~white circlets!. The insets
show the relative magnetoresistanceRm for the aged La0.5Sr0.5CoO2.92 film
~a! and the as-deposited La0.65Sr0.35CoO3 film ~b! in a perpendicular mag-
netic field of 5 T.
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Thus the real ratio of the cobalt ions of different valenc
Co31:Co41, for the aged film will be not 0.5:0.5 bu
0.66:0.34. A similar ratio of the cobalt ions of different v
lence can be achieved in films with the optimum oxyg
composition by decreasing the concentration of the Sr21 ions
in them. To check this conjecture we deposited, under sim
conditions, a film with the composition La0.65Sr0.35CoO3,
which had a Co31:Co41 ratio of 0.65:0.35, i.e., close to th
ratio of the cobalt ions of different valence for the ag
La0.5Sr0.5CoO2.92 film. As is shown in Fig. 2~curve 2!, the
La0.65Sr0.35CoO3 film exhibits a metallic trend ofr(T) in the
entire range of temperatures investigated, unlike the a
La0.5Sr0.5CoO2.92 film, which has a marked growth of th
resistivity atT<140 K, in spite of the close values of th
Co31:Co41 ratio. Thus we can conclude that the growth
the resistivity with decreasing temperature observed in
La0.5Sr0.5CoO2.92 film with the oxygen deficit is determine
not by a decrease in the concentration of the Co41 ions be-
low the percolation threshold but is of a different physic
nature. In inset ‘‘b’’ we see that, first, the negativeRm has a
peak atTp5220 K, the value of which is larger than for th
La0.5Sr0.5CoO2.92 film ('3.6%), and, second, thatRm has a
nonzero value even in the region of very low temperatur

In Fig. 3 it is seen that belowTp'240 K the temperature
behavior of the resistivity for the aged film La0.5Sr0.5CoO2.92

can be described to good accuracy by the following emp
cal formula:

r~T!5r01aT22bT1/2, ~1!

with the fitting parametersr0572.7mV•cm, a52.1
31024 mV•cm•K22, andb51.5 mV•cm•K21/2. The the-
oretical curve is shown by the solid curve in Fig. 3. T
quadratic term in expression~1! usually pertains to an

FIG. 3. Temperature dependence of the resistivity of La0.5Sr0.5CoO2.92 film
at zero magnetic field. The solid and dashed curves correspond to the
retical curves for the weak-localization and hopping-conduction models
spectively. The inset shows the relative difference between the experim
and calculated data for the weak-localization model~1! and hopping-
conduction model~2!.
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electron–electron~or Baber! scattering mechanism.16 The
negative termbT21/2, which makes for growth of the resis
tivity with decreasing temperature, has a form reminiscen
the quantum correction to the conductivity of electrons in
weak-localization model.17 On the other hand, the observe
growth of the resistivity in the low-temperature region ca
not be described in the framework of a model of therma
activated or hopping conduction.11,18The dotted curve in Fig.
3 corresponds to an expression for the temperature de
dence of the resistivity that includes the Mott term describ
hopping conduction:r(T)5r01aT21g exp(T0 /T1/4), with
the fitting parameters r0547.9mV•cm, a51.24
31024 mV•cm•K22, g50.8 mV•cm, and T054500 K.
As we see from the inset in Fig. 3, the relative differen
between the experimental values of the resistivity and
theoretical curve obtained from Eq.~1! does not exceed
60.5% in the entire temperature interval~curve1!, whereas
the hopping conduction model, even with the optimal valu
of the fitting parameters, leads to a strong deviation ofr(T)
from the experimental curve forT,100 K ~curve2!.

It is well known that any type of disorder in the conduc
ing channel~or conduction band! can lead to localization of
the electrons.19 Let us suppose that the oxygen vacanc
introduce a slight disorder into the conducting channel of
aged film La0.5Sr0.5CoO2.92. This type of topological disor-
der not only leads to a change in the electron spectr
which is characteristic of a disordered Fermi liquid, but a
makes the electron system unstable with respect to
metal–insulator transition.20 An increase in the electron den
sity of states near the Fermi level is typical for a system
strongly correlated electrons near a metal–insulator tra
tion and should lead to enhancement of the role of electro
electron scattering in the conduction mechanism of these
terials.

Let us do a more detailed analysis of expression~1! on
the basis of the weak localization model. For the contribut
to the resistivity due to the electron–electron scattering
the carriers, one can write the following expression:ree(T)
'(mEF /ne2\)(T/EF)2, wherem, n, ande denote the elec-
tron mass, concentration, and charge, andEF is the Fermi
energy.21 The quantum correction to the electronic condu
tivity in the weak localization model can also be reduced
the simple form:rWL(T)'2(mEF /ne2\)(T/EF)1/2 if the
electron localization conditionl'\/pF is used, wherel is
the electron mean free path andpF is the Fermi
momentum.21 Knowing the values of the coefficientsa andb
in expression~1!, we can estimate the order of magnitude
the Fermi energy. The value obtained in this way,EF

'103 K, is entirely reasonable for this class o
compounds.18 Consequently, we may conclude that the ox
gen deficit accompanying aging of LSO films leads to t
onset of disorder in the conduction channel and to the
pearance of a weak localization effect on the tempera
dependence of the resistivity.

Figure 4 shows the temperature dependence of the
malized resistivity,Drnorm(T)5@r(T)2r0#/(r2502r0), for
the as-deposited La0.5Sr0.5CoO3 ~1! and La0.65Sr0.35CoO3 ~2!
films. We see that in the high-temperature regionT
>150 K) the two experimental curves practically coincid
but whenT is lowered their behavior begins to diverge su

eo-
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stantially. This analysis has shown that in the approximat
of one-channel conduction the behavior ofDrnorm(T) for
both films can be described by the empirical express
Drnorm(T)5aT2 exp(2T0 /T)1b exp(2T0 /T) ~the solid
curves! with the fitting parametersa5231025, b50.05,
and T0520 K ~for La0.5Sr0.5CoO3! and a5331025, b
50.001, andT0525 K ~for La0.65Sr0.35CoO3!. Insets ‘‘a’’
and ‘‘b’’ in Fig. 4 show that the difference between the e
perimental and theoretical curves is not more than65%.

The existence of exponential terms of this form in t
temperature dependence of the resistivity of itinerant fe
magnets in the metallic state had been predicted previo
for explaining the behavior ofr(T) for rare-earth metals an
alloys.22–24 There it was assumed either that an energy
opens in the spectrum of spin-wave excitations on accoun
the strong magnetic anisotropy, or that the nuclear levels
twofold degenerate on account of the influence of the intr
rystalline field. The latter assumption appears to be the m
likely for the given class of compounds, as it is known th
the Co31 ions can be found in low-spin (t2g

6 eg
0) and high-

spin (t2g
4 eg

2) states, which are separated by a small ene
gap.18 Recently it was shown that the value of the spin g
can determine the low-temperature behavior of the resisti
of the compound La12xSrxCoO3 with a low concentration of
strontium ions (x<0.15).13 It is known that in this region of
concentrationsx the compound has a semiconductor trend
the resistivity r(T), since it decomposes into noninte
coupled ferromagnetic clusters with metallic conduction in
nonmetallic matrix, the volume concentration of the clust
being below the percolation threshold.25,26 Our analysis
shows~see Fig. 4! that a spin gap can also appear on t
temperature dependence of the resistivity in heav
strontium-doped La12xSrxCoO3 compounds found in a fer
romagnetic metallic state. It should be noted that the val
of T0 obtained here for the concentrationsx50.35 and 0.5
are in good agreement with the values of the spin gap
dicted for this compound.13

Figure 5 shows the temperature dependence of the m
netization ~FC and ZFC! for the three films studied–as
deposited La0.5Sr0.5CoO3 ~curve 1!, aged La0.5Sr0.5CoO2.92

~curve 2!, and as-deposited La0.65Sr0.35CoO3 ~curve 3!. It is
seen from the curves that, first, the transition to the fer
magnetic state occurs atTC'250 K for the La0.5Sr0.5CoO3

FIG. 4. Temperature dependence of the normalized resistivity for the
deposited films of La0.5Sr0.5CoO3 ~1! and La0.65Sr0.35CoO3 ~2!. The solid
curves are theoretical. Insets ‘‘a’’ and ‘‘b’’ show the relative difference b
tween the experimental data and the theoretical curves for films 1 and
n
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film, at TC'240 K for La0.5Sr0.5CoO2.92, and at TC

'230 K for La0.65Sr0.35CoO3, in agreement with the data in
the literature.11,25 Second, the oxygen deficit that appears
the LSCO films are aged~curve 2! or when the strontium
concentration is decreased, i.e., for the La0.65Sr0.35CoO3 film;
curve3! in both cases leads to a decrease of the value of
magnetic moment when the samples are cooled in a magn
field H5100 Oe and, hence, to a possible decrease of
FM phase in them. Third, for the aged La0.5Sr0.5CoO2.92 film,
as the temperature is decreased toTM'50 K one observes
yet another magnetic transformation, which is accompan
by a slight increase of the magnetic moment of the sample
should be noted that although the general characteristi
the temperature dependence of the additional contributio
the magnetization for the FC and ZFC states remains
same as for the main transition, it is more reminiscent of
magnetic transitions observed in spin glasses than of thos
homogeneous magnetic materials. For example, the gro
of the magnetic moment with increasing temperature for
ZFC case begins long before the phase transition temp
ture. A similar type of dependence ofM (T) at temperatures
close toTM'50 K was observed for a compound of this typ
with a very low strontium concentration (x50.06), andTM

was identified as the freezing temperature of a spin glas25

Fourth, the too-large difference between the FC and Z
magnetization curvesM (T) presupposes a substantial no
uniformity in the distribution of the intrinsic magnetic mo
ment in the investigated films and confirms the existence
ferromagnetically ordered regions separated by a matrix
disordered spins~the cluster glass state!.25,26

One can draw the following conclusions.
1. The long-term aging~one year! of La0.5Sr0.5CoO32d

leads to loss of oxygen by an amountd'0.08. The accumu-
lation of oxygen vacancies brings about not only a redis

s-

FIG. 5. Temperature dependence of the magnetization for the as-depo
La0.5Sr0.5CoO3 film ~1!, the aged La0.5Sr0.5CoO2.92 film ~2! and the as-
deposited La0.65Sr0.35CoO3 film ~3!, cooled in the absence of magnetic fie
~ZFC! and in a magnetic field of 100 Oe applied parallel to the surface~FC!.
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bution of charge between cobalt ions of different valence
also the formation of topological disorder in the conducti
channel of the Co–O–Cochains.

2. The observed growth of the resistivity as the tempe
ture is lowered in the oxygen-deficient La0.5Sr0.5CoO2.92

films is governed not by a thermally activated conduct
mechanism but by the effect of weak localization of carri
due to the vacancy-related disorder in the position of
oxygen ions.

3. Analysis of the temperature behavior ofr(T) for
La0.5Sr0.5CoO3 and La0.65Sr0.35CoO3 films found in the me-
tallic state shows that in addition to the quadratic term}T2

the temperature dependence of the resistivity contains an
ponential term of the form}exp(2T0 /T) due to the opening
of a spin gap in the conducting channel at low temperatu

*E-mail: pvg@imp.kiev.ua
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Low-frequency quantum oscillations of the impedance of layered conductors at high
magnetic field
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The propagation of electromagnetic waves in layered conductors is investigated by the method of
the quantum kinetic equation. The quantum oscillations of the impedance for elastic
scattering on impurities is calculated. An expression is obtained for the low-frequency oscillations
of the impedance over a wide range of frequencies of the electromagnetic wave. ©2002
American Institute of Physics.@DOI: 10.1063/1.1480243#
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By studying the propagation of waves in organic co
ductors placed in a high magnetic fieldB, one can investigate
in detail the energy spectrum and relaxation properties of
charge carriers.1 In conductors having a layered structure t
electron energy spectrum has a quasi-two-dimensional c
acter, and the electron energy«(p) depends weakly on the
momentum projectionpz5p•n on the normaln to the layers.
Layered conductors at low temperatures exhibit the clea
manifestations of the de Haas–van Alphen~dHvA! and
Shubnikov–de Haas~SdH! quantum oscillation effects.2–11

The study of the SdH oscillations of the dc resistivity
layered conductors is the subject of a great number of th
retical and experimental papers~see, e.g., the reviews12 and
the references cited therein!. The experimental study of th
propagation of electromagnetic waves in organic conduc
has received much less attention,13–17 even though the ki-
netic phenomena in alternating fields carry rich informat
about the electron systems in conducting media. Among
papers mentioned is a study of tetrathiafulvalene-based c
pounds of the form (BEDT–TTF)2X ~X stands for a set of
various anions! in which the wave vectork and the static
magnetic field were directed along the normal to the laye
Below we shall examine the propagation of electromagn
waves in quasi-two-dimensional layered conductors in a
ometry used in some of the studies cited, i.e., in which
Poynting vector and the magnetic field are parallel ton. In
this case the alternating electromagnetic field is orthogo
to the vector of the quantizing magnetic field, and it is e
tremely important to take into account the quantum osci
tions of the kernel of the scattering operator for the cha
carriers. Here the amplitude of the SdH oscillations of
surface impedance is of a substantially different order
magnitude than in the approximation in which a magne
field-independent relaxation timet is used in the quantum
kinetic equation for the collision integral.18 In contrast to the
dHvA oscillations, the period of which is determined by t
extremal-area (Sextr) cross sections of the Fermi surface, t
SdH oscillations contain combination frequencies of the ty

n5
~nSmax1n8Smin!c

e\
,

3591063-777X/2002/28(5)/6/$22.00
-

e

ar-

st

o-

rs

e
m-

s.
ic
e-
e

al
-
-
e
e
f
-

e

wheren andn8 are any integers,c is the speed of light,e is
the charge of the electron, and\ is Planck’s constant.

The distribution of the electric field of frequencyv in
the conductor is easily found from Maxwell’s equations

S ]2

]z2 1
v2

c2 DEa1
4p iv

c2 j a52Ea8 ~0!,

supplemented by the constitutive relation connecting the c
rent densityj (z,t) with the electric field. To determine th
current density

j5eTr~ v̂ f̂ !5
2e2B

c~2p\!2 (
n,n850

` E dpzvn8nf̂ nn8 ~1!

it is necessary to find the density matrixf nn8 with the use of
the quantum kinetic equation;19 herevn8n is a matrix element
of the velocity operator. Solely for the sake of brevity in th
calculation we will use a rather simple dispersion relation
the charge carriers, in the form

«n~pz!5S n1
1

2D\V2A cosS apz

\ D , n50,1,2,3..., ~2!

where a is the distance between layers,V5eB/mc is the
cyclotron frequency,m is the effective mass of the conduc
tion electrons,A5h« f , and the quasi-two-dimensionalit
parameterh will be assumed not too small,

\V

« f
!h!1,

so that there are sufficient Landau levels on the Fermi s
face«(p)5« f that one may use a quasiclassical approxim
tion for calculating the impedance. We limit consideration
the case of the normal skin effect, when the relation betw
the current densityj i5eTr( v̂ i f̂ ) and the electric fieldE can
be treated, to sufficient accuracy, as local:

j i~r ,t !5s i j Ej~r ,t !.

The approximation of a local relation is completely a
missible when the drift of the conduction electrons along
wave vectork over the mean free timet of the charge car-
riers is much less than the skin depthd, i.e.,

hyt!d. ~3!
© 2002 American Institute of Physics
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Thanks to the symmetry of the spectrum it is sufficient
consider only the components of the conductivity tensor
the plane of the layers. For circular polarization of the wa
E65Ex6 iEy , the conductivity tensor becomes diagonal.

In order for the quantum oscillations to be substant
the mean free time of the charge carriers must be m
greater than the period of gyration of the electron along
orbit (Vt@1). We shall take into account only the elas
scattering on impurities, assuming that the range of the s
tering potential is much less than the de Broglie wavelen
of the electrons. This allows us to calculate the conductiv
tensor without having to assume that the interaction poten
of the electron with the impurity is small. The calculation
done by the method of the quantum kinetic equation, follo
ing Refs. 18–20.

The electron gas is described by a density matrix wh
satisfies the quantum kinetic equation. We write the latte
the form proposed in Ref. 19:

2 iv f̂ 11
i

\
@«̂; f̂ 1#1

i

\
nimpTra@V̂;F̂0~ f̂ 1!#

5
i

\ FeE• v̂

iv
; f̂ ~0!G2

i

\
nimpTra@V̂;F̂1#; ~4!

]F̂0~ f̂ !

]t
1

i

\
@«̂1V̂;F̂0~ f̂ !#52

i

\
@V̂; f̂ #;

]F̂1

]t
1

i

\
@«̂1V̂;F̂1#5

i

\ FeE• v̂

iv
;F̂0~ f̂ ~0!!G ,

where f̂ (0) is the Fermi–Dirac distribution function,f̂ 1 is the
correction linear in the field to the density matrix,V̂ is the
impurity operator,F̂5F̂01F̂1 is the binary correlation op
erator of the electron and one impurity,nimp is the impurity
concentration, the trace Tra is taken over the states of th
impurity, anda is the set of quantum numbers characteriz
the state of the impurity; from now on, the subscripta will
be dropped from all notations except Tra . The system of
equations~4! is a chain of Bogolyubov equations broken o
at the two-impurity correlation operator. The impurity is a
sumed to be uniformly distributed and infinitely heavy. W
use the gauge

A5~0,Bx,0!1
cE

iv
, w50.

The energy of the electron in the field of the wave h
the form Ĥ152(eE• v̂)/( iv) and contains the velocity op
erator, which we write in theun,Py ,Pz& representation,
which is the natural one for the given gauge.Py determines
the coordinate of the center of the electron orbitx0

5(cPy)/(eB), andPz is the same as the kinematic mome
tum componentpz . Unlike the coordinate operator, whic
enters the Hamiltonian through the use of the gaugeA
5(0,Bx,0), w52E•r , the matrix elements of the velocit
operator do not depend onPy :
n
,

l,
h
s

t-
h
y
al

-

h
n

-

s

yx6 i yy5y65y0
62

eE6

ivm
, ~5!

where

y0nn8
1

52
i\

m S 2eB\

c
n8D 1/2

dn11,n8 ,

y0nn8
2

5
i\

m S 2eB\

c
nD 1/2

dn21,n8 .

Thus, taking the electric field into account through the use
a vector potential allows one to avoid an additional summ
tion in the expressions for the density matrix and subst
tially simplifies the calculations.

Equations~4! can be written in the form

2 ivX̂1
i

\
@«̂1V̂;X̂#5Ŷ, ~6!

whereX̂ is the operator which we are seeking, andŶ is the
right-hand side of the equation. It was shown in Ref. 19 t
Eq. ~6! has a solution of the form

X̂5
\

2p E dzĜ1S z1
v

2
1V̂D ŶĜ2S z2

v

2
1V̂D . ~7!

The Green’s functionĜ6 satisfies the relation

Ĝ6~z2V̂!5Ĝ6~z!1Ĝ6~z!T̂6~z!Ĝ6~z!, ~8!

whereTnm5^wnuV̂ucm& is theT matrix, wn is the eigenfunc-
tion of the Hamiltonian without the impurity, andcn is the
wave function of the electron in the presence of the impur

We now calculate the Green’s function for a layered co
ductor. Following Ref. 20, one can show that for a sho
range impurity at

x,y!
r L

nf
, z!a, ~9!

wherenf5« f /(\V) andr L is the Larmor radius, the Green’
function can be written in the form

G6~r ,r 8,E!5(
n

fn~r !fn* ~r 8!

E2«n6 id

5F~r ,r 8!@Gcl~r 2r 8,E!1Gq
6#, ~10!

where

F~r ,r 8!5expF i\c

2eB
~x1x8!~y2y8!G ;

Gcl is the real part of the Green’s function in the absence
magnetic field, and the dependence ofGq on (r 2r 8) can be
neglected. In the case of a quasi-two-dimensional spectr
Gcl is rather complicated for explicit calculation. Unlike th
case of the quadratic spectrum,Gcl depends onE and also
depends on (r 2r 8) in a complicated way. However, the ex
plicit form will not be needed in the calculations that follow
For calculatingGq we use the Poisson summation formu
as a result of which the expression forGq takes the form
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Gq
6~«!57

im

2\2a

3F112(
k51

`

~21!kexpS 6
2p ik«

\V D J0S 2pkA

\V D G ,

~11!

whereJ0 is the Bessel function. The series appearing in
~11! is conditionally convergent, but it can be shown th
when the Dingle broadening of the Landau levels is tak
into account, a small factorCD

k 5exp(2k/Vt) will appear in
the oscillatory part of the Green’s function, and then t
series becomes absolutely convergent.

As was shown in Ref. 20, the electron wave function
the field of the impurity satisfies Dyson’s equation

cn~r !5wn~r !1E G~r ,r 8,E!V~r 8!cn~r 8!d3r 8.

When the Green’s function in the form~11! is substituted
in, the wave functioncn(r ) in the region specified by in
equalities~9! can be represented in the form

cn~r !5
wn~Rimp!

12~2p\2/m! f impGq
6~E!

c0~r !, ~12!

wherec0(r ) satisfies the equation

c0~r !511E Gcl~r ,r 8,E!V~r 8!c0~r 8!d3r 8,

Rimp is the coordinate of the impurity; the total scatteri
amplitudef imp is given by the expression

f imp5
m

2p\2 E V~r !c~r !d3r ; ~13!

Gcl(r ,E) is a smooth function ofE and varies substantially
over energy intervalsDE;« f . However, for calculating the
galvanomagnetic coefficients, only the energy region n
the Fermi level is important, where

DE5E2« f;max~\V,\v!!« f .

Thus the dependence onE of Gcl(r ,E) and c0(r ) can be
neglected, takingE.« f . The expression for theT matrix in
the case of a quasi-two-dimensional spectrum can be wr
in the form

Tmn
6 ~E!5t6~E!wm* ~R0!wn~R0!,

t6~E!5
~2p\2/m! f imp

12~2p\2/m! f impGq
6~E!

, ~14!

which agrees with formula~7! of Ref. 20 for the case of a
quadratic dispersion relation. Essentially, the energy dep
dence enters only in the kernel of theT matrix.

In calculating the oscillatory part of the conductivity te
sor, only the off-diagonal elements of the velocity opera
are important. The contribution from the diagonal part ofv̂
in the formula for the current,

jdiag5eTr~ v̂diagf̂ !52
e2E

ivm
Tr~ f̂ !52

e2E

ivm
ne

is expressed in terms of the electron densityne and cannot
oscillate as the magnetic field varies. In the expression
the density matrix the diagonal part ofv̂6 can also be ne-
glected. In fact,v̂ enter the expression forf̂ only in the form
.
t
n

e

ar

n

n-

r

r

of the combinationeE• v̂/ iv, but because the diagonal com
ponents of the velocity are linear in the fieldE, the corre-
sponding correction tof̂ will be quadratic in the field. Since
we are neglecting the diagonal components ofv̂ in the equa-
tion for the current, we will be interested only in the of
diagonal part of the density matrixf̂ . As was shown in Ref.
19, for the off-diagonal components of the density matrix t
collision integralin impTra@Va ;F0( f 1)#nm /\ appearing in the
system of equations~4! reduces to multiplication off 1 by the
quantity

1

tnm
5

i

\
nimp@ t1~«m1\v!2t2~«n2\v!#. ~15!

The right-hand side of the equation forF̂0 in system~4!
contains the commutator with the impurity operator. The
fore, in the explicit expression forF̂0 , the operatorV̂ will
appear together with theT matrix, but it can be canceled ou
by reduction with Dyson’s equation:

T̂65V̂1V̂Ĝ6T̂65V̂1T̂6Ĝ6V̂, ~16!

where now the expression forF̂0 can be written as

F̂05
i

2p E dz@2Ĝ1~z!T̂1~z! f̂ ~0!Ĝ2~z!

1Ĝ1~z! f̂ ~0!T̂2~z!Ĝ2~z!

2Ĝ1~z!T̂1~z! f̂ ~0!Ĝ2~z!T̂2~z!Ĝ2~z!

1Ĝ1~z!T̂1~z!Ĝ1~z! f̂ ~0!T̂2~z!Ĝ2~z!#. ~17!

We note thatF̂0( f̂ (0)) has the meaning of an impurity cor
rection to the Fermi–Dirac function:

f̂ ~0!~ «̂1V̂!5 f̂ ~0!~ «̂ !1F̂0~ f̂ ~0!!.

The calculation off̂ 1 can be reduced to the evaluation
F̂1 . For this we writeF̂1 and f̂ 1 in the form of a sum:

F̂15F̂a1F̂b , f̂ 15 f̂ a1 f̂ b ,

for which the system of equations~4! will take the form

2 ivF̂a1
i

\
@«̂;F̂a#5

i

\ FeE• v̂

iv
;F̂0G ,

2 ivF̂b1
i

\
@«̂;F̂b#52

i

\
@V̂;F̂1#,

2 iv f̂ a1
i

\
@«̂; f̂ a#1 t̂21 f̂ a5

i

\ FeE• v̂

iv
; f̂ ~0!G ,

2 iv f̂ b1
i

\
@«̂; f̂ b#1 t̂21 f̂ b52

i

\
nimpTra@V̂;F̂1#. ~18!

It is not hard to see that

f nm
b 5

2 iv1 i ~«n2«m!/\

2 iv1 i ~«n2«m!/\11/tnm
nimpTraFnm

b . ~19!

It can be shown thatF̂a corresponds to a shift of the energ
level due to the presence of the impurity and can be
glected. Indeed, the corresponding contribution to the c
ductivity
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sFa
;Tr@ ŷ;F̂0#ŷ;E dP̄z(

n
~ F̄n11,n11

0 2Fn,n
0 !n

;E dP̄z(
n

F̄n,n
0 ;Tr~ f̂ ~0!~ «̂1V̂!2 f̂ ~0!~ «̂ !!

is proportional to the difference of the electron densities
the presence and absence of the impurity, i.e., it does
depend on the magnetic fieldB. Thus we obtain

f nm
1 5

i

\ FeE• v̂

2 iv
; f ~0!G

nm

2 iv1
i

\
~«n2«m!1

1

tnm

1

2 iv1
i

\
~«n2«m!

2 iv1
i

\
~«n2«m!1

1

tnm

nimpTraFnm
b . ~20!

Since only some of the terms appearing inF̂b are important,
we write it in the following form:

F̂b5
i

2p E dz1H Ĝ1S z11
v

2 D FeE• v̂

iv
;F̂0~ f̂ ~0!!G

3Ĝ2S z12
v

2 D1Ĝ1S z11
v

2 D T̂1S z11
v

2 D
3Ĝ1S z11

v

2 D FeE• v̂

iv
;F̂0~ f̂ ~0!!GĜ2S z12

v

2 D
1Ĝ1S z11

v

2 D FeE• v̂

iv
;F̂0~ f̂ ~0!!G

3Ĝ2S z12
v

2 D T̂2S z12
v

2 D Ĝ2S z12
v

2 D
1Ĝ1S z11

v

2 D T̂1S z11
v

2 D Ĝ1S z11
v

2 D
3FeE• v̂

iv
;F̂0~ f̂ ~0!!GĜ2S z12

v

2 D
3T̂2S z12

v

2 D Ĝ2S z12
v

2 D J . ~21!
n
ot

The first term in~21! corresponds to a shift of the energ
level due to the presence of the impurity, and it can be
glected. The next term contains an expression of the fo
T̂v̂T̂, which vanishes upon summation overPy in ~20! as a
consequence of the orthogonality of the Hermite polynom
als. For the same reason, only the part with the commut

@eE• v̂/ iv ;F̂0# is important in the rest of the terms.
The expression forf̂ 1 simplified in this way must be

substituted into the equation for the current~1!. We note that
the T matrix is nondiagonal inPy andPz , and each appear
ance of it in formula~21! leads to the necessity of summin
over these quantum numbers. Thus, to simplify the calcu
tions that follow it would be desirable to reduce express
~21! to a form in which theT matrix enters each term onl
once. This can be done by employing the following arg
ments.

1. As we know, the scattering tensor obeys the opti
theorem, which in our case is conveniently written in t
form

T̂1~a!~Ĝ1~a!2Ĝ2~b!!T̂2~b!5T̂1~a!2T̂2~b!;

22p i T̂1~a!d~ «̂2a!T̂2~a!5T̂1~a!2T̂2~a!, ~22!

which can easily be obtained from the Born expansion of
T matrix or by substituting the Green’s function andT matrix
in explicit form.

2. It follows from the explicit form of theT matrix that
it obeys the relation

T̂6~a!5
t6~a!

t1~b!
T̂1~b!, ~23!

which together with the optical theorem gives an efficie
way of simplifying the tensor expressions.

After all the transformations have been done, the expr
sion for the density matrix becomes extremely awkward, a
we will not write it out. After some calculations, the condu
tivity tensor can be written in the forms65sa

61sb
6 ,

where
sa
656

ie2

2p2\2v(
n
E dPz

n@ f ~0!~«n6\V!2 f ~0!~«n!#

v7V2
nimp

\
@ t1~«n1\v!2t2~«n2\v!#

, ~24!

sb
656

ie2nimp

2p2\2v~v7V!(n
E dPz

n

v7V2
nimp

\
@ t1~«n1\v!2t2~«n2\v!#

F2
i

2p
~v6V!

3E dz
t1~z!2t2~z!

«n1v7V2z1 id

f ~0!~z!2 f ~0!~«n!

z2«n2 id
1

i

2p
~v6V!E dz

t1~z!2t2~z!

«n2v6V2z2 id

f ~0!~z!2 f ~0!~«n!

z2«n1 id G , ~25!
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wherene is the electron density, andsa
6 andsb

6 correspond
to f̂ a and f̂ b in the density matrix. For brevity in the writing
of these formulas we have omitted certain terms which
important for the classical part ofs6 but do not contribute to
the oscillatory part of the conductivity. The given express
can be used to calculate the conductivity for any values ov,
although elementary estimates of the penetration depth o
electromagnetic wave into the conductor show that for
layered conductors under study, the resonance regionv
2V;1/t) corresponds to the case of the anomalous s
effect and cannot be treated in the local-coupling approxim
tion. In the absence of resonance and forvÞ0 the main
contribution to the quantum oscillations of the conductiv
tensor is given by the correction linear in 1/t. The second-
order correction in 1/t becomes important only for the stat
casev!V, and therefore in the expressions quadratic in
inverse relaxation time one can setV2v.V. We note that
for taking the trace Tr in expressions~24! and~25!, the den-
sity of statesn~«! appearing in the trace in the formula for th
current~1! is expressed in terms of the Green’s function~11!
as

eB

c~2p\!2 (
n
E dPz ...5

1

~2p\!3 E n~«!d«...

5E d«

2p i
@Gq

22Gq
1#... ~26!

To simplify the remaining calculations somewhat, let us
sume that the oscillations of the scattering tensor are sm
i.e.,

f imp

a S \
V

A D 1/2

CD! l , ~27!

and we will keep only the leading terms in the expansion
powers of\V/« f and 1/Vt, assuming that 1/Vt@\V/« f .
After ~11!, ~14!, and~26! have been substituted into~24! and
~25!, the expression for the conductivity will contain pro
ucts of series:

(
k

`

~21!k expS 2p ik«

\V D J0S 2pkA

\V D
3(

l

`

~21! l expF2p i l

\V
~«1D!GJ0S 2p lA

\V D
5(

k,l

`

~21!k1 l expS 2p i l D

\V DexpF2p i«

\V
~k1 l !G

3J0S 2pkA

\V D J0S 2p lA

\V D , D50,6\v, ~28!

the required absolute convergence of which, as we have
is ensured by the Dingle broadening of the Landau lev
The terms of the series withk,lÞ0 in Eq. ~28! contain the
Bessel function, which gives an additional small factor
A\V/A. Thus the main contribution to the high-frequen
oscillations of the conductivity will come from the part o
the sum~28! with kÞ l 50 andlÞk50. In addition, we drop
the products withk1 l 50, the phase of which does not d
pend on« ~they cause oscillations at the difference freque
cies!. As will be seen from the calculations below, this w
e

n

he
e

in
-

e

-
ll,

n

id,
s.

f

-

cause the phase of the oscillations of the corresponding
of the conductivity tensor to be independent of« f , with the
result that its amplitude will not be suppressed by the us
temperature smearing but it will be hit twice by the Ding
factor CD . Thus, in the absence of resonance (v2V@1/t)
the quantum correction to the conductivity tensor due to
presence of an impurity has the form

sq
65

2e2ne

mt

1

~v7V!2

3H S 16
3i

Vt D (
k51

`

expS 2p ikv

V D J0
2S 2pkA

\V DCD
2

1S 16
3

2

i

Vt D (
k51

`
~21!kiV

pkv
cosS 2pk« f

\V D
3S expS 2p ik

v

V D21D J0S 2pkA

\V DCDCtJ , ~29!

whereCt5@2p2kBT/(\V)#/@sinh(2p2kBT/(\V))# is a factor
causing temperature smearing,

1

t
5

4\p2Cimpnimpf imp
2

ma

is the relaxation time due to the impurity19 and is numeri-
cally equal to the nonoscillatory part of expression~15!; f imp

is the total scattering amplitude~13!, Cimp51 if f imp!a and
Cimp5(a/ f imp)

2 if f imp@a.
As was noted in Ref. 20, the quantum oscillations of t

impedance and the quantities characterizing the propaga
of an electromagnetic wave in a conductor are determi
mainly by the quantum nature of the collision integral as
ciated with scattering on impurities. In the collisionless lim
the impedance oscillations are due to oscillations of the m
netization. In Ref. 20 only the oscillations at the fundamen
harmonics were considered. Low-frequency oscillations
the combination frequencies do not appear in the magne
tion oscillations. Thus, to a sufficient degree of accuracy o
can assume that the total conductivity tensor has the f
s65scl

61sq
6 , where scl

65nee
2/@m(2 iv6 iV11/t)# is

the classical, nonoscillatory part of the conductivity tenso
Since we are considering only the case of the norm

skin effect, the expressions given for the conductivity co
pletely describe the process of electromagnetic wave pro
gation. In the approximation of local coupling of the curre
density with the electric field, the latter is damped expon
tially in the sample:

E6~z,t !5E0
6 exp~ ikz

6z2 ivt !,

where

kz
65S 4p ivs6

c2 D 1/2

.

The impedance and the penetration depth of the field into
conductor are related tokz

6 by the relations

Z65
4p

c2

v

kz
6 , d65~ Im kz

6!21.
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When the smallness of the amplitude of the quantum os
lations is taken into account, the expression for the imp
ance can be rewritten as

Z65Z6
cl H 12

i

~v7V!t F S 16
3i

Vt D
3 (

k51

`

expS 2p ik
v

V D J0
2S 2pkA

\V DCD
2

1S 16
3

2

i

Vt D (
k51

`
~21!kiV

pkv
cosS 2pk« f

\V D
3FexpS 2p ikv

V D21GJ0S 2pkA

\V DCDCtG J , ~30!

whereZ6
cl is the part of the impedance which is nonoscill

tory in the inverse magnetic field.
The unusual temperature dependence of the lo

frequency oscillations has a simple physical explanation.
low-frequency oscillations of the impedance are formed
the interference of the oscillations from two extremal cro
sections, giving rise to a factor

cosS S12S2

eB\/c D1cosS 4pA

\V D ,

whereS1,252pm(« f6A), which results in a dependence
the low-frequency contribution on the magnetic field. If t
overlap integral of the wave functions of electrons belong
to neighboring layers is nearly independent of energy, i
A(«).const, then taking the temperature smearing of
Fermi function into account will not lead to a decrease in
amplitude of the oscillations. Even ifA(«) does depend on
the energy of the charge carriers, thendA(«)/d«.h, and
with increasing temperature the oscillation amplitude, wh
is proportional to exp@2(2p2kBT)(udA/d«u)/(\V)#, falls off
much more slowly than do the amplitudes of the remain
harmonics. This gives reason to hope that low-freque
quantum oscillations of the impedance might be observe
synthetic complexes based on tetrathiafulvalene even at
uid hydrogen temperature, where their fundamental harm
ics are utterly small. In spite of the fact that the low
frequency oscillations of the impedance at the combinat
frequencies appear in higher orders in the magnetic sm
parameter\V/(h« f), these oscillations have been succe
fully observed at liquid helium temperatures for the case
the static magnetoresistance,22 and Prof. V. G. Peschansk
has informed us that these observations agree with the t
retical calculation.23
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Orientational order parameter in a-N2 from x-ray data

N. N. Galtsov,* O. A. Klenova, and M. A. Strzhemechny

B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of Sciences,
47 Lenin Ave., Kharkov 61103, Ukraine
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A method is suggested and validated for the deduction of orientational order parameter valuesh
in molecular crystals consisting of diatomics directly from integrated x-ray diffraction
intensities. This method is applied to pure solid nitrogen in itsa phase. It is shown that to within
a good accuracy the integrated intensity of a superstructure reflection is proportional toh2.
The h values determined from x-ray powder diffraction measurements agree well with the values
obtained by NQR and NMR. ©2002 American Institute of Physics.@DOI: 10.1063/1.1480244#
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1. INTRODUCTION

Experimental determination of the orientational ord
parameter is an important issue for the physics of phase t
sitions in molecular crystals. In pure molecular crystals ma
up of linear molecules~N2, CO2, N2O, etc.!, the order pa-
rameterh is defined as a thermodynamic average of
spherical harmonic of second order in the suitable refere
frame,

h5^P2~cosu!&, ~1!

whereP2 is the Legendre polynomial;u is the angle made by
the molecular axis with thê111& direction of thePa3 struc-
ture. Much effort has been spent on investigating the pr
lem of the temperature dependence of the order param
and its role in thea-b phase transition~for an exhaustive
overview see Ref. 1!. In order to determineh values from
experimental data, the resonance techniques of NMR
NQR are employed~for more details see Refs. 1 and 2!. If
the disordering factor is not only temperature but positio
randomness as well~as is the case in binary alloys!, reso-
nance methods can became inefficient. Reconstructionh
values in CO2-Ar solid mixtures directly from electron dif-
fraction intensities was attempted in Ref. 3. This appro
possesses sufficient generality for application to the cas
pure crystals, e.g., nitrogen. First attempts to use the i
grated intensities of superstructure reflections as a mea
of orientational order and to evaluate the effect of larg
amplitude librations date back to the sixties in diffracti
measurements of Sa´ndor and coworkers4,5 on solid DCl and
DBr. Later, with the coming of the computer era, it becam
feasible to construct and probe models for the calculation
the molecular scattering factors, but the procedure is
cumbersome and is all the more difficult the larger the ro
tional and other anharmonicities. In this connection
method suggested here does not involve any models bu
rectly interrelates the~specifically! x-ray integrated intensi-
ties with the correctly and rigorously defined order para
eter.
3651063-777X/2002/28(5)/4/$22.00
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Although both the structure and the orientational ord
parameter have been thoroughly studied6,7 over the entire
domain of existence of the low-temperaturea phase of N2 ,
determination ofh directly from diffraction data is neverthe
less of interest for the following reasons. First, this is
independent method on a par with the NMR and NQ
techniques.2,7 Second, reconstruction of this kind will allow
assessment of the method’s efficiency and its applicab
for orientational ordering of another nature and symmetr

In Sec. 2 of this paper we present an improved mod
cation of the method suggested previously3 and its valida-
tion. Section 3 contains details of a powder x-ray expe
ment. In the last Section we deduceh values, compare them
with the results available from NQR measurements, a
draw conclusions.

2. THEORY

The integrated intensity of scattered x-ray radiation c
be represented in the form8,9

I}F~u!U(
s

Fs~q!exp~2p iq•Rs!U2

, ~2!

where the summation runs over positionsRs occupied by
nitrogen atoms in the unit cell;q is the momentum transfer
u is the diffraction angle; andFs is the scattering amplitude
Summing over pairs of nitrogen atoms within each molec
~sublattice!, we obtain for the structure factor

F~q!52 f N(
c

exp~2p iq•Rc!cosj~q•mc!. ~3!

Here, specifically fora-N2 , f N is the atomic scattering fac
tor for the nitrogen atom; the summation runs over the fo
sublatticesc of the Pa3 structure withRc being the centers
of the four molecules in the four sublattices;mc is the in-
stantaneous direction of the unit vector along the respec
molecular axis in sublatticec; j52pd/a, where d
50.54895 Å is half of the interatomic spacing in the nitr
gen molecule;a is the lattice parameter, which is in principl
© 2002 American Institute of Physics
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temperature dependent. ForT50 and a55.648 Å, j
50.61058. Further we expand the cosine in Eq.~3! in spheri-
cal harmonics by making use of the known formula10

cos@j~q•mc!#

5 (
even l>0

2
l

2
~2l 11! j l~jq!~Cl~n!•Cl~mc!!. ~4!

Here j l(y) are the spherical Bessel functions; the summat
is over evenl;

~Cl~n!•Cl~mc!!5 (
m52 l

l

Clm* ~n!Clm~mc!, ~5!

where Clm(n) and Cl(n) are Racah’s spherical harmonic
and the respective spherical tensors;10 n is the unit vector
along q, while q is the length of the momentum transf
vector. As will be shown below, the expansion in Eq.~4!
when truncated at the second term agrees reasonably
~typically to within 0.5–3%! with the exact results, i.e., th
terms withl>4 can be treated as rather small corrections
can be shown~see Appendix! that thel 52 term after aver-
aging yields precisely the orientational order paramete
Eq. ~1!:

C2m~mc!5hC2m~mc0!, ~6!

wheremc0 are the unit vectors along the corresponding cu
diagonals in thePa3 structure. Finally,

cos@2px~q•m!c#. j 0~jq!25h j 2~jq!~C2~n!

•C2~mc0!!. ~7!

The scalar product in the right hand side can be expresse
standard angular variables:

~C2~n!•C2~mc0!![Gc~q!5
3~n•mc0!221

2
. ~8!

Thus, the total scattering factorF(q) can be approxi-
mated as

F~q!.2 f NF j 0~jq!(
c

exp~2p iq•Rc!

25h j 2~jq!(
c

Gc~q!exp~2p iq•Rc!G , ~9!

whereGc(q) is defined in Eq.~8!. The functionGc(q) is just
the Legendre polynomialP2(cosum,n), where um,n is the
angle betweenq and the respective axismc0 . It is well
known ~see, for example, Ref. 11! that summing of
P2(cosum,n) over the first coordination sphere of cubic sym
metry yields zero. Hence, for regular reflections, for whi
all factors exp(2piqc•Rc) are unity, the second term in Eq
~9! will be absent. It can be also easily shown that for t
structure under consideration the sum of the same expo
tial factors for superstructure reflections will yield zero in t
first term in Eq. ~9!. Thus, the structure factorF can be
represented in the form

F58 f NF0 , ~10!
n

ell

It

n

e

in

e
n-

where

F0
reg5 j 0~jq! ~11!

for regular reflections and

F0
sup52

5

4
j 2~jq!(

c
Gc~q!exp~2p iq•Rc! ~12!

for superstructure reflections. The quantityj depends but
weakly on temperature due to variations of the lattice para
eter.

Let us now evaluate the error introduced when the tr
cation in Eq.~9! is used instead of the exact expansion in E
~4!. To estimate the error for the simplest caseh51 we take
a few strong reflections at relatively small diffraction angle
viz., the regular reflections~111!, ~002!, and ~022! and the
superstructure reflections~102! and ~112!. We find that the
error amounts to20.35% for ~111!, 1.08% for ~002!, and
1.52% for ~002! and to 2.97% for~102! and 20.54% for
~112!. Thus the approximate expression is good to within
error of 3% or better, which permits use of this express
for deducing the orientational order parameter directly fro
integrated diffraction intensities. Since the integrated int
sity I, Eq. ~2!, is proportional to the respective total structu
factor squared, we conclude that the integrated intensity
superstructure line is, to a good accuracy, proportional toh2.

3. EXPERIMENT

There were integrated intensity ratios available12 from
x-ray studies on N2 published previously.6 However, the ac-
curacy of those old data was insufficient for our purposes,
which reason we had to measure the powder x-ray intens
anew.

For calculations we used the data of x-ray measurem
carried out in the iron radiation on a powder diffractome
DRON-3M equipped with a special-purpose heliu
cryostat.13 Samples of solid nitrogen were grown by depo
iting the gas under study in small bursts onto a copper s
strate cooled to 6–8 K. Such a condensation procedure
cluded formation of a pronounced texture, which could b
serious disadvantage in obtaining reliable data on the i
grated intensities. To remove internal strains, the polycrys
line samples obtained~0.1 or 0.2 mm thick, with a grain size
of about 1024 cm! were annealed for 1 hour atT
528– 30 K. Except for the first pattern at 5 K, all oth
patterns were taken for diffraction angles that included o
the reflections~002!, ~102!, ~112!, and ~022!. The tempera-
ture range of these studies was from 5 K to thea-b transition
temperature. The temperature during a single data-taking
was stabilized to within60.005 K. The errors in the deter
mination of lattice parameters and total integrated intensi
were respectively60.02% and 1%. Typical diffraction pat
terns are shown in Fig. 1.

4. RESULTS AND DISCUSSION

The integrated intensities of Bragg reflections for a p
ticular momentum transferq ~or diffraction angleu! were
calculated using the formula9

I 5A fN~u!P~q!F~u!uFu2. ~13!
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Here A is a parameter, the same for all data taken durin
single run; f N(u) is the atomic scattering factor for the n
trogen atom;P(q) is the reflection repetition number;

F~u!5
11cos2 u

sin2 u cosu
~14!

for the diffraction method used; andF is the structure factor
as defined in Eq.~3!. To remove the poorly defined coeffi
cient A in Eq. ~13! from further consideration, we take th
ratio of the integrated intensity of a superstructure reflect
~subscripts! to that of a regular one~subscriptr!

R~qs ,qr !.
B~qs!

B~qr !
UF0~qs!

F0~qr !
U2

h2. ~15!

HereF0 are the functions defined in Eqs.~11! and~12!; and
B(q)5 f N(q)P(q)F(q). Equation~13! allows us to obtainh
values as

h.
F0~qr !

F0~qs!
FR~qs ,qr !

B~qr !

B~qs!
G1/2

. ~16!

We point out here that absoluteh values are obtained in thi
way.

Our calculation procedure was as follows. From diffra
tion patterns for every temperature point, we determined
rms lattice parameter as well as the integrated intensities
angular positions of reflections~111!, ~002!, ~102!, ~112!,
and ~022!. Those data allowed us to calculate all the pe
nent quantities involved in Eq.~2!.

Since, as was shown above, the integrated intensitie
regular reflections depend weakly on the order parameter
can use them to assess the texture factor of our polycry
line samples. The intensity ratios between regular reflecti
~111!, ~002!, and~022! give evidence that the texture was n
very pronounced, amounting to about 10% with a prefere

FIG. 1. Typical powder x-ray patterns fora-N2 at 5 K ~a! and slightly
above the transition point, where the structure is hexagonal~b!.
a
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-
e
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e
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e

for the axes of typê100&. Theh values were calculated from
three or four superstructure-to-regular reflection intensity
tios. An average of theh values for every temperature poin
are plotted in Fig. 2 as solid squares. These values com
fairly well with the h values calculated from NQR
frequencies.7 The rather large scatter of our order paramet
as compared to those derived from NQR data is mainly
to the rather appreciable texture factor. We did not try
recalculateh with allowance for the texture. It is obviou
that this factor will be nonexistent if diffraction data a
taken on a single crystal.

In conclusion, we have shown that the orientational
der parameter can be successfully calculated directly fr
diffraction data, either polycrystalline or single-crystal. T
method applied to the orientational phase of solid nitrog
yielded results in good agreement with those obtained w
resonance techniques and with the most advanced the
Being simple and straightforward, this method allows cont
at every step of the calculations, and the intrinsic errors
be easily taken into account. The method can be elabor
on other types of orientational order. Moreover, this a
proach can be extended to other techniques~for example,
optical! where the response is sensitive to the orientatio
order in the sample under investigation.

The authors express their gratitude to A. I. Prokhvatil
for continuous creative interest in the work and for help w
the x-ray diffraction experiments and to Yu. A. Freiman f
valuable remarks. We also thank A. I. Erenburg for comm
nicating his old results on N2.

This work was in part supported by CRDF~Grant UP2-
2445-KH-02!.

APPENDIX

The spherical harmonicsC2m(mc) in Eq. ~7!, wheremc

are the unit vectors along the instantaneous orientation
the molecular axes in sublatticec, should be transformed

FIG. 2. Orientational order parameter as a function of temperature.
filled squares are our data; the empty circles are the data of Brooke
McEnnan, and Scott.7 The solid line is a guide for the eye, which virtuall
coincides with the self-consistent theory14 that takes into account anhar
monic and correlation effects in the rotational subsystem. The error bar
our results are mainly due to the texture of our polycrystalline samples
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from the laboratory frame to the same proper axis, for
ample,^111&. Then the harmonics in the two frames will b
related as

C2m~mc!5(
n

Dmn
~2!* ~x!C2n~mc8!, ~A1!

wheremc8 is the vector in the old~laboratory! frame andmc

is the same vector in the new~proper! frame;Dmn
(2)(x) is the

Wigner function, andx is the set of angles that determine t
rotation of the frame. In the absence of defects of any kin
is quite natural to assume that the molecular axes are dis
uted axisymmetrically15 around the chosenz axis ~direction
^111&! both in time and from site to site within the sam
sublattice. This means that after averaging of Eq.~A1! only
them50 component will survive, namely~remembering that
C20(mc)5P2(cosu)!,

C2n~mc8!5hdn0 . ~A2!

Since by the definition of the angles involvedDm0
(2)* (x)

5C2m(mc0), from Eq. ~A1! we obtain within an arbitrary
frame

C2m~mc!5hC2m~mc0!. ~A3!

We point out once again thatmc0 is the direction^111&
~around which the unit vectorsmc fluctuate! expressed in an
arbitrary ~laboratory! frame.
-
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Features of the low-temperature plasticity of Pb–In single crystals
N. V. Isaev,* V. S. Fomenko, V. V. Pustovalov, and I. S. Braude

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
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The temperature dependence of the plasticity parameters of Pb–In single crystals with indium
concentrations of 1–20 at. % are investigated under tensile deformation at a constant
strain rate in the temperature interval 4.2–295 K. From an analysis of the experimental data,
empirical estimates are obtained for the main parameters of the dislocation–impurity interaction
and the dynamic drag coefficient of the dislocations. The calculated values of these
parameters are consistent with the idea of a gradual transition on cooling, from a thermally
activated motion of dislocations through local impurity barriers to a thermal–inertial motion. With
increasing indium concentration~to 20 at. %! the low-temperature mechanisms of dislocation
motion begin to be affected substantially by regions of short-range order~clusters!, the
presence of which is detected by the diffuse x-ray scattering method. ©2002 American Institute
of Physics. @DOI: 10.1063/1.1480245#
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1. INTRODUCTION

Point defects formed by impurity atoms in a crystal la
tice are the main barriers for mobile dislocations in the pl
tic deformation of fcc solid solutions. In the region of mo
erately low temperatures the depinning of dislocations fr
impurity barriers is substantially influenced by thermal flu
tuations: the lower the temperature, the longer the time th
dislocation must wait for a favorable thermal fluctuation a
the larger the stress that must be applied to the crysta
maintain a given strain rate.1

By analyzing the experimental data on the depende
of the flow stress on the deformation temperature and im
rity concentration, one can estimate the main parameter
the thermally activated plasticity and obtain informati
about the parameters of the impurity barriers and the sta
tics of their distribution along the dislocation line. Th
analysis technique, developed in Refs. 1 and 2, permits
able estimation of the corresponding parameters only
number of experimental conditions are met. In the case of
crystals, these include: 1! a wide interval of deformation
temperatures in which the deformation occurs through di
cation slip, while the influence of diffusion processes is u
important; 2! measurement not only of the temperature d
pendence of the critical shear stresst0(T) but also of the
differential characteristics of the plasticity~the sensitivity of
the stress to the strain rate,dt/d ln «̇, and to the deformation
temperature,dt/dT!; 3! a wide interval of impurity concen
trations and their homogeneous distribution in the volume
the crystal. This last condition presupposes that the con
tration of local barriers is known beforehand and correspo
to the atomic concentration of the impurity.

Under the above conditions it has been shown previou
that the plasticity of a number of lead-based solid solution
actually governed by thermally activated depinning of dis
3691063-777X/2002/28(5)/7/$22.00
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cations from impurity atoms at deformation temperatures
low 140–170 K.3–5 Meanwhile, since the impurity concen
tration in the alloys studied did not exceed 6 at. %, it rema
unclear how a further increase in the concentration will
fect the mechanisms of low-temperature plastic deforma
in them. This paper is devoted to answering this questio

2. EXPERIMENTAL METHOD

The Pb–In system is a convenient object of study. Fi
its elements have a high mutual solubility.6 Second, alloys
with indium concentrations of 10–20 at. % can have regio
of short-range order appearing in them, and these can a
the plasticity. Finally, because of the marked difference in
atomic scattering coefficients of lead and indium, those
gions can be detected by such methods as diffuse x
scattering.7

In the present study we have investigated Pb–In sin
crystals with In concentrations of 1, 5, 10, and 20 at. %. T
purity of the starting materials for preparation of the allo
was 99.999% for Pb and 99.997% for In. The single cryst
were grown by the Bridgman method in a knock-dow
graphite form,8 which made it possible to obtain a series
10 samples of a given orientation from a single seed. T
dimensions of the working part of the sample were 1533
31 mm. The orientation of the axis of tension was close
the @110# direction for all the samples.

The strain-hardening curvest(«) ~t is the shear stres
and« is the shear strain! were calculated from the load ver
sus time curves obtained in the tensile deformation of
sample at a constant strain rate«̇51.131024 s21 in the tem-
perature rangeT54.2– 295 K on a low-temperature strain
ing machine with a4He cryostat. The temperature of th
sample was monitored by means of three resistance t
© 2002 American Institute of Physics
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mometers attached to different points on the sample.
relative error for the measurement of the sample tempera
was not more than 1022.

The value of the critical shear stresst0 was determined
from the deviation of the initial part of thet(«) curve from
Hooke’s law. By making use of the significant extent of t
easy-slip stage, in a number of cases a sample was load
or 4 times tot0 at different temperatures. With allowance f
the hardening during each loading, the values oft0 corre-
sponded to the values determined from thet(«) curve at a
fixed temperature.

At T,Tc>7 K ~Tc is the critical temperature of the su
perconducting transition of the alloy! the sample was place
in the magnetic field of a superconducting solenoid, perm
ting measurements to be made in the normal and super
ducting states.

In addition to t0 , in the deformation process we als
measured the increment of the deforming stress@Dt( «̇)#T

upon an abrupt increase in the strain rate by a factor of 1
100 in comparison with«̇51.131025 s21. To reduce the
uncontrolled influence of deformation defects, the value
Dt was determined by extrapolation of theDt(t) curve to
the pointt5t0 . The error of measurement of the stress w
61 kPa.

X-ray structural studies of alloys with different impurit
concentrations were made on powders obtained from un
formed single crystals. The diffraction curves were taken
a DRON-2.0 diffractometer in Cu–Ka radiation from the
anode ~with a Ni filter! at room temperature in au–2u
scheme with the use of collimating slits. The scattering
tensity was measured point-by-point at steps ofD(2u)
50.01° in the angle interval 10,2u,25° by summing the
number of counts detected in 40 s at each step.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Temperature dependence of the plasticity parameters

The experimental curves of the temperature depende
of the critical shear stresst0(T) and the rate sensitivity o
the deforming stressDt(T) for Pb–In single crystals are
presented in Figs. 1 and 2.

For all of the alloys studied, thet0(T) curves have three
distinct parts~Fig. 1!: as the temperature is lowered in th
interval T5295– 150 K the value oft0 remains practically
constant; atT5150– 30 K it increases, reaching a maximu
value t0(Ti); at T,Ti it falls off. The temperature bound
aries of these intervals and the absolute values oft0(T) de-
pend on the concentrationC of impurity atoms.

Below the critical temperature of the superconduct
transition,Tc , the well-known softening effect is observe
the transition of the sample from the normal to the superc
ducting state is accompanied by a drop in the critical sh
stress~CSS! by approximately 10%. The temperature depe
dence of this effect turned out to be similar to that which w
observed and discussed previously in Refs. 4 and 5 for o
lead alloys, and for that reason it is not shown in Fig. 1.

The temperature dependence of the sensitivity of
stressDt(T) for all of the alloys studied is a curve with
maximum atTm.90– 110 K~Fig. 2!. With increasing impu-
rity concentration the value ofDt(Tm) increases substan
e
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tially, but the temperatureTm changes only slightly.
In the regionT.200 K the value ofDt(T) decreases

and becomes negative, and thet(«) curves show signs o
unstable~jumplike! plastic flow, indicative of the influence
of diffusion on the inelastic deformation and of deformati
aging at higher temperatures.

The temperature curves of the plasticity paramet
t0(T) and Dt(T) recorded in this study for Pb–In alloy
with different impurity concentrations are qualitatively sim
lar to those observed for Pb–Sn,3 Pb–Sb,4 and Pb–Bi.5

3.2. Thermally activated plasticity

Over the entire range of concentrations of impurity
oms studied here the experimental curves oft0(T,C) and
Dt(T,C) for Pb–In single crystals deformed at a consta
rate at temperatures 30 K,T,150 K are typical for
dislocation-related plastic deformation occurring as a re

FIG. 1. Temperature dependence of the critical shear stresst0 of Pb–In
single crystals~the orientation of the axis of tension is along@110#!; the data
below Tc were obtained in a magnetic field to bring the samples to
normal state. The solid curves correspond to the theoretical expression~3!.
T0 andTi are the threshold temperatures.

FIG. 2. Temperature dependence of the sensitivity of the stressDt to a
change of the strain rate by a factor«̇1 / «̇2510. The solid curves correspon
to the theoretical expression~4!. Tm is the temperature of maximum sens
tivity.
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TABLE I. Empirical values of the theoretical parameters.

C,
at. %

T0 , K

p q A

tc , MPa
t i

MPa
H0 ,
eV

Ti ,
K~4! ~3! ~4! ~3!

1 132 132 0.67 1 21 0.6 0.6 0.8 0.22 1
5 134 138 0.67 1 25 1.05 0.95 2.14 0.25 2
10 135 137 0.67 1 25 1.4 1.4 3.10 0.26 2
20 165 170 0.62 1.2 36 3.4 3.5 4.92 0.50 2
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of the thermally activated motion of dislocations through
cal barriers formed by impurity atoms. In such cases
relation connecting the rate of plastic deformation«̇, the
deforming stresst0 , and the temperatureT is given by the
classic Arrhenius equation:

«̇5 «̇0 expF2
H~t* !

kT G , ~1!

wheret* 5t02t i is the effective stress, equal to the diffe
ence between the deforming stresst0 and the long-range
~internal! stresst i , and H(t* ) is the effective activation
energy~enthalpy!, the specific form of which depends on th
force law for the interaction between a dislocation and
pinning center and the statistics of the distribution of t
pinning centers along the dislocation line.

For different models of solid-solution hardening the d
pendence of the activation enthalpy on the stress is well
proximated by the general expression1

H~t* !5H0F12S t*

tc
D pGq

, ~2!

where H0 is the energy parameter of the dislocation
impurity interaction for the particular impurity, andtc is the
critical stress for activationless motion of a dislocati
through the impurity barriers. The exponentsp and q are
numerical parameters of the order of unity, the concrete
ues of which depend on the type of barriers and the statis
of their distribution along the dislocation line.

For analysis of the experimentally investigated plastic
characteristics one can obtain explicit expressions for th
from relations~1! and ~2!:

t0~T!5t i1tcF12S T

T0
D 1/qG1/p

; ~3!

S Dt

D ln «̇ D
T

5S tc

pqAD S T

T0
D 1/qF12S T

T0
D 1/qG12p/p

. ~4!

Here we have used the notationA5 ln(«̇0 /«̇), T05H0 /kA.
Using the scheme of thermal activation analysis p

posed in Ref. 1 and refined in Ref. 2, let us compare relati
~3! and~4! with the experimental curves presented in Figs
and 2 and calculate the optimal empirical values of the
rameters of the theory:p, q, t i , tc , A, H0 .

First we analyze the experimental curve ofDt(T), for
which expression~4! does not contain the parametert i . This
allows us to avoid the errors due to the lack of reliable me
ods of measuringt i(T) in the low-temperature region.9 Cal-
culations have shown that at all impurity concentrations
pression ~4! ~the solid curves in Fig. 2! satisfactorily
-
e

a

-
p-

l-
cs
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-
s

1
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-

-

describes the experimental data if the empirical values lis
in Table I are used for the parameters. It is seen from Tab
that for alloys of Pb with 1, 5, or 10 at. % In the values ofp
and q are the same, and the values ofT0 are close. At the
same time, for alloys of Pb with 20 at. % In the optim
values of a number of the parameters are quite distinct
particularly the high value ofT0 .

According to expression~4!, from the ratiotc /A one can
calculatetc if the parameterA is estimated independently
For this we numerically differentiate thet0(T) curves shown
in Fig. 1 to find the empirical values of the derivativ
dt0 /dT. Since the temperature dependencet i(T) for lead
alloys is weak, we shall assume thatdt i /dT!dt0 /dT and
use the relation

A52TS Dt

D ln «̇ D
T

21S dt0

dT D
«̇

. ~5!

Estimates of the parameterA with the use of expression
~5! for different temperatures have shown that in the inter
30–150 K the value ofA is practically independent of tem
perature and varies weakly with impurity concentration
the interval from 1 to 10 at. %. The temperature-averag
values ofA corresponding to this interval are given in Tab
I. ValuesA>20– 25 are typical for the majority of fcc solid
solutions,1,3–5and the absence of temperature and concen
tion dependence of the parameterA is one of the criteria of
applicability of Eqs.~1! and ~2! for describing the plastic
deformation process. The calculated values ofA for the alloy
with 20 at. % indium, on the contrary, are substantially larg
than the typical values for fcc solid solutions.

For the different temperature-averaged values ofA,
Table I lists the corresponding values of the parametertc ,
which is the critical stress for activationless depinning
dislocations from barriers, and of the characteristic ene
parameter of the barriers,H05kT0A.

For comparison of the experimental data with express
~3! we take the valuest i5t0(T0) as the empirical values o
the internal stress and calculate for each concentration
empirical valuest* (T) and the critical shear stresst0(T)
5t i1t* (T)5t0(T0)1t* (T). As is shown in Fig. 1, in the
region of moderately low temperatures expression~3! ~solid
curves! satisfactorily describes the experimental depende
t0(T) for the values ofp andq chosen previously. The val
ues of the parametersT0 andH0 and oftc5t* (T50) that
are obtained from expression~3! are in good agreement with
the values of these parameters obtained from expression~4!.

As we see from Table I, at indium concentrations b
tween 1 and 10 at. % the temperatureH0 does not vary sub-
stantially, and its value correlates with estimates made p
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viously for other lead-based solid solutions. For example
Pb–Sn alloysH0 equals 0.22–0.24 eV,3 in Pb–Bi it is 0.25
eV,5 and in Pb–Sb it is 0.33 eV.4 These values agree with th
values of the strength of the impurity barriers in lead so
solutions estimated by other methods.10,11The observed cor-
relation of the values of the characteristic energy param
H0 suggests that, as in the papers cited, impurity atoms
effective barriers for dislocations in single crystals of Pb
loys with 1–10 at. % In Meanwhile, the high valueH0

50.5 eV for the solid solution of Pb with 20 at. % In con
tradicts this conclusion. As was the case for the values gi
above for the parametersA andT0 , the value ofH0 is atypi-
cal for point barriers formed by substitutional impurity a
oms. According to expression~2!, it can be assumed that th
characteristic barriers for for mobile dislocations in the co
centrated alloy are of a different type.

Finally, it should be noted that the tabulated values
the critical stresstc5t* (T50) and internal stresst i , which
were obtained as a result of a joint analysis of express
~3! and ~4!, depend substantially on the impurity concent
tion.

An additional test by which one can assess the corr
ness of the choice of numerical values ofp andq is provided
by the correlation between the values of the temperaturesTm

andT0 obtained from formula~4!. A study of formula~4! at
the maximum leads to the relationTm5pqT0 . For the values
of p andq given in Table I this relation holds to an accura
of 10%.

The value of the parameterp and the shape of thetc(C)
curve can give us an idea of the statistics of the distribut
of barriers along the dislocation line. The valuep52/3 refers
to a situation in which the average length of the dislocat
segmentsL depends on the stresst* acting on the disloca-
tion ~Friedel statistics!. To a first approximation the expres
sion for L can be written as12

L'S 2ELb

t* C D 1/3

~6!

and the stress for the activationless breaking away of a
location from a barrier is given by

tc5S 2EL

b2 D d3/2C1/2, ~7!

where EL is the linear tension of the dislocation,b is the
Burgers vector, andd5 f m/2EL is the dimensionless barrie
‘‘strength’’ ~f m is the maximum force necessary to overcom
a barrier without the assistance of thermal activation!. The
straight line in Fig. 3a shows that the empirical depende
tc(C) does in fact obey expression~7! in the interval C
51 – 10 at. %. From the slope of the straight line we c
estimate the forcef m :

S 2EL

b2 D d3/25
f m

3/2

b2~2EL!1/254.53106 Pa. ~8!

Using relation~8!, the standard estimate 2EL5Gb2, and
the values of the shear modulusG51010 Pa and Burgers
vectorb53.5310210 m for the easy-slip system in lead, w
obtain a valuef m5(0.9– 1.2)310211 H. These values off m

are also in good agreement with those for the solid soluti
Pb–Bi, Pb–Sn, and Pb–Sb.3–5
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Thus the optimal value of the parameterp and the form
of the concentration dependencetc(C) for Pb–In solid solu-
tions is evidence that in the concentration intervalC
51 – 10 at. % the distribution of barriers along the disloc
tion line corresponds to Friedel statistics. The value of
energy parameterH0 , maximum forcef m , and limiting tem-
peratureT0 are characteristic for barriers formed by subs
tutional atoms in lead. AtT.T0 a contribution to the de-
forming stress from long-range barriers comes into play.

When the impurity concentration is increased to 20 at
In the overall shape of the experimental curves oft0(T) and
Dt(T) and, hence, the thermally activated character of
plastic deformation, remain as before. However, as a ther
activation analysis shows, the concentrated alloy appare
contains additional barriers characterized by high values
the parameterstc , T0 , andH0 . Their concentration does no
correspond to the initial atomic concentration of the impur
and requires an independent estimate, and their distribu
along the dislocation is not described by Friedel statistics

3.3. Low-temperature anomalies of the plasticity

At low temperatures the interrelationships obeyed in
plastic flow of Pb–In alloys are no longer as describ
above. AtT,30 K the temperature dependences of the m
sured characteristics of the plasticityt0(T) andDt(T) devi-
ate from the theoretical dependences~3! and ~4!, which are
typical of a thermally activated process described by Eqs.~1!
and ~2! ~see Figs. 1 and 4!. Such deviations are called low
temperature anomalies of the plasticity.

For example, in the deformation of a Pb–In single cry
tal cooled to a temperature below a certain characteri
temperatureTi , contrary to expression~3!, the sign of the
derivative (dt0 /dT) «̇ changes, and the dependence of t

FIG. 3. Concentration dependence of the critical stress for activation
depinning of the dislocations,tc5t* (T50); the straight line correspond
to the theoretical expression~7! ~a!, and of the threshold temperature of th
anomaly,Ti ; the straight line corresponds to expression~12! with n53 ~b!.
The concentrationC is given in absolute units.
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sensitivity of the deforming stressDt(T) to a change in the
strain rate falls off faster than predicted by Eq.~4! ~see Fig.
4!. The threshold temperatureTi for this anomalous plastic
ity, according to the experimental curves, increases with
creasing impurity concentration~see Table I!.

Physical mechanisms whose action might account
the low-temperature anomalies of the plasticity have b
analyzed in a monograph.13 Since the character of th
anomalies observed in the present study is typical for le
based fcc solid solutions, let us discuss the relevant hyp
eses that have recently found experimental confirmation

One of the main causes of the low-temperature ano
lies of the plasticity observed in the temperature inter
20–40 K is the inertial properties of the dislocations.14,15

Having an intrinsic mass, a dislocation segment can go fr
an overdamped to underdamped state as the temperatu
lowered. This occurs through an increase in the effec
stress t* (T) and a decrease of the phonon compon
Bph(T) of the dynamic drag on the dislocations,B(T)
5Bph(T)1Be ~Be is the athermal contribution to the brakin
of dislocations by conduction electrons!. In the underdamped
state the decay time of the characteristic vibrations of a
location segment is a significant fraction of the waiting tim
for a favorable thermal~or quantum! fluctuation. As a result,
the fluctuation-related depinning of a dislocation from
individual barrier is accompanied by an activationless dep
ning of the dislocation from several neighboring barriers~un-
zipping!. The condition for a dislocation segment of lengthL
to be underdamped is the simultaneous satisfaction of
inequalities:

FIG. 4. Temperature dependence of the sensitivity of the stressDt to a
change in the strain rate in the region of anomalous plasticity. The s
curves correspond to the theoretical expression~4!.
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t02t i5t* .0.5tc , ~9!

BL,2p~MEL!1/2, ~10!

whereM is the mass per unit length of the dislocation.
The hypothesis of a gradual transition from a therma

activated to a thermal–inertial and then to a quantum
inertial mechanism of motion of dislocations through imp
rity barriers has made it possible to describe completely
low-temperature anomalies of the plasticity of the solid s
lutions Pb–Sn, Pb–Sb, and Pb–Bi.3–5

It is easy to check that forT'Ti conditions~9! and~10!
hold for all of the alloys investigated in the present stud
The conditiont* .0.5tc holds belowT'50 K. To check
condition ~10! we use the rough estimatesEL>0.5b2, M
'0.5rb2 ~r is the density of the crystal!. Taking for the drag
coefficient in the low-temperature region the typical val
for lead alloysB5(3 – 4)31025 nm22 s ~Ref. 16! and again
assuming that G'1010 Pa, b'3.5310210 m, and r
'104 kg/m3, we find that condition ~14! holds for L
,1027 m. According to relations~6! and ~7!, for t*
'0.5tc the segment length has a valueL'1027 m already
at the minimum impurity concentrationC50.1 at. %.

The combined influence of inertial effects and therm
fluctuations on the motion of dislocations through barrie
has been treated most consistently by computer simula
methods in Ref. 17. According to the thermal–inertial mod
constructed there, the signs that the dislocations are be
ning to manifest inertial properties as the temperature is lo
ered are: the derivativedt* /dT decreases to zero an
changes sign; the rate sensitivity of the deforming stress
creases~the activation volume increases! as a consequence o
the quasidynamic character of the motion; anomalies app
only in the presence of impurity barriers; the threshold te
peratureTi for the anomaly increases with increasing imp
rity concentration. The low-temperature features of the pl
ticity observed in the present study for Pb–In alloys ag
qualitatively with the signs indicating a thermal–inerti
mechanism. The only thing that doesn’t fit is that the thre
old temperatureTi does not increase as predicted by t
model when the indium concentration is raised to 20 at. %

Thus, in the concentration region 1–10 at. % the lo
temperature anomalies of the plasticity of Pb–In alloys
determined by those physical mechanisms that have b
invoked to explain the plasticity anomalies observed aT
,20– 30 K in Pb–Sn, Pb–Sb, and Pb–Bi alloys3–5—in par-
ticular, the thermal–inertial mechanism for the motion
dislocations through impurity barriers. The contradictory lo
value of Ti in the case of the concentrated alloy may
evidence of the formation of additional barriers in its stru
ture which violate conditions~9! and ~10! for the transition
of the dislocations to an underdamped state.

3.4. Dynamic drag coefficient of the dislocations

The model of thermal–inertial motion of the dislocatio
and the experimental data on the threshold temperature
anomalous plasticityTi(C) can be used to estimate the valu
and temperature dependence of the dynamic drag coeffic
B(T) of the dislocations. The scheme for making such
estimate, proposed in Ref. 18, has been successfully app
to lead- and aluminum-based fcc solid solutions in Ref. 1

id
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According to the thermal–inertial model, the thresho
temperatureTi increases with increasing concentration
impurity barriers. When the inequalityt* .0.5tc holds, the
function Ti(C) should satisfy the condition

B~T!L~t* ,C!52p~MEL!1/2,

in which the temperature dependenceB(T) is determined by
the phonon component of the drag. ForT,QD ~QD is the
Debye temperature! the phonon contribution to the dynam
drag of the dislocations is approximated rather well by
power law,20 and we can therefore use the following expre
sion for B(T):

B~T!5Be1hS T

QD
D n

, ~11!

whereh5const and the value of the exponentn depends on
the specific mechanism of phonon drag. Taking into acco
that in our caseL(t* ,C) is given by Eq.~6!, making the
assumption thatt* 'tc , and using the functional form o
tc(C) from Eq.~7!, we expect the following relation to hold

hS T

QD
D n

5aC1/22Be , ~12!

wherea52p(MELd/b2)1/2. The corresponding straight lin
in Fig. 3b illustrates how relation~12! holds for all of theTi

except the value for the alloy with 20 at. % In if the valu
QD594– 98 K,19 n53, andh510a are used. The valuen
53 corresponds to the case when the braking of the di
cations is governed by the inelastic scattering of therm
phonons by dislocation lines~the flutter effect!.20 For the
coefficient h in formula ~11! we obtain the empirical esti
mate h510a>731023 Pa•s. Extrapolating the straigh
line in Fig. 3b to its intercept with the vertical axis, w
obtain an empirical value of the electron drag coefficie
Be5231025 Pa•s. This value is in good agreement with th
experimental estimates of the electron drag coefficient in
normal state for a Pb alloy with 10 at. % In:BeN53.6
31025 Pa•s.16

3.5. Intensity of diffuse x-ray scattering

Analysis of the experimental data on the low
temperature plastic deformation has shown that the Pb a
with 20 at. % In has a number of distinguishing featur
which are atypical for lead alloys with lower impurity con
centrations. It can be supposed that these features are d
additional barriers arising in the structure of the concentra
alloys which disrupt the low-temperature mechanisms
dislocation–impurity interaction in the ideal solid solutio
To elucidate the nature of these barriers we did an x-
structural study.

The distribution of the intensities of the diffuse x-ra
scattering by the solid solutions is shown in Fig. 5. Beca
of the substantial difference in the atomic scattering coe
cients of lead and indium, it is seen that for scattering ang
in the regionu,25° for C55 at. % and 20 at. % indium a
high level of intensity of the diffuse halo is observed. At lo
scattering angles the reduced intensity of the diffuse h
I 2I bg ~I bg is the background intensity!, is higher for the
alloys with C520 at. %. As a consequence, the integral
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the scattering intensity distribution for Pb with 20 at. %
has a value 7–10% larger than for Pb with 5 at. % In.

The observed increase in the intensity of the diffuse h
may be due to a local ordering of the atoms, to size, therm
and Compton effects, and also to static displacements
view of the fact that in our case the indium concentrati
does not exceed the solubility limit and the masses of
irradiated samples are the same, as a first approximation
can assume that at smallu the contribution of the therma
and Compton scatterings does not depend on the conce
tion. The intensity of the diffuse scattering due to static d
placements, as a rule, is also small at low scattering ang
The role of the size mismatch of the atoms~the ratio of
atomic diameters! depends on how much this ratio differs
the alloy from the ratio of the atomic diameters in the pu
metals. An analysis of the diffuse x-ray scattering for t
Pb–In system at indium concentrations of 20–60 at. %
Ref. 7 showed that the contribution of the size effect, li
that of the thermal, Compton, and static effects, is insign
cant. The diffuse scattering intensity at low angles in t
system is due mainly to local ordering of the atoms. Cal
lations showed that the short-range order parameter take
negative values, corresponding to the formation of cluster
the alloy, with the number of clusters per unit volume i
creasing along with the impurity concentration.

The increase of the integrated intensity of the diffu
scattering for Pb–20 at. % In observed in the present st
also confirms the increasing role of clusters in the scatte
of x rays. Such clusters are effective barriers for mobile d
locations and could be the cause of the features of the l
temperature plastic deformation observed in the concentr
alloy.

4. CONCLUSIONS

1. The parameters of the low-temperature plasticity
the Pb–In single crystals investigated in this study depend
the deformation temperature in a complex way. Analysis
the temperature dependences of these parameters sh
that in the temperature intervalTi,T,T0 the interaction of
the dislocations with impurity barriers is of a thermally ac
vated character in the entire range of indium concentrati
studied.

FIG. 5. Distribution of the intensity of the diffuse halo in Pb alloys with
at. % and 20 at. % In.I bg is the background scattering intensity.
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2. In the concentration intervalC51 – 10 at. % the dis-
tribution of the barriers to be overcome with the aid of th
mal fluctuations are distributed along the dislocation line
cording to Friedel statistics, and their energy parameters
typical of barriers formed by individual substitutional atom
In the concentrated alloys~at impurity concentrations up to
20 at. % In! the motion of the dislocations can be influenc
substantially by additional barriers in the form of cluste
the number of which increases with increasing impurity co
centration.

3. ForT,Ti the low-temperature anomalies of the pla
ticity of Pb–In alloys is explained by the manifestation of t
inertial properties of the dislocations and are in agreem
with a thermal–inertial model of their motion through imp
rity atoms. The anomalies of the plasticity in the conce
trated alloy containing clusters are not described in
framework of the thermal–inertial theory developed for po
barriers of a single type.

The authors thank V. D. Natsik and V. P. Soldatov f
helpful discussions and Yu. G. Kazarov for preparing
single-crystal samples.
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