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The kinetics of the separation of dilute solid mixtures*de in ®He is investigated in the ranges

of temperature 100-200 mKHe concentratiorx=2.2—3.3%, and pressure 32—35 bar. It

is found that the characteristic timerequired for the separating mixture to come to equilibrium
depends substantially on the degree of supercooling. When the mixture is supercooled by

more than 40-50 mK relative to the separation temperature of the initial mixture, the characteristic
time 7<10° s and remains practically unchanged as the temperature is lowered further. At

low supercoolings the values afreach 4x 10* s and decrease noticeably with further decrease

in temperature. A relation between the measured valuesaoid the effective coefficient

of mass diffusion is established using the solution of the diffusion problem with allowance for

the surface resistance arising when thie impurity atoms leave the solution and enter

new-phase inclusions. It is shown that an adequate description of the experimental data in the
framework of the kinetic theory of tunneling transport of impurities under conditions of

an appreciable interaction between them can be obtained under the assumption that the diffusion
coefficient of*He in ®He is proportional to«~#3. The concentration of nuclei and the

average size of the region associated to each nucleus are determined. Analysis of the experimental
results on the kinetics of nucleation in phase separation shows that they can be explained by
the theory of homogeneous nucleation. The values thus obtained for the coefficient of interphase
surface tension agree with the existing data. The relaxation time due to the finite resistance

to the penetration of an impurity through the boundary between the matrix and new-phase
inclusion is determined for the first time. @003 American Institute of Physics.
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1. INTRODUCTION tions large enough that their interaction must be taken into

) . . . account, and the following concentration dependence of the
Rather detailed information has by now been obtainedjit,sion coefficientD was predicted:

about diffusion processes in dilute solid mixtures s in
“He, and practically all the laws of quantum diffusion pre- D~x"48 (1)
dicted by Andreev and Lifshitsand in a number of subse-
quent papers® have been observed. This is made possibleRelation(1) is in fact the only one of the predicted quantum
by the nonzero nuclear spin dHe, which allows one to diffusion relations that has not found confirmation in experi-
track its motion by means of nuclear magnetic resonanceient. The reason is that for mixtures #e in “He this
(NMR). The“He atom does not have nuclear spin, and infor-relation holds in an extremely narrow interval of concentra-
mation about the character of its motion can only be extions between the region of band motion of the impurities,
tracted from indirect data. Recently developed methods ofvhereD~x"1, and the region of self-trapping of impurity
quantitative analysis of the kinetics of decomposition ofexcitations, wher® is a rapidly falling function. In addition,
solid solutions at low temperatufesalter that situation and a dependenceD~x" %3 is very close to the relation
make it possible to study the diffusion mechanism for mix-D~x"? that obtains at sufficiently low values af
tures of*He in 3He as well. It is remarkable that in deriving relatiofl), Andree¥
One of the interesting problems in this area is to exploreproceeded from a band picture of the impurity motion while
how the motion of the impurities is influenced by the elasticboth Landesmahand Sacco and Widotficonsidered an in-
fields that arise in the crystal because of the noticeable difeoherent tunneling motion of the impurities, but nevertheless
ference in the amplitudes of zero-point vibrations of tHe  the same result was obtained in all cases:
and*He atoms and which give rise to an interaction between
impurities. For’He impurities in*He this problem was con- A J?a? @
sidered theoretically in Refs. 8—10 for impurity concentra- XTI xR
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whereJ is the exchange integral for impurifiHe in “He, a
is the distance between nearest neighb¥tsjs the ampli-
tude of the elastic interaction of impurities, aAdis a nu-
merical coefficient for which the expressionA
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0.26}

0.22

=(16/3)['(4/3)(8.77y ¥*~0.26 was obtained in Ref. 9
(hereI'(x) is the gamma function The agreement of the
results of Ref. 8 with Refs. 9 and 10 gives us grounds to
assume that relatio(®) is universal for all cases in which it
is necessary to take into account the slowing of the diffu-
sional motion due to the disturbing of the energy levels of
the impurities in neighboring lattice sites as a result of the
interaction between impurities, and, in particular, it may be
used in treating the diffusion dHe in He.

It is known that the random distribution of nuclear spinsFIG. 1. Diagram of the experimental procedure. The solid curve is a part
at temperatures below the nuclear ordering temperature igf the phase diagram according to the data of Edwards and Bdlitoar
solid 3He make band motion of the impurities impossible, =33 bar-
and thereforéHe atoms in®He move by random tunneling
hops. Motion by this mechanism leads to a diffusion coeffi-
cient that IS mde_pendent of temperature anc_j, at low enoug ure in the sample. The values®f and of the characteristic
concentrations, independent of concentration as well. Of found by computer processin
course, against such a background it is much easier to dete(I:'ineTzwe.re ound by P b g .

e first steps, corresponding to cooling from the uni-

dependencé?), and it is quite promising to look for it in form mixture region, had values @T, varying from 5 to

mixtures of*He in *He. ~100 mK, while the subsequent steps were 10—-15(sd€
Fig. 1). It was found that forAT, values exceeding 40-50
mK the characteristic time was~500—700 s and remained
practically constant as the temperature was lowered further.
In this paper we report an experimental study of theFor small values oA T, the characteristic time was signifi-
kinetics of separation of dilute solid mixtures tfle in*He  cantly greater, up to % 10* s. Also, in that case a significant
in the temperature interval 100-200 mK at pressures oflecrease ofr in subsequent steps was observed. Figure 2
33-35 bar. A method of precision measurement of theshows the time dependence of the relative change in pressure
change in pressure in the sample upon a stepwise lowering @i different successive steps for one of the samples at a small
the temperature is used. The change in press\iReis  valueAT,;=26 mK. A noticeable increase in the rate of ap-
uniquely related to the change in concentratibr of the  proach to equilibrium with decreasing temperature may be
matrix by the Mullin relation'! At low concentrations seen, especially at high temperatures.

Ax=2.5V,BAP, ©)

whereV , and g are the molar volume (cthmole) and com-
pressibility of the sample.

The samples studied were in the form of disks 9 mm in  The presence of short, temperature-independent times
diameter and 1.5 mm in height and were grown by the thevas noted previously by the authors in connection with the
capillary blocking method from an initial mixture containing situation wherfHe clusters are formed around vacancies in a
Xo=2%*He. The’He content in the grown sample was re- *He matrix. It was conjecturéd that such behavior arises
fined with the aid of Eq(3) from the value ofAP, corre-
sponding to phase separation of the mixture into pure com-
ponents. After growth the samples were subjected to a kind S
of heat treatment by repeated temperature cycling in the in- SRR
terval 100—270 mK. It had been established in previous stud- '
ies that this produces high-quality, uniform samples on
which reproducible results can be obtained. In particular,
upon the subsequent phase separation of such samples it was &
possible to obtain impurity concentrations in the matrix o
which correspond within the error limits to the equilibrium <
phase diagrant? The method of preparing the samples and
the measurement technique are described in more detail in
Ref. 7.

The samples obtained in this way were subjected to a
stepwise cooling in which the pressure in the sample was
measured at each step. The change in pred3(ilewas of  FIG. 2. Dependence of the relative change in pressure with time for a

an exponential character and was described by a dependersgaple withx,=3.34%“He, V,,=24.2 cni/mole, andA T, =26 mK at dif-
ferent temperatureB; andT; [mK]: 221 and 195M); 195 and 1854); 175
Pi—P(t)=(P¢—P;)exp —t/7), 4) and 162(0); 121 and 107@).
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TABLE |. Some characteristics of the sample with=3.34% “He, V,
=24.2 cn¥/mole, andAT,;=26 mK.

T w103« x, 2 Dy 108 e 107 |1 107,
K S % "He | % "He cm’/s s s

0.195] 5.0t 3.34 1.97 [0.201 1.04 3.03 1.98

0.185] 2.66 1.97 1.55 [0.255 1.64 1.46 1.20
0.175] 1.84 1.55 1.19 10.274 2.16 0.81 1.03
0.162] 1.52 1.19 | 0.80 [0.289 2.98 0.60 0.92

0.145] 1.21 0.80 | 0.44 {0.303 4.44 0.37 0.83

0.132] 0.94 | 0.44 | 0.25 ]0.312 6.35 0.20 0.78

X 012110925 025 | 0.14 [0.316 7.78 0.17 0.76

FIG. 3. Dependence of the characteristic separation time ofirbecon- 0.107) 0.89 | 0.14 | 0.05 [0.321 9.49 0.16 0.73
centration: experimental point®); 7~x*3 (--); 75 [Eq. (12)] (...); 75 [Eq.
(13] (=-); Eq. (1) (—).

Note T; is the final temperature; are the characteristic times for establish-
ment of equilibrium according to experiment, and x; are the initial and

final impurity concentrations in the matrix=r/R is the ratio of the radius

of a new-phase inclusion to the size of the region associated to each nucleus,

because the probability that an impurity atom arriving at theP S the effective coefficient of diffusion dHe in a*He matrix, o is the
P y punty 9 characteristic diffusion time according to Ed.2), and 7 is the character-

boundary will penetrate into the cluster is less than unity. It iSgyic “syrface” time according to Eq(13).

natural to assume that a similar situation can arise in the

present case as well if the concentration of new-phase nuclei

is large enough that the diffusive transport time is less than 2. SIMAL(p—1)+v,]
the time spent by an atom on the surface of a nucleus. Such X(p,t) =X¢+(X;—X¢) > Age Ot .
a picture should obtain at high degrees of supersaturation =t P 7

under conditions of homogeneous nucleation; arguments o ] .
supporting the existence of such conditiondfte—*He solid ~ Wherex; andx; are the initial and final concentrations tfe

mixtures are given in Refs. 14 and 15. in the matrix,r is the radius of a new-phase nucleBsis the

When the degree of supercooling decreases, the concefdius of an equivalent sphere of volume equal to the volume
tration of nuclei falls off rapidly(exponentially, leading to ~ from which impurities reach this nucleus, is a coefficient
growth of the diffusion timery , which can ultimately be the characterizing the probability of penetration of an impurity
dominant contribution tor. The temperature dependence INto the nucleusi, and», are known constant coefficients,
#(T) observed in that case is a consequence of the conceRNdAn are the roots of the transcendental equation

o0

tration dependence of the diffusion coefficient, since the Ay(hrR+R—T) K

equilibrium concentration at phase separation is set by the tan\,(R-r)=—————, h=—. (8)
temperature. Figure 3 shows an illustration of the concentra- AprR+hr+1 D

tion dependence(x) obtained by processing the data of Fig.  The solution of the diffusion problem is obtained for

2. The concentration for each step was taken as the averaggnstanr andD: this can be justified by the comparatively
between the initial and final concentratiomsandx¢. Itis  small changes of these quantities for each step. The influence
seen thatr decreases noticeably with concentration, espepf their nonconstancy is partially taken into account by the
cially at high concentrations. For comparison a plot of theyse of the average values for each step. Estimates show that
relation 7~x*3 is shown; it is close to the experimental even at smalt one need keep only the first term in E@).
curve in this region. Some characteristics of the sample studrhe pressure change measured in the experiment is propor-
ied are listed in Table I. tional to the change of the average concentrafid), which

For a quantitative treatment analogous to that given ircan be found by averaging) in the interval fromr to R:
Ref. 7 for a mixture ofHe in *He, the solution of the diffu-

sion problem in spherical coordinates, with boundary and _. _ f 2 M~ s
initial conditions corresponding to the experimental setup, is x(t) (R®=r3) J; X(p,O)p7dp=x;+3 R3— r3Ale '
used. (9)

The solution of the diffusion equation ~ .
whereA; is a constant.

X ( ?x 2 ax) The time dependence of interest to us is characterized by

P PRI ) the quantity
under the initial conditiorx(p,0)=x%; and boundary condi- r= (A=)\y) (10)
tions DAZ’ v
IX IX where\ is found from the solution of equatiof8). This is
o =0, D o =K(X—=X¢) (6)  easily done under the condition(R—r)<1 by expanding
P=R p=r tan\(R—r) in a series. If terms up to order*(R—r)3 are

has the form(see, e.g., Ref. 16 kept in the series expansion and the relation betveandr
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is determined by the condition that tiele is conserved
within the volume of the sphere of radii® one can obtain
the following equation:

1 R2 (1-2° R 1-Z°
D2 3D 2 +3_K i )
where
L r 3/Xe—X
R 1-2x

In practice, formula(11) means that in the approximation

considered, the measured relaxation time can be regarded as

being the sum of the diffusion time

R? (1-2)3
73D 2 (12
and the “surface” time
R 1-2
TsTak 2 (13

We note that the expression faep is exactly that which is

obtained for the solution of the diffusion problem in the same
approximation in the case when there is no resistance to t
transition of an impurity into a nucleus. The dependence of.

. . J
7, On the concentratioftemperaturgis due to the change of 43 ) o . o
S (temp P g aabsence of retarding elastic interactions. To eliminate such a

of the new-phase inclusions. It follows from Ed1) that

R R
TDf1(2)=?+ 3_Kf2(z)’ (14
where
z 1 3
fl(Z)Zm, fz(Z)=E+W-

Thus if one plotsrDf4(z) as a function oDf,(z), one
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FIG. 4. Dependence of the diffusion coefficient of impurftfe on the
concentration according to E¢L6).

®He, estimated by Kal'noand Strzhemechif} (adjusted to
our molar volumg, we obtain the following expression:

D,=8.8x10 *x~ 3 cn/s. (15)

It should be noted that at smallthe value ofD, from
5) is larger than the spin diffusion coefficiebtz; in pure
e, as it must not be under our assumption of edyabnd
since the diffusion irfHe takes place in the complete

situation we should use the effective diffusion coefficient

DxD33
D43_m : (16)
which  results in the condition D,3<D33=5.0

X 10732 cn?/s.22! Physically the origin of formuld16)

can apparently be regarded as being a consequence of the
coexistence of microscopic regions in the sample with a ran-
dom concentration difference. In regions with lower concen-
tration the impurities do not “feel” one another, and the dif-

should obtain a straight line whose intercept with the ordi-fusion takes place as in pufele, with the coefficienDs,
nate can be used to fifd and whose slope can be used to while in regions with higher concentration the interaction of

determineK.

the impurities leads to a dependence of the ti®. The set

In processing the electronic data further it is natural toof such processes can give a diffusion coefficient described

identify the diffusion coefficient appearing in E(L1) with
D, from (2). In the case of dilute mixtures dHe in “He the
quantityJ,, appearing in(2) can be determined quite reliably

by formula (16). Figure 4 shows the concentration depen-
dence oD 3. For comparison the value &fz; and the func-
tion D,(x) are also plotted. It is seen thBX,; approaches

in experimental studies of quantum diffusion and turns out tdD 35 at low concentrations and decreases substantially with
be approximately 5—6 times smaller than the exchange intdncreasingx.

gral J5 in pure ®He at the same molar volumésee, e.g.,
Ref. 17. The decrease af;, in comparison withl;; is due

A plot of relation(14) under the assumptions mentioned
is presented in Fig. 5. One sees a good linear dependence, so

to two factors: the fact that a heavier atom is involved in thethat the value of the parameteRs and K can be reliably
tunneling exchange, and the larger amplitude of the zerodetermined:R=(6.4=0.2)x10 3 cm, and K=(2.7+0.2)
point vibrations of theHe atom, the distance between which X 10 ° cm/s. We note that the maximum value found,
and its nearest neighbor is larger than the average latticeR(1—2z)~0.7, justifies the neglect of higher than cubic
spacing. Both of these factors decrease the tunneling prolpowers in the expansion of tafR—r) in (8). Substituting
ability and bring about the difference found. As to the ex-the values found foR andK into Eq.(11), we can describe

change integral ;3 of “He in *He, there is no reliable infor-

the experimental data obtained. The solid curve in Fig. 3

mation available. However, since in that case the two factorsorresponds to a calculation using Efjl). Also shown here

act in opposite directions, one can assume thatJss.
Using the known value aJ;; (Ref. 18 and the value o¥/,
which characterizes the interaction e impurities in bcc

are 7p(x) and74(x) according to formulagl?) and(13). As
expected, the contribution ef; is dominant at high concen-
trations and that of is dominant at low concentrations.
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FIG. 5. Plot of 7D 45f1(z) versusD 4f,(z) according to Eq(14).

4. CONCENTRATION OF NUCLEI AND THE INTERPHASE

TENSION
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5. CONCLUSION

We have carried out studies of the kinetics of separation
of dilute solid mixtures ofHe in ®*He. We have established
that the characteristic separation timéas a substantial de-
pendence on the degree of supercooling from the region of
the uniform mixture. It was found that at high degrees of
supercooling the separation time is several hundred seconds
and is independent of temperature. At low supercoolings we
observed longer times, up to<410® s at high temperatures,
and a noticeable decrease ohs the temperature was low-
ered. Such behavior afis due to the change of the diffusion
coefficient according to the lal ~x~*3, which has been
predicted for impurity diffusion in quantum crystals under
conditions of a substantial interaction between impurities.
For quantitative processing of the results we used the solu-
tion of the diffusion problem with allowance for the finite
resistance of the boundary. A comparison of the experimental
and calculated results made it possible for the first time to
separate out the relaxation time due to the boundary resis-
tance and also to estimate the average size of the region
associated to each new-phase nucleus and the concentration

TheR value found can be used to determine the concen®f NucleiNy, . The value oN, was used in the homogeneous
tration of new-phase nucld‘ilm="é3/R3=3.6>< 10077 7 is nucleation theory to calculate the coefficient of interphase
the interatomic distance determined by the fluctuatiorSurface tensiow, which turned out to be close to the value
A473313=V IN, (N, is Avogadro’s number found in other experiments. The agreement of the values of

In the ﬁamework of the theory of homogeneous nucle-obtained in different experiments can be taken as evidence of
ation, Slezov and Shmel'tgércalculated the concentration the realization of homogene?us nucleation conditions in
of nuclei as a function of the impurity concentration, tem-rather perfect samples GHe—"He solid mixtures and an

perature, and degree of supersaturation. As applied to trgdication of the possibility that this system may serve as an
separation of a solid mixture of helium isotopes it can peexample for the quantitative study of the kinetics of first-

written order phase transitions.
This study was supported by the State Foundation of
T Ukraine for Basic ResearctProject 02.07/00391, Agree-
38% 148 =2 (x,—X;) ment F7/286-20011
-3/8,,7/4 T
Nm:B Sxi exp - ’ (17)

Xi . . .
8 |n2_' *E-mail: syrnikov@ilt.kharkov.ua
X YHere we have introduced a value efcorrected for the fact that in the
calculation of o from the value found forB, one uses the parameter

. =(V, /N3 )
where B=(8/3)(032/T;), T, is the temperature of the ° (Vi INa) ™ instead ofa

maximum of the separation curvg; is the final temperature,
and o is the surface tension at the boundary of the nucleus. ]
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SUPERCONDUCTIVITY, INCLUDING HIGH TEMPERATURE SUPERCONDUCTIVITY

Superconductivity in quasi-two-dimensional nonadiabatic systems with arbitrary
charge-carrier density at T7T=0
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The basic system of equations of the theory of superconductivity=aQ is obtained in an
approximation linear in the nonadiabaticity, and analytic solutions for the order paratnatet

the chemical potentigk are found in two limiting casegi>A, andu~A. The dependence

of these quantities on the density of charge carriers is investigated. It is found that the order
parameterA can be increased by a factor of four to five in comparison with ordinary
superconductors owing to the effects of nonadiabaticity and strong electronic correlations. The
influence of the nonadiabaticity on the BCS—Bose crossover in the region of low charge-

carrier densities is also investigated. ZD03 American Institute of Physics.

[DOI: 10.1063/1.1614232

1. INTRODUCTION the Fermi surface was taken into account. In the papers cited
above, studies have been done on the basis of a simplified

Considerable progress has been made in the study of thigdal—Eliashberg theory suitable for adiabatic supercon-
properties of materials having high-temperature supercorductors wo<eg).
ductivity (HTSCO). However, because of the complexity of The goal of the present study is to construct a theory of
the systems considered, the mechanism of HTSC has still nauperconductivity for nonadiabatic systems, in which the
been established. Theoretical studies must be done on sinvigdal theorem! is violated because the conditias,<er
plified models which take into account individual features ofdoes not hold and also because of the presence of strong
these materials. electronic correlations.

Among such features are the overlap of the energy bands In Sec. 2 expressions are obtained for the diag@hal
at the Fermi surfacésee, e.g., Refs. 1-4 and the referencesand off-diagonal> s parts of the mass operator and for the
cited therei, the presence of van Hove singularities and flatGreen’s functions(normal and anomalousin the linear
parts in the electron spectrutn! strong electron—phonon approximation in the nonadiabaticity. In Se&&a system of
coupling®® and an anharmonic character of the latticeequations is obtained for the order parametemt T=0
vibrations® In addition, HTSC materials are characterizedand for the chemical potential at arbitrary charge-carrier
by a lowered dimensionalitayered structure strong elec-  density, and two limiting cases are considerpe:A, and
tronic correlations, and a low density of Charge Carriers,,u’vA. Section 4 is devoted to a calculation of the vertex and
These systems are nonadiabatic; the relagign e holds in ~ crossing functions in a two-dimensional system in the weak-
them (wo is the Debye frequency, angt is the Fermi en- coupling approximation and for small values of the exchange
ergy), and at very low charge-carrier densities the relationmomentumq. Numerical results and conclusions are given
wo>ep can hold. in Sec. 5.

Such factors as the nonadiabaticity and strong electronic
correlations inherent to these materials violate the Migdal
theorent! and make it necessary to take additional many- MODEL AND BASIC EQUATIONS OF A NONADIABATIC
particle effects into account as compared with the case afySTEM
ordinary superconductors, in which the relatier> wg
holds. As was shown in Refs. 12 and 13, these effects can be We start from a Hamiltonian describing an electron—
interpreted as the mechanism leading to the high values dthonon system:
Te.

An important role in the theory of superconductivity is ~ H=Ho+ >, | dx ¢ (xa)¥(xo)e(X), 1)
played by the value of the charge-carrier density. At a rela- 7
tively low charge density a two-dimensional system can unwhere H, is the Hamiltonian of the free electrons and
dergo a transition from the BCS regime with Cooper pairs tophonons, the second term corresponds to the electron—
a Schaffroth regime of a Bose condensate of local p&ir¥.  phonon interactior¥#(xo) is the annihilation operator for an
In Refs. 14—19 the studies were based on a single-band BGSectron at poin with spin o, and ¢(x) is the phonon op-
model, while in Ref. 20 the overlap of two energy bands aterator.

1063-777X/2003/29(11)/6/$24.00 889 © 2003 American Institute of Physics
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On the basis of perturbation thedhat T=0, we obtain ,
the following diagram representations for the norigland Vo(p,p1,Q2,Q1)=—9°D(Q,Q1)0(qc— [p—paf) o,

anomalouss g self-energies:
X[1+2APy(p,p1,Q,Q1)

En () = AN @ +APc(p,p1,2,09)], ©
andPy andP are the vertex and crossing functions, defined
by the relations

T (pQ) = m_*, m+m Yy

N N NN 3)

Pv(p,p1,€2,Q4) NoQo AV %, 0(q.—|p
Here a straight line corresponds to the total electron Green’s ~P2))G(p2,22) X G(py P2 =P,
function—the normal—) and the anomalous—)—and the +0,—Q)D(Q,Q,). (10)
wavy line to the phonon Green’s function. The above pertur-
bation series together with the expressions for ordinary su-
perconductors contain diagrams with a crossing of two lines ~ Pc(P,P1,,Q1)~— E BV pE Ge—[p—p2l)
of electron—phonon interaction; this corresponds to taking 28
into account the vertex and “crossing” functions to a first XG(p2,Q22)G(p2—p—pP1.L22
approximation in the nonadiabaticlfyand, consequently, —0-0,)D(0,Q,) (11)

goes beyond the framework of the Migdal theorgm.
For simplicity we choose the Einstein spectrum andFror the temperature Green’s functions, the nor@ép,)

write the phonon Green’s function in the form and the anomalouB(p,{}), we obtain the relations
) w3 G(p.0)= i0Z+%,
DP=Py = 09) =10, 75 g 1752 N (VAL A SR X ]
=10pp,|°D(Q,Qy). @ So(p.Q)
' F(p,Q)= 7. =2 2 (12)
. o (QZ)*+3,+[Zs(p. Q)
The presence of strong electronic correlations in the system
due to the Coulomb interaction alters the electron—phonomhere
interaction substantially. In accordance with the studies of 1
2 . .

Refs. 2? and 23, the value &, |* increases slowly with Z=2(0)=1- = ImS(p,Q);
increasing exchange momentups p—p; and then falls off
sharply. This circumstance allows us to write the electron— %=+ ReSy(p.Q). (13)

phonon coupling constant in the form
In expression(11), which determines the crossing function,

2T 2 n_ . _ Y where the summation ovgr; and p, is mixed, we restrict
19| Q.0 O(gc=Ip=pil); QC_ZPF' ® consideration to the approximatiohD(p;—p,,Q;_Q,)
. . . —D(p—p2.2—-Qy).

Here O is the step function, and, is the cutoff momentum After averaging over the Fermi surface we reduce ex-
of the electron—phonon interaction. pressiong6) and (7) to the form

The factor ofw/Q., which corresponds to the case of a
two-dimensional system, is introduced in order that averag- 2
ing over the Fermi surface will givg?, and so in this model In()= ng E m
the constani =Nyg? is independent ofj., in agreement o ! 0
with the results of Ref. 22. On the basis of E(®. and (3) X[1+APW(Q¢,Q,021)]G(p1,Q41), (14

we obtain for the mass operataxs, and2 g o2

e L

Sn(p. Q)= BVZ Vn(P.P1.2.20)G(P1. Q). (6)
Piiha X[1+2\Py(Qc,Q,Q4)
So(p.)= BV > VspPLO.ODF(PLO0Y, () FAP(Qe ) IF(Pr ). (19
where
where

am
Pv.c(Qc,2,Q)={ =—0(0c—|p—p1|)
Va(p.p1,2,0Q5)=—g2D(0Q,0,)0(qe—|p—pi|) e Qe lPpdl

XQ1[1+)\PV(p-pva1Ql)]v 8 XPV,C(paplanﬂl)>

FS
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3. ORDER PARAMETER AND CHEMICAL POTENTIAL 7z 1] _
: : N — == IN(W—p+ V(W—u)?+A?)
Let us consider the weak-coupling approximatiang ( Ay 2
>A), which allows us to neglect the contribution of the last o
diagram, containing only the anomalous Green’s functions, — = a2 mtwg
in expression(3). Furthermore, this approximation allows us In(=p+ Vu+a%)=In wo
to obtain analytical expressions for the functidhg and P . .
and for the order parametérand chemical potentigt. Fol- W-u+wo| 1| w W—u
lowing Ref. 13, we take the functior®,, and P out from —In ° - Z ot oW’
under the summation sign & =0, ;= wy and introduce 0 0T A 0 K
the notation (20
Nz=A[1+APy(Qc.0.w0)], z=z(0)=1+ 22| Wk~ | (21)
2  W—putwy ptog

We supplement20) with the expression determining the
chemical potentiau for a two-dimensional system:

)\A:)\[1"’2)\P\/(QC,O,0)0)+)\Pv(QC,O,wo)]. (16)

As a result, after formul@l?2) is substituted in, Eq(15)
becomes

n _ —
28F:N—O=W: VOW—1)2+ A2+ 2+ A2,

(@)= 11 s w? W=W/Z, u=pulZ. (22)

=M By 0—_—022 .2 : . . .
S *No BV 5, (2—Q9)%+ ) wheren is the density of charge carriers ahg=m/27 is
the electron density of states. The valuesAofaind u are

()

(ZQy)?+%; +35Qy) 1

We use the approximation

2 2 2
) Wo Wo

-
(Q—0)%+ 05 Q%+ 0] Qi+ w)

and make a series of transformation$16), as is done in the
study of superconducting systems with retardatitff-2°

The system of equations for determining the order parametetomparing this expression with the value obtained previ-

A and the quantityZ can be reduced to the form

1=\ > @b ! ! (18)
BN D, (1t wp)? Qi +es +A2Z
2(0) =14 A g ——
( )_ 25 BVNO
2
x 2, =, (19
prfy (Q—Q)°+wf Qi+e; +A%Z

where
ep=%plZ, A=2¢/Z.
In these equations we do the integration over energy (

<ep, <W-—u; u is the chemical potential)y is the width of
the energy bandand the integration ovef); between infi-

nite limits in the standard manner. In the approximation of
weak electron—phonon coupling we separate out the logarith-
mic singularity with respect td and in the terms determined

by the nonadiabaticity effect we neglect terma/wy<1. In

determined by solving the system of equati¢2®), (22). We
shall consider two limiting caseg>A, and u~A. In the
first case Eq(22) leads to the relatiosg~ u, as it should.
On the basis 0f20) we then have

A=2w \/ ﬁ(V_V—ﬁ)
Vet o) (W-72— wp)

wo wo
W_ ﬁ"' (,UO

(23

Kt o

ously for T, in nonadiabatic systen?$;**we obtain the rela-
tion known from BCS theory:

A

_T 1.76
T 7e T

Consequently, this ratio is not influenced by nonadiabaticity
effects in the weak-coupling approximation under consider-

ation.
In the caseu~A<wy we introduce the notation

220 W+ (O] 1 W
A=""2+1In 4+ (24)
)\A (Os) 2 W+ (O5)

and write Eqg.(20) in the form
W— 1+ (W—p)?+A?
pAP—

=€ (25

The solution of the system of equatiof®?), (25) leads
to the relations

AZ_SF(W_SF)- — hA W hA 1
= s (A/Z) X ,LL—SFCOt E—E cot 5— .

(26)

this way expression€l8) and(19) are conveniently reduced If in these formulas we take the limiig— oo, we will obtain

to the form

the results that follow from the BCS mod€I?® In our case
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the quantities appearing in E(R6) are redefined because of 4. VERTEX AND CROSSING FUNCTIONS
the nonadiabaticity of the system and the presence of strong
electronic correlations.

We consider the weak-coupling approximatioh>{1).
In that approximation we have

To elucidate the dependence &fand u on the charge-
carrier densityn or Fermi energy it is necessary to calcu-
late the vertexP,, and crossing® functions in accordance
with their definition(10), (11).
_ EN We use the method of direct calculation developed in
A=\2eelep, p=ep- o (27 Refs. 11-13 with allowance for the small values of the cutoff
momentum of the electron—phonon interactian<€2pg).
where the energy of a two-particle bound state is given byye also consider the weak-coupling approximation (

the relation <wg), which makes it possible to use in calculating the
2w 07 1 1 functionsP,, andP the expressions for the Green’s function
ley|= —O_exp{ _c0, - —_] (28) (12) for the normal state Ys=AZ=0). At values u
1+ wo/W A 2 1+wg/W >2EQ? (Q2<1, E=4s¢) we find that the quantities

For systems with wide energy bande (/W<1) this T
expression can be rewritten as Pv.c(Qc.Q,04)= Q—C<®(qc—|p—pll)
2w 27 X P p1,0,0 30
|8b|=_0ex _)\_00}, (29) . . . V,C(p P1 l) ( )
Je A0 are given in the particular case=0, ;= w, (see Refs. 29

where 28 and )\20 are determined from formula@1) and and 30 for the more general cadsy the expressions

(16), respectively, foru=0 andW— . A(O,wg) EZ[A(0,wq) 1
i : iahaPv(Qc,0,00) = - — weB(0,00) |5 Qt.

The energy of a two-particle bound state in a nonadiaba® vi ¥c:Y:%0 wo ;g 0PIV @o) 5 Ke

ticity system arises through the exchange of intermediate

bosons, leading to the appearance of a pre-exponential factor o) = A(O,wo) E?[ A(0,w0) — w-B(0

of wy, the energy of the bosons. c(Qc.0.w0) = P w2 woB(0,o)
Expression (29) differs from the case of adiabatic

system&’28 by a renormalization of the coupling constant i1, E 2

and the quantitZ on account of nonadiabaticity effects, and x 6 Qe t g C(0.00) Qe 3

also by the presence of a pre-exponential factaz of2 due where
to the use of a factorization procedure for the phonon

Green’s function[see the transition from Eq17) to Eq. A(0,wq) w1 ., @o . wg
(18)]. The same factor appears in the definitiomof23) and wo 4 2 tan w+ wg ttan W—u+awg)’
T. (Refs. 29 and 30for eg>A,T,. ) 5

We note that the case of adiabatic systems in the factor- 0oB(0.wg) = — wo~ (p+ wo)[ (u+ wo)“+2wg]
ization approximation presented above is considered in Ref. o= o 2[ (u+ wo)?+ w5]?
31, for example.

Thus the contribution of nonadiabaticity to the definition _ wo(W—pt @o) [(W— u+ wg)?
of A andu (27) in the region of low charge-carrier densities 2[(W—p— wg)?+ w§]? s o
is determined by a redefinition of the value of the binding 2
energye, of the two-particle state. In systems with strong +2wp].
electronic correlations, in which the exchange momentum is 1 (W—p—wp)
small (q.<2pg), the vertex functiorPy, is a positive quan- C(0,wq) = §|n+—w
tity. This circumstance leads to an increase in the coupling pT@o
constant\ and binding energye,| in nonadiabatic systems 1 (W—p—wg)+ o}
in comparison with adiabatic ones. Here the order parameter - Z'” (M+wo)2—w(2) : (32)

A increases in accordance with Eg7).
The presence of a two-particle bound state leads to the In calculating the function®,, and P¢ at values in the

Schaffroth picture of condensation of local pditsThe ab-  region u~A<wy we can limit consideration to the cage

sence of such a state leads to the Cooper pairing picture. 70, A=0, allowing us to setg=0. In this way we obtain

band language, the transition from the Cooper to the Schathe following expression foPy, c=Py c|,—o:

froth regime is due to the excursion of the chemical potential T 1

w into the forbidden band, whereupon the energy gap in the P?,(QC,O,wo)= Pg(QC,O,wO)= ———tan! .

o . 8 2 wo—W

superconductor is given by the quantify?+ A2, In accor- 33)

dance with Eq(27) we haveu>0 for eg>|e,|/2. Such a

situation corresponds to the Copper pairing plctu_re. In th%' NUMERICAL CALCULATIONS AND CONCLUSIONS

caseu<0 for eg<|ep|/2, local-pair condensation ariséthe

Schaffroth scenarjoAt the pointu=0, ef'=|e,|/2 there is a We have considered the behavior of the order parameter

crossover from Cooper pairing of particles to a state of conA and chemical potentiglk at T=0 in the whole range of

densation of local pairs. This crossover occurs at higher valvalues of the charge-carrier density<{@-<<«) in quasi-

ues ofep in nonadiabatic systems than in adiabatic systemstwo-dimensional systems with strong electronic correlations.

(&)
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FIG. 1. Dependence of the order parametewn the charge-carrier density F

(Fermi energys¢) in a nonadiabatic systerfturves1 and2) and in an  FiG, 2. Dependence of the order parameten the Fermi energy; in the
adiabatic systencurve3). region of low charge-carrier densities.

Tfhehlattelr were tal:}en mtq accour_n indirectly thlrlouglh ac;‘tcr’]ﬁtems, while curve correspond to adiabatic systemB\(
of the electron—phonon Interaction at a small value of the_p _ o) |t follows from Fig. 2 that nonadiabaticity effects

exchange momentun, <2pe (Refs. 22 and 2B In the defi- 18756 the values of the order parametdry more than a

nition of the mass operatolSs and % the terms linear in  ¢5tor of two in comparison with the case of ordinary super-
the nonadiabaticity are taken into account in analogy W'thconductors in the region of values considereg<awo.

Ref. 13, making it possible to estimate the contribution of thq—|owever at values in the regiof~w, (see Fig. 1 the

many-particle effects that lead to violation of the Migdal y,nagiapaticity effects can lead to a 4—5-fold increase in the
theorent! and to the corresponding change in the Eliashberg) jeor parameter in comparison with the results of Migdal—

; 2
equations’ Eliashberg theory. Figure 3 shows the growth of the chemical

We have considered the weak-coupling approximation,entia| from negative to positive values with increasing

(A< wo), which made it possible to calculate the vertex andor the crossover from Cooper pairs to the condensation of
crossing function$10), (11) and to write the system of equa-

tions for determiningA and u in the form (20)—(22). This
system admits analytical solution. Fae A Eq. (22) implies
that u~eg, and the parameted is given by expression 0.04

m=EE, p g y exp 1—W/Z=T70,

(23). . 2— adiabatic 2
Figure 1 shows the dependencefobn ¢ for all values
u~e>A. This region, of course, also includes the values
ep~wg, SinceA<wy. We have a bell-shaped dependence

of A oneg. The height and width of this bell curve increase
with increasing energy band widtW. At points near the
maximum the parametex can reach values corresponding to
certain oxide ceramics even at an electron—phonon coupling
constant\ = 0.5, the value used in these calculations.

This picture is radically different from the results for
adiabatic systemsR,=P-=0), which are shown by the
straight line3 in this figure(see Refs. 27 and 28

We note that a “bell-shaped” dependencelgfandA on
the charge-carrier density is observed in numerous experi-
ments on the superconducting materials of to¢sse, e.g.,
the review®).

In the region of valuegi~A (ep<w,) the solution of : ' 1 '
the system of equation20)—(22) in the weak-coupling ap- 0 0.01 0'028 /0?'03 0.04 005
F/®g

proximation leads to the resul{27). The dependence of

and u On.SF is pre.sented in Figs. 2 and 3, re.SpeC.tively-FlG. 3. Relation between the chemical potentizdnd the Fermi energy:
Curves1 in these figures correspond to nonadiabatic Sysnear the crossover from the BCS state to the condensation of local pairs.
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The features of the pseudogap state in doped layered cuprate antiferromagnets and underdoped
high-T superconductoréHTSC9 are investigated. It is shown that the transition to the

pseudogap state is a dimensional crossover from three-dimensional motion to two-dimensional
motion of charges in the copper—oxygen planes, which leads to the coexistence of light

charge carriers and Jahn—Teller polarons and to the development of strong local correlations, as
are characteristic for two-dimensional doped Mott—Hubbard insulators. In a doped
antiferromagnet thel-wave pairing of light charge carriers and Jahn—Teller polarons leads to the
formation of magnetic and bosonic clusters, i.e., substantial inhomogeneity of the
copper—oxygen planes arises. It is found that the change in the properties of a doped layered
cuprate antiferromagnetic insulator and in the metallic and superconducting states of an
underdoped HTSC with decreasing temperature is due to a repeated dynamic reduction of their
dimensionality. A model phase diagram in terms of the temperature and dopant
concentration is proposed. @003 American Institute of Physic§DOI: 10.1063/1.1614233

1. INTRODUCTION and in the metallic state of a doped antiferromagnet. This

gives rise to local ordering of the spins of the holes and the

It has become obvious that an understanding of the Naspins of the C&* ion in the CuQ planes and leads to the
ture of the pseudogap state of underdoped cuprate Tgh- 5 mation of magnetic and bosonic clusters. The magnetic

superconductorHTSCs will be the key to the problem of oy sters; formed by TSJT polaron—electron pairs in the ab-
high-temperature superconductivity. This assertion is basedgnce of magnetic field are regions with local AF ordering.
on the observation of changes in the density of stat€b at the charge of such a cluster is equal to zero, and the total
<T* and the formation of a coherent superconducting statgpin is equal to 1 or 0. In the metallic state of a doped
at T, at a practically constant density, and also evidence Ogntiferromagnet as the temperature is lowered, TSJT
the development of superconducting fluctuationsTat-T polaron—hole pairs are formed, with a charge ef @nd a
>T. (hereT* () is the temperature of the transition to the o5 gpin equal to zero; these lead to bosonic clusters and to

pseudogap state, which depends on the dopant concentratigq, development of superconducting fluctuations.
5). Measurements of the optical conductivityand spin sus-

ceptibility at T* >T>T, (Ref. 4 suggest the coexistence of

heavy charge carriersmall polaronsand light charge car- 5\ ENSIONAL CROSSOVER OF THE CHARGE MOTION

riers (holes and electrons, in view of the nesting of the hole

and electron parts of the Fermi surface For doped AF insulators and underdoped HTSCs at
Upon doping of cuprate antiferromagnets, because of tthT>t§(T)/tab the coherent transport of charge along the

Jahn-Teller effect the purely electronic degeneracy is reaxis occurs on account of thermal fluctuatiohsgndt,, are

placed by a more complex vibrational degeneracy of thehe probability of tunneling of a charge along thexis and

whole complex around the €t ion, i.e., are strong Jahn— in the CuQ plane. As the temperature rises, thermal fluc-

Teller distortions arise. In the present paper it is shown thatuations limit the tunneling of charge along theaxis, and

the transition of a doped layered cuprate antiferromagnet tthe conductivity of charge carriers in the plane increases.

the pseudogap state is a dimensional crossover from thre@his leads to an unscreened long-range Coulomb interaction,

dimensional motion to two-dimensional motion of charges inwhich is a characteristic feature for a two-dimensional doped

the copper—oxygen (Cu planes. For such an antiferro- Mott insulator; as a result, the motion of the charge along the

magnet this two-dimensionality 8t<T* is responsible for ¢ axis is governed by the cooperative motion of charges in

the important role of the Jahn—TellglT) distortions, which  the plane>® Here the tunneling probability, is substantially

lead to the formation of two-site Jahn—TelleFSJT) po- temperature-dependent. With decreasing temperature the

larons, which are simultaneously both “heavy” charge carri-thermal fluctuations no longer are sufficient for charge trans-

ers and carriers of the antiferromagnetiF) properties of  port along thec axis, so that at

the CuQ planes. Then it becomes important to take into KaT* = 2(T* )/t

account the strong local correlations characteristic for a two- B ¢ ab

dimensional doped insulatd\We consider the possibility of a dimensional crossover occurs from three-dimensional mo-

the formation of local pairs consisting of a TSJT polaron andion of the charge to two-dimensional, i.e., the transition to

a light charge carrier ai<T*, both in a doped AF insulator the pseudogap state is a result of a dynamic reduction of the
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FIG. 1. JT distortions of the positions of the oxygen i¢0s in the copper—
oxygen plane around four nearest copper i0®3 due to the JT phonon
mode Q, of vibrations of the @ ions of the oxygen complex of two
adjacent copper ions, with a common oxygen ion at themsjte ; (i and]j
are the numbers of the rows and columns containiﬁg ons).

FIG. 2. Model phase diagram of doped layered antiferromagnets and
HTSCs in terms of the concentratishHere &, is the maximum doping that
does not destroy the AF statd; is the minimum concentration at which a
transition to a superconducting state is obsen&g;is the optimal dopant
concentration of the HTSCTy is the Nel temperature for the AF state

. . . . . (region1); Topxy is the temperature of the transition from the magnetically
dimensionality of the charge motidnFor this reason one gisordered regios to two-dimensionaK Y magnetic ordering of the copper

can assume that the pseudogap is an analog of the dynansigins(region4); T; is the temperature of the local ordering of the hole spins
Coulomb gap(Ref. 3,1) and spins of the copper in the CyPlane(regions2,5); T, is the tempera-

The two-dimensional character of the charge motion a{ure of the transjtion toathree—dimensiqnal cluster—_spin—g]ass(seg'ﬂ)nz
<T* leads t bstantial chanae of the states of hol n a'doped AF iqsulator and regidht 3 in a thre'e.—dlmensmnal supercon-
T<T" leads to a subs g guctlng statg T* is the temperature of the transition to the pseudogap state
quasiparticles interacting with JT phonon modes—to the apgegion 5); T, is the temperature of the transition to a three-dimensional
pearance of quasilocal and local hole states—independentBpperconducting stateegions 3D an@+ 3); Tgr is the temperature of the
of the interaction potential. The interactions of hole eXCita_B_erezmsku—Kosterhtz—ThouIess transition to a superconducting $tete

. . . . . gion 2D). For THSCs with a dopant concentratiog,< 5< &,y the forma-
tions with the JT mode®, andQs give rise to the formation & "\ > pairs of TSJT polarons and holes occurs at the temperBure

of local Stat_GS—thr?e'Spin p(_)'arons with spin 1/_2 anq paralr,; andTsp are the temperatures of the transition to 2D and 3D supercon-
lel CU?* spins, chains of which form narrow stripes in the ducting fluctuations.

Cu0, planes’® The interaction of holes with the JT mode Q
of vibrations of the seven oxygen ions surrounding two ad-
jacent copper ions with a common oxygen ion at the site
m; ;4 (i andj are the numbers of rows and columns with
O?" ions; Fig. 1 leads to a quasilocal hole state, i.e., to a

TSJT polaron with total spin 1/&see Ref. 7 and references : . : .
electrons(light charge carriers from a nesting region of

cited therein. The TSJT polaron is simultaneously a charge™. : X _
carrier and a carrier of AF properties of the plane, i.e., aW'dth Q) is especially important for the pseudogap state of a

heavy charge carrier with an AF core. This hole, whicthped AF insulator, when almost all of the holes become

moves with low damping in the CuCplane via the oxygen polgror)s, i.e., heavy chargg carriers. As the dopant concen-
complexes of the two copper ions nearest to the sitg_; tration increases and the_re is more than one (_:harge carrier for
with Jahn—Teller distortion of the positions of thé Oions ~ €ach transition metal ion, a doped AF insulai@.g.,
by the Q, mode, which corresponds, for example, to thewo?_x; Ref. 9 goes into a.metalllc state Wth heavy charge
displacements of the TSJT polaron via the sites; ; carriers (JT polarong ar_1d light chargg carneréﬁoles and
— MM 41— (Fig. 1). As is seen in Fig. 1, it is electrons from the nes_tmg regiprConvincing ewde_nce that
only for the 12 oxygen ions at the boundaries of the regiorfhe heavy charge carriers for<T* have a magnetic nature
around the four copper ions, one of which is divalent, thatooth in the AF insulator and in the metallic state is provided
the position is almost undistorted by tfe mode. For small by the observation of a doublet structure of the two-magnon
0< 8¢ (8 is the maximum doping that does not destroy theabsorption band in metallic YBCO films, where the first
AF state; Fig. 2 and T,pxy<T<T*, whereT,pyy is the =~ component of the doublet is identical to the absorption band
temperature of the two-dimensiondal ordering, the number in the AF insulator® Then it becomes possible in principle
of charge carriers is small, and the mobility of the TSJTfor TSJT polaron—light charge carrier pairs to form both in
polarons is low. the doped AF insulator fob,< <. and in the metallic

In doped antiferromagnets the dispersion relations fostate forés < <y, Hered. is the minimum dopant con-
the holes and electrons typically are nested, the Fermi sugentration at which the transition to the superconducting
face consisting of electron and hole parts which are nearlgtate is observed, anél, is the optimal dopant concentra-
coincident upon translation in certain directions by a wavetion of the HTSC(Fig. 2).

vector Q of the AF cell @Q=K/2, whereK is a reciprocal
lattice vector of the crystal Allowance for the existence of
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3. FORMATION OF HEAVY-LIGHT CHARGE CARRIER Here Hy, is a Hamiltonian with attraction of the Hubbard
PAIRS IN THE CuO, PLANES type, andE, is the polaron energy shift, which is propor-

. tjonal to the JT stabilization energy. In formulg® we have
For underdoped HTSCs the coexistence of heavy and 9y &

. h * . . .~ taken into account the renormalizatidn= exp(—E,/7fiw) of
light qharge carriers aT >T>T° h?‘s_ stimulated interest N the interaction) between holes by the canonical transforma-
studying the possibility of their pairing, but the mechanism

of suppression of the one-site Coulomb repulsion has bee%on and the renormalization.” of the interactions o,
. § . L . etween light and heavy charge carriégsis the frequenc
uncleart! It was first shown by Kudind¥ that it is possible g y g G5 d y

) S : ) f TSJT vibrati f th i i
in principle for the one-site Coulomb repulsion to be sup—0 SJT vibrations of the oxygen ionsit can be seen i)

pressed by the polaron energy shift in the pairing of athat it is possible in principle to form a TSJT polaron-light
Zhang—Rice polaron with a hole. The Kudinov model is eas—Charge carrier pair, which occupies the TSJT polaron com-

| neralized to TSJT polarons interacting with liaht char plex. The circumstance that the TSJT polaron is simulta-
y generaiized 1o polarons interacting ghtcha geneously a heavy charge carrier and a carrier of the AF prop-
carriers if all the renormalized interactions between charg

carriers are conserved in the Hamiltonian after a canonic rties of the Cu@plane rgquires that the.orde_r parameter be
transformation. In doped antiferromagnets the number o ymmetry-compatible .Wlth the magnetism, .e. davave :
TSIT polaronén ~n, (n, is the number of holds and ymmetry. T_he formation of local TSJT polaron—_holc? pairs
therefore beingpinter;estehd in the interactions of TSJT popccurs only in the case when.the Coulomb repulsion is com-
larons wiih iaht ch .  take int ensated by a polaron shiffE,|>A,, at temperatures

ght charge carriers, we must take into accoun

oo o 8)~|—E,+A,. ForA,.<0 the temperature of forma-
both the hole contribution and the contribution of electrons.cr( P ph pe .

. . . . tion of TSJT polaron—electron pairg;(d), can be called the
from the nesting region. The Coulomb interaction betwe P pairs;(5)

h . Nocal ordering temperature for the spins of charge carriers
charge carmers, and the spins of the copper in the Cu@lanes of the doped
P antiferromagnet. In the AF state at low concentratiohs
Ho= 2 A(My, M2, M3, My) 8, 48 0 8myg' By < 8., the ordering processes for the hole and copper spins

o (1) occur independently—the hole spins order at the temperature
T¢(5), while the copper spins order a4(5) (see Fig. 2
With increasing concentration at &, the local ordering of
. ) the spins leads folf<Ty(4) to a transition to a three-
after the canonical transformation dimensional cluster-spin-glass statéor 5,,< 6< &5, in the
Xo pseudogap state of a doped AF insulator, local ordering
UZ];[ ex+ 52 NmoPm|» of the spins of the charge carriers and copper occurs at
7 T<T{(8)<T*(8) as a result of the formation of TSIT
wherex, is the coordinate of the oxygen ion about which it polaron—electron pairs, which causes a decrease in the num-
is vibrating, and p, is its momentunt? Here nn,  ber of charge carriers. The charge of such a pair is equal to
= 8ymo=DmeBmo » Time=dm,Ams, With the creation op-  zero, while the total spin is equal to unity if the spins of the
erators for light and heavy charge carriers with spiat site polaron and electron are parallel, or to zero if they are anti-
m: a,, for a hole,b,,=expxopr)ay, is @ TSIT polaron, parallel. In the metallic state of a doped antiferromagnet for
and d;’w for an electron from the nesting region. Assuming §, < §< dopts In addition to the TSJT polaron—electron pair,
that there is no magnetic and charge ordering, we may keefor T<T(5) TSJT polaron—hole pairs also forflbosons
in (1) the one-site terms with Hubbard repulsidg,>0 be-  with charge 2).
tween the JT polarons and holes, and with the attraction

Ape<0 between the TSJT polarons and electrons from the
nesting region: 4. GROUND-STATE WAVE FUNCTIONS

with m;=m,, m,=mj3, does not involve actual transport of
charge with spinr from sitem; to sitem;, does not change

The ground-state wave functions of this system of carri-
He=2A0> NNy + 28062 Nt (B +m). (2 ers in the Cu@ plane for | —Ep+An>JAY and A,
m m >J,;AY? can be sought in the BCS model by breaking the
Generalization of the Kudinov mod@lfor TSJT polarons Hamiltonian(3) into two parts:
with spin 1/2 in the lowest approximation in the interactions

J between holes andl <J between holes and electrons from H=HatHa,
the nesting region leads to the Hamiltonian
Hi= 2 2(—Ept+ A NNy +V, (5)
H=Hy+V+Vq, m,g,o
HH: z [2(_Ep+Aph)nm]nmi HZZmZQ 2Apenm1(ﬁmT+ﬁml)+V1: (6)
m,g,o ,0,0
+ 28Nt Ty + )1, 3) where H, includes only the interaction between TSJT po-

larons and holes an#(, that between TSJT polarons and

electrons from the nesting region.
V=32 (Aap,anigot A0, bmig,), g reg

mg.o There is no long-range order in the plane and there is no
phase coherence ik space, since the ground-state wave
V,=J, 2 Al/zbr_:wdm+g,a- (4) functionsW¥ ,(x) of the TSJT polaron—hole paifwith wave

m.g,o vector equal to zenoand ¥ ,(x,Q) of the local pairs be-
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tween TSJT polarons and electrons from the nesting regioof the regions of TSJT distortions within which the TSJT
(with pair wave vectorQ) depend on the real function polaron-light charge carrier pair is delocalized, i.e., approxi-

x (K) # const
a0 =11 (et € 9viagb’y )[0), (7)
pe(Xx,Q) = 1;[ (ug+ eiX(k)UI’(dI;:Q/ZT(btk-%—Q/Z,l
+b_1qi21)[0), (8)

where the variational parametarg, u, anduv,, U, are pe-
riodic and analytic functions of the wave vectkr After
going over to a product over lattice sites(if) and(8), we
have

wph<x)=c11} expRy(m)|0), (9)
e 1 + Rwt + +

Ra(m)=3 2 S1(G)(am b, +am-c,1bm):
llfpeu,Q):czl;[ expR,(m)|0), (10)

£ 1 + |t + +
Ro(m) =52 Sy(G)[ (A b1 + . 1bimr)
2

+(dmibm- e Fdm_c.1bm)]-

mately 3—4 lattice periods of the Cy@lane. As we see in
Fig. 1, the JT phonon mod®@, causes substantial distortions
of all twelve &~ ions around the four central copper ions,
one of which is divalent. This leads, for example, to dis-
placements of both the TSJT polaron and of the TSJT
polaron-light charge carrier pair via the sites;; ;
=My =M — Mg (Fig. D).

Magnetic clusters with total spi8=0 are clusters with
local AF order. Magnetic clusters with=1 can be regarded
as vortexlike excitations with an AF cofelt is important
that in the pseudogap state both the clusters with local AF
order and the vortexlike excitations with an AF core appear
in the CuQ plane ats> &, in both doped AF insulators and
in the metallic state of a doped antiferromagnet. The mag-
netic clusters coexist with bosonic clusters in regions with a
two-dimensional character of the superconducting fluctua-
tions for T3p<T<T,p, WhereT;p is the temperature of the
transition to three-dimensional superconducting fluctuations.
In underdoped HTSCs, in which the number of TSJT po-
larons,n,, is greater than the number of holes,, the vor-
texlike excitations with an AF core can also exist fbg
<T<Tgkr, Where the superconducting state has a two-
dimensional charactéf:'® Here Tyt is the temperature of
the Berezinskii—Kosterlitz—Thouless superconducting transi-
tion in an isolated Cu@plane(Fig. 2.

The structure of the wave function® ,,(x) and

Here G is an arbitrary lattice vector in the copper—oxygenw (x,Q) is characteristic for Mott localization and, as was

plane,c; andc, are arbitrary constants, and the functions

51(6)=3 S—:expi<k6+x<k>>,

vk
$2(G)= 2 1 expil(k+ Q)G+ x(K)] (11)
k
for |G|— fall off faster than any power ofG| 1. The
contribution to the wave function® ,(x) and¥ ,¢(X,Q) in
(9), (10) from states witH G| — « falls off exponentially with
a characteristic correlation length~7%vg/kT,>4Rc o

shown by Kudinov, is inherent not only to the insulating state
but also to the superconducting state in the BCS mtiel.
This means that foT<T* the two-dimensionality of the
charge motion in the CuQplanes leads to the absence of
competition between the formation of local pairs of charge
carriers and their delocalization on clusters. The fact that the
formation of the local pairs involves TSJT polarons, which
are simultaneously both heavy charge carriers and carriers of
the AF properties of the CuOplane, requires that the sym-
metry of the pairing order parameter be compatible with the
magnetism, i.e., d-wave symmetry both in the AF insulator

(v is the velocity on the Fermi surfacelhe phase incoher- and in the metallic state of the doped antiferromagnet.

ence in(11) can be neglected only for sufficiently largz

Thus in the pseudogap state of a doped layered cuprate

> x(k)/k, for which the clusters become three-dimensional.antiferromagnet the pair correlations withwave symmetry

Taking the phase incoherence in the Guilane into account

of the order parameter are “built into” the Cy(plane and

leads to phase fluctuations with a characteristic energy scakre a consequence of the strong local correlations which are

~|—Ep+ Ay for the TSIT polaron—hole pairs andA,

characteristic for a two-dimensional doped Mott—Hubbard

for the TSJT polaron—nesting-region electron pairs and alsisulator>'® The first evidence of strong local correlations
to the formation of bosonic and magnetic clusters at temperaand of the existence of dispersion similardevave modu-

turesT<T(8)~|—E,+ Ay and T<T{(5)~A,., respec-
tively.
The operators exi(m) and expR,(m) acting on the

lation for the AF gap was obtain&din photoemission stud-
ies (ARPES of the insulator C&CuO,Cl,. In the absence of
magnetic field the total spins of individual vortexlike excita-

vacuum|0) create different clusters, bosonic and two types oftions are directed randomly. Under the influence of a field the

magnetic, with a central oxygen ion at siteand a charac-

spins order, and the vortexlike excitations are manifested in

teristic lengthL. The bosonic clusters formed by the TSJT the Nernst effect®® and after the magnetic field is turned
polaron—hole pairs are associated with zero-dimensionaiff, they can be reduced to a weak residual magnetization of

(0D) superconducting fluctuations far<T(5). The mag-

the sample in the pseudogap Stft&' For 5,< 5< &y the

netic clusters formed by the TSJT polaron—electron pairs ar€uO, planes are found in an inhomogeneous state with a
associated with local ordering of the spins of the charge cardifferent local density of states in the bosonic and magnetic

riers and the spins of the copper in the Gu@ane. The

clusters. Direct evidence of local pairing in HTSCs with

minimum sizes of these clusters are determined by the sizeduster dimensions-14 A has recently been obtairfédn
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scanning tunneling microscog&TM) measurements of the > &, separates the region of the disordered state of the cop-
local density of states and the energy of the superconductinger and hole spins and the region of their local ordering. This
gap in the superconductor Br,CaCyOg, . ordering forT<T;(5) leads to a decrease of the number of
light and heavy charge carriers and to the appearance of
magnetic clusters with local AF order and vortexlike excita-
tions with an AF core. For the pseudogap state their exis-
tence region is bounded by the curvig¢s), T* (), Tq4(9),

In Secs. 3 and 4 it was shown that the dimensional crossand T3p(6), and for T¢(8)>T>T3p(0) these excitations
over atT<T* leads to elimination of the competition be- Coexist with bosonic clusters.
tween the formation of local TSJT polaron—Ilight charge car-
rier pairs and their delocalization on clusters. Theg. cONCLUSION
characteristic correlation length of the bosonic clusters
(i.e., OD superconducting fluctuationgcreases with de-
creasing temperature, so that at a temperalyre T<T,p

<T, they begin to overlap, and a dimensional crossove : . X .
tion from three-dimensional to two-dimensional. The two-

occurs from the OD superconducting fluctuations to two-": : : ; > )
dimensionality leads to the coexistence of light charge carri-

dimensional(2D) ones. As was shown in Ref. 6, this transi- . ;
tion leads to temperature dependence of the coherence lendtf® @nd JT polarons, which are simultaneously both heavy

in the CuQ plane, &.u(T) = éxp(Tekr) (T/ Texr— 1) Y2 and charge carriers and carriers of the antiferromagnetic proper-
15a a

of the probability of charge tunneling along theaxis, ties of the copper—oxygen planes. For underdoped HTSCs
the coexistence of heavy and light charge carriers plays a

fg(TBKT) T decisive role, since the polaron energy shift is compensated
fgb(TBKT) ' by the one-site Coulomb repulsion of the JT polarons and

) ) holes and leads to attraction between them Tetr T(J)
where &, is the coherence length along tleeaxis for T

- X : X <T*. We have established that in the pseudogap state it is
= Tgkr- The functiont,(T) decreases with decreasing tem- possible in principle to form local JT polaron—light charge

perature, and afsp, there is a transition to three-dimensional .oy pairs, the symmetry of the order parameter of which
(3D) fluctuations. The superconducting transition occurs as Fust be compatible with the AF core of the JT polarons

two-dimensional transition with a bounded region of 3D SU-Here the pair correlations witd-wave symmetry of the or-
perconducting fluctuations, while the transition temperaturey,, parameter are “built into” the CuDplane and are a

5. DYNAMIC REDUCTION OF DIMENSIONALITY IN THE
PSEUDOGAP AND SUPERCONDUCTING STATES

We have shown that for doped cuprate layered antiferro-
magnets the transition to the pseudogap state is a result of a
dynamic reduction of the dimensionality of the charge mo-

tc(T):

TBKT

H H ; i .6,23
is determined by the Katz inequalii/Er=1c(Tc): consequence of the strong local correlations characteristic for
ggEF a two-dimensional doped Mott—Hubbard insulator.
Te=Tgk , We have shown that thd-wave pairing of light and

Er—&,T . .
¢=F  SabliBKT heavy charge carriers in the pseudogap state leads to the

whereEg is the Fermi energy. Indeed, analysis of the resultformation of clusters with a local AF ordering of the copper
of measurementsof the resistance along the axis in a  spins in them, i.e., to an inhomogeneous state of the ,CuO
Bi-2212 single crystal witiT ;=80 K showed that the region planes. In a doped AF insulator the TSJT polaron—electron
of OD+2D superconducting fluctuations T{—T;p) pairs cause the formation of two types of magnetic clusters.
~120 K and that the region of 3D fluctuation$,5—T,) In the metallic state of a doped antiferromagnet the TSJT
~10 K. The value estimated in Ref. 6 for the temperaturepolaron—hole pairs lead to bosonic clustersTer T(4). In
Tgk7~56 K agrees with the universal estimate of the regionthe case of a two-dimensional character of the superconduct-
of three-dimensionality of the superconducting stateTpr ing fluctuationsT(8)>T>T4p(8) of the pseudogap state
>T>Tgkr~0.7T;, obtained from the results of measure- and of the superconducting stalg<T<Tgyr, magnetic
ments of the temperature dependence of the magnetic fielelusters coexist with bosonic clusters, i.e., the Gp@ne is
penetration depth, which has a universal character for undefeund in a substantially inhomogeneous sfate.
doped HTSCs Witll . <T na (See relation(7) and Fig. 1 of We have found that as the temperature is lowered, the
Ref. 15. Here the transition to 2D superconducting state forchanges of the properties of the doped AF insulator and also
T<Tpgkr occurs with decreasing temperature wh&tT)  of the metallic and superconducting states of a doped AF are
becomes less than the distance between Qui@nes. due to a repeated dynamic reduction of the dimensionality.

Thus with decreasing temperature the dynamic reductioThe superconducting transition occurs as a result of a re-
of dimensionality of underdoped HTSCs with<6<d,,  peated dynamic reduction of the dimensionality of the super-
occurs in a pseudogap stateTdt, T, Top, andTzpandis  conducting fluctuations(from zero-dimensional to three-
also observed in the superconducting stat&g@¢r andTy.  dimensional, as a two-dimensional transition with a limited
In doped AF insulators withd,< §< . the reduction of region of three-dimensional superconducting fluctuations and
dimensionality occurs at temperatufes and T, . Reduction  of the three-dimensional superconducting state. A model of
of the dimensionality is manifested in changes in the propthe magnetic phase diagram in terms of temperature and the
erties of underdoped HTSCs and doped AF insulators aflopant concentration of the antiferromagnet is proposed.
these temperatures and leads to a complex magnetic phase
diagram as a function of concentrationA model of such a « . .

E-mail: gsergeeva@kipt.kharkov.ua

dia_gram is shown in F_ig- 9 Asis seenin Fig. 2, in a _doped Uit is shown in T. D. Stanesky and P. Phillips, Phys. Rev. 191017002/
antiferromagnet the lind(5) at dopant concentrationg 1-4(2003 that the pseudogap state is a manifestation of the finiteness of
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The anisotropy of the electrical resistivity of YAz and ScFgAlg single crystals is

investigated for the first time in the frequency range 02-H@ and temperature range 300—4.2
K. It is found that the conductivity is higher along the growth axis of the crystals than in

the perpendicular direction, while the parameters governing the antiferromagnetic ordering,
negative magnetoresistance, and superconductivity effects observed in these single crystals
are isotropic. Some effects known previously for polycrystalline Highsuperconductors
containing magnetic impurities are observed in the single crystals investigated and are

found to be anisotropic in them. @003 American Institute of Physics.
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INTRODUCTION the compounds that is of interest, but also the circumstance
that at temperatures beloWy, a number of polycrystalline

The ThMn-type crystal structure of the ternary com- compounds have exhibited two very interesting phenomena:
pounds RMAIg (R is a rare earth, M is a transition metal negative magnetoresistance at low magnetic figldand
was first established back in 196Bince that time the mag- superconductivity.® In this regard the compounds Rpe
netic and structural properties of these compounds have beeife of still greater interest.
studied intensively. Unlike the relatively simple tetragonal  The resistive and magnetic properties of Czochralski-
body-centered crystal lattice of the ThMrtype compounds, grown YFeAlg single crystals were first studied in Ref. 10
the magnetic structure of Rj&lg compounds has turned out (previously only polycrystalline samples of Y/Rdg had
to be very complex, and to this day the results of studies obeen studied The temperatur&y determined both from the
this magnetic structure by the various methods are far fronmaximum on the temperature dependence of the magnetic
complete?~* susceptibilityy(T) and from the deviation from a linear tem-

It is known that at a certain temperatufg the iron and  perature dependence of the resistiyiyT) was found to be
rare earth(if magnetig in the compound undergo antiferro- Ty=195 K. It became clear from subsequent studiethat
magnetic(AFM) ordering, and folT<Ty the compound is such a high value oT attests to the rather good stoichio-
antiferromagnetic, although it is not quite ideal from the metric composition of the single crystals. Indeed, it was
standpoint of magnetic orderiffg® It is particularly conve- stated in Ref. 4 that Czochralski-growdrawn from a sto-
nient to study the problem of magnetic interactions when théchiometric melt of the metajssingle crystals of the com-
rare-earth element has no intrinsic magnetic moment. This ipounds RFgAlg systematically turn out nonstoichiometric,
because the majority of studies have been devoted to comvith an excess of iron, lowering@y to aroundT~100 K. It
pounds with R=Lu, La, Y, Sc. According to Refs. 4 and 5, a is important to note that excess irox{4) leads not only to
simpler magnetic structure is realized in the compoundowering of the value ofTy but also to a change in the
YFe,Alg, and it is the compound that has been investigatedtructure of the magnetic ordering. The cycloidal modulation
most fully. However, it is not only the magnetic structure of of the Fe magnetic moments, which is characteristic for the

1063-777X/2003/29(11)/9/$24.00 901 © 2003 American Institute of Physics
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stoichiometric samplex&4), is converted to an amplitude- 200
modulated wave with a much smaller perfbd.

In Ref. 10 the elements of the magnetic anisotropy in
YFe,Alg single crystals also were studied for the first time. A
rather noticeable anisotropy of the temperature dependence
of the magnetic susceptibility was found. Remarkably, the 160
values ofy(T) measured abovey= 195 K with the external
magnetic fieldH oriented parallel x,(T)) or perpendicular
(x.(T)) to the growth direction of the crystal turned out to
be the same. The appreciable anisotropyy¢T) arose for
T=<Ty. Here the value of,(T) was found to be greater than
the value of x,(T). At liquid-helium temperatures
xi(M/x. (T)=1.3. In Refs. 2 and 4 the presence of a weak
anisotropy of the magnetic properties of single crystals of -
LuFe,Alg and YFgAIlg was also noted. Thus at the present a
time the data on the anisotropy of the magnetic properties of
RFeAlg single crystals are clearly inadequate, and the an-
isotropy of the electrical properties has not been studied at
all.

In the present paper we investigate for the first time the
anisotropy of the electrical properties of Y/Aég and
ScFgAlg single crystals both in direct current and in alter-
nating fields at frequencies up to®1Biz. These compounds
were chosen for the following reasons: both contain nonmag-
netic rare earths; YR&lg has been studied more and there is
some information available about the anisotropy of its mag-
netic properties; SciAlg is quite close to YFRAIg in its
magnetic properties, but nothing is known about its anisot-
ropy properties. It has been shown that the conductivity
along the growth axis of the crystals is higher than in the
perpendicular direction. The phenomena of superconductiv-

p, uQ-cm

120

102 Ry @

ity and negative magnetoresistance observed previdlily 4.4 r
polycrystalline samples also exist in the single crystals stud- b
ied and turned out to be isotropic with respect to the growth &
. . . 4.0 1 1 1 i l
direction of the single crystals. 0 100 200 300

T, K

FIG. 1. Temperature dependence of the resistiyitya) and the surface
SAMPLES AND MEASUREMENT TECHNIQUES resistanceR, at a frequency of 45 MH#b), measured parallél)) (curvesl)
and perpendiculafL) (curve2) to the direction of growth of the YRAIlg

Single crystals of YFgAlg and ScFgAlg were grown by single crystal.
the Czochralski method of pulling from a stoichiometric melt
of the initial metals. The YEAIlg single crystal was in the
form a cylinder of diameter 2.1 mm and length 4.7 mm. The
ScFeAlg single crystal was in the form a cylinder of diam- ExXpPERIMENTAL RESULTS
eter 3.5 mm and length 7.7 mm.

The resistivityp and total impedancg&;= R+ j X were
measured by the four-contact method in direct current or by  Figure 1a shows the temperature dependence of the re-
a resonator method at the respective frequencies by the tecsistivity p measured along the growth direction of the crystal
nique described in Ref. 11R{ and X4 are the active and (p,; curvel) and perpendicular to the growth directiom, (,
reactive components of the total impeda@gk The geomet-  curve?2).
ric factor G of the oscillatory measurement circuit at a high It is seen that a good linear dependence@f) is main-

Q of the capacitor was determined by the formuBa tained in both cases down to the AFM ordering temperature
=47m2fLrl ~1, wheref is the resonant frequencl, in the  Ty=100 K. The lower value of in comparison with that
inductance of the coil, and and| are the radius and length obtained in Ref. 10 Ty=195 K) is indicative of some ex-

of the wire of which the coil is made. cess Fe.

The impedance anomalies were measured from the Q of Figure 1b shows the temperature dependence of the ac-
the circuit, which, in turn, was measured from the variationtive part R of the total impedanc&Z,=Rs+jXg of the
of the signal amplitude at the resonant frequency with ther¥Fe,Alg sample at a measurement frequency of 45 MHz.
use of an SK4-59 spectrum analyzer in the long-storagelThe single crystal was oriented in such a way that the rf
single-scan mode. current is in one case parallel to the growth direction of the

YFe,Alg
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FIG. 2. Temperature dependence of the resistivityeasured parall€ll) (a)

and perpendiculatl) (b) to the direction of growth of the YRAIlg single
crystal in the temperature interval where the negative magnetoresistance
is observed(curvesl). Curves2 were obtained in a static magnetic field
H=50 Oe.

crystal Rg;, curvel) and in the other case perpendicular to

that direction Rg, , curve2).
It is easy to convince oneself thRt /Rg, ~(p,/p,)Y?
in the entire temperature range of the measurements. 4 5 6 7
It is seen in Fig. 1 thap, >p; (Rs, >Rg) in the entire T, K
temperature range of the measurements, i.e., the resistivity of
the YFgAIg single crystal is approximately 1.4 times higher FIG. 3. Temperature dependence of the resistiwita,b) and surface resis-

in the growth direction than in the perpendicular direction,2nceRs at & frequency of 45 Mzc,d, measured parallgl) and perpen-

. . . .. djcular (L) to the growth direction of the YRAIlg single crystal in the
The antiferromagnetic ordering does not cause any addition@gion of the superconducting transition. The dashed lines reflects the de-
anisotropic features. The, ,(T) and Rg (T) curves pendence measured in a static magnetic fi¢td50 Oe.

change in small jumplike increases, but these anomalies are

are expressed weakly in the YjAdg samples and cannot be

seen on the scale of Fig. 1. For this reason we show in Fig. form and are observed at the same temperatures. At tempera-
fragments of thep(T) curves of the YFgAlg single crystal  tures in the range from 10 to 85 K the valuespof(T) and
from Fig. 1 on an expanded scale, so that these features may(T) in a magnetic field increase with temperatureT4s,

be seen clearly. They are characterized by the following temAt a temperaturd .=6 K<T, there is a transition of part of
peratures:To=55 K, the temperature of the start of the the sample to a superconducting state. The influence of mag-
growth ofp andRg, andT,=50 K, the temperature at which netic field on thep(T) andRg(T) curves in this temperature

p and Rg reach their peak values. When the temperature isegion is shown on an expanded scale in Fig. 3. The points
further lowered tor =30 K (T,<T;<Ty<Ty) the values of on the solid curves were obtained lt=0, while those on

p and Ry decrease. In the temperature regibg—T, one  the dashed curves were obtaineddat 50 Oe(the curves are
observes negative magnetoresistance at low magnetic fieldsawn in as an aid to the eyeThe data characterizing the
(of the order of a few to tens of oersted€urvesl were  p(T) curves measured parallel and perpendicular to the
taken in zero magnetic field; curve? in a field of H growth direction are presented in Table |. Figure 4 shows the
=50 Oe. It is seen that the observed effect is isotropic. Thérequency dependence of the total impedarZeof the
features inRg(T) are not shown, but they have the sameYFe,Alg single crystal in the flow of current along the
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TABLE I. Main characteristics of the electrical resistance of single crystals.

o | 7|1 |7 | T e300 |p (42 |p (300 |p, (4.2) PyE00 | 2, SO0 o0, /8T | ap, /ot
Compound N ‘ 1 ’ ‘ : : & P P I (42) PLe2) : i
K uQ-cm nQ-cm/K
YFC4A18 100 55 50 30 6 133 86 190 121 1.57 1.57 0.135 0.18
YFe4Al8 [10]] 195 — — — — 125 33 — — 3.8 — 0.257 -
ScFe4A18 210 50 43 25 6 153 118 243 121 1.3 2.0 0.111 0.37

growth direction of the crysta¥,, and in the perpendicular perpendicular to the growth direction of the single crystal
direction,Z, , measured at temperatures of 30Qddrvesl is seen that the resistances exhibit anisotrqpy=p, and
() and2 (L) and 10 K(curves3 (Il) and4 (L). The inset in R, >Ry, in the entire temperature range of the measure-
Fig. 4 shows the initial parts of these curves on an expandechents. Not only are the resistances themselves different,
scale. It is seen that the total impedarg is higher than their temperature dependence is also differefy; /JT
Zg, just as was observed in the casg@ndR; (see Fig. 1 >dp,/dT, and dRg, /dT>JdRg /dT. It also follows from

Fig. 5 that thep(T) andRg(T) curves exhibit jumplike in-
ScFe,Alg creases. These are shown fqT) on an expanded scale in

Figure 5a shows the temperature dependence of the re-
sistivity p measured along the growth direction of the crystal,

p;(T), and perpendicular to that directign, (T). The linear 240
trends ofp(T) and p, (T) are disrupted at the same tem-
peratureTy~210 K. According to the data of Ref. 12
lies in the temperature range 125-225 K for different
samples of Sck@\lg, depending on their quality and the
methods of measurement. It can therefore be assumed that 200
the ScFgAlg single crystal studied here is rather stoichio- 5§
metric. Figure 5b shows the temperature dependendg,of g
andRg, , measured at a frequency of 45 Mifzarallel and -
Q
160+
120
0 100 200 300
T, K
9.0r d
G (]
€ Rsy £
- L
N
8.0
a
1S 4
o
o
10° 10* 10° 10° 10’
f Hz . —— . .
0 100 200 300
FIG. 4. Frequency dependence of the total impedahameasured parallel T, K

to and perpendicular to the growth direction of the YA&lg single crystal at

temperatures of 300 Kcurvesl (Zg) and2 (Zg,)) and 10 K(curves3 FIG. 5. Temperature dependence of the resistipityp) and surface resis-
(Zg) and4 (Zg,)). The inset shows the initial parts of these curves in antanceRy(T) at a frequency of 45 MH#b), measured parallel to and per-
expanded scale. pendicular to the growth direction of the SgRé; single crystal.
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FIG. 6. Temperature dependence of the resistipitpeasured parallelpf)
(@ and perpendicularg() (b) to the growth direction of the Sch#lg
single crystal in the temperature interval where the negative magnetoresis-
tance effect is observe@urvesl). Curves2 were obtained in a static mag-
netic fieldH="50 Oe.
Fig. 6. The anomalies g§(T) andR¢(T) are characterized
by the following temperaturesT;=50 K and T;=43 K.

Upon further decrease in temperature to 25K<T;

<T,<Ty the values ofp and R; decrease. In the tempera- T, K

ture interval Tp—T, a negative magnetoresistance is ob-

served at low magnetic fieldsf the order of a few to tens of FIG. 7. Temperature dependence of the resistiyitp,b) and surface resis-

oersteds CurvesL were taken at zefo magnetic field and "= ) % reery 18 e ressues b o

curves2 in a field H=50 O?_‘ AtT =6 K<T,, part Of_ the Fegi%n of the supercomjgucting transition. The dashsed Iiges ré‘leot the depen-

sample undergoes a transition to the superconducting statgsnce measured in a static magnetic fiele 50 Oe.

The influence of magnetic field on the(T) and Ry(T)

curves in the superconducting transition region are shown in

Fig. 7 for the different orientations of the crystal with respectcurves do not cross at any measurement temperature and

to the direction of the measuring current. The points on thehey have a minimum at a frequency of abowt 80* Hz. In

solid curves were obtained Hit=0, and those on the dashed contrast to the(f ) curves, theZ, (f) curves do not have a

curves atH=>50 Oe. It is seen that, independently of the minimum, and the curves taken at different temperatures

orientation and the manner of measurement, no anisotropy a@foss each other. This indicates that the temperature depen-

T. is observed, nor is any anisotropy of the properties due talence ofZ, (T,f) is different at different frequencies. The

the negative magnetoresistive effect. The data characterizinginimum of Z,(f ), shown on an expanded scale in Fig. 9,

the p(T) curves are presented in Table I. can be characterized by three frequencfgs:the frequency
Figure 8 shows the frequency dependence of the totat which the decrease &f(f) begins,f i, the frequency at

impedance of the ScFgAlg single crystal, measured along which Z,(f ) takes its minimum value, and, the frequency

the crystal growth directionZy, and in the perpendicular at whichZ,(fs)=2,(f).

direction,Z, , at temperatures of 300 kcurvesl (|l) and1’

(L)], 100 K[curves2 (Il) and2' (L)], andT=10 K [curves3

() and3’ (L)]. The inset in Fig. 8 shows the initial parts of

the frequency dependence on an enlarged scale. It is seen Let us compare the results which we obtained for the

that theZ,(f) and Z, (f) curves are different. Th& (f) p;(T) curves of the YFgAlg single crystal with the previ-

DISCUSSION OF THE RESULTS
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K - excess Fe leads to a highg(T) in comparison with that for
4.0r / a stoichiometric sampl¥. This is especially noticeable in
100 1 studying the residual resistivity at helium temperatu(sese
Table ). Thus the transport properties, in the present case the
resistivity, is rather sensitive to the stoichiometry of the
samples. A departure from stoichiometry leads to disordering
of the crystal lattice, a change in the magnetic properties,
and, as a result, an enhancement of charge carrier scattering
processes.

It follows from Fig. la thatp(T) exhibits anisotropy,
with p, (T)>p(T) at all temperatures from room to helium.
On the linear part of the(T) curve the inequalityp, /dT
>dp, /4T, although the difference is small. It follows from
the p, (T) and py(T) curves thafly=100 K for both direc-
tions. Interesting, the anisotropy of the resistivity is observed
at all measurement temperatures. Anisotropy of the magnetic
properties, on the other hand, is observed onlyTferTy, as
follows from Fig. 4 of Ref. 10. Here the magnetic suscepti-
bility x,(T) measured in a magnetic field directed parallel to
the crystal growth axis is greater than that measured in a
magnetic field perpendicular to the growth axjg, (T).
When the mutual orientation of the electric currents and their
magnetic fields is taken into account, we see that the signs of
the anisotropy of the electric and magnetic properties corre-
FIG. 8. Frequency dependence of the total impedah¢e) measured par-  spond to each other. It follows from Fig. 1b that the anisot-
allel (Il) and perpendiculatL) to the growth direction of the Sc#l single ropy of the resistivity and its sign are preserved in an alter-

crystal at temperature$ =300 K (curves1 (I) and 1’ (L), T=100 K : i .
(curves2 (I) and2’ (L)), andT—10 K (curves3 (I) and3' (1)). The inset nating electromagnetic field and that the :i/gnve gomr:oonent of
, as is charac-

shows the initial parts of the curves in an expanded scale. the total impedance has a dependeRgep
teristic for pure metals.

As we see in Fig. 3, at helium temperatures the anisot-
ously published resultésee Fig. 3 of Ref. 10 It follows  ropy of p(T) andRy(T) is preserved, but there the critical
from our measurements and the data of Ref. 10 that as tHemperaturel, of the superconducting transition of part of
temperature is lowered from room temperature the resistivitghe sample remains the same in all cases and is equal to 6 K.
py(T) decreases by a linear law to the antiferromagnetic or- The temperature curves @i(T) and Rg(T) shown in
dering temperaturdy . Below Ty the value ofp (T) falls  Fig. 5 are evidence that anisotropy(fT) andR4(T) is also
off faster, and at still lower temperatures it goes to a plateawbserved in ScRAlg, but there is a difference in the quan-
Thus one can state that the results of our measurements tifative values for YFgAlg and ScFgAlg. For example, in
py(T) are in qualitative agreement with the results of Ref. 10.YFe,Alg the values of the ratiosp, (T)/p(T) and
Quantitatively the results of thg,(T) measurements differ, Rg, (T)/Rg(T) remain practically unchanged in the tempera-
as can be seen from Table I. As we have said, the,XRke ture interval from room to helium temperaturege Fig. 1L
single crystal studied here apparently contains some exce$s contrast to this, the values of these ratios in SéfFg
iron, which lowersTy appreciably. In addition, we note that decrease with decreasing temperature, i.e., the anisotropic
properties of ScE&lg are less pronounced at helium tem-
peratures than at room temperatures. It can be shown that
this is a consequence of the different slopes both of the
p.(T) and py(T) curves and of theRq, (T) and Rg(T)

L z, curves. Whether this is due to the quality of the sample or is
a fundamental fact is a question to be clarified in the future.
1.0 Figure 6 shows fragments of thT) curves from Fig. 5
in an expanded scale in the temperature region 23-52 K. It is
fo fs seen that the negative magnetoresistance is isotropic and that
0.9¢ fmin the characteristic amplitudes and temperatures are the same
in both directions. The negative magnetoresistance effect at
Z min low magnetic fields is deserving of separate study. Possibly it
0.8104 : b -1'05 ‘ 310 arises due to a magnetostructural phase transition of the
samples in the antiferromagnetic statelat Ty, and such a
f, Hz transition can lead to phase separatithe onset of a stripe

FIG. 9. Fragment of the frequency dependence of the total impedancgtaté at very short distances. In the temperature interval

z(f), Fig. 8, measured parallél) to the growth direction of the Scial, ~ 1T0m 10 to 100 K thep, (T) and p;(T) curves depend on
single crystal at temperatufe=300 K. temperature a3?° and T??, respectively. The difference of
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FIG. 10. Temperature dependence of the total impedagd measured in
the direction perpendiculatl) to the growth direction of the Sckalg f, Hz
single crystal at frequencig#iz]: 10* (1), 5x10* (2), 2.5x10° (3), 2.5
X 10° (4), 107 (5). FIG. 11. Frequency dependence of the total impedai¢e) measured in

the direction perpendiculatl) to the growth direction of the Sch#lg
single crystal at temperaturg&]: 150 (1), 100(2), 70 (3), 10 (4).

the temperature dependence gfT) for single crystals of
YFe,Alg and ScFgAlg in this temperature interval is most in Fig. 11, which shows the curves @f, (f,T)/Z, (f,300)
likely due to a different degree of stoichiometry. Bgt{il) measured perpendicular to the growth direction for the
andR4(T) are indicative of the presence of an isotropic su-ScFgAlg single crystal at temperatures of 150(&urve 1),
perconducting transition of parts of the sampleS gt 6 K 100 K (curve2), 70 K (curve 3), andT=10 K (curve4).
(see Figs. 3 and)7 Figures 10 and 11 reflect a phenomenon which was ob-
Thus the anisotropic properties of the resistivityT) served previously in HTSC materidtsand in LuFgAlg
and of the active pamRg(T) of the total impedance of the (Ref. 6§ and which was investigated in Refs. 15 and 16. It
YFe,Alg and ScFgAlg single crystals are qualitatively simi- consists in the fact that the metallic trend of the resistance of
lar. They are more pronounced in the Sgig single crys-  the sample in direct current and at low frequencmsve 1
tal, possibly because of a higher degree of stoichiometry anioh Fig. 10 becomes independent of temperatidewn to
a smaller influence of defects on the magnetic and phono&50 K, curve?) as the frequency is increased, and then it
subsystems. becomes semiconductorlikeurve 3). As the frequency is
Let us now compare the temperature and frequency ddncreased further, the temperature dependencgpff,T)
pendences of the total impedancésmeasured in different again becomes metallic(curve 5), passing through
directions in the YFgAlg and ScFgAlg single crystals. It Z, (f,T)=const at a frequencf,=2.5x 10° Hz (curve4).
follows from Figs. 4 and 8 that, as fgr and Rg, one has Here one can speak of three characteristic frequen€ies:
Zs >Z for both single crystals. In YR&lg, however, the frequency of the inflection point on tizg, (f,T) curve,
there is only a quantitative difference betwegn andZg, f max, the frequency at which the maximum increase in resis-
while in ScFgAlg there is also a qualitative difference be- tance is observed, anfg, the frequency at whiclg, (f,T)
tween the curves shown fat;, and Zg. This difference is independent of temperature o150 K (Fig. 10. These
consists in the following: 1. As we have said, tdg/(f) characteristic frequencies are practically independent of tem-
curve has a minimunisee Figs. 8 and)9This phenomenon perature, as can be seen from Fig. 11. Interestingly, the
has been observed previously in HTSC materialsut its Z  (f,T) curves at the frequencielsy and f, coincide at
anisotropy in the single crystals studied here is noted for théemperatures above 125 K. Below that temperature they di-
first time. This phenomenon is not observed in YA (see  verge (see curve® and 4 in Fig. 10. There is as yet no
Fig. 4). 2. As is seen in Fig. 8, th&g, (f) curves measured definitive physical explanation for this phenomenon, al-
at different temperatures cross each other. This reflects ththough it can be conjectured that it may be the result of a
fact that not only the value ofZg, /9T but also the sign of specific interaction of the charge carriers from two or more
this derivative depend on the measurement frequency. Thigifferent conduction bands:*®If that is also pertinent to the
follows clearly from Fig. 10. Here we show thgg (T) systems under studfsince it is observed in LuR&lg and
curves for several characteristic frequencies. Cugy&sand  ScFgAlg), then in future studies one should pay attention to
41in the figure correspond to the frequencigs f .y, andf, the influence exerted on the electric and magnetic properties
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TABLE Il. Main characteristics of the electrical resistance of polycrystalline type, for the particular case of the single crystals Y&g

alloys. and ScFgAlg. We have found that the conductivity is higher
(300, | p(4.2), |pBOO)| apsT, along the growth direction of the single crystals than in the
perpendicular direction. We have investigated the features of
the anisotropy of the temperature and frequency dependences
YFe, Al 114 38 1.96 | 0.078 |[17] of the conductivity parallel and perpendicular to the single-
crystal growth direction. Against the background of the con-

Compound
P uQ-cm | pQ-cm p(42) uQ-c/K | Ref.

ScFe Al 104 47 2.2 0.08 (18] < X i )
ductivity anisotropy the phenomena of antiferromagnetic or-
ScFe Al - - 1.33 — |1} dering, negative magnetoresistance, and superconductivity in
ScFe Al — — 1.78 — {20] the single crystals turned out to be isotropic. The features of
Ce, (56, oFe Al 110 73 15 0.053 |[21) the frequency—temperature curves of the conductivity known

previously for polycrystalline samples of HTSE$* and
LuFeAlg (Ref. © have been detected in a SgRg&; single
crystal and turn out to be anisotropic, a change in sign of the
of the compounds RIWAIg by the interaction of the surface temperature dependence of the conductivity at certain char-
groups of electrons with one another, with the magnetic an@cteristic frequencies has been observed, and it was found
phonon subsystems, and with the antiferromagnetic correlahat at certain frequencies the resistance of the sample can
tions, which can be substantial. Not only is it interesting thatbecome smaller than the dc resistance. Neither of these ef-
the phenomenon described above is observed in &¢fe fects has yet been given a full and convincing explanation,
samples, it is also interesting that in this case it is anisotropibut the fact that they are anisotropic has been shown here for
and is not observed fdf,, as can be seen in Fig. 8. the first time.

The fact that the effects observed in Sgilg and pre- The authors are grateful to V. N. Samovarov for reading
sented in Figs. 8, 9, 10, and 11 are absent in)AFgmay be  the manuscript, for valuable comments, and for a helpful
a consequence of both nonstoichiometry, excess Fe in thdiscussion.

YFe,Alg single crystal, or of a fundamental difference of the

magnetic and electronic interactions in YPAé and .

ScFgAlg. This question can be answered in the future by E-mail: dmitriev@ilt.kharkov.ua

studying high-quality single crystals with different but

known iron content. In this context we would like to call

attention to the fact that for doing different experiments the | i ) .

. ts on the samples are different. For example. neu 0. S. Zarechnyuk and P. I. Kripyakevich, Kristallografiya543 (1962
requiremen P : pie, TSov. Phys. Crystallogiz, 436 (1963].
tron, Mossbauer, magnetic, and x-ray studies and heat capacy. a. paixa, S. Langridge, S. A. Sgorensen, B. Lebech, A. P. Glves,
ity measurements do not require high density and uniformity G. N. Lander, P. J. Prown, P. Burlet, and E. Talik, Physic288-236, 614
of the samples. For a study of the electrical and heat trans;1997-

. h . ts on the density and unifor- J. C. Waerenborgh, P. Salamakha, O. Sologub, A. P. &wves, C. Car-
po_rt properties the requiremen . y doso, S. Serio, M. Godinho, and M. Almcida, Chem. Mati?, 1743
mity of the samples are very high. Unfortunately, the (2000.
present-day technologies do not satisfy the requirements ver{J. A. PaiXa, M. Ramos Silva, J. C. Wacrenborgh, A. P. Galves, G. N.
well. It may be seen from Tables | and Il that, as a rule, the Land];er, P. J. Brown, M. Godinho, and P. Burlet, Phys. Re63B054410

. L ) y . ’ 003).
electrical characteristics of ;lng!e crystals differ little from sp Schobinger-Papamantellos, K. H. K. Buschow, and C. Ritter, J. Magn.
those for alloys. Moreover, in single crystals the values of magn. Mater.186, 21 (1998.
p(T) are even h|gher than in a”oys’ while the raﬂ(ﬁOO)/ 5A. M. Gurevich, V. M. Dmitrie_v, V..N. Eropkin, L. A. Ishchenko, N. N.
p(4.2) for them is approximately the same and is small with EL‘;Z‘Z'?”S[‘{’QQQ}" Shiyk, Fiz. Nizk. Tem@5, 15 (1999 [Low Temp.
a significant scatter of the values. T_he single crystals differ’a ‘v Gurevich, V. M. Dmitriev, V. N. Eropkin, B. Yu. Kotur, N. N.
favorably from the polycrystals only in that the fall p{T) Prentslau, V. Suski, A. V. Terekhov, and L. V. Shlyk, Fiz. Nizk. Ter2p,
on the linear part of the curve is steeper. With all the scatter8\1/3('3/?(2DOO_3t>,['-0Vt Tﬁmg-bpiyizzk%g@&?y%l NP N
. . . Dmitriev, L. F. Rybaltchenko, R. er, A. G. . Jansen, N. N.
of the measqred vaIues_ for the d.lfferent samples, the s!ope ofpremslau’ and W, Suski, Fiz. Nizk. Tem@s, 374 (2002 [Low Temp.
p(T) on the linear part is approximately twice as large in the phys 28 260(2002].
single crystals. A good exception is the YA&g single crys-  °H. Drulis, P. Gaczynski, W. lwasieczko, W. Suski, and B. Ya. Kotur, Solid
tal studied in Ref. 10. Its parameters attest to the possibili%State Commun123 391 (2002. _ N
f qrowing rather high-auality single crvstals by the Czo- A. Chelkowski, E. Talik, J. Szade, J. Heimann, A. Winiarska, and

of growing gh-quality singie cry y A. Winiarski, Physica BL68 149 (1991).
chralski method. V. M. Dmitriev, M. N. Ofitserov, and N. N. Prentslau, Radiotekhnika

In view of what we have said, we consider the quantita-lz(Moscovxb No. 97, 91 (1993. ' _
tive results of the present study as being of a preliminary P. Gaczynski, F. G. Vagizov, W. Suski, B. Kotur, W. Iwasieczko, and

. . R H. Drulis, J. Magn. Magn. MateR25, 351 (20017).
nature, and we intend to refine them in a subsequent study,,” \ pmitriev gM. N.goﬁtserov 5,\,. N.( Pre?nslau K. Rogacki, and

with high-quality and well-oriented single crystals. W. Sadowski, Fiz. Nizk. Tem®1, 397 (1995 [Low Temp. Phys21, 308
(1995].
14 . . .
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387(1990 [Sov. Low Temp. Physl6, 214(1990].

. . . 15V, P. Galaiko, V. M. Dmitriev, M. N. Ofitserov, and N. N. Prentslau, Fiz.
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The effects of substitution of barium by tin on the phase composition, structural imperfection,
and properties of lanthanum manganite perovskitegBa, ; ,SnMnO; (x=0, 0.1,

0.15, 0.2, 0.3 are established by comprehensive studies done by x-ray diffraction, resistive, and
magnetic(including NMR on®>*Mn and**%a) methods. It is shown that the introduction

of Sn leads to the formation of a pyrochloric phase3$@0O,, to an increase in the density of
lattice defects of the manganese-enriched main lanthanum manganite phase, and to a
substantial decrease of the magnetoresistive effect. The smearing of the metal-semiconductor
phase transition temperature is explained by an increase in the inhomogeneity and
imperfection of the perovskite structure. The low activation energy is confirmed by a high degree
of inhomogeneity and imperfection of the crystal lattice of the samples studied. The broad,
asymmetric NMR spectra oPMn and**La attest to high-frequency electron exchange between
Mn®* and Mrf" and nonequivalence of the environment of those ions afd dae both

to heterovalent ions and to vacancies and cluster083 American Institute of Physics.
[DOI: 10.1063/1.1614235

INTRODUCTION the lower phase transition temperatures, are the Ba-
containing lanthanum manganite perovskites. In addition,

there are scant data on how the structure and properties of
these compounds are affected by an element such 4%'$n,

The unflagging interest in rare-earth mangaritéand
other related metal oxid&s with the perovskite structure,
3+ 2+ 3+ 4+ ~2— _ .
grl]é? Pglir;laa'\:?é tr?eglaéﬁgfl_aa,rggml\le?n,t :;nt,o.;[.r;eigzre c)%/vhich lowers the synthesis temperature and makes it pos-
o ick ot ag sible to use the Mssbauer method to study thém'®
the colossal magnetoresisti@MR) effect and the prospects

. - . e In view of what we hav id, it is of inter rr
for practical application of these materials. The majority of ew of what we have said, it is of interest to carry out

. . . . .comprehensiv i f tin- lanthanum—barium man-
studies have arrived at the conclusion that there is substantlgf) prehensive studies of tin-doped lanthanum—bariu a

structural, chemical, and magnetic inhomogeneity in thesganite perovskites with the use of such completely local
N < _mag : 9 y .~ Mmethods as NMR of®Mn (Ref. 17 and**%a (Ref. 18 or,
metal oxides, calling particular attention to one form of in-

) . o . even more importantly, on both these nuclei simultaneousl
homogeneity or anoth&t? including inhomogeneity of a P Y y

clustef or mesoscopfenature and local distortion due to the and with allowance for the imperfection of the crystal lattice
Jahn—Teller effe c‘i’l% of manganite perovskites, for their structural-chemical and

To elucidate the structural imperfection and the nature 0]magnetic inhomogeneities, which are related to the electrical
. - P . .~ —conductivity, and for the character and degree of influence of
the inhomogeneities one must expand the circle of object

. . inh iti h isti ffect.
and methods of study and obtain a deeper understanding (ﬁ)?ese Inhomogeneities on the magnetoresistive effect

the real crystal-chemical and magnetic structure of these
rare-earth perovskites with CMR. METHODS OF SYNTHESIZING AND STUDYING THE

Among the magnetoresistive rare-earth manganites, th%AMpLES

most promising are lanthanum manganite doped with diva- Ceramic samples of lggBay s SnMnO; (x=0, 0.1,
lent cations, L&",B2*Mn3* Mnit 03 5 with x=0.31%  0.15, 0.2, 0.3 were obtained from the corresponding mix-
The least studied of this family, for a number of reasonstures of powders of the oxides }@; (la3; a=11.98 A),
including the higher synthesis and sintering temperatures anBaO (Fm3m; a=5.534 A), y-MnO, (a=5.578 A, ¢

1063-777X/2003/29(11)/7/$24.00 910 © 2003 American Institute of Physics
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TABLE |. Phase compositions of kaBa, s ,SnMnO; samples and the molar formulas of ide&) @and defect D) magnetoresistive
perovskite-like structures.

i Molar formulas of the ideal
* Phase composition of the samples and defect perovskite structure
3+n. 2+ 3tpand+a2—
I Lag 7Bag3Mng7Mng 303
0 Lao 7Ba0 %MnOg 3 5 3 4 © @
' A ) L3+ + + + (¢ - yla
D L & Baf JgMng & Mng S Va0 < Vol
3+ 2+ 3+ 4+ ~2—
L Ba MnO. + 0.05La.Sn.0 I La 67Bap2oMng ggMng 5703
0.1 2 gBag ,MnO,; +0,00La,5n, 0, .
3+ po2+ a3+ N ) PV I 7))
D Lay 64B2021M00 g6Mn021008%2.88V0.12
3+ p.2+ Btpfd+ ~2—
Lo Ba MO+ 0.075La S0 ! Lay g5Bag 1gMny g Mng {503
0.15 3, 5582 (;MnO;+ 0, a,o0,Y;
: 34 p2+ 3+ b4+ () ~2- (@)
D Laj 63Bag 17M1g97Mn017V0060291 Y009
3+ pa2+ 3+ 4+ -
Lo Ba MuO. + 0.1La Sn.0 I Laj £, Bag 15Mny 1, Mg 1503
0.2 3y 583y MnO, +0,1La,5n,0, .
S50, 3+ .24 a3+ ngodt () A2~ (@)
D Lag 61Bag 12Mn110Mng 15V0059292V008
3+ 2+ ~2-
La, MnO, + 0,15La,Sn, O ! Hos7M45%5
a n + 0, a0,
0.3 0.4 3 L D La3* M3+ v(© 2= (@)
054MN134Y01292.82Y018

=9.33 A), and SnO RP4inmn a=3.804 A, c=4.826 A)  torted perovskite-like structureR@c) they contain small
after a synthesizing anneal for 24 hours at 850 °C and sinamounts of a phyrochlore-like face-centered phasSh#D,
tering of the pressings at 1100°C in a slow heating anqFd3m; a=10.702 A). This sort of heterophase makeup is
cooling regime. The reason for the low annealing temperadue to the fact that Sn does not substitute for Ba in the
ture is that the Sn-containing oxides are susceptible to thefanthanum manganite perovskite structure but interacts with
mal dissociation and to the formation of low-melting eutec-La to form a metal oxide with the pyrochlore structure,

tics. This can lead to an undesirable effect—melting of the_a,Sn,0,. This corresponds to the following reaction:
samples and volatility of the tin at high synthesis and sinter-

ing temperatures. If the economic disadvantage of increasin
the synthesis and sintering temperatures is taken into aclg_]_ao_7BaO,3_an03—>La0_7_XBaO,3_XMnO3+0.5xLa28rhO7.
count, the choice of this sort of heat treatment regime is
completely justified. In the samples withx=0.2 and 0.3 we detected small
The samples were studied by the following methods: amounts of the phase M@,, which will be neglected in our
1) x-ray diffraction on a DRON-2 diffractometer in Cu further studies.
radiation to determine the phase composition and crystal lat- The phase composition of the ceramic samples with that
tice parameters of the corresponding phases; phase ignored is illustrated in Table I. Also given there, with
2) magnetic, for determining the magnetization and Cu-allowance for the crystal-chemical features of the lanthanum
rie temperature over a wide range of temperat(4es400 K~ manganite perovskite structure, are the molar formulas for
and magnetic fieldsH=0.5—10 kOe); the ideal () structure(not containing vacancig¢sind for the
3) resistive and magnetoresistieour-probe methog  defect ©) lattice, which, according to a single-cycle mecha-
to determine the temperature dependence of the resistanbism of defect formation! contains cationicv(® and an-
and magnetoresistive effeCAR/Ry=(Ry—Ry)/R,] for H ionic V(® vacancies. For our case, viz., a two-cycle mecha-
=0.5 kOe in the temperature range= 77—400 K; nism of defect formation at temperatures of 850°C and
4) NMR on®*Mn and**%La for determiningat 77 K) the ~ 1100°C, the molar formulas of the real defect perovskite
resonance frequency of the local magnetic and valence statéfucture, with allowance for the distribution of the cations
of these ions and the nonequivalence of their environment.over theA andB positions and for the possible of clustering,
The error with which the quantities listed above wereare given in Table Il. With changing there are changes in
determined is as follows: 4% for the phase analysis, 0.05%he phase compositiofTable |), the Mr**/Mn** ratio, and
for the crystal lattice parameters, 0.5% for the resistancedefect content in the main perovskite struct(see Tables |
0.1% for the temperature, 1.5% for the magnetization, 0.5%nd II).
for the magnetoresistive effect, 0.2% for the NMR frequency It is noteworthy that in a redkontaining defects in both
of %Mn, and 0.1% for the NMR frequency df%.a. the cation and anion sublattigedusterized perovskite struc-
ture the manganese ions are found not only in valence states
intermediate between 3 and 4 but some of the Mn ions in the
clusters are found in a divalent state in distorted polyhedra
According to the x-ray diffraction data, ceramic sampleswith a coordination number of 8. According to the principle
with x=0 are practically single-phase, while the others areof local electrical neutrality, the Mri ions should be found
multiphase, and together with the main rhombohedrally disnear anion vacancies, while the #nions, some of which

RESULTS AND DISCUSSION
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TABLE II. Molar formulas of the unclusterize€l) and clusterized2) defect perovskite structure of h.a ,Bay s ,MnOs. 5.

x Unclusterized and clusterized structures
1 {Lag - Bad SV Gh) aIMng & Mg SV 62 1 03 76V054

0 2 {Lad BalSViCk) ATMndE Mad 3 Ve 15 (g ¢ Mot Mod s 0c1 0370 viS)
1 (Ladt Ba 30 VESh AMndEMag 5,V 180350 Vi)

: a0 S A MO I O Mol OB )
1 L3t Bad TV ADMR3 S Mag 1B O3 Vi)

2 R VA Ot 1035,V
1 (Ladd Bl t VSN Mg SgMnd 1 1p O 2 V()

" 2 (L £5Bad VIS LMD SoMnd {15 (M £ Mgt s MnZE 01 OF £ Vi)
1 (Lag VASk alMnd 3 Mg 1503 ¢ Vi)

v 2 {Lad £ VeSh AIMg 7 Mg 17 (Ml Mn2S )1 05 Vo

are also found in the clusters, are distributed near cation The temperature dependence of the relative resistance

vacancies. (R/Rgqg k) Of the samples is illustrated in Fig. 1, and the
Table 11l shows the crystal lattice parameters of the mairmagnetoresistive effectAR/Ry) in Fig. 2. According to

perovskite-like magnetoresistive lanthanum—barium mangathese data, the relative resistance increases and the transition

nite phase Lg; Bay 3 yMnO;, the metal-semiconductor temperatures s, T,, and T decrease with increasing

phase transition temperaturés,;, Curie temperature$:, (see Table Il and Figs. 1 and.Z'his character of the change

magnetoresistance peak temperatufgs and the values in these parameters with increasigs apparently due to the

of AR/R,. The decrease of the parametewith increasing increase in the Lg&rn,O; content in the intercrystallite zones

x is explained by a decrease in the concentration of the ionand the increasing density of crystal lattice defects of both

La®>* (r=1.36 A) and B&" (r=1.61A), which have the point ¥(©,V(®) and cluster types in the main perovskite

larger ionic radit® than their substituent ions MA (r structure. It is noteworthy that for the composition with

=0.645 A) and MA* (r=0.53 A). The relative changes in x=0.3 the temperature dependenceRiRzq «=f(T) ex-

the values of the averaged ionic radiusr(ro=2.5%), cal- hibits two maxima due to the increased inhomogeneity,

culated according to the data of Table II, and of the unit cellphase and/or cluster, of these samples.

volume AV/V=2.8%), determined from the x-ray diffrac- Several peaks on the temperature dependence of the re-

tion data, are in satisfactory agreement. sistance of ceramic samples have also been observed in other

TABLE IIl. Physical properties of the main lanthanum—barium manganite phase |Ba, s ,MnO;.

Parameters of the »
. crystal lattice phase transition temperatures 7 [K] AR/R, o F, MHz
a, A a, deg T, T, T . Mn 394

355.0

0 7.848 90.32 350 330 330 6,7 21
380.0
330.0

0.1 7.826 90.21 288 280 275 11.5 352.0 20
380.0
330.0

0.15 7.815 90.38 285 270 260 13.0 352.5 19.5
380.0
330.0

0.2 7.806 90.41 284 260 250 14,0 352.8 19.0
380.0

0.3 7.774 90.53 275 235 230 16,7 3285 15.0
378.0
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studies;****! the authors of which also attributed them to 0 50 100 150 200 250 300
inhomogeneities but without revealing their crystal-chemical T.K

and magnetic nature.

According to the data of Table Il, increasimgrom 0 to FIG. 3 Temperature dependence of the magngtizatidﬂ%\O.S__kOe for
0.3 leads to an increase in the density of lattice defects ogra(;“z'c(bs)amp'es Of g3 Ba.5-,SNMnO; of various compositions:: 0
both the point and cluster types. At the same time, the mag-~
netoresistive effect increases by a factor of ERy. 2). The
temperature of the peak Of. the magnetoresistive effect d.giit not only of the cations L5 and B&™ in the A sublattice
creases from 330 to 230 K, €., by 100 K. Such a substanti nd to a lesser degree in the B sublattice, but also to incom-
lowering OfT‘.“S’ Tp. andTc (Figs. 1 and 2; Table ljican- leteness of the anion sublattice, i.e., to an increase in the
not be explqlned solely by the decrease of the La and .B verall imperfection of the crystal lattice.
content and increase of the Mn content or even by the lattice

def . in Table | in thei : ion. Of To refine the role of the excess manganese in the forma-
efects given in Table | In their point representation. OF par;,, of clysters and their contribution to the magnetic prop-

ticular interest are the differences of the phase transition teMsrties of the samples we made magnetic measurements of the

ﬁeraturesAT=Tcl—.'l;ms. 'I(')he Vfcl)%eKOfl these dlﬁerencis magnetizationM over a wide range of temperatures at dif-
uctuat?shstron%y. rom dtdo'fr - N OUL op|hn|on, t '€ ferent magnetic field strengths. Samples of all compositions

cause of these changes and differences may be changes in Wgre studied. As an illustration, in Figs. 3 and 4 we present

3+ 4+ ot : ; :
Mn™"/Mn _ ratio and_, more |mportantly_, |mperfect|on qf the the results of these magnetic measurements for the samples
crystal lattice, especially its mesoscopic inhomogeneity duguh v—0 andx=0.2 at low. H=0.5 kOe. and highH

to the excess manganese, which leads to an appreciable de:|-10 kOe, saturating fields in the temperature interval 10—

300 K. A notable feature is the presence of two smeared

20 phase transitions:)lat T=350 K=T (x=0) or 277 K (x
g =0.2), and 2 at T=45 K. While the phase transition at

N 5 =T is associated with the Curie temperature of the main
16k, o perovskite-like phase, the transition at=45 K, which is

practically the same for all the samples, requires a more de-
tailed analysis. According to the data of our previous
studiest”?? the excess manganese in the magnetoresistive
lanthanum manganite perovskite structure can be found not
only in the form of an individual phase but also in the form
of planar clusters of MgO, and/or M O3 or a solid solution
intermediate between these compositions. This is confirmed
by the increase in the jum@dM at T=45 K from 0.5G
.cntlg (x=0) to 1.5Gcem’/g at H=0.5 kOe for the

AR/R, , %

o ","---, , sample withx=0.2. This phase transition, which is due to a
100 150 200 250 300 350 manifestation of cluster magnetism, is suppressed by a strong
T, K magnetic field H=10 kOe). Unlike the MgO, phase, a

FIG. 2. Magnetoresistive effect AR/R) for ceramic samples of cluster _m a W_eak magnetic fleld_ exhibits a sharp drOp In
Lag+BagsSNMnO; of various compositions: 0 (1), 0.1(2), 0.15(3), _magnetlzanon in the_z te_mpe_rature interval 42—_45 K, and onl_y
0.2(4), 0.3(5). in a strong magnetic field is there a growth in the magneti-
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0.2 (b). F, MHz

FIG. 5. NMR spectra of>®n at 77 K in ceramic samples of
Lag 7 «Bay 3 xMnO; of various compositions: 0 (a), 0.1 (b), 0.2 (c), 0.3
zation. Another distinctive feature of the cluster state is dd). o is the averaged valence of the manganese ions in the matrix struc-
pronounced hysteresis appearing in weak fields for thé.]l’e;wf is the averaged valence of the manganese ions in the cluster struc-
sample withx=0.2 (Fig. 3). ture.
The structure and magnetic nature of these clusters,
which are coherently connected with the matrix of the per-  sych a model of the clusterized defect perovskite struc-
ovskitg structure, is still under discussion and is attractingyre is in agreement with the asymmetrically broadened
more interest. peaks on the NMR spectra 8fMn (Fig. 5 and**%La (Fig.
Our NMR studies or"Mn (Fig. 5 and ***La (Fig. 6 ). Such complex NMR spectrum &PMn and 3%.a have
confirm the high degree of imperfection and inhomogeneityheen observed previously in La,CaMnO; (Ref. 23,
of the lanthanum manganite perovskites Lag gNay 19MN0; (Ref. 24, LaMnOs, 5 (Refs. 25 and 26
Lag7-xBay3-xMnO;. The broad, asymmetric NMR spec- | 5 CaMnO; (Ref. 27, and La MnO; (Ref. 28. A com-
trum of *Mn (F =320-420 MHz) attests to nonequivalence pyter decomposition of our broad, asymmetric spectrum into

of the magnetidand valencestates of the manganese ions the corresponding components attests not only to the non-
found in rf electron exchange. By decomposing these spectra

one can isolate several components due to the different mag-
netic and valence states of the manganese ions, with an av-
eraged valence=3.5, and to their different environment,
not only in relation to the L3 and B&" ions but also to
cation vacancies in thé\ positions. The asymmetrically
broadened satellite spectra, in turn, attest to a nonstatistical
distribution of ions and defects, confirming the possibility of
cluster formation. The decrease of the resonance frequency
of the NMR spectrum of*%La (Fig. 6) is also explained by
the presence of sudmonmagnetig clusters, the manganese
ions and vacancies of which surround the lanthar(amd
partially the bariumions. L T
Analogous structural clusters in the form of individual 10 12 14 16 18 20 22 24 26 28 30
planes of pseudostructural type M, and/or MpO; have F, MHz
been observed by an x-ray method in; LgMn; ,.,O; (Ref. FIG. 6. NMR spectra of!*a at 77 K in ceramic samples of

17) and by a neutron-diffraction method in Lag 7-yB&y 3-xMnO; of various compositions: 0 (O), 0.1(@®), 0.2(0), 0.3
Lag s€Cap 2MN1.10, (Ref. 22. ().

Amplitude

L 1
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equivalence of the states of the manganese and lanthanuFABLE IV. Defect state of the structure of the lanthanum manganite barium

ions but also to distortion of the polyhedra and to structuraP8™Vskite La:-.Ba.-.MnO;_; and the activation energi, in the re-
gion of semiconductor conduction in the ceramig kgBay; ,SNMnO;.

and magnetic inhomogeneities due to the different environ:

ment of these ions, including vacancies and clusters, whic x v, % (Mn,0)) . % °E , meV
disrupt the exchange interactions. 5 > =
The samples characterized by the maximum inhomoge

. ; c 0.1 10 4 150

neity according to the®Mn NMR data (three-component -
. ) 0.15 11 7 62.8

spectrum are those withx=0.1 and 0.4see Fig. 5 and Table 09 0 0 A6
II), since in them the manganese ions found in rf electror, ' '

exchange are surrounded by®l'aand B&™" ions and cation

vacancies. Such a character of the inhomogeneity and imper-

fection of the structure of the main lanthanum—barium manis impossible; moreover, these defects apparently are “or-

ganite phase is attested to by the similarity of the spectrum ofanically” related.

our x=0.3 sample with those found previouSly for It must be assumed that for a greater imperfection of the

La; _,Mn,,,0O5 ceramics withx=0.3 andx=0.4, i.e., self- crystal lattice, which contains both cation and anion vacan-

doped lanthanum manganite perovskites of similar composieies simultaneously, the heterovalent manganese ions, which
tion. are sources of charge carriers of thetype (V®, Mn?T,

If the excess manganese were not dissolved in the maiMn®*) andp type (V(©, Mn?*), the values of the activation
perovskite-like phase and the defect density did not changenergy°E, in the region of semiconductor-type conduction
with increasingx, then the frequency and width of the peaks Will either be comparable to the data of Ref. 31 or lowé.
on the NMR spectra would not change. Their width shouldIn View of the inverse relation between the conductivity
even decrease, since according to Refs. 29 and 30, bariur@Dd resistivityp, from the plots of Irp versus 1T we deter-
containing lanthanum manganite perovskites characteristMined the activation energ§E, of the conductivity in the
cally have a maximal width due to the maximal distortion of "€9i0n of semiconductor conduction from the exponential
the A positions occupied by the B4, with a substantially ~Arenius lawp=poexp(~E,/kT). The values obtained for
larger ionic radius (=1.61 A) in comparison with L3  the activation energy are given in Table V.

(r=1.36 A). Another contribution to the additional broad-

ening of the spectra due to the nonequivalence of the envieoNCLUSIONS

ronment of the manganese iofi€§g. 5 comes from the pre-

dominantly cation vacancies in thf positions, the relative
S 0 .

number of which increases from 8% to 24%able 1)), i.e., Lag B2y 5 SMNOy—Lag ». Bags MnO;

by 16%. The relative broadening of the NMR lines'diL - :
y 0. “he relative broadening of the ines ot.a +0.5xLa,Sn,0, . We have shown that substitution of barium

and the decrease of th_elr resonance frequency & 1n- by tin leads to the formation of both a main perovskite-like
creased from O to 0.3 is apparently due predominantly to-’—

clusters, the relative number of which increases from 2% téRgC) lanthanum-—Dbarium manggnite phase and much
14.5%, i.e., by 12.5%Table ). smaller amounts of a pyrochlore-liké-3m) lanthanum-—

It is of interest to compare the increase in these imper:[m phase. The crystal lattice of the magnetoresistive phase

fections of the crystal lattice with the increasexifrom O to Lao 5Ba.3-,MnO; contains defects of subtractidvacan-

0.3 with the increase in the magnetoresistive effect fromC|e3 in both the cation and anion sublattices and mesoscopi-

6.7% to 16.7%, i.e., by 10%Table Ill). The sample with cally nonuniform formations of a cluster type—planar segre-

0.3 is characterized by the maximum concentration 01gations which are close in composition and structure to
X=0.0 | 1z Y ximu ! Mn3;O, or Mn,O;, the magnetic phase transition of which

vacancies and clusters, which disrupt the exchange interag—

i | i d f the NMR ccurs in the temperature interval 42—45 K. The strongly
o apparenltsy causing a cecrease o the resonantéeared temperature dependence of the resistance near the
frequency of'*La and a lowering of the phase transition

: X metal-semiconductor phase transitioh,( decreases with

temperature§ s, Ty, andT¢ (Fig. 6. Then the lowering of iy creasing) attests to the increasing inhomogeneity and im-
the phase transition temperaturégs, Ty, andTc (Table  hefection. Asx increases from O to 0.3 the magnetoresistive
lIl) and the increase of the magnetoresistive eft€®. 2 effect increases by a factor of 2.6. The broad, asymmetric
and the magnetic moment of the clustéfsy. 3), the com- NvRr spectra ofMn and®%La in Lay,_ Bay s ,MnO; at-
plex NMR spectra of*Mn (Fig. 5 and **L.a (Fig. 6) and  tests to rf electron exchange between Nrand Mr*, to
also their asymmetric broadening to the low-frequency sidgnhe nonequivalence of their environments and that df'l.a
can be explained by a change in the MhMn** ratio and to  not only in relation to the heterovalent ions but also to cation
imperfection of the crystal lattice, which is manifested notyacancies and clusters. A substantial influence of the defect
only in the form of point defectévacanciesbut also as more  state of the structure, in particular that of the cluster type, on
complex defectgclusters due to the excess manganese inthe magnetoresistive effect attests to the governing role of
the main perovskite structure. such inhomogeneities on the CMR. The low values of the

Hence one is forced to conclude that the defect state ddctivation energy attest to significant inhomogeneity and im-
the crystal lattice of the perovskite-like structure has the govperfection in the samples of the given compositions.
erning influence on the CMR. To establish conclusively the  This study was supported in part by Polish Grant 2RO3B
predominant influence of one type of defect state or anothet39 18.

We have carried out x-ray, magnetic, resistive, idn
and ¥%La NMR studies of ceramic samples of
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Coupling of the magnetic layers and electron spin polarization in four-layer structures
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The electron energy spectrum, the enekgy of the exchange coupling between magnetic layers,
and the relative polarizatiop of the electron spins in semiconductor structures with two
ferromagnetic barriers and nonmagnetic layers acting as potential wells for electrons are
considered. For the example of EuS/RR) structures it is shown that in the case of

Fermi statisticE,, is a sign-varying oscillatory function of the width of the potential well

between barriers, and with increasing electron dengjtyn the wells and increasing thicknegf

the nonmagnetic sublayers between the barrier and substrate, the extrEpae shifted

to smallera and their amplitudes rapidly increase. As the temperature is lowered from the Curie
point, the energ¥,,, depending ora, ny, andd, can increaséin modulus monotonically

or nonmonotonically, change sign from positive to negative, or change sign twice. The polarization
B decreases with increasirgg ngy, andd, undergoing sharp jumps whéfy, changes sign.

For Boltzmann statistics only a ferromagnetic orientation of the barrier magnetizakgprsQ)

is possible. ©2003 American Institute of Physic§DOI: 10.1063/1.1614236

1. INTRODUCTION dpps=<90 A ™S while at largerdp,sthe sign of the interac-
tion changes to the opposite. This is manifested in a super-

Since the discovery of interlayer exchange couplingposition of the neutron-scattering patterns from the antiferro-
(IEC) in three-layer Fe/Cr/Fe samplesumerous multilayer magnetically and ferromagnetically oriented parts of the
structures consisting of various ferromagnetl® metals  sample, these different regions arising on account of a slight
separated by nonmagnetitNM) metal or semiconductor difference (~1—2 monolayersin the thickness of the PbS
spacer layers or by layers of a rare-earth ferromagnet havgyers on different areas of a sample with,s=90 A.*® In
been investigatedsee, e.g., the revié In those cases the Eus/Pb$L11) SLs only ferromagnetic ordering of the EuS
IEC is due to interference between the conduction electrongyers has been observed. Interestingly, in MnTe/ZnTe SLs a
in the layered structures and to their high concentratibn. change in the sign of the interaction with decreasing tem-
addition, there are several known studies of the IEC in insuperature of the sample has been obsefethese effects
lating multilayers containing antiferromagneti8F) insula-  have not been explained.
tors [Fe;0,/MgO (Ref. 4, FeF,/CoF, (Ref. 5, CoO/NiO For structures with MnTe there are two models in the
(Ref. 6]. literature, according to which the IEC is due to carriers lo-

The detection of an appreciable exchange coupling becalized at shallow impurities in the nonmagnetic spacer
tween antiferromagnetic layers in the semiconductor superegions!’'® However, those models are not applicable to
lattices (SLS MnTe/CdTe!® MnTe/znTe® EuTe/PbTe?Y  PbS spacers, since PbS does not contain local shallow impu-
and somewhat later in EuS/PbS single-crystal ‘Sland rity states in the band gap. The model of DugatalX® for
(Ga,MnAs/(Al,Ga)As/(Ga,MnAs three-layer sampléShas  narrow-gap spacers of IV-VI semiconductors gives too
been something of a surprise. The limiting thickness of thaveak a coupling in comparison with that observed experi-
nonmagnetic spacer layers at which the coupling betweementally in EuS/Pb®01) SLs, and the coupling is of the
magnetic layers is still felt is approximately 30 A for MnTe/ opposite sign(always ferromagnetic, as in the models of
CdTe structures, up to 15 A for the MnTe/ZnTe structures, ufRefs. 17 and 18 The model of Ref. 19and other models
to 70 A for EuTe/PbTe, and over 30 A in the structures withconsidered belowis based on the assumption that there are
(Ga,MnAs and(Al,Ga)As (see the review for detaily. For  no free charge carriers in the spacer layer, in direct contra-
EuTe/PbTél1]) SLs the spins of the Eu ions lie in thi#11)  diction to the experimental situation, in which the electron
planes, the adjacent Eu monolayers having antiparallel magiensity in then-type PbS layers is rather higtup to
netization directions. Independently of the thickness of the~10'® cm™2), and it cannot be neglected.
EuTe and PDbTe layers, the coupling of neighboring EuTe  Calculations in the one- and three-dimensional strong-
layers leads to an antiparallel alignment of the magnetic moeoupling approximatiorf§** have produced results in quali-
ments of the Eu monolayers adjacent to the opposite boundative agreement with the experimental results for the mag-
aries of the PbTe layeiantiferromagnetic coupling* netic ordering in the layers of EuTe/P{T&1) SLs, but for

In EuS/Pb®#001) SLs the magnetizations of neighboring EuS/Pb$111) SLs the results of the calculations contradict
EusS layers are oriented along the layers and are ordered aeach other: in the 1D model the coupling must be F-§e,
tiparallel at thicknesses of the nonmagnetic spacer layenhile in the 3D model it must be AF-typ&(in contradiction

1063-777X/2003/29(11)/11/$24.00 917 © 2003 American Institute of Physics
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to the experimental results of Refs. 11, 13, and. IFor a b
EuS/Pb®001) SLs the three-dimensional model gives an AF E/ M ar

configuration of adjacent EuS layers but is unable to explain
the change in sign of the interaction at largkys. Further- T
more, it predicts that the coupling enerdy is almost inde- _:F {A
pendent of the thickness of the EuTe and EuS magnetic lay- T U Us 4 |
ers, whereas such a dependence should be substantial in the 1 2
region of smalldg,s (see below. For a PbS spacer the value l \
J;~2"" was calculated, whera is the number of PbS 0 -
monolayers in the EuS/PE®1) SL.2* The experimental val- b;'a'b,'d
ues forn=1, 2, and 3 §;=0.063, 0.031, and 0.019 m¥m c
respectively'® are an order of magnitude less than the eh [ ed  Hr
corresponding  theoretical values J;€0.77, 0.33,

0.18 mJ/M). %! At dp,s~90 A (n~30) this model gives a
negligibly small value ofl;, in disagreement with experi-
t
|1 M2

ment. A shortcoming of this type of model is the presence of A
a set of adjustable fitting parameters and the difficulty of
matching the levels of the chemical potential with the carrier
density in the SI?? Thus at the present time there is no 5 - -

. . . z 0 z
sufficiently clear and reliable explanation for the nature of
the coupling in EuS/PbS and EuTe/PbTe superlattices. FIG. 1. Potential energy of electrons with spins (p and down(}) for

We note that in EuTe/PbTe and EuS/PbS SLs the EuTentiferromagneti¢AF) (a and b and ferromagneti¢F) (c and d ordering of
and EuS layers have a wide band ddip(EuSy=1.65 eV, 8 e e meawy armows nicste the drection of the
EQ(EUTe):z ev atT:,300 K] '23 while lead ChalCOgemdeS magnetic mom?ents!)/l12 of the ferromggnetic barriers. The electron spin
are narrow-gap semiconductof&,(PbS)=0.307 eV atT orientation is indicated by an arrow in a rectangular frame.
=77 K],?* and therefore europium chalcogenides act as bar-
riers in the corresponding SLs, while the lead chalcogenide

'ay?rs form guantum yvells. Dpplng of these layers with eu'of the electron levels in quantum wells and PbS/EuS &Ls.
ropium leads to a noticeable increasefp [e.g.,E4(PbTe) The potential barriert) and U of semi-infinite width de-
=0.319 eV, E4(Phy g3t 073T€)=0.63 eV atT=300 K] 2 potent %% s IS Wi

and so there is the possibility of substantially changing the::tz?i;reozgsu;': ?r?g fgbiitéafdriglgfg- P\\N ilétr)lea)[/)ei Zf NM
barrier height in such SLs and thereby to control the l‘orceij b FouFr) pes of %tential el fé)r electron; o
coupling the magnetic layers. 17T D2. yp p

In view of the promise of two-barrier structures with spins UP(T) and down(l) in Fig. 1 cqrrespond o aqtiferro-
ferromagnetic barriers for applications in spintroAfcand moigsm(a):‘lct(haeanqg bn:tri]zdatfi?):fr\;lm:)?gtﬂ?fe?rr?)?r?adn(;?igﬂlgaur:r-s
for research now being carried out on EuS/PbS/EuS/PbS/Kd\ . nagn . 9 Yers,

: S creating barriers in the regions<zx<b; and a+b;<z
multilayers, in this paper we present the results of a theoret=

. ; . . . <D. As in the description of the tunneling of electrons
ical analysis of the coupling of magnetic layers in structures

of this type grown on a sublayer of a quantum-well materialthrough an EusS barrier at temperatures below the Curie point

. 8 . -
formed between the ferromagnetic barriéssch a sublayer Tc of the barrier,” the height of the barriers); andU, for

is necessary because it is practically impossible to groV\tlalectrons with spins parallel to and antiparallel to the barrier

single-crystal ferromagnetic insulators directly on an msulat_magnetlzatmn M are given by. the relationUs U
) . . +(A/2), whereU is the barrier height fof >T., andA is
ing substratge In the calculations we made use of the C|rcum-,[he exchanae solitting of the conduction band of the ferro
stance that the energy of an electron in such a structure de- nange spitting
: . ..~ . magnetic semiconductor beloW .
pends on the mutual orientation of the electron spin direction .
We shall assume that the electron energy spectrum in the

and the magnetic moments of the ferromagnetic barriers. As . L . .
in the case of metallic multilayers, the coupling is of an structure under conS|.derat|9n is described by the expression
interference nature. Therefore the sign and value of the IEd',jsually used for multilayers:

depend on the parameters of the potential relieé heights f

of the barriers, widths of the quantum wells between them,  En(P1)= om* T En P ={Px. Py}, @

the thicknesses of the sublayers, etnd on the electron ) ) ) )

density and temperature of the sample. Transitions from H! Whichm* is the effective mass for motion of the electrons
ferromagnetic to an antiferromagnetic orientation of the bar&/ong the layers, and, are the quantum size-effect levels,
riers are accompanied by a sharp change in the spin polafhich are solutions of the Schiimger equation with the

EuS/PbS SLs with layer orientatiori601) and (111) were

calculated for the cas&>T., where the potentidl (z) is
described by the Kronig—Penney model with=U,=U. A

We shall use the model shown in Fig. 1 for the potentialstudy?’ of the photoluminescence spectra of EuS/PbS SLs
relief for electrons in a four-layer F/NM structure. A similar with wide EuS barriers, in which the minibands degenerate
model has been applied for calculating the size quantizatiomto quantum size-effect levels, showed good agreement of

2. ELECTRON ENERGY SPECTRUM AND STATISTICS
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the observed levels with the calculated values, and we have
therefore used for multilayers of EuS and PbS the same tech- 1.0 4 30r &
nique for calculating:,, (with allowance for the direction of i
the electron spinas in Ref. 27, replacing the SL potential by 2 0.8F %EJ 20 e
the potentiall (z) shown in Fig. 1. & o6l \ ol 6
We denote the effective masses for electron motion < >3 2
transverse to the layefalong theOz axis) in the quantum- g 04l o \A\ © 0' L 2 2249,,
well and barrier regions as andmy,, respectively. We shall ) \ A\‘\ 10 20 30 40 50
neglect the small difference in the effective massgsfor 0.2k .\. ‘x‘. a,
electrons with opposite spin directidisand use the aver- ’ O ae. "‘-Au.‘.‘_‘_‘
aged value fom,.%’ ol ©0:0-0-0-0-0-0-0.0.0.0-0 274 "A:4
Then for electrons in the potential well in Fig. 1 the L L L L L L
eigenvalues:,, of the Schrdinger equation are determined 0 20 40 60 80 100 120
from the following relation £<U,): a,A
x1{1}+ xo{2}tanh y1bi+ aq) FIG. 2. Plots of the 1stdoty and 2nd(triangles electron energy levels
tan(ka) = yk K201 b — Nk 2 £1{AF) in a four-layer structure of PbS and EuS with AF orientation of the
{1tanf(x,by+ a1) = ¥ x1x2{2} magnetic layers as functions of the widttof the potential well between the
in which ferromagnetic barriers, calculated from Eg) for a temperaturd =4.2 K
and b;=b,=40 A, d=500 A. The inset shows the differena:{ AF)
{1} = yx, cosh x,b,)sin(kd+ 6) + k sinh( x,b,) =e§ (F)—e1 o AF) of the corresponding levels for F and AF configurations
of the barriers. The values @&} (F) plotted on the graph are reduced from
X cogkd+ ). (3)  their calculated values by a factor of two. For electrons with spin up, the
analogous differencesl,z(AF)—slz(F) turned out to be just barely less
{2} = yx5 sinh(x,b,)sin(kd+ 6) +k cosh x,b,) than sef F). For the 1st level in the regica=10 A and for the 2nd level
at a=17 A the difference is not more than 5.5%s}(F)—e,(AF)
X cogkd+ 6), =44.8 meV ata=10 A.
K \V2me \2mb(U112—8)
R X2 h ’ order of~10 ' eV fora=10 A, d=500 A and it increases
J2mo(Ug—z) V2mU—z) by about twice for the hlgherjly|ng Ieyel, since the levels
XO:M, XS:M, e1 {AF) ande] (AF) are coincident. It is seen in Fig. 2 that
h h the differencese | %(F)— &4 {AF) fall off rapidly with in-
Me X1 m, k m creasinga in the region from 10 A to~30 A, and that is the
tanhalzm—b X_o’ tanf= = )75 = m—b (4) reason for the rapid decrease in the exchange coupling en-

ergy with increasing width of the quantum well between bar-
Here m, is the free electron mass, amd, is the effective riers. Ford=100 and 500 A the difference of the corre-
mass in the substrate material. For potential wells b, ¢, and gponding levels is extremely slight. For example, for
(Fig. 1) the following replacements must be made in E@s. =10 A the difference &}-(d=500 A)—e&}-(d=100 A)
and(3): x1— x» and x,— x1 (well b), x,—x1 (well ¢), and  =6.3x10 6 eV, i.e., the levels differ by approximately 1.5
x1— X2 (well d). X 10 %%.

For sufficiently wide potential barriers and energy not  We note that because of the layer-by-layer mechanism of
too close tdJ, the parameterg,b;>1, x,b,>1, and there- the growth of EuS and PbS on each other, one can prepare
fore the ratio{1}/{2} and tanhg,b;+ ) are practically equal multilayer samples with a spacer-layer thickness of a single
to unity. When these conditions are met for the AF configu-unit cell (ap,<=5.94 A). However, for such structures our
ration of the barriers, the size-quantization levels for themacroscopic approach, based on the use of the bulk-state
electrons with spin upsI,(AF), and spin down,sri,(AF), parameters of the materials, becomes incorrect; we therefore
coincide to high accuracysee below. In that case the pa- restricted the calculations to valuas=10 A. At sufficiently
rameters of the substrate and the sublayer thickdeksnot  low temperaturestemperatures much less than the spacings
have an appreciable influence on the electron energy. Thigetween adjacent levelthe upper limit ofa for which one
following inequalities hold for any values gf,b; andy,b,: can still observe the quantum size effects is determined by
el (F)<e (AF)<el(AF)<el(F) (n=1,2,...). electron collision processes, which destroy the interference

For numerical calculations of the electron spectrum, thepattern. Therefore, in the case of sufficiently thick sublayers
IEC energy, and the spin polarization of the electrons weand wide potential wells, our calculations of the coupling
used the typical parameters for EuS/PbS multilayéds: energy of the magnetic layers loses meaning. For EuS/PbS
=1.32 eV,Uy=3.5eV?’ andA(4.2 K)=0.36 eV?® Since  SLs”’ the photoluminescence data Bt4.2—80 K confirm
for wide potential barriers the characteristics of the substratthe presence of size quantization at least to the largest
do not have an appreciable effect on the electron spectrunguantum-well widths in the samples studied 200 A).
for the sake of definiteness we todks=2.5 eV andmg It should be taken into account in calculating the IEC
=0.6m,. that the Curie temperatur€: of the ferromagnetic layers

Figure 2 shows the dependence of the first two size{and the value of the exchange splittidg depend on their
guantization levels on the width of the quantum well for thickness. In particular, for EuS/P@®1) SLs on KCI with
b,=b,=40 A. The differencesﬁ(AF)—s{(AF) is of the an EuS layer thickness of 200 monolayers it has the value
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Tc=17.3 K2® which is considerably higher than the Curie
temperature of bulk samples of EuS4=16.6 K), whereas ns=2> ng(n), ns(n)~{ In
for EuS/Pb®111) SLs grown on Bak, T¢ is lower than the

bulk value (Tc=13.6 K). For both types of SLs, when the ,u—sﬁ

thickness of the EuS layers is decreased to about 20 mono- 1+ex4 T ) ]

layers, the Curie temperature initially varies weakly and then ) ] ] ]
falls noticeably to To.~10 K for dg,s equal to two under the assumption that for a fe_rromagnetlc gonﬂgura_ltlon
monolayers® Such behavior off¢ is explained by the ap- ©f the barriers, one of the following pairs of inequalities
preciable deformation of the EuS layers in these SLs and b}olds:

the difference in the environments of the Eu ions found on R |

the surface and in the interior of the EusS fitfi?! Since the H” 8"1>1 T M >1

energy splittingA is determined by the magnetization of the T ’ T ’

ferromagnetic barrier material, i.e., by the rafiéT, this | |

sort of thickness effect must be kept in mind when analyzing #~ k; Bk r1m M

the temperature dependence of the IEC. Therefore, the con- T >1, T >1. @)

clusion reached in Ref. 21 that the IEC depends weakly on . ) . i
the thickness of the ferromagnetic layers is clearly incorrect 1 N€S€ two pairs of inequalities pertain to the c?ses when
for EuS/PbS SLs with relatively thin EuS layers. the chemical potential lies between Ievel§l and £y, (ks
The IEC energy is largely determined by the electron=k;—1) or 8l1+1 and 8&1 (ko=k4). For an antiferromag-
density in the structure. The electron surface densitythe  netic configuration the second pair of inequalities should
number of electrons per unit area of the samgelescribed  hold. Estimates show that expressi@ describes the situa-
in the case of Boltzmann and Fermi statistics, respectivelytion well in cases when the chemical potentialies more
by the relations than a distance of B from the levelse/!. Since we are
considering the low-temperature region, the intervalg dfi
. which inequality (7) does not hold is rather narrow. If the
+6X[<M_8n) J distance between the two levels nearest to the chemical po-

tential in the well is much greater thaT 4then for simplic-
ity we can neglect the width of these intervals and assume
that the filling of the subbands),' begins when the chemical
w—g] potential crosses the corresponding levéls.
exp( )<1: ©) Fermi statistics will be applicable in the region of well
widthsa of interest to ugup to~100 A) (except for narrow
intervals where conditiofi7) does not holy if the following

ks k2 2 inequality holds for the lowest subband:
1 ; | 2mh
ns=z| > (p—e)+ 2 (u—ep)|, &=—%, (6 R
éln=1 n=1 Nem K=& éng 1 8
—=T>L (8)
wheree ! is the energy of theth quantum size-effect level, Assuming thatN.=4, m* =0.093n,,%” and T=10 K,

k, andk, are the numbers of electron-filled subbafitlsand ~ we obtainéng/T=1.5x10 !ng (cm 2). If we ignore the
(1) (ko=<k;), w is the chemical potentia, is the number small contribution tong from the electrons of the ferromag-
of equivalent valleys of the electron spectrum in the wellnetic semiconductor which have passed over into the
material(we are not considering the case when there is morguantum-well regions during the formation of the multilay-
than one group of equivalent valleys with equal inclinationsers, thenng=ng(a+d), wheren, is the electron density
of the principal axes with respect to the interface betweerfnumber per unit volumein the initial n-type material from
layers, as in EuS/Pli$11) SLs*). For PbS layers there are which the quantum wells were formed. The electron density
four energy ellipsoids, oriented along directions of fha&l]  n, in the PbS layers for the EuS/PbS SL structures investi-
type, with which we shall compose the spectri.?’ In gated in Refs. 11, 15, 23, and 24 could vary over the limits
EuS/Pb®001) SLs all the ellipsoids are inclined equally to ~2x 10*-3x 10" cm™3. Assuming thaa+d=100 A and
the interfaces between layerbl{=4), while in a SL with ny=2x10"® cm™3, we obtain éng/T=29.9 for T=10K.
the (111) orientation there are three ellispsoids with identical Since usuallyd~100-500 A, the case of Boltzmann statis-
inclination and the fourth is orthogonal to the layers. tics can be realized only at rather low densitigs which
From here on we limit consideration to the case of rela-can be obtained in EuS/PbS multilayers with the aid of spe-
tively wide potential barrieréin reality b, ,b,>20 A), when  cial vacuum condensation technologies.
one can assume thaﬂ(AF)zs#(AF)zsn(AF). For thin Let us now consider the filling of the subbands as the
barriers the behavior of the IEC energy as a function of thevidth a of the quantum well increases. Here and below, in
guantum well widtha, electron densityig, and temperature order to clarify the overall picture of this process, we shall
T will be qualitatively the same as in the case of wide bar-neglect the finiteness of the wid&hof the regions in which
riers. condition (7) does not holdwhich we shall call transition
Expression(6) for ng was obtained from the exact rela- regiong, since in those regions as increases a gradual
tion “turning on” (filling) of the corresponding subbands occurs.
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For a ferromagnetic configuration of the barriers in the case

of extremely narrow wells, one can assume that only the | @ & _?_ //js’u
lowest subband | (F) is filled. As the well width increases, 3 ./ S -2F
the subbandsi(F), £5(F), e5(F), etc. begin to fill. The well . oF -2 i
width a at which the chemical potential touches the bottom s ‘et L

of subband:|(F) or ei(F) (i.e., the filling of these subbands s 10 20, 30
beging can be calculated assuming (@) that k;=k, kj
=k—1 or ky=k,=k and equatingu to the corresponding
energies® The same can be said about the filling of the
subbands in the case of an antiferromagnetic configuration of
the barriers.

Em,10-% mJ/m?
Abblopvosao~
1 1

N\o\

] 1
20 40 60 80 100 120

3. COUPLING ENERGY OF MAGNETIC BARRIERS AS A
FUNCTION OF THE QUANTUM WELL WIDTH

7
The surface energlis of an electron gag&he energy per g
unit area of the sampldor Boltzmann and Fermi statistics 4
has the form € 3
1 l g2

€ &
=, sﬂlexp<—7n +s#exp(—?n” 1 1
Es=nsT+ng T T C) =0
€n €n e-1
alexp — T +expg — T w _o

Ky ko
S (ur-el)+ >, (uz—sﬁ] (10)
n=1 n=1

The energy of the IEC is determined by the energy dif-
ferenceE,=Eg(F)—Eg(AF) (see Ref. B It is seen from  FiG. 3. Energy of the IEC as a function of the width of the potential well
relation(9) that for Boltzmann statistics, as a consequence obetween barriers of EuS for different electron densitigsn the PbS wells
the inequalitieSSL(F)<sn(AF) the energyE,, is negative, at PbS sublayer thickn(_assd; 100 (a) and 500 A(b) (b1=b_2=40 AT
ie. experimentally the F configuration of the barriers will bef4.2 K) . The numbers in th?T rectangular frames here and in the subsequent

. . figures give the factor by which the valuestf, plotted on the graph must
Observe_d- In the case of smallthe energyE, will be quite  pe multiplied to get the calculated values. In addition, the values of the IEC
perceptible. For example, far,=10" cm 3, a=10 A, and  energy in Fig. 3a fon,=2x 10 cm™2 in the regions wher&,,<0 have
d=500 A, one hasige{(F)=0.31 mJ/m. :Jheen rleducquby a fact:)hr of 10t fro;r;{éh; calgulitig \//l\alfues, vihznuiz< Tolilg. 3b

For Fermi statistics, upon filling of the subbaneF) e values oftn(a) on the partsa anda or o=

g . M3 : o
. " ] 7 and 5x 10" cm™3, respectively, have been magnified by a factor offb®
and e1(AF), i.e., under the conditiogns<e;(F)—e;(F), no="5x% 10 cm™2 the values of,(a) in the regiona>49 A are 100 times

Eszz_g

the energyg,, is equal to the calculated valugsThe points falling in the transition regions afare
n indicated by diamonds. The inset shows the initial parts oBh€a) curves
S for ng=5x10", 108 2x10® cm 3, d=100 A.
Em=" {éns—4[e1(AF) —21(F)]} (11) ’

and only F-type coupling of the magnetic layers can be ob-
served, sincesi(F)—el(F)=2[e,(AF)—&l(F)] (see Fig. 1 ,
2). As the width of the quantum well increases, the subband #F~ 2x—1 [Ck(F) —ei (P,

31 (F) will be filled. Then ’

1 el(F)+ei(F Cu(F)=éng+ LR +el(F)], 13
Engigns i )2 i )—sl(AF)} (F)=énst 2, [&}(F)+eq(F)] (13
| - and upon filling of the subbands,(F) ands(F) we obtain
- —Sl(F)“Sl(F)} } (o1 (F)> =6 ()]
2 1
261 [e)(F)+ei(F]=éns=sl(H—sl(F). (12 #e =2 CKlF). (14
In this interval of well widths satisfying conditior(2), For an antiferromagnetic configuration of the magnetic

a change in the sign d,, occurs(from negative to positive  layers in the case of wide barriers the chemical potejtig/

Upon further increase in the well width the filling of the is given by relation(14).

subbandSs;(F), e,(AF), sg(F), etc. begins. For a ferro- Using these formulas and relatigh0), we have calcu-
magnetic configuration of the barriers upon filling of the up-lated the dependence of the enekgy on the widtha of the

permost subbandﬁ((F) andsﬁ_l(F) [si(F)>,u>sﬁ(F)] the  potential well for various electron densitieg and for two

chemical potential is described by the expression thicknessedl of the sublayergFig. 3. It is seen in Fig. 3



922 Low Temp. Phys. 29 (11), November 2003
5 1.0
/./.\.‘.
L 't &

= .

) 'P°/

c -51 10.6
o a
& -10p 1 4 {0.4
- — ‘

- /
et 10.2
) .
) s A P
0] 5 10 15 20 25 30 35

Ny, 10'8 cm™®

FIG. 4. IEC energie&,, and relative electron polarizatigBe for a ferro-
magnetic configuration of the EuS barriers versus the electron demsity
the PbS layers foa=10 A, b;=b,=40 A, d=500 A; T=4.2 K.

that the IEC energ¥,, in the general case is a honmono-
tonic, sign-varying function of the well width. The maxima
and subsequent minima of the functibp,(a) correspond to
the start of filling of the subbands,(F) andej(F), respec-
tively. The extremaE,(a) have an asymmetric shape. The
change in sign oE,, occurs when the widtla of the quan-
tum well changes by-1—-2 A. The width of the regions in

which antiferromagnetic ordering of the barriers should be(GaMn)As/GaAs gL

observed is relatively small.
For samples with fixeda, b;, andb, one can obtain

both a ferromagnetic and an antiferromagnetic configuration,

Zorchenko et al.

For d=500 A the value ofE(}) falls off by approximately
55.7 times a9, decreases from 210" to 5x10'® cm™3
and by 5.7 times a1, decreases from 810 to 2
X 10'® cm™3. Ford=100 A the fall ofE{Y) with decreasing
Ny is less ponderous: by 9.4 times ag decreases from 2
x10¥%m™2 to 5x10® cm™3. For d=500 A and ny=2
X 10" cm ™2 the second maximur&?) is much lower than
the first: E(M/E(2=60.2, wherea&?/E(=2.6. Thus with
increasinga there is first a sharp decrease of the IEC energy
and then a relatively slow decay &f,.

In the region of extremely smalk the energyE,, in-
creases sharply with increasiag The sign ofE,, in Fig. 3
(for the given values afiy) is negative in the region of small
a. However, as is seen in Fig. 4, even for this region there
can exist an interval of densitieg, for which E,,>0. There-
fore one cannot state that for smalla ferromagnetic con-
figuration of the magnetic layers will always be observed.

The values ofE,(2) in the transition regions od, cal-
culated using the approximate formul&® and (10) (de-
noted by the diamond symbols in Fig), &an differ appre-
ciably from the exact values,,,. However, as is seen in Fig.
3, such an approximation, gives a fair description of the be-
havior of the functiorE,,(a) in transition regions o& with
a width of ~1-2 A.

We note that theoretical calculations of the IEC for
(in which essentially the same ap-
proach to the problem of the IEC as in our model is ysed
have given qualitatively similar results: at smalla ferro-
agnetic coupling of the magnetic layers is manifesteg;

of the magnetic layers by choosing the appropriate electrog, an oscillatory sign-varying function ofkzd, whered is

densityny and layer thicknesd. This is seen, e.g., in Fig. 4,
which shows the change &f,, asng increases for the sample
with a=10 A, b;=b,=40 A. The energy of the antiferro-
magnetic coupling of magnetic layers here reaches a value
+2.91x 10" 2 mJ/n?, comparable to the IEC energy in SLs

the period of the SL an& is the Fermi wave number cor-
responding to the averaged electron density over the SL.
However, in this model there are practically no barriers for

qf> Tc . Barriers appear as a result of the exchange splitting

of the conduction band in thgGaMn)As layers forT<T.

with metallic layers and of the same scale as in EUS/perefore, in the model of Ref. 34 an antiferromagnetic cou-

PbS001 SLs with PbS spacer layers 2 monolayers thick
(+3.1x10°2 mJ/nt).*® This last circumstance provides in-

direct evidence in support of the view that our model gives at

least the right energy scale for the IEC. The valueegfat
the minimum (0.205 mJ/m) is almost an order of magni-
tude greater in modulus than the valueEyf, at the maxi-
mum. The antiferromagnetic coupling is manifested in
rather narrow density intervahy~(1.4—1.8)x 10*° cm 3.
As in the case ok (a), the maximum and minimum here
correspond to the start of filling of the subband}{F) and
sﬁ(F). The sharp fall of the functiong,(a) and E,(ng)
with increasinga andny is explained by the fact that when a
new subban@J,(F) starts to fill, the energy of the ferromag-
netic configuration of the barriers decreases rapidly,
the establishment of the F state.

Itis seen in Fig. 3 that at high electron concentratings
and large sublayer thicknessgshe IEC will be perceptible
even in samples witla~100 A. With increasingn, andd
the maxima shift to smalleat, while the values oE,, at the

pling can be realized only at very high electron densities,
leading to a high level of - and appreciable splitting.

Our calculations of the IEC can be easily extended to the
case of SLs. If the potential barriers are wide enough, the
minibands of the SL essentially become discrete levels, and
the calculations of the IEC can be done using the same for-

anwulas(lO), (13), and(14) for E,, and u, with the energies

]! for the SL substituted in and withg=nq(a+d) re-
placed byns=nga (a is the width of the nonmagnetic spacer
layers. HereEg will have the meaning of the surface energy
per period of the SL. One therefore expects the appearance
of oscillations on th&,(a) andE,(ng) curves. Experimen-

tal data for several samples of EuS/PbS Stig,&<90 A)

favoringp oy the presence of antiferromagnet ordering of the EuS

layers. However, that does not mean that the en&gyis
positive for other values ofip,gas well, as can be inferred
from the change in sign oE,, for samples withdp,g
>90 A.

maxima increase appreciably. This is not surprising, since the

sublayer plays the role of a reservoir of electrons, contribut-

ing to the surface densitps=ng(a+d). If we denote by
EM™ the value of the IEC energy at teh maximum, then
for ng=2x10cm 2 the ratios E{Y(d=500 A)/EM(d
=100 A)=59.5, EX%d=500 A)/EZ)(d=100 A)=3.6.

4. TEMPERATURE DEPENDENCE OF THE IEC ENERGY

The energies of the size-quantization levels and the IEC
for a given sample are determined by the value of the ex-
change splittingA (T) in the barrier material, which depends
on the sample temperature. Fb= T the value ofA varies
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| A If condition (15 does not hold(high temperatures oéng
20 N /:/o >0.0386 eV), then the sign d&,, can be positive or nega-
i Aszﬂ‘ét/iF tive, depending on the value ghg. It follows from relation
10 P = Aey (F) (12) that a change in sign &, will occur at the temperature
> </ Acy(AF) | for which
E.. 0 \ —l‘\ \A\- l T 2
iy S e (EA(P—ei(F) ) .
&0 > T~ 2(E) > 2[(e1(F)+e1(F)— 28, (AF)] ‘
-201 e (F) For éng>f(A) the antiferromagnetic orientation of the
\A magnetic layers will be dominant. Numerical calculations
-30F 1 1 1 . 1 - show that the functior(A) in the temperature interval from
o 6 12 A18 V24 30 36 Tc to Ty, behaves as follows: foA =0 the functionf(A)
, me

has its lowest valuef,(0)=(éng) ,in=0.668 eV, as the tem-
FIG. 5. Shift of the energies of the 1st and 2nd size-quantized leAgls, perature is lowered,f(A) reaches a maximum af\
=g, (A)—&, (0), with increasing exchange splitting of the conduction ~=0.04 eV (f=(£ng),=0.695 eV) and then decreases
ba_nd in the EuS layers for e_Iectro_ns with spins(mpand down(]) for F monotonically to a vaIuef(Amm()z(fns)pEOBS? eV. Since
Si'i"égzlii gr}; AFéioégocoAr"f'g“;f‘(tg’)”zso‘_’;;gi ;"\ig”‘:tz'?()';"i‘elr%:; 318 é\}’ (€n9) min c_Iear.Iy excegds the limiting valugng=0.0386 eV
A(4.2 K)=0.36 V). up to Whlch'lnequallty(15) holdg, the energye,, for éng
<(éng)min WIll always be negative. In the case when the
conditions €ng) ,>&ng>(&Nng) min hold, one will observe a
change in sign oE,, from positive to negative with increas-
from zero toA 5, as the temperature is lowered frafg to  ing A. On the other hand, ifgng) mac>éns™>(éng),, the sign
Tmin» the minimum temperature at which the measurementsf E,, will change twice. Foréng>(éng) . @an antiferro-
of E,, are made. The dependence of the first two sizemagnetic type of coupling of the magnetic layers will be
guantization levels om\ for a four-layer structure witta ~ manifested in the entire temperature interval framg to
=10 A, d=500 A, andb;=b,=40 A are shown in Fig. 5, T,,. The above-described modification of the behavior of
from which it is seen that the energies of the Ieveh(F) the functionE,,(A) with increasingéng is shown in Fig. 6a.
ande; ,(AF) decrease monotonically with increasingand ~ We note that the electron densitieg corresponding to the
that the Ievel&{z(F) are higher than the corresponding val- values €ng) min, (£ng)p, and Eng) malie in a rather narrow
uese; 0) for T=Tc (A=0). The splitting of the first level, interval of values and are equal to 1.0420', 1.044
ei(F)—el(F), atT=4.2 K reaches a value of 38.64 meV, X 10' (the zero of the functiorE(ny) in Fig. 4), and
i.e., more than 10% of the value of the spliting(T ~ 1.057x 10" cm 3. Therefore, to observe the effect of the
=4.2 K)=0.36 eV. sign change oE,, in this region of electron densities one
Let us analyze the behavior of the enerfy, as the must use a sample with small fluctuationsgfover the area
temperature decreases ak(lT) grows for the particular ex- of the sample. In addition, the value Bf, in the sign-change
ample of the sample witta=10 A, d=500 A, b;=b, region is very small, making it difficult to observe the effects
=40 A. For simplicity we shall neglect the finiteness of thein question in an experiment.
width A of the transition region in which inequality) does Using expression$13) and (14) for ug and pwap, One
not hold. Such an approximation, which leads to some disean easily show that with increasiggs at a fixed tempera-
tortion of the functionE,(A) in the transition regions, does ture the chemical potentigl(T) initially occurs above the
not qualitatively alter its behavior. level £5-(T), and, further, the chemical potentialyg(T)
We assume that at the temperatiire T the chemical touches the levet,5:(T). Thus electrons begin to fill the
potentialw(0) is found near the lower level,(0). Then with subbandng(T) ande,ax(T) in the quantum wells with F
increasingA the split-off sublevebi(F) can turn out to lie and AF configurations of the barriers, respectively. For a
above the levelis(T), i.e., in a certain temperature region a given temperaturé& the start of the filling of these subbands
transition occurs from filling of the levels:}'(F) and will correspond to values éng=2s):(T)—[elp(T)
£1(AF) to filling of the Ievels;z](F) ande,(AF). For such a +s§F(T)] and éng=2[eoap(T) —£1ap(T)]. In the investi-
transition to take place, the conditiqmF(T)<si(F) must  gated temperature interval the lowest valuesof satisfy-
hold, if only in a small part of the investigated temperatureing those relations will be reached at the temperaflre
interval, i.e., =Tmin=4.2 K, and these minimaléng are equal to
(éng),r+=1.136 eV and €ng)oar=1.226 eV. ForT=T¢
gn3<8%(':)_81(':)' (19 the fiIIi|I1g of the subbands,(0) begins at a valuggng
If we take T=T,,;,=4.2 K, then condition(15) gives =(&ng),=2[¢,(0)—¢,(0)]=1.249 eV. As the temperature
£éng<<0.0386 eV. In this case the enemgy, is determined by is lowered, however, the%F(T) level begins to empty, since
relation(11). In the region of high temperatures and sngll  its energy increases with increasiagT) (Fig. 5). Therefore,
when the subbands)!(F) ande,(AF) are filled and in- for &ng>(¢éng), the subband:-(T) turns out to be filled
equality (15) do not hold, the energ¥,, is described by only above a certain minimum temperature at whigh(T)
relation (12). As we have said, in the low-temperature state,=e5-(T), i.e., when &ng=3s5(T)—[el(T)+eic(T)
when inequality(15) is satisfied, one will observe a ferro- +s£F(T)]. The right-hand side of this last equation reaches
magnetic type of coupling of the magnetic layeE,&0). its largest value §ng),, = 1.445 eV andl =T;,. Here the
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FIG. 6. IEC energyE, for a=10 A, b;=b,=40 A, d=500 A versus the
exchange splitting\ of the conduction band in the EuS layers for different
values oféng, corresponding to finding the level of the chemical potential
far from the 1st and 2nd size-quantization leveds and close to the 2nd
level (b). The insets show the initial parts of tig,(A) curves.

subbande,(AF) will be filled in the entire temperature in-
terval under consideration, starting wighs=(éng),, since
in this situation wap(T)=eax(T). Therefore for éng
>(éng),;, the upper subbands}'(F) ande,(AF) will be
filled in the entire temperature interval frolx to T, -

The behavior of the functiok,(A) will vary depending
on the relationship o&ng to the special values afng indi-
cated aboveFig. 6). For (§ng) max<éns<(éng),; the func-
tion E(A) increases monotonically with increasidg If,
however, €ng),ar>éns>(€Ng)orr, then the original
growth of E,(A) gives way to a drop due to the filling of the
subbandsg(F). In the interval €ng),>éng>(€éng)sar the
function E(A) initially grows and then starts to fall off

rapidly, changing sign from positive to negative. For

(éng)zy > €éng>(éng), the value ofE,, is negative, and one
observes a nonmonotonic fall &.,(A) with increasingA.
Upon further increase irkng, when éng>(éng),;,, En
<0 (until the 3rd size-quantization level comes into play
The particular points ofng at which the transformation of
the shape of the functioB,,(A) occurs correspond to rather
high electron densitiesy: 1.726<10'° (the maximum of
Em(Ng) in Fig. 4), 1.864x10'° 1.898<10'° and 2.196

Zorchenko et al.

values ofE,(A) reach a value- 10~ mJ/n? before the sign
of E,, changes to negative.

The examples considered show that the behavior of the
function E,(A) (or E(T)) for a sample with a fixed geo-
metric parameters of the layera,(b;=b,=b, d) changes
qualitatively in certain intervals of values of the electron
density n, that depend on those layer parameters. The
above-noted change in sign &, for MnTe/ZnTe SL$®
upon lowering of the temperature is apparently due to the
fact that for that sample the electron density happened to lie
in one of the special intervals .

We note that the exchange splittidgfor ferromagnetic
semiconductors is proportional to the magnetizatibpand
nearT it varies according to a power lai,~ 7* (Ref. 35,
wherer=(T-—T)/T:. According to Ref. 36, for EuS in the
temperature interval 027>0.01 the exponenix=0.33
+0.015. At lower temperatures the splittif(T) can be
described by a Brillouin functiof® In a neighborhood of the
Curie point the spontaneous fluctuations of the magnetization
lead to corresponding fluctuations &f which cause a strong
change in the optical width of the band gap in EuS, starting
at T~25 K.*®* The model considered in the present paper
does not take fluctuations of the barrier height into account,
and the value oA is proportional to the time-averaged mag-
netization, and therefora=0 for T=T.

Matching the parts of th&(T) curve nearT with the
low-temperature part at the point=0.1 and assuming that
A(4.2 K)=0.36 eV, Tc=16.6 K for samples with the pa-
rameters chosen above, we find that the valies0.06,
0.12, 0.18, 0.24, and 0.3 eV are reached at temperatures of
16.52, 15.94, 14.55, 12.68, and 9.73 K. We see from these
estimates that the change in sign Bf, from positive to
negative in the case of a double sign change should be ob-
served in a region of temperatures n&ar, while a repeated
sign change can occur at temperatures all the way down to
Tmin-

5. POLARIZATION OF THE ELECTRON SPINS

At present there are several methods for determining the
electron spins in the surface layers of a sample, e.g., SEMPA
(scanning electron microscopy with polarization analysis
which  has been successfully used to study
Fe/Cr/Fe and Fe/Au/Fe three-layer structufel.is of inter-
est in this regard to estimate the spin polarization of elec-
trons in the four-layer structure under consideration.

We characterize the relative polarization of the electron
spins by the parameter

T_
ns
Ns

= , Ng=nL+ns. 17
Since in the case of Boltzmann statistics only a ferro-
magnetic type of coupling of the magnetic barriers is real-
ized, the electron spins will be oriented predominantly along
the direction of magnetization of the barriers. The relative

% 10'° cm™3. In this region of electron densities a change inpolarization will fall off smoothly with increasing width of
the sign ofE,, can be detected experimentally, since positivethe potential well:
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For Fermi statistics the mutual orientation of the barrier 0.6 A \ \ :'30 éo gb
magnetizations in the absence of external magnetic field will 0.4k \ A\ a, A
vary with increasing well width, and therefore the parameter )
B will be an oscillatory function o&. Since for wide enough 0.2 \ \\
barriers one has/(AF)=¢}(AF), one can assume thgtis T e U a
nonzero only in those regions afvalues for which a ferro- \.‘?'0:3":-2;82;;;55 'x;"QX;x; %
magnetic ordering of the barriers is realized. Therefore one 0 20 40 60 80 100 120
should calculate the functiof-(a) and use its values in the a, A
corresponding regions @ and assumg=0 in the regions
of antiferromagnetic orientation of the magnetic layers. In
the case of an antiferromagnetic type of coupling, the impo- 1.0 004k
sition of a relatively weak magnetic field will cause the mag- ' \
netic moments of the barriers to orient along the field direc- 0.8f 0.03F \
tion, leading to a change in polarization of the electron spins ) Ey ~ O%A
from zero to the valueBg(a). This effect can be used in 0.6 = 0.02r e A
spintronic device&® & \ ootk * AA.?‘AR
The parametepg has the form 0.4k L L e
« o _\ 30 60a ?&0 120
1 )
Be=gng| 2 (u—en) = 2 (u—ep) (19 0.2 C\\:\ b
S| n=1 n=1 E A\ ~'~.\.. .
S DS R T R
For small enougha, d, andngy, when only the subband 0 20 40 60 80 100 120
e} (F) is filled, the electron spin polarization reaches 100%. a, A

In the region of well widthsa corresponding to the filling of
the upper subbands|(F) ande_,(F) the polarization3g
has the value

1 1 ‘
BF=§TS[m[Ck—si]F+§l (8#—8;)F_8|£(F)]
(20

and in the adjacent region @f, in which the filling of the
et(F) subband occurs,

k

1

ﬂFng[ > (s,%—s%o} : (21)
S| n=1 E

Figure 7 shows the curves @(a) for samples with

different electron densities and sublayer thickneske$he

polarization 8¢ decreases rather rapidly with increasiag

making sharp jumps from the minimum values at the start of

the filling of the subbandsL(F) to maximum values when
the subbands,ﬁ(F) are “turned on.” The intervals of anti-
ferromagnetic ordering of the barriers on tBe(a) curves
correspond to regions @ which begin approximately half-
way between the maxima and minima Bg(a) and end
around the minima oB:(a). The amplitude of the spikes of
the relative polarizatiorB in the regions of ferromagnetic
ordering in Fig. 7 does not exceed 0.04.
From an analysis of the behavior of the functigg(A)

FIG. 7. Relative spin polarizatiofir of the electrons for F orientation of the
magnetic layers as a function of the widihof the quantum well between
the EusS barriers for a PbS sublayer thicknéss100 (a) and 500 A(b) and
different electron densities, (see Fig. 3 for notationb;=b,=40 A; T
=4.2 K. The insets show parts of th-(a) curves in an expanded scale.

tonically (see the curve foéng=1.32 eV in Fig. 6b. If in-
steadE,,>0, the polarization is equal to zero. In the case of
a change in sign oE,, the polarizationB becomes nonzero
at temperatures below that at which the sign changgpf
occurs. If E,, changes sign twicdsee the curve fogng
=0.692 eV in Fig. 6athe polarization3(T) is nonzero only

in the region lying between the points at whigl, changes
sign. Thus, depending omg, a, andd, the functionB(T)
can exhibit five qualitatively different types of behavior.

6. CONCLUSIONS

For a simple model of the potential energy of electrons
in a four-layer structure of the type I/NM/F/NM/E is an
insulating substrate and NM is a nonmagnetic spacer Jayer
in which the ferromagnetic layers act as potential barriers for
the motion of electrons and the nonmagnetic semiconductor
spacers are potential wells, we have calculated the energy
spectra of electrons with opposite spin directions for the
cases of ferromagnetic-field and antiferromagnetic ordering

for differentny one can reach the following conclusions as toof the magnetizations of the magnetic layers. Because of the

the possible form of the temperature dependesCE). If in
the interval under study, frofic to T, the energyg,, is
negative, then the polarizatiod will increases monotoni-
cally from zero to the largest value8(T,,.), except for
cases when the functiofig,(A) andB(A) behave nonmono-

exchange splitting of the conduction band of the ferromag-
netic layers, the barrier height depends on the mutual orien-
tation of the electron spin and barrier magnetization and also
on temperature, which governs the value of the splitting.
Because of the difference of the potential relief for electrons



926 Low Temp. Phys. 29 (11), November 2003 Zorchenko et al.

in the cases of ferromagnetic and antiferromagnetic orientabands degenerate to a system of discrete energy levels, one
tions of the barrier magnetizations, the spectra of the elecexpects qualitatively similar effects to be manifested as in
trons in the sample will be different for these orientations.the four-layer structures investigated here.

For sufficiently wide barriers the electron spectrum is prac-  This study was supported by the grant CRDF UP2-2444-
tically independent of the sublayer thicknesand the char- KH-02.

acteristics of the insulating substrate. The difference of the

surface energies of the electrons for ferromagnéfigF), .

and antiferromagneticEg(AF), ordering of the barriers, E-mail: zorch@kpi kharkov.ua

E=Egs(F)—Eg(AF), is a characteristic of the energy of

exchange coupling of the magnetic layers.

In the case of Boltzmann statistics the enekgy<O0, e .
. . P. Grinberg, R. Schreiber, Y. Pang, M. B. Brodsky, and H. Sower, Phys.
and one should always observe ferromagnetic ordering of theg,,, | etr 57 2442(1986.

magnetic layers. The absolute valueEf, and the relative  2R. E. Camley and R. L. Stamps, J. Phys.: Condens. M&{&727(1993.
spin polarizationB of the electrons will grow rapidly with P Bruno, Phys. Rev. B2, 411(1995.

: : o 4P. A. A. van der Heijden, P. J. H. Bloemen, J. M. Metselaar, R. M. Wolf,
decreasing temperature and decreasing the poten- J. M. Gaines, J. T. W. W. van Eemeren, P. J. van der Zaag, and W. J. M. de

tial well between the barriersg(~1 for narrow potential  jonge, Phys. Rev. BS, 11569(1997: P. A. A. van der Heijden, C. H. W.

wells and temperatures far from the Curie temperaligef Swiste, W. J. M. de Jonge, J. M. Gaines, J. T. W. W. van Eemeren, and K.
the barriers M. Schep, Phys. Rev. Let82, 1020(1999.

For F i statistics th . . . 5C. A. Ramos, D. Lederman, A. R. King, and V. Jaccarino, Phys. Rev. Lett.
or Fermi statistics the enerdyp, is a sign-varying 0s- g5 7913(1990.

cillatory function of the quantum well widtla, and with  ©3 A Borchers, M. J. Carey, R. W. Erwin, C. F. Majkrzak, and E. Berkow-
increasing electron density in the wellayj and sublayer _itz, Phys. Rev. Lett70, 1878(1993.

. . . . .
; : V. Nunez, T. M. Giebultowicz, W. Faschinger, G. Bauer, H. Sitter, and J.
thickness the extrema &, are shifted to smaller values of - Furdyna, J. Magn. Magn. Matet40-144, 633 (1995,

a, and their amplitudes rapidly incrgase. For EuS/(Pb% 8. E. Stumpe, J. J. Rhyne, H. Kaiser, S. Lee, U. Bindley, and J. K.
multilayers the calculated values Bf, in the case of narrow  Furdyna, J. Appl. Phys87, 6460(2000.

potential wells &~10 A) and electron densitiesn, 9J. J. Rhyne, J. Lin, J. K. Furdyna, and T. M. Giebultowicz, J. Magn. Magn.

1AL A3 1n-2 . Mater.177-181, 1195(1998; J. Lin, J. J. Rhyne, J. K. Furdyna, and T. M.
10*° cm™2 are on the same scal&{~10 2 mJ/n?) with Giebultowicz, J. Appl. Physa3, 6554(1998

the experimentally determined values &, for EuS/ 97 M. Giebultowicz, V. Nunez, G. Springholz, G. Bauer, J. Chen, M. S.
PbS001) superlattices® Dresselhaus, and J. K. Furdyna, J. Magn. Magn. Maté6-144 635

: . (1995.
The calculations show that, depending on the values oflH. Kepa, J. Kutner-Pielaszek, A. Twardowski, A. Yu. Sipatov, C. F. Ma-

a, d., a.nd Mo, the temperature dependence B, can be jkrzak, T. Story, R. R. Gatazka, and T. M. Giebultowicz, J. Magn. Magn.
qualitatively different. There can be a monotora non- Mater. 226-230, 1795(2001).

monotoni¢ increase or decrease dE, from zero to 12N. Akiba, F. Matsukura, A. Shen, Y. Ohno, H. Ohno, A. Oiwa, S. Katsu-
E (T the t t is | ra f toT moto, and Y. lye, Appl. Phys. Let?3, 2122(1998; D. Chiba, N. Akiba,
m(Tmin) @s the temperature is lowered frofg to Tpyn, F. Matsukura, Y. Ohno, and H. Ohno, Appl. Phys. L&, 1873(2000.

where T, is the lowest temperature at whidfy, is mea- 13T, M. Giebultowicz, H. Kepa, J. Blinowski, and P. Kacman, Physica E
sured. At fixeda andd there are certain intervals of electron (Amsterdam 10, 411(2003).

14 .
. ; ; ; J. J. Chen, Z. H. Wang, M. S. Dresselhaus, G. Dresselhaus, G. Springholz,
denSItlesno in which the energyEy, can Change sign from and G. Bauer, Solid-State ElectroB87, 1073 (1994); J. J. Chen, G.

positive to neggtive or change twice as the temperaturg is Dresselhaus, M. S. Dresselhaus, G. Springholz, C. Pichler, and G. Bauer,
lowered. The sign change &), has been observed experi- Phys. Rev. B54, 402(1996; L. Bergomi and J. J. Chen, Phys. Rev58
mentally for MnTe/ZnTe SL&3 3281(1997.

o . ; ; 15H. Kepa, J. Kutner-Pielaszek, J. Blinowski, A. Twardowski, C. F. Ma-
The polarlzatlon,B IS nonzero Only In regions of ferro- jkrzak, T. Story, P. Kacman, R. R. Gatazka, K. Ha, H. J. M. Swagten, W.

magnetic ordering of the barriers and decreases rapidly with3. m. de Jonge, A. Yu. Sipatov, V. V. Volobuev, and T. M. Giebultowicz,
increasinga andng, undergoing sharp spikes and dips when Europhys. Lett56, 54 (2001); L. Kowalczyk, M. Chernyshova, T. Story,
En, changes sign. The character of the temperature depen-): K. Ha, V. V. Volobuev, and A. Yu. Sipatov, Acta Phys. Pol180, 357

. ) : (2002.
dence of3(T) is determined by the behavior of the energy s} Kepa and T. M. Giebultowicz, to be published.

En(T): either B=0 (antiferromagnetic ordering of the bar- 17p. shevchenko, L. Swierkowski, and J. Oitmaa, J. Magn. Magn. Mater.
riers in the entire temperature intervdg—T,,in), Or B in- 177-181, 1168(1998.

18 7
; ; : _ T. M. Rusin, Phys. Rev. 558, 2107(1998.
creases monotonicallfor nonmonotonically with decreas 19V, K. Dugaeyv, V. I. Litvinov, W. Dobrowolski, and T. Story, Solid State

ing temperature(ferromagnetic ordering or it becomes  commun.110 351(1999.
nonzero at temperatures below that at which the sign chang®y. Blinowski and P. Kacman, Acta Phys. Pol92, 719 (1997).

of E, occurs, or3#0 in the temperature interval lying be- Zin ?ll\ilqowshkikanddP-R Kgcnjin, I_DhysP.hRev.g?, 8455305(5232,]);].65(1999
- . . . liIczynskil an . ODWIrKOWICZ, yS. atus Soll .
tween the pQIntS ',at WhICEm C_hanges sign. . 23p, Wachter, irHandbook on the Physics and Chemistry of Rare Eaiths
Such a diversity of behavior &, and3 upon change in A. Gscheider Jr. and L. Eyringeds), North-Holland, Amsterdani1997),
the width of the quantum well, electron density, and tem- ,.Chap. 19. _ _ _
perature is due to the nonsimultaneous filling of the corre="Yu- I Ravich, B. A. Efimova, and I. A. SmimoWlethods of Semiconduc-
. . . o . tor Research in Application to the Lead Chalcogenides PbTe, PbSe, and
sponding spin-dependent subbands of the size quantization INbps [in Russia Nauka, Moscow(1968.
the cases of ferromagnetic and antiferromagnetic orientatioffL. D. Hicks, T. C. Harman, K. Sun, and M. S. Dresselhaus, Phys. Rev. B
of the magnetic barriers. The oscillationsEgf(a) and3(a) 223 R10493(1996. _
are of the same nature as the known quantum size effects y: Ohno. F- Matsukura, and Y. Ohno, JSAP Internatidna (2002.
. . . 3 . d . V. Kolesnikoy, V. A. Litvinov, A. Yu. Sipatov, A. |. Fedorenko, and A. E
films of semiconductors and semimetdiszor semiconduc-  yynovich, zh. Esp. Teor. Fiz94, 239(1988 [Sov. Phys. JETB7, 1431

tor SLs with wide ferromagnetic barriers, in which the mini- (1988]; L. Kowalczyk, J. Sadowski, R. R. Gatazka, A. Stachowjuilg



Low Temp. Phys. 29 (11), November 2003 Zorchenko et al. 927

A. Yu. Sipatov, V. V. Volobuev, V. A. Smirnov and V. K. Dugaev, Acta *3B. M. Askerov, Electron Transport Phenomena in Semiconductdns

Phys. Pol. A94, 397 (1998. Russian, Nauka, Moscow(1985.
28X. Hao, J. S. Moodera, and R. Meservey, Phys. Re¥2B8235(1990. 34T, Jungwirth, W. A. Atkinson, B. H. Lee, and A. H. MacDonald, Phys.
293, J. Cho, Phys. Rev. B, 4589(1970. Rev. B59, 9818(1999.

%0A. Stachow-Wiik, T. Story, W. Dobrowolski, M. Arciszewska, R. R. 35A. Mauger and C. Godart, Phys. Rept1, 51 (1986.

Gatazka, M. W. Kreijveld, C. H. W. Suate, H. J. M. Swagten, W. J. M. de 3P, Heller and G. Benedek, Phys. Rev. La#, 71 (1965.

Jonge, A. Twardowski, and A. Yu. Sipatov, Phys. Re®@15220(1999.  37J. Unguris, R. J. Celotta, and D. T. Pierce, Phys. Rev. B&{t140(1991);
31R. Swirkowicz and T. Story, J. Phys.: Condens. Mati2r8511(2000. 79, 2734(1997).
32|, V. Kolesnikov and A. Yu. Sipatov, Fiz. Tekh. Poluprovod?3, 954

(1989 [Sov. Phys. Semicon@3, 598 (1989]. Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 29, NUMBER 11 NOVEMBER 2003

ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Properties of low-temperature ytterbium condensates grown in a medium
of gaseous helium

V. M. Kuz’'menko and A. N. Vladychkin

Kharkov Physicotechnical Institute National Research Center, ul. Akademicheskaya 1,
61108 Kharkov, Ukraire
(Submitted March 7, 2003

Fiz. Nizk. Temp.29, 1223-1230November 2008

The features of the electronic properties and mechanisms of crystallization of amorphous
ytterbium films obtained by low-temperature condensation in a medium of gaseous katiam

partial pressure of 2:810 3—7 Pa) are investigated. The changes of the conductivity,
magnetoresistance, and Hall effect upon annealing of the films are investigated. The corresponding
changes in the density and mobility of charge carriers are calculated in a two-band model. A
model of the structural transformation of low-temperature condensates of gas-saturated ytterbium
in the annealing process is proposed.2803 American Institute of Physics.
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INTRODUCTION It is known that the condensation of ytterbium vapor in
ultrahigh vacuum onto a substrate cooled by liquid helium
results in the formation of an amorphous modification of
ytterbium®* The transition to the fcc modificationatk

The configuration of the outer electrons of neutral ytter-
bium atoms in their ground state can be written 48'@s?.
Since the 4 level in ytterbium is close to the Fermi level, an transitio occurs atT, ,~15—20 K or in the process of

additional anisotropic coupling arises due to the strong mix- . ' - o
. . . ndensation when the film reach ritical thick
ing of the 4f states with the conduction band. Thd band condensatio en the eaches a critical thickr(@ss

of ytterbium is empty and also overlaps with theband. the latter case a mechanism of avalan@plosive crystal-

. . . ) . _lization is realized).
Since ytterbium, as a rule, is a divalent metal, its electronic . . . . .
We note that in this paper we will be discussing only

properties are mainly determined by the degree of overlap of . . e .
the s andp bands. Ordinarily, if the lattice constant of diva- amorphous ytterbium and its fcc modification. We did not

lent fcc and bcc metals is increased significantly, the width of bsrcla_rve eveln agfaﬁeh“ tge Iow—éemperjtture hcp modification
the two bands decreases and at some point in the proceggt Is metal, which has been observed at temperatures near

their overlap can vanish—the substance becomes a semicofild Pelow room temperature in high-purity ytterbium

ductor. In some divalent metals the overlap of the bands cakf293/ P4.2~100) 2 In the present study we used bulk an-
decrease with decreasing lattice constant, and the substan@g@€d Yiterbium withppes/p, ;=11 (purity 99.7%. The
becomes a semiconductor at sufficiently high pressures. IR/€ctronic properties of pure ytterbium films in the amor-
particular, such behavior is observed in ytterbium. Up to @°hous and C_rysta7ll|ne states at low temperatures have been
pressurep~3x 10° Pa the resistivity of ytterbium increases Studied previously. _ 3 _

with pressure, and ytterbium acquires semiconductor In particular, the densny and mob|I|ty of carriers as func-
properties-? In the framework of a divalent model the den- tONS o_f temperature and film thicknesses have been deter-
sity of carriers in fcc Yb(single crystals with a ratio of mined in the two-band model. The temperature dependence
resistivities at temperatures of 293 and 4.2 K in the rang®f the effective coupling between electrogéT) found in
paoal pao=4—22) decreases as the pressure is increased frofgef. 8 is indicative of the possibility that a superconducting
0 to 1.7 10° Pa by approximately 5 tim&sThe number of transition exists in amorphous Yb at low temperatures. Nev-
Charge carriers at atmospheric pressure an® K for the ertheless, Superconductivity has not been found in amor-
samples obtained was (0.3—410?° cm 2 (depending on Phous ytterbium films down ta=0.35 K2 Granted, the
paosl pas). It is thought that most likely an energy gap be- films, prepared ap~1.3x10"“ Pa, could have been con-
tween thes valence band and the emppyconduction band taminated with appreciable amounts of Ypldnd YipOs
arises in ytterbium under pressure. Thus a metal-nonmet&Ref. 10.Y

transition will occur in a cubic divalent metal if some param-  The present paper is devoted to a study of the electronic
eter influencing the width of the band gé@.g., the lattice properties of low-temperature Yb—He condensates. On the
constant is varied to a sufficient degree. By means of ther-one hand, the increase in the number of scattering centers in
mal expansion one can achieve an increase in the lattice comiew of the appreciable difference of the scattering potentials
stant of only a few percent. A considerably wider range ofof the Yb and He atoms should lead to an increasg with
variation of the interatomic distances can be achieved in nonincreasing He concentration. On the other hand, the embed-
crystalline glassy substances. ding of helium atoms into the ytterbium structure can result

1063-777X/2003/29(11)/6/$24.00 928 © 2003 American Institute of Physics
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in an increase of the average interatomic distance for ytter-
bium. In that case, judging from the behavior of fcc Yb under
pressure, one can expect an increase in the overlap ofsthe 6
and & bands and a decreasemflmportantly, unlike active
interstitial impurities(H, O, N, C, B, a transition of elec-
trons from the interstitial helium atoms to the empty $ub- 1 2
shell of ytterbium or the formation of chemical compounds is
impossible; this is important for making a more objective
assessment of the change in the electronic properties of yt-
terbium under the influence of the interstitial helium atoms.
The goal of this study is to check the possibility of a
superconducting transition in the amorphous system Yb—He,
to investigate the influence of helium on the electronic prop+IG. 1. Shape of the films for measurement of the resistivity and Hall
erties (the Hall effect, resistivity, magnetoresistahcef voltage: current contactdl), _pote_ntial contact$2), and contacts for mea-
amorphous and fcc ytterbium, and to study the influence ofU"ement of the Hall potential differenc).
helium on the stability and mechanisms of crystallization of

3

the amorphous phase of Yb. age were measured by a compensation method with the use
of a potentiometer. The films studied were more than 50 nm
TECHNIQUES thick. At such a thickness practically all the measurable char-

h hni d btai h il ¢ acteristics of Yb—He films cease to depend on the
The techniques used to obtain amorphous films of pur ;- nasd 12 The thickness of the films was determined after

metals and to study their electronic properties are describ e experiment was completed and the ampoule was opened
in detail in Refs. 12 and 13. Welded glass ampoules WerGsing an interferometric method and, fo=50—70 nm,
used, having a flat polished substrate to which platinum wirq

lead lded ide for electrical OS{om the optical density. The maximum error in these mea-
eads were welded to provide for electrical measurements urements was around 15%. This error was the main deter-

f.he_ metallic layer gondensed on the su?slt(r;lge_.AAPfterha P"hinant of the error in the calculated values of the Hall coef-
Iminary pumping down o a pressure o athe fiient and electrical conductivity. The temperature of the

ampoule was filled to the required pressure with pure 98%im in the interval 4.2—293 K was measured by a platinum
eous helium, hermetically sealed with a gas torch, and der'esistance thermometer

tached from the vacuum apparatus. The ampoule was
mounted in a helium cryostat which was then flooded with
liquid helium; this created an ultrahigh vacuum-1.3

x 10" 1% Pa) in the ampoule with respect to all air compo- It was found that at a partial pressure of gaseous helium
nents at a partial pressure of helium in the interval fromin the working ampoule of less than X720~ Pa and a rate
2.3x10 2 Pa to 7 Pa. Since the substrate was washed bgf condensation of 4—10 nm/min, such film parameters as
liquid helium, its temperature did not exakb K during the the resistivity in the amorphous statp,] and in the state
Yb condensation process. The geometry of the films for therystallized atT=T, , (pa_x) and the galvanomagnetic
resistivity and Hall-effect studies was determined by thecharacteristicSthe Hall coefficientR,, and magnetoresis-
shape of the cutouts in a stainless-steel mask placed on thanceAp/p) did not differ from those of pure Yb film within
substratgFig. 1). The magnetic field used in the Hall-effect the error limits. The activation energy for crystallizatidh,

and magnetoresistance studies was produced by a supercaletermined by the method of the ratio of the angular coeffi-
ducting solenoid with an inductioB=1.6 T and was im- cients from the isothermai(t) curves at different tempera-
posed perpendicular to the film plane. To check the fieldures during annealing of a single sanifiléor amorphous
dependence of the Hall voltage and magnetoresistance wéb—He films (grown atp<1.7x10 ! Pa) also practically
used a solenoid witB~4.0 T. The resistivity and Hall volt- coincide with the values for pure Yb films. The veloclty

EXPERIMENTAL RESULTS

TABLE I. Physical parameters of Yb and Yb—He films.

Rate of d T Apa—k E
Samples COndensa.tion, ’ a-k pL, % Pas Pu-te: Pag3 Ur '
nm/min nm K a uQcm pQ-cm uQ-cm m/s kJ/mole
Yb 5-10 50-70 13.2 86 125 17 23 9.0 3.35
Yb—He-1 4.5-8.5 50-70 14.0 87 117 15 21 8.7 3.30
Yb—He-2 <10 110 17.0 67 350 117 24.5 - -
Yb—He-3 9.5 190 18.0 54 397 181 25.3 - -
Yb—He-4 11.5 15 19.0 57 414 178 25 - 4.20
Yb—He-5 >100 700 18.0 38 9500 558 25 - 4.80

Note: Ap, = pa—k— Pa-
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correspond to a transition of the samples from the amorphous
to the crystalline state. One sees a sharp difference of the
resistivities of these samples both in the amorphous state and
immediately after the transition. However, after annealing to
350 K the resistivity of the film Yb—He-2 at room tempera-
ture was practically no different from that of the pure Yb film
and the bulk annealed metal used in this sttidghe film
Yb—He-5, which was obtained at a high rate of condensation,
had p~900u{)-cm in the as-condensed state. In thek
transition process at a temperature of 18—20 K the resistivity
decreases by 37% and then declined slowly-t60..() - cm
at 320 K. After the ampoule was placed in a furnace at a
temperature of=~450 K and held at that temperature for sev-
eral minutes, the resistivity of this film at room temperature
L L agreed(within error limits) with the value ofp for the pure
200 300 films and the initial bulk metal, i.es25u () -cm.

T.K At a helium partial pressure in the working ampoule of
FIG. 2. Variation of the resistivity of films of pure Ykl) and the film ~7 Pa a black condensate with an even surface formed on
Yb—He-2(2) on heating. the substrate. It was easily scratched through to the glass by
a copper or even a wooden point. Clearly in this case a
ytterbium powder was formed, the black color of which is
) X ; explained by the circumstance that the size of the grains is
Yb—He films by a local current pu'#”ed'd not differ appre- 1, ,ch Jess than the wavelength of light and the absorption
ciably from the value ol for pure films(Table ). The first  efficient of the powder is close to unity. Nevertheless,
column of Table I corresponds to the averaged values for 13,016 was good contact between the powder grains, so that

pure Yb films in the thickness interval 50~70 nm. The secyymmediately after condensation the resistivity of this conden-
ond column corresponds to the averaged values for fiveaie was a few thousand()-cm, Ry~6.5x 10~ 10 m?/C

Yb—He films of the same thickness, obtained at the follow-5,4 after annealing to room temperatyrg,~ 151 - cm,

; ; ; —4 -3
ing partial pressures of Hé”a: 0.9x10™ %, 2.3x10"°, 5.7 proalpar~1.15, Ry=12.7x10"°m3C (see the film

X 10_2, 8.9X 10_2, 1.7x 10" 1. For each individual film the Yb—He-6 in Table I). None of the Yb—He samples showed
values given in the first two columns of Table | differ from signs of superconductivity down to 1.5 K.

the averaged values hy10%. A substantial increase jn,, It is known that fcc Yb is a compensated mégi.e., in
Pa-k> Ta-k,» @ndE was observed for the Yb—He films ob- ormg of the two-band modér28it has an equal number of
tained at helium paﬂ'al pressures in the working ampoulgnpile electrons and holes. At different stages of their an-
greater than 210~ Pa. Self-sustaining avalanche crys- heajing the resistivity, magnetoresistance, and Hall coeffi-
tallization in these samples was not realized at all; i.e., th&jent of the crystallized films Yb—He-1...5 were measured at
initiating current pulse passed through a local region of ther— 4 2 k. The field dependence of the magnetoresistance
film and brought it to a crystalline statsee Ref. 14butthe |\ 15 close to quadratia\(p/p~H?), and we used the formu-

crystallization front did not propagate in a self-sustaining|as of the two-band model for calculating the carrier density
manner to the rest of the film. The third column of Table 'and mobility in these films:

gives the parameters of the film Yb—He-2, which was con-
densed at a partial pressure in the ampoule equal to 3.3 —1_

400

1 0 I |

I i1

T B
100

of the front of avalanche crystallization initiated in the

X101 Pa, and columns 4—6 give those for films condensed ap en(pet mn);

at a He partial pressure e£4.4x 10 ! Pa (these films are

denoted by Yb—He-3...5, respectively :i Mh™ He ﬂz
Figure 2 shows the variation of the resistivity in the "enuptpe’ pB? fefth:

course of annealing for a pure filifcurve 1) and the film
Yb—He-2 (curve 2). The parts of the curves fof<20 K Hereo is the conductivityn=n.=ny, is the number of elec-

TABLE II. Electronic characteristics of the Yb and Yb—He films.

Ry, e, Wi,
Py H 4 (16 T), ¢ L ne =nj,
Sample d, nm Te, K - 10 3 P 4 9 2 9 2 20 3
uQ-cm 107V m’/C 10 107“m™/(Vs) | 107°m™/(Vs) 10°% em ™~
Yb 105.0 25 24.4 8.9 4.7 1.20 1.57 9.23
Pure 293 11.6 7.6 15.8 2.21 2.87 10.60
25 117.0 6.35 1.3 0.72 0.77 3.58
Yb—He-2 110.0
350 11 8.20 17.6 2.32 3.07 10.53
Yb— He-6 540.0 293 151 12.7 0,6 0.47 0.55 4.06
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11 annealing(Fig. 3a. At the same time, the electron and hole
10 " a mobilities increase monotonically with decreasipg(Fig.
ot 3b).
o 8—
|g 7_ A
&, 6 B DISCUSSION OF THE RESULTS
< i_ . It is known that impurities of oxygen, nitrogen, carbon,
sl . * * boron, phosphorus, etc. substantially retard the growth of
ok crystals in amorphous films of pure met&<° It follows
1k from the present study that the stabilizing ability of helium
\ | | | A ) A atoms is much less. There have been several hypotheses at-
020 40 60 8% 100 120 140 160 tempting to explain the mechanism of stabilization of the
Ppar HEFCM amorphous state of a metal by the admixture of a second
3.5 component® According to the hypothesis of Bennet al.,?*
3.0 b for crystallization to occur the impurity atoms occupying
pores in the amorphous structure of the metal must move at
32-5‘ least one interatomic distance. Then the growth of the crys-
N§2.O— M tals will be limited by the hopping frequency of impurity
= n atoms to the positions ensuring a higher degree of local order
‘1.5 He of the metal atoms. The time constantfor this process
i1 should be on a level with the time constant for the diffusion
T of the impurity atom$? That is, the value ofr should be
0.5(- much larger than for the motion of the amorphous metal—
| , . L [ | [ crystal interphase surface in pure systems, which occurs by
0 20 40 60 80 100 120 140 160 much shorter atomic displacementby a diffusionless
P, 5 Excm mechanism). Therein, according to Ref. 21, lies the mecha-

nism of stabilization of the amorphous state of a metal by
FIG. 3. Increase in the densifg) and mobility (b) of charge carriers at 4.2 i rities. However, in the case of low-temperature
K with decreasing resistivity in crystalline films Yb—He-2 and Yb—He-3 . . . . .
annealed at temperatures from 25 to 350 K. ytterbium—helium condensates a different picture is ob-
served.

In the condensation of ytterbium vapor in a residual at-
trons or holes per unit volumey, and uy, are the electron mosphere of helium on a liquid-helium-cooled substrate, the
and hole mobilities, an® is the magnetic induction. helium atoms enter the metallic condensate through

We note that in the amorphous state the magnetoresisryocapture? the helium atoms falling on the substrate are
tance of Yb film§ and of the Yb—He films investigated in the buried by the oncoming flow of metal atoms. In fcc Yb the
present study is anomalous because of the quantum corre@dius of the octahedral interstitial site is approximately 0.08
tions to the Boltzmann conductivily.In this case the appli- nm, while that of the tetrahedral one is 0.043 ffrand there
cability of the two-band model is not indisputable, althoughis one octahedral interstitial site per fcc Yb atom. Since the
a description was attemptedith the use of this model back density of amorphous ytterbium is lower than the density of
before the development of a theory of the quantum correctcc Yb (in amorphous ytterbium at the same shortest inter-
tions. atomic distances as in fcc Yb the coordination number is

For comparison Table I gives the electronic characterissmallef), one can propose the presence of a large number of
tics of a pure Yb film and of the film Yb—He-2 at submicropores, with a size 0.08 nm. Numerous papers on
T=4.2 K immediately after tha—k transition and after an- positron annihilation also attest that the structure of amor-
nealing to temperatures close to room temperature. The majhous substances contains vacancy-like defects with a radius
difference lies in the fact that the carrier density in the pureup to 0.%,,2° wherer, is the radius of an atom of the main
crystalline Yb films after annealing to 25 K increased onlycomponent{,=0.199 nm for YB. These submicropores ap-
slightly (by 10-20% on heating to room temperature. parently fill with helium atomsthe radius of which is 0.122
A more more substantial growth of the parametefcorre-  nm), having little effect on the electronic properties of the
lated with a decrease jn) is observed in the annealed films condensate when the pressure in the ampoule is not over
Yb—He<2...5. Interestingly, the carrier density at 4.2 K in 1.7x10 ! Pa and the condensation rate is less than 10 nm/
the sootlike sample Yb—He—6 after annealing to room temmin. In this case the crystallization parameters—the activa-
perature was close in order of magnitude to that for the puréion energy of the transformation and the velocity of the
films (see Table I\ avalanche crystallization front—differ little from those of the

The variation of the carrier density and mobility of the pure films(see Table )l In the process of crystallization of
Yb—He films at 4.2 K as functions of the resistivity at dif- the ytterbium the helium atoms apparently come to occupy
ferent stages of annealing is showed in Fig. 3. Interestinglythe octahedral interstitial sites of the fcc lattice. This process
the carrier density is practically constant in the resistivityshould apparently be diffusionless, since the activation en-
interval 150-5@.-cm, and it only increases rapidly to val- ergy for crystallization of the Yb—He-1 series of films under
ues close to those for the pure films as a result of furthediscussion is the same as in the case of pure ytterbium films.
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Indeed, if the transition of the ytterbium atoms throughper unit volume of the films as compared with the Yb and
the boundary between the amorphous and crystalline phas&b—He-1 films as a result of the higher microporosity.
in the processes of crystallization of the ytterbium—helium  For pure amorphous metals the heat released in the crys-
samples depended on the diffusion of helium atoms, then theallization process is approximately one-half the heat of fu-
activation energy of the transformation would correspond tcsion (see Refs. 5 and 12It can be assumed that the heat of
the activation energy for diffusion of helium in ytterbium. It crystallization per unit volume of a ytterbium—helium film is
is clear that the high stabilizing ability of interstitial atoms of substantially smaller than for pure ytterbium films for more
O, N, C, P, and B in the amorphous metal structure is dueeasons than just the presence of micro- and submicropores.
(unlike the case of a helium impurjtyiot only to the neces- Judging from the high values of the resistivity of the films
sity of their diffusion in order for crystallization to occur but Yb—He-2...5 after crystallizatiorilarger thanp for liquid
also to the existence of a strong interaction of the activerb?®), they probably retain a high disordering energy, which
atoms of the impurity with the atoms of the metaf? decreases by means of heat release during the long annealing

As was shown above, increasing the helium partial prestime. Such a situation is observed, for example, in the an-
sure in the ampoule tp>2.7x 10! Pa and the rate of con- nealing of pure films of tin, lead, copper, and gold which are
densation taw =10 nm/min will lead to a situation in which maximally distorted as a result of condensation at 4.2 K but
the resistivity of the unannealed filnf¥b—He-2...5 is sev-  which do not form an amorphous pha8elhe trend of the
eral times higher than in the pure ytterbium films. The higherp(T) curves of low-temperature condensates of these
resistivity of the film Yb—He-5 in comparison with the films metal€®®!in the interval 4.2—300 K is the same as in the
Yb—He-3 and 4(even though they were all grown at the films Yb—He-2...5 after the—k transition (see curve2 in
same helium partial pressures due to the higher rate of Fig. 2). The fact that the carrier density in the films Yb—He-
condensation of that film. Increasing the rate of evaporatio2...5 is practically independent of their resistivity in the in-
at a constant gas pressure acts in an analogous way to iterval 50-15@.-cm (see Fig. 3amay be due to the cir-
creasing the pressure at a constant rate of evapor&tion. cumstance that that the concentration of micropores remains

In the case of the films Yb—He-2...5, instead of theconstant there, while the decreasepdfturve?2 in Fig. 2) is
molecular-stream condensation characteristic for highedue to improvement of the Yb lattice. The latter is accompa-
vacuum, we observed signs of deposition of metal particlesied by an increase in the carrier mobilifyig. 3b). Further
by bulk condensation, specifically: smearing of the bound-decrease of the resistivity and growth of the carrier density
aries of the molecular shadow as a result of scattering of thwith increasing annealing temperature is apparently due to
molecular stream. The interaction between atoms of théhe escape of helium from the sample and the healing of
metal does not require an activation energy. Therefore, pragnicropores, as in the case of annealing of selenium films
tically any encounter between evaporated ytterbium atoms inbtained by laser deposition in an oxygen atmospftehe.
the poor vacuum will lead to their joining together on the Ref. 32 the stage of crystallization of selenium films was
way to the substrate. Colliding with one another, the metapreceded by a stage in which the excess gas was released in
atoms can form particles consisting of two, three, and, irthe form of bubbles buried in the amorphous matrix. The
general, diverse numbers of atoms. The simultaneous depésrmation of oxygen(or argori®) bubbles has also been ob-
sition on the substrate of the disperse particles formed as served during the crystallizatiofat T~362 K) of amor-
result of bulk condensation and condensation of the molecushous gold films grown at a partial pressure of the gas
lar stream, which at the same time bring about the incorpo=90 Pa and a substrate temperature close to room tempera-
ration of powder particles, leads to the formation of film ture. Very low values of the temperature and activation en-
materials with a high concentration of micropores and a deergy for crystallization of the films Yb—He-2..(See Table)l
veloped specific surfac€. These factors can, in the main, eliminates the need for helium diffusion in order for the tran-
account for the high resistivity and substantially lower car-sition to occur. The formation of helium bubbles in the crys-
rier density(in comparison with pure ytterbium filmsén the  talline films Yb—He-2...5, if it occurs at all, occurs at tem-
samples Yb—He-2...5 immediately after their crystallizationperatures substantially higher thég_, . However, it cannot
(see Table . The influence on the resistivity of a possible be ruled out that the possibility of activationless subbarrier
increase in the interatomic distan@eecause of the incorpo- tunneling of He atoms at low temperatures has an influence
ration of helium atoms in the Yb latticeshould apparently on the morphology of the films.
be the opposite, since the valuegih fcc Yb increases with Unfortunately, we do not have the technical means at our
pressure:? disposal (in particular, a low-temperature electron micro-

It is known that under conditions of intense release of ascope necessary in order to track the dynamics of the change
latent heat of transitionand poor heat transfera self- in morphology of the Yb—He films in the course of their
acceleration of the crystallization of amorphous substances @snnealing from 4.2 to 300—350 K and to link this change to
possible, when the velocity of a single transformation fronta change in the electronic parameters of the films studied.
reaches tens of meters per second. The nature of this effect, We took x-ray diffraction patterns in chromium radiation
which is called avalanche or explosive crystallization, hagor Yb—He films with parameters close to those of the film
been studied in amorphous films of a number ofYb—He-5 after its annealing to room temperatureq
substance$?® including amorphous films of pure ytterbium. =60 -cm). The diffraction lines all belong exclusively to

It appears that the main reason for the absence of aftc Yb. Photometry of the x-ray patterns showed that the
avalanche crystallization mechanism in the Yb—He-2...9attice constant of this film is practically no different from
samples is the considerably smaller latent heat of transitiothe values for the initial bulk ytterbium.
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It is shown that the known experimental results on the properties of the “high-temperature”
oscillations of the magnetoresistance of bismuth—in particular, the angular dependence of the
oscillation periods on the direction of the magnetic field—can be described by the

Polyanovski theory with the use of the condition that the cyclotron frequencies are equal or
multiples. © 2003 American Institute of Physic§DOI: 10.1063/1.1614238

The goal of this communication is to explain the unusualanalysis of a completely different object—a layered conduc-
“high-temperature” oscillationgHTOs) of the magnetoresis- tor in which, as in bismuth, there are two types of extremal
tance of bismuth on the basis of the Polyanov#kéory’=  sections that govern oscillations of the magnetoconductance.
which, with some additional assumptions, can provide an Bismuth is a semimetal, with a weak overlap of the va-
adequate description of the experimental results. lence and conduction bands, as a result of which electron and

The observation of new quantum oscillations of the mag-hole valleys form. Taking the spectrum of a semimetal in a
netoresistance of bismuth, with a period in the inverse magmagnetic field as
netic field, AH ™, which is 2—3 times shorter than that of

2
the Shubnikov—de Haas oscillations and with an order-of- Ee— n+£ 5Ot Pz
magnitude smaller amplitude but a slower temperature decay " 2 2m®
was reported by Bogod and Krasovitski 1973# Since then
the new oscillations have been studied in detail in crystals oftnd
Bi and the alloys Bj_,Sh, and also in crystals with donor 1 h2
(Te) and acceptofSn) impurities®* Experiments have been EN=E,—|n+ |0 &ﬁ
done to study the manifestation of the oscillations in the 2 2m

16 ;
thermopower'® and the behavior under pressure and(Eov is the overlap energy of the band$olyanovski:—3

i ;17,18 ; i~ fi -21 . P P
uniaxial deformatiotf** and in strong magnetic fieldS: obtained for the conductivity in a magnetic field two terms
Based on the data of these experiments it was concluded th&éscribing interband transitions2€ and o™ which deter-

the period of the HTOs is not determined directly by theine the Shubnikov—de Haas oscillatidhé for the elec-
Fermi energy of the electrori& or holesE! but is somehow tron and hole valleys, and a teraf" describing the inter-
related to the value of the band overlag,. The latter con-  pang transitions. The last term contains the product of the
clusion served as a stimulus for the dubious asséﬁmt densities of states in different valleys. This product of two
the HTOs are “quantum oscillations of the probability of gscillatory characteristics gives rise not only to terms de-
quasielastic intervalley scattering of charge carriers Wit'bcribing the Shubnikov—de Haas oscillations in each of the
deep-lying energies,” specifically, with states at the k?Pt'“)mvalleys but also to a “cross” term with combination param-
of the electron band¢ and the top of the hole banBl;.  eters, arising as a result of the interference of the densities of
However, the deep-lying states are traditionally considered tgtates in the different valleys. This term in the conductivity
be completely filled. Although it was shown in a subsequentan serve as an explanation for the “high-temperature” os-

papef® that the deep-lying states in connection with “colli- illations of the magnetoresistance of bismuth. It has the
sional” broadening of the energy levels can contribute to thggrm??

conduction, the scope of that work did not encompass a treat-

ment of the detailed picture of the observed oscillation peri- 3 AQS+QN & (-1
ods in different crystallographic directions and their weak ¢ ~ g% Eov sz:l JkI
temperature decay.

Polyanovski'~® singled out from the magnetoconduc- [ [ZWszT( k 1 )

27

S|n7

tance the term involving intervalley transitions and describ- 7 e
ing the properties of the HTOs—a small periadd ~* and

weak temperature decay. Meanwhile, Polyanaiskheory

was not accepted by the authors of the experimental papers
(see the critique in Ref. }4since the physical cause of the
new oscillations remained unclear. Recently Kirichenko and 2 ( K Ef  Eo— Eﬁ)}

. e . X 05— | k=g —| —~F—
Kozlov?* obtained a result similar to Polyanovekiin an Qs Q

Xk

o Tan 7

Ef EOV—EE) [ZWZkBT( K

@
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Here Q°® and Q" are the cyclotron frequencies of the elec-
trons and holesA(x) = x/sinh) ~xexp(—x) for x>1. o8k .
Taking into consideration that T o loe A
u? 06 ;.' &5 . ..f
27wEg 3 cS 2’7TE2 3 cs E _ge_gh ‘9* ' ':}'o o:.% e ?JX
AQ° " heH' Q" heH' o TR R Loar ’ o
o Aad ° . . ~
we obtain PolyanovsKs result: 02f %0 Leo 2 oo I ﬁ'.
h > k+| 1 1 1 1 1 1 1 1 11 1 1 ] 1 1 1 1 1
en 3 R(QF+QN) 3 (-1) 80 60 40 20 0 20 4060 80 80 60 40 20 020 40 60 80
g —ga'cl E en \/ﬂ HIIC, HIlC3 HIIC, HIlC, HIC, HliC,
ov =
2 + FIG. 1. Angular dependence of the periodsH ! of the “high-
27 kBT sin cS temperature” oscillations in bismuth, obtained in measurements of the diag-
hO~ heH onal and off-diagonal components of the magnetoresistance té@sedata
of Ref. 7; A—mean period; Xx—period obtained from the angular shift of
2772kBT cS the extremd and from thermopower measureme(—Ref. 16.
co . 2
Q™ heH @
Equation(2) contains the combination areas The most important result of the experimental study of
- h HTOs is the dependence of the oscillation peridd$™* on
ST =kS=*IS (3 . : L :
the orientation of the magnetic field with respect to the crys-
and the combination inverse cyclotron frequencies tallographic directions>!®(Fig. 1). Let us discuss these find-
1 K1 ings.
=+ (4) As was noted in Refs. 1-3, the HTOs are due to inter-
QF oc ol

valley transitions of electrons which occur at resonant values

According to Eq.(2) there are two series of oscillations, of the magnetic field, fields at which Landau levels in the.

with periods different valleys are simultaneously found near the Fermi

energy. However, the frequency with which such events oc-

_ 2whe cur as the magnetic field is varied is determined exclusively

S 5) by the frequency with which Landau levels pass through the
Fermi energy in the band with the higher cyclotron fre-
quency(lower cyclotron mass and so this does not give rise
p( 2772kBT> to a new periodAH ~* of the magnetoresistance oscillations.

exp —

AHT?!
the temperature decay of which is governed by the factor

BT (6)  The new period is due to the appearance of a combination of
cyclotron processes in the two valleys. Polyanoiskiheory,

We are mainly interested in the oscillations determinedof a formal mathematical construction, does not allow one to
by the combination are&", for which the periodAH ?is  understand the physical nature of the simultaneous oscilla-
smaller than for the Shubnikov—de Haas oscillations and théory terms. As we have said, the crossing terms appear as a
temperature decay determined by the combination frequenagsult of the interference of the oscillatory dependences of
Q™ is slower than for the Shubnikov—de Haas oscillationsthe densities of states in the different valleys. The reason
These oscillations can explain the HTOs. The second type afhy the amplitudes of these oscillations are not smaide-
oscillations—Ilong-period, with faster temperature decaytectablg is apparently of a quantum nature, like that which
have not been detected in experiment. was pointed out by Adams and Holst&irn an analysis of

The results obtained explain well the whole complex ofthe Shubnikov—de Haas oscillations in the single-band case,
experimental observations. For example, adding a donor imhaving to do with the influence of electric field on the colli-
purity (Te) to bismuth increases the electron concentratiorsion integral.
and decreases the hole concentration. Additionfy,in- It is important to note that for the intervalley conversion
creases andEE decreases, but the period of the HTOs re-transitions, the density of states has featui@saxima in
mains unchangetf, since the sum of the are&8) remains  both the initial and final states. In addition, expressprfor
practically unchanged. An analogous result is obtained whethe “high-temperature” oscillations, unlike the case of the
an acceptor impurity(Sn) is added to bismuth. When the Shubnikov—de Haas oscillatioR%,does not contain the
isovalent impurity antimony is added to bismuth, both enervalue of the chemical potential, and the enerdigsand EE
giesEf and EE decrease, and accordingly both ar&snd  are related through a constant, nonoscillatory quantity—the
S" decrease, leading to an increase in the oscillation periodverlap energyE,,. For this reason the amplitude of the
AH™! (Ref. 12. Similarly, one can explain the results of a oscillations is not very sensitive to temperature smearing of
study*® on the influence of uniaxial deformation on the peri- the Fermi boundary, i.e., the temperature decay of the oscil-
ods of the HTOs and also the fact that the ultraquantum limitation amplitude is weak’
at high magnetic field is reached simultaneously for both the  Experimental observations show that the amplitude of
Shubnikov—de Haas and “high-temperature” oscillatidhs. the HTOs in bismuth increases with temperature in the range
(Note that this would not be the case if the HTOs were re-1.5-10 K, passes through a maximyat 10 K), and then
lated to some energy other than the Fermi energy, as in thialls off slowly>!* The authors justifiably surmised that
model of Ref. 22 high-frequency thermal phonons excited at the higher tem-
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FIG. 2. Angular dependence of the cyclotron mass in bismuth, constructed from the data of Refs. 28—-30.

peratures play a role in the formation of the HTOs. This rolewhere K=1,2,3... are integers. This assumption was also
may reduce to the circumstance that the turning on omade in Refs. 1 and 2.
electron—phonon scattering leads to the appearance of free To check stated assumptions we calculated the possible
electron states below the Fermi energy, which are needed f@sscillation periods according to E¢p) with the use of rela-
isoenergetic intervalley transitions. tion (7). Figure 1 illustrates the experimental data for the
The possibility of electron intervalley conversion transi- periodsAH ~* of the HTOs in bismuth upon variation of the
tions is obvious when the cyclotron frequencies on the exmagnetic field direction. The angular dependence of the pe-
tremal orbits in the different valleys are equal, since in thatjods AH~! for the bisector plane&C;C, was taken from
case the electron states remain coherent. That was the cgsefs. 7 and 16 and for the binary pla@gC, from Refs. 7
considered in the paper by Kirichenko and KozftbHow-  and 9. It is seen that the values of the HTO peridds™*
ever, in bismuth it is only when the magnetic field direction have a considerably larger scatter than for the Shubnikov—de
is along the trigonal axi€; that the cyclotron frequencies of aas oscillationdsee Ref. T in particular, the pattern for
electrons and holes are approximately eqfiiaé cyclotron  he pisector plan€,C, does not have mirror symmetry. In
effective masses are equal to 0.0680for electrons and et 9 ghservations of the HTOs were made as the angle of
0.0639n, for holes. When the field deviates from th€s  (qtaion of the magnetic field in the binary plagaC, was
axis, and especially for a field direction along the bise€tpr varied with a step of 1—2°, and it was found that in many

?nd bma(;yﬁzl axes, the CYZIOU%T egf_?rCtIVetml\z;llsses ﬁfleletﬁ'cases two close periods were observed, and in some direc-
rons and holes are considerably ditierent. Meanwnile, g, ,s oscillations were not detected.

HTOs in bismuth are observed for arbitrary directions of the

magnetic field. . .
I . ing to formulas(5) and(3) with the use of(7) are extremely
We note that the possibility of electron intervalley con- sensitive to the initial data for the cyclotron masses and

version transitions remains present for multiples of the %Yihe cross-sectional aregsn bismuth. and for this reason we

clotron frequencies as well. Indeed, if the cyclotron frequen—give in Figs. 2 and 3 the angular dependencesibfand S

cies for the two valleys are multiples of each other, then, . :
. adopted in the calculations. The angular dependences for the
with a frequency equal to the lower of the two cyclotron

frequencies, the coherence of the electron states is period?éiiiii;egf g?é‘gs_tgg frtf;d d:;ofﬁl?ﬁetoa:zzsdaﬁsf Z{g?;:on
cally recovered, i.e., the conditions for a resonant transitior) UCLES, Were g

of an electron from an orbit in one valley to an orbit in ized according to StUdiéJS_MOf.the 'Shubnikov—de Haas and
another valley are restored de Haas—van Alfven effects in bismuth. The valuesrdf

We choose the harmonids and | in formula (2) such andsS for the principal directions of the magnetic fie(kdon-g
that their ratio corresponds to a multiple of the cyclotront€C1. C2, andCs axes correspond to the numbers given
frequencies, i.e., we let in the review by Edelmar?

) If the periodsAH ! are calculated according to EdS)

E: Q° _ m- and (3) for the values of the harmonids=1=1, then good

I me agreement with experiment is obtained only fbHICs

The results of calculations of the period$! ~* accord-

=K, (7

225 b h 225 [ 22,5
o 20 193 19.3
216
=
o
£12 3 ez e;
g e e,
= -
%)
4 L
e 26
1.5 iN28 13
1 1 A J i 1 1 1 L Il i 1 . 1 1 1 1 1 1 1
80 60 40 20 O 20 40 60 80 0 20 40 60 80 80 60 40 20 O 20 40 60 80
C»z Csa Ca Ca ¢ C, Ct Ct Ca C1

FIG. 3. Angular dependence of the areas of sections through the hole and electron ellipsoids in bismuth, constructed according to the data ®4.Refs. 31—
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slightly different values, as has been noted repeatedly by the
authors of experimental papefsee Refs. 9 and 13, elc.
Thus formulas(2)—(5), which were obtained by Poly-
. . . . anovski for explaining the “high-temperature” oscillations
X DN . of the magnetoresistance in bismuth, give a completely suc-
7 4\ A . s cessful description of the properties of those oscillations and,
02p” N AN in particular, describe the angular dependences of the oscil-
lation periodsAH ~* with respect to the magnetic field direc-
30780030 0 20 4060 80— B0 6040 26 0 26 39 80 80 tion. In our view it remains necessary to solidify the physical
HilC, HIICs HIC,  HIC,  HIC,  HiIG, grounds for the nature of the combination areas and to ex-
FIG. 4. Angular dependence of the calculated values of the pefdtis! plain the temperature dependence of the OSC'"at'On_ ampli-
of the “high-temperature” oscillations in bismuth. For the trigonal plane tude at lower temperatures<(l0 K). The above consider-
C,C;, as in Fig. 1, a 30° sector is given; the rest of the pattern is mirrorations are only of a preliminary character.
symmetric. We are grateful to V. B. Krasovitski Yu. A.
Kolesnichenko, V. G. Peschangkand A. A. Slutskin for a
. e o helpful d.iscqssion of the_ problem, and to |. V. Kozlov for
(AH™*=0.63x10"> O€ ). For the directionHIC, the communicating valuable information.
calculated value oAH ! (0.253x10 ° Oe !) is almost
one and a half times larger than the experimentally observed
value (0.1& 107 ° Oe™1). For the directiorHIC, the differ- ~ E-mail: komnik@ilt kharkiv.ua
ence reaches a factor of 2.5: the calculation gives 0.44——
x10"° Oe ! while the experimental value is approximately
0.18<10 ° Oe 1. Accordingly, the angular dependences of V. M. Polyanovski, JETP Lett.46, 132 (1987.
AH ™1 for the bisector C;C,) and especially for the binary zV- M. Polyanovski, Ukr. Fiz. Zh.(Russ. Ed. 33, 1575(1988.
(C5C.) planes difer appreciavly rom the picture observed ;% Pobnovte Ui i 2huse d st isoiionn
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theory does not give numerical agreement with experiment.®Yu. A. Bogod, Vit. B. Krasovitski, and V. G. Gerasimechko, ZhkE&p.

A completely different result is obtained when condition G\TKEOFA- Féz-%'d 1322(519;4) [So}t’- Iffhys. ;5T29'£57(?974’%-k o Tverd
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(7) is used. Figure 4 shows the results of calculations of the Tela (Leningrad 17, 1799 (1975 [Sov. Phys. Solid Statd7, 1172
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The contactless electromagnetic excitation of transverse sound with frequendpe semi-
infinite space £=0) of a quasi-two-dimensional conducting medium is considered. The
distribution of the displacement field(z), the electronic damping of sound, and the asymptotic
behavior of the displacement field of an anomalous sound wave under conditions of the
anomalous skin effect are calculated. 2003 American Institute of Physics.

[DOI: 10.1063/1.1614239

Electromagnetic and sound waves in conductors form @imensional conductors has been quite well studied
coupled system that permits their interconversidriThe  theoretically’ At the same time, the contactless conversion
method of direct electromagnetic excitation of sound, whichof electromagnetic energy into sound energy in quasi-two-
is based on this phenomenon, has become an importadimensional conductors has not been adequately studied. In
method of theoretical and experimental research on metalgew of both the theoretical and practical value, in this paper
and has opened up the possibility of contactless excitation offe consider the high-frequency characteristics of contactless
high-frequency sourithrough the action of various kinds of electromagnetic excitation of sound in quasi-two-
forces on the elastic mediuhf.At high frequencies in the dimensional conductors. The acoustic field of OSWs and the
absence of a constant magnetic field the main forces ar@symptotics of the acoustic field of the ASWs are calculated,
strain-related. Here two mechanisms of conversion are po&nd the electronic damping of sound is analyzed.
sible. The first is the excitation of a so-called ordinary sound A number of quasi-two-dimensional organic conductors
wave (OSW), the damping length of which is greater than are now known? these have typical metallic conduction in a
both the skin depths of the electromagnetic field and the certain plane and anomalously low conduction along the nor-
mean free patth of the conduction electrons. Such a wave mal to that plane. The anisotropy of the electrical conductiv-
propagates at the sound velocityand all the electrons par- ity is due to anisotropy of the electron energy spectrum of
ticipate in its excitatiod. The second mechanism is due to Such objects: the Fermi surface of a quasi-two-dimensional
the dragging of the sound field directly by the conductionconductor can be represented in the form a slightly corru-
electrons. The excitation of such a wave involves the particigated open cylinder, the smallness of its corrugatipre-
pation of the electrons of the reference points and the eledlecting the weak conduction in the open direction.
trons of the Fermi surface, for which the velocity component ~ 1hus the energy(p) of the conduction electrons in the
in the direction of propagation of the sound reaches the highdnStrained conductor can be written in the form
est value® This is a so-called anomalous sound wave * anp,

(ASW). The electrons incident on the surface of the conduct-  &(p)= 2 en(Py ,py)cosT,

ing medium at any angles participate in the conversion of n=0

electromagnetic energy into sound; because of this, the convhere # is Planck’s constantp is the momentum of the
version coefficient depends substantially on the character afonduction electronsa is the distance between conducting
the scattering of electrons by the boundaries of the safrfple. layers,e,(px,py) are arbitrary functions of their arguments,
Thus the conversion of electromagnetic energy into sounthe maximum valuesg™ on the Fermi surface falling off
energy can be counted among the effects which are sensitiwibstantially with increasing, so thats ™= 7eg and '™}

to the surface quality of the conducting medium. <gp™.

The search for new superconducting materials in the  Suppose that an electromagnetic wave of frequency
1960s brought attention to conductors of organic origin, hav{E,=E, E,=E,=0) is incident normally on a conducting
ing a layered or filamentary structure. In addition to the greahalf space £=0). For such a configuration only a transverse
practical value of layered structures and the possibility ofsound wave is excited, traveling in the positelirection.
using them in modern electronics and computational techHere the displacement vectarof the ions is directed along
nique, these conductors are in large measure attractive ie x axis (u,=u, u,=u,=0). The problem is to calculate
connection with their unusual behavior in strong magnetiche amplitude of the wave. The total system of equations
fields and their having a series of phase transitions at condescribing the propagation of coupled electromagnetic and
paratively low pressures. sound waves in a conducting medium consists of the conti-

The propagation of both electromagnetic fields and highnuity equation for the nonequilibrium terfifp,r,t) added to
frequency longitudinal acoustic waves in quasi-two-the equilibrium distribution functiorig(e) of the electrons,

@
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Maxwell’s equations, and the equations for the vibration oftinuity of the tangential component of the electric and mag-
the elastic medium under the force density exerted on theetic fields and the dynamic theory of elasticity. The bound-

lattice by the electric field and electroh$.In the chosen
geometry this system has the form

of w* (= evy iw Jau )
gz v, U, v, %9z’ @
2
=72 Hiow(v,d)=0, 3
d%u 1 v, A A
F'ﬁ‘qzuzg e<—xv XZE> +iw*< UXZf> s (4)
t z z

where w* =w+iv, o and v=1/7 are the frequency of the

ary condition for the displacement is obtained from the
expression for the momentum flux densifyand with the
use of condition(5) can be written in the form

au +P—1 1 <vZAXZ > o ©
az|,_, P+1ps®\ |v,] ® o
where
1
fo=5f(vz. 2 +1(-v,.2)] (10

which is symmetric with respect to the componentof the

field and the frequency of collisions of the conduction elec-nonequilibrium term in the distribution function.

trons;q= w/s, s is the velocity of transverse soungdljs the
density of the mediumyo=47x10"’ N/m is the magnetic
permeability of the vacuume is the charge, and is the

The system of equation&)—(4) with the appropriate
boundary conditions will be solved by the Fourier method. In
calculating the electromagnetic wave amplitude in the

velocity of the conduction electrons. The angle brackets des@mple we will drop the second term in E@), which is

note integration over the Fermi surface:

B 2 J dfo "
The system of equation®)—(4) must be supplemented
with the boundary condition on the surface:

f_(p, z=0)=Pf.(p, z=0), ©)

wheref_ and f, are the nonequilibrium terms due to the

quadratic in the small parameter characterizing the intercon-
version of electromagnetic and sound waves. However, that
term must be kept when obtaining an expression for the elec-
tronic damping coefficient of sound. We obtain the following
equations for the Fourier componeiit$ of the electric field
anduX of the displacement field:

ENk2+io le =fw f
poo(@,K)]+ —E'(0)= | K(wknEr,
11

conduction electrons incident on and reflected from the sur-

facez=0, andP is the Fuchs phenomenological specularity

parameter, which depends on the angle of incidéna# the
electron on the surface of the samipland is defined in such
a way thatP=1 for purely specular reflection arfel=0 for
purely diffuse reflection.

The electromagnetic wave is assumed monochromatic,

so thatf, E, andu are proportional to expf{iwt).

e

Here we use the simplest form of quasi-two-dimensionaE’ (0)=dE/dZ|,_ is the derivative ar=0, and

dispersion relation for the charge carriers:

pitp; A ap,

e(p)= = +7750°COST' (6)

wherem is the effective mass ang, is the Fermi velocity of

the conduction electrons. Elastic straining of the crystal leads
to a renormalization of the charge carrier energy by an

amount

58:Aij(p)uij, (7)

whereu;; = du; /dx; is the strain tensor of the crystal. In the

calculation we need thd,, component of the deformation
potential, which we write in the form

ap . a

Ayp) =MoL cosTZ —mM7vuD smTz.

The dimensionless parametérandD are related to the

®)

genesis of the electron energy spectrum in the strained

crystal’ We shall assume that the parameterand D are
specified. The nonequilibrium terrh added to the equilib-

ug?—k?]= ps? EL1(w,k)
i (P-1ew* (= .
_ET _sz(w,k,r)E dr,
(12
i ,P-1
K(w,k,r)=—1wuqe oy
» (w*)zvivi
2 )
lvz|[<kvz>2—<w*>2][(¥) ~(*)?
(13
Ay vy
o4 )
vy
U(w'k):iezw*<—(kvz)2—(w*)2>' (14
kzvaxsz

2
[ol[(ko )%= (@*)?] 7) ~(0")?

It follows from Eq. (12) that the surface scattering of

conduction electrons influences the value of the acoustic

rium distribution functionf, of the conduction electrons sat- field in two ways. First, through the electric field, which is
isfies boundary conditiori5); the boundary conditions on determined as the solution of the integral equatibh: the
equationg3) and(4) are the usual electrodynamic oriesn-  kernel K(w,k,r) of the integral equation, according to Eq.
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(13), depends on the conditions for scattering of conductiorvalue of the specularity parameter Nevertheless, because

electrongthrough the value of the paramefey. Second, by
the presence of a&function-like surface forcé? due to the
second term on the right-hand side of E&)2). The integra-

of dispersion relation6), 1—P=17, i.e., the reflection is
almost specular.
The diffuseness of the scattering, as it turns out, give a

tion in (13)—(15) can be done exactly using the expressionscorrection of the same order to the field and to the surface

for the dispersion relatio6) and deformation potenti&B).
One obtains the following expressions:

P-1 1
Klokn =1 Zg e
a
arcsir{ nuolk|/w*) arcsi{nvy/w*|r|)
V(o*Tknug)>—1  (o*rlgug)?—1

(16)
(0.K) 2 voy 1
L] =l —— L]
T3 0 T (kyuglw®)?
ne? P
7=y N aaZhZa 9
Li(wk)=—D2 M0 ! (18)
netTrrs e V1= (knuolw*)?)’
L )= 4 mvog 1
okl =D 3 e, T -
r{ nvolkll
arcsi -
w
V(o*IKnug)?—1
.| Mo
arcsu’{w*—w}
+(kr)? , 19
(kr) (w*r/nvo)z—l (19
where
3 0o 1/3
%a= (E G’,U«OO'OV) 20

force. Therefore, the electric field must be calculated to
second-order accuracy.
The Fourier component of the displacemartt, is con-
veniently represented in the form of a sum of three terms:
u=uk+ (U)o + uk. (23)
The term
1 e E'(0) Li(w,k)

w1 ®&
M T T 02 7K K lwpmoo(w.K) 24

is conditioned by the bulk mechanisms. The term
W Lloe E’'(e) Li(w,k)
(U)s=~2 02 =K K+iwpmeo(w,k)

® dr
% f_wK(w,k,r) r 2+iougo(w,r)

(29

describes the influence of the diffuseness of the scattering of
conduction electrons on the elastic field via the correction to
the electric fieldEX due to the diffuseness of the scattering.
The last term in Eq(23)

e ,(P=1) E'(0) (=

Us= Ew" ——— —qz_ K2
— o

T2 2 Lao(w,k,r)

dr
X -
r 2+iougo(w,r)

(26)

is due to the surface force arising on account of the diffuse-
ness of the scattering of the conduction electrons.

The acoustic fieldu(z) is obtained using the inverse
Fourier transformation:

u(z)= f:uké“dk, (27

is the skin depth under conditions of the extremely anomawhereu, is given by formulag23)—(26). Since the conver-

lous skin effect:
/

l1-iw7r’

|/ *|>68,, /F= /=vqT. (21

Under conditions of the anomalous skin effé21) the elec-

sion of electromagnetic energy into sound energy is a process
involving all the electrons, in calculating the integ(ar) we

used the exact expressiofi€), (18), and(19). According to
Eqgs.(24)—(26), the integrand in27) has simple poles which
are determined by the zeros of the dispersion relations for
coupled electromagnetic and sound waves. To obtain it one

tromagnetic field interacts efficiently with conduction elec-
trons, which “glide” in the skin layer. Such electrons feel the
surface of the sample only weakly, and the scattering of th
conduction electrons is almost specdfaBecause of this the
term due to the surface character of the scattering on th
right-hand side of Eq(11) is a small quantity. This allows
one to solve equatiofill) by the method of successive ap-
proximations, in which the following asymptotic expression
must be used for the conductivity( w,k):

needs the second term on the right-hand side of 2j.
é)wing to the weak coupling between the electromagnetic
and sound waves, the wave vector of the sound wave is close
Eo the unperturbed valug= w/s and is determined by the
equation

e o2+ 1 2m2V0'0D
T T 3e?

1
2 1—
( v1+(k77/*)2>

k 2 _90 22 X cucu*—z vTouow”
(=377 @) 3 K21+ (kn/*) P +in/* 8,0

Keeping this in mind, we emphasize that the smallness of the
term on the right-hand side of E¢ll) is unrelated to the

X (V1+(kp/*)2-1)

: (28)
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The OSW dampingy is determined by the imaginary part of m2w(2),,
the wave vector. It must be taken into account when writing ~ v3=D
the final form of the OSW amplitude. Besides poles, the

integrand of expressioni27) has a branch poink=k;  Here the frequency can be lower or higher than the colli-
=ow*/7v,. In the case of a quasi-two-dimensional electronsjon frequencyv. The first two formulas i(31) describe the
spectrum, when the Fermi surface is a slightly corrugate@oliisionless Landau absorption: the coefficient of electronic
cylinder open in the direction of propagation of the acousticdamping of sound first grows linearly with increasing fre-
field, the branch point is due to a belt on the Fermi surfacgyuency, reaches a maximum @t= w.,, and then falls off
with the maximum value of the electron velocit}®. The by an w3 law. For higher frequenciesy~v. If 7l
branch point determines the ASWs. > 8o( v /5)%? the frequency part on whick~ v is shifted

Let us investigate the electronic damping of transversgg higher frequencies. However, in this case it is necessary to
sound. Since it is knowi? that the nonuniformity of the take other mechanisms besides the strain mechanism into
electromagnetic field in a sample promotes the conversion ccount. Such a frequency dependence also takes place in the
electromagnetic energy into sound energy, the coefficient ofase of an isotropic dispersion relation for the conduction
electronic absorption will be studied under conditions of thee|ectr0n§:4v15The difference is that in the case of the quasi_
anomalous skin effed21). For the case of an isotropic dis- two-dimensional dispersion relation under conditions of col-
persion relation of the conduction electrons, the electronigjsionless Landau damping;is a function of the corrugation
damping coefficient has been studied by many authors. It hasarameters,.
been showh"'® that the frequency dependence of the elec-  Let us determine the amplitude of OSWs. For this we
tronic damping coefficient of sound{w), requires a more calculate the contribution of the poles of the integrand in
exact analysis as a function of the mean free patran the  (27). Using (24)—(26) and also the coefficient of electronic
use of the single conditiogl>1. For this let us analyze the damping of sound31), we obtain the following result for the
expression fory, using the spacing between characteristiccontribution to the sound amplitude from the purely bulk

frequencies of the electron gas and the electrodynamic fremechanisms of conversion of electromagnetic energy into
quencywen, (the frequency at which the wavelength of the sgund energy:

sound is equal to the penetration depth of the electromag-

s /2) 1/6

w>wem( 77v—o ?
0

3pe’s’

netic field). For the anomalous skin effe€21), we obtain usw._ ~ M7voE’(0) dorlsg- n
using the asymptotics of the conductiviig?), the following v D ep,u,osz(y e
expression for the electromagnetic frequency:
0<wem; (32
s ( 2 s\ 52C -
Wem 50 37] o 0 wO, ( ) utJSWzD m77UOE (0) ei“’Z/Se_“/ZZ(qﬁa)_3,

free path of the conduction electrons,,, falls into one of < S /? 1/6_

the following frequency intervals: if §vo/s)Y28q<n/ Wem=@=Wem T30 2]

<68o(nuols)®? then lnug)v<wem<v, while if 7/

>50(7]vo_/3)3./2, then we = v. usw_
Considering the second term (8) as a small correc- U, =

tion to g2, we obtain the following frequency dependence for

mauoE’(0)

ep oS w e ¥ 79%(q5,) 7,

the coefficient of electronic damping of sound: s /?\16
O Wem| N
2 vo &)
MKk~ D2 m-vog
y=imK=q 3pe2 Substituting the Fourier componen(5) and (26) into the
integrand of(27), we obtain the contribution to the sound
x| =+ nq/ wrt+ Uwr) ‘ 30  amplitude due to the diffuseness of the scattering of conduc-

wt [1+(07)?][1+(q6)°] tion electrons from the surface of the sample. We obtain

With the use of the spacing of the characteristic frequencies, USW mnuoE’(0) P—1
Eq. (30) yields rather simple formulas. If 7fvo/s)%?8, s~ =D eppoSw
>0/ 8o(nvols)Y?, then

eiwz/sln

5a)

XIn(gdye "%, w<wem,

2 2
~ D2 200 - E'(0) P—1
¥1=71D BpedE @ O Oem; (31 LUsW_p M7vo 2( ) L dosis vz )t
s epuS w '
_ 4 D2m2w884 1 S /2 1/6
72735 pechu, 0 wem<w<wem(7lv_05_3) ;
s //2 1/6 m , _
. nuoE’'(0) P—1 | B o
“’em<"’<“’em(”v_035> / WYSWeD Tt dee (g *)
puoS‘w
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s 2\ 16 one may be convinced. The conversion of electromagnetic
C0>wem( o, ?) (33 energy into sound energy is a process in which all the elec-
00 trons participate, and the efficiency of the strain mechanism

For w<wep, the contribution of the purely bulk mecha- increases with increasing nonuniformity of the electromag-
nism, by virtue of the relation + P= », exceeds the contri- netic field in the sample. Therefore the frequency depen-
bution from mechanisms due to the surface scattering of cordence and the influence of the surface on the conversion
duction electrons. At higher frequencies, whe wen, effect are the same as in the case of an isotropic dispersion
because of the strong nonuniformity of the field, the paramselation of the conduction electrons. However, owing to the
eter @6,)°/(q|1*])>1 can become much greater than unity. quasi-two-dimensionality of the electron energy spectrum,
In this case the conversion of electromagnetic energy intavhich is specified by the corrugation parameteithe elec-
sound energy on account of diffuse scattering mechanisnmsons almost glide toward the surface of the sample, and
exceeds the contribution from purely bulk mechanisms. Untherefore over a mean free paththey traverse a slightly
der the given conditions such behavior also occurs for amonuniform field. Because of this the results obtained here
isotropic dispersion relation of the conduction electrdéde  for the displacement field of an OSW when<w,,, are
note that in the case of an isotropic dispersion relation, themaller by a factor ofy in relation to the corresponding
two effects are of the same order fav<we,. The results in the case of an isotropic dispersion relation. At high
asymptotic behavior of the OSWs at large distances from th&equencies, folw> w.,, the results are independent gf
surface of the sample is governed by an exponentially decayand agree in order of magnitude with the corresponding ex-
ing function. At low temperatures and for pure samples thepressions for an isotropic dispersion relation.
main damping mechanism is the electronic one. The other At large distances from the surface, such thgt*|=z
mechanisms can be taken into account phenomenologically>-1/y, the acoustic field ab7>1 falls off nonexponentially,

The amplitude of the ASWs is determined by the inte-by a z~%? law, and is determined by the amplitude of the
grals along the two banks of the branch cut, from the branclASW. We recall that in the case of an isotropic dispersion
pointk,; = w*/ nu, to infinity. Performing the necessary ma- relation the field of the ASW decays byz? law.>® The
nipulations, we obtain the following asymptotic expressioncontribution to the amplitude of the ASW from bulk mecha-
for the amplitude of the displacement of the ASWs due tonisms exceeds the contribution from the surface mechanisms
purely bulk mechanisms at large distances from the surfacky a factor of 14. In the case of the OSW, under conditions

of the sample: of the anomalous skin effect arg> w,, the surface mecha-
3 E'(0 1 nisms _of f:o_nversion can become the governing mechanisms.
UASW z) = \ﬁD mvo7E’(0) — For this it is necessary that the electron mean free paths
v T epuoSie (qn/*) satisfy the condition> 8,(v,/s)Y2

In electronics, in connection with the existing interest in
~2n/ doznug (34) guasi-two-dimensional conductors, we emphasize once again
the importance of studying the contactless electromagnetic

The corresponding contribution to the asymptotics of the disconversion of sound in such media. The method permits ex-
placement, because of the diffuse character of the scatterirfdtation of high-frequency sound, which cannot be done us-

of conduction electrons, is determined by the expression iNg contact methods. It can be used for nondestructive qual-
ity control. This is especially important for studying the

2v2 _mugnpE’(0) P-1 surface quality, since the conversion effect is sensitive to
w7 epuoSiw (qn/*)¥? roughness of the sample surface. l—fmlally, the influence of the
spectrum on the sound characteristics allows one to draw
In%(8,/n/*) . conclusions about the parameters of the spectrum and also
e z/n/elwzlnvo (35) .
(qz)372 : about the electron—phonon coupling.

. ) . We wish to thank V. G. Peschansky and O. V. Kirichenko
Expressions(34) and (35) were obtained under conditions for helpful discussions.
where inequality(21) holds. At distanceg satisfying the
inequality | »l*|=z>1/y, where 1§ is the OSW damping .
| qth y(|j ”l | th v f {[yh f th ducti b |g E-mail: gorgiiv@iunona.pmf.ukim.edu.mk
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A study is made of the changes in on the phonon spectrum and damping in a conductor in a
quantizing magnetic field under the joint influence of quasilocal vibrations of impurity atoms in the
lattice and magnetoimpurity electron states at those atoms. A system of equations for the
electron and ion Green'’s function is obtained on the basis an electron—ion model of a nonideal
conductor in a magnetic field with the quasilocal vibrations and the magnetoimpurity

states taken into account. At a low concentration of impurity atoms the magnetoimpurity states
give resonance contributions to the polarization operator. They have a substantial influence

on the phonon spectrum and damping. The magnetoimpurity states cause a crossover splitting of
the phonon dispersion curves and give rise to new branches in the spectrum of elastic
vibrations. © 2003 American Institute of Physic§DOI: 10.1063/1.1614230

INTRODUCTION electron with the optimum degrees of freedom of an impurity

ion have been studied since long ago. It has been stfown

The description of the dynamic properties of conductors[h t the electron—phonon coupling has a substantial influence

's based on separation of the electron and ion subsystems agﬁ?the shape of the curve of the cross section for scattering of

taking the coupling of these subsystems into account. After . . )
. . n electron on an impurity atom as a function of the electron
separation of the problem, the low-temperature properties o L S i

nergy. This is related to the electron mobility in an impure

conducting systems are treated using the Frohlich mlode .
i ) L L conductor. The problem of the scattering of an electron or

and the adiabatic approximatididowever, it is well known . ) .
hole on a resonant impurity center in the presence of

that both of those methods have some drawbacks. In particu- : : .
. L .. _electron—phonon coupling was considered in Ref. 13. The

lar, the use of the Frohlich Hamiltonian does not permit a . : . ;
. o . ._influence of this coupling on the scattering cross section for
correct investigation of the ion subsystem. In turn, the adia-

. A . . electrons on an impurity atom was found. The electron—
batic approximation is poorly suited for studying the electron onon counling in impure conductors was studied in Ref
subsystem, although the dynamics of the ions may be studie? ping X )

to high accuracy in that approach. Another drawback of the 4. Using the Keldysh diagram technique, the authors of that

adiabatic approximation is the absence of a convenient dig2aper obtained the collision integrals describing the relax-

X : . . . ation of electrons and phonons in impure normal metals and
gram technique for calculating the nonadiabatic corrections
o ., superconductors.

to the observable quantities. It can be stated that a consisten L . .
The electron—phonon coupling in metals in a quantizing

microscopic theory of the electron—ion interaction in degen-ma netic field was considered in Ref. 15, where the features
erate conductors is far from completion, although attempts to g Lo

._of the phonon spectrum and damping due to the Landau
create such a theory have been undertaken for a long time =~ " . : . . .
now. The situation is more complicated in real Conductorsquantlzatlon were investigated on the basis of the Frohlich

which contain impurities and other lattice defett€and in model. Nonadiabatic effects in the phonon spectrum of pure
. conductors in a magnetic field were considered in Ref. 16
organic conductors.

The problem of the influence of impurity atoms on the with allowance for Fermi-liquid effects. As a natural continu-

properties of crystals was raised to a higher level in the fafitIOI’] of the studies on this topic, impurity states of electrons

mous series of papers by |. M. Lifshits on the theory of " @ magnetic field were studied in Refs. 17 and 18.

L : . . . . The problem of impurity states of electrons in a mag-
vibrations of nonideal crystal lattices, which were written in netic fieldH has the peculiarity that an impurity that attracts
the 1940S. In them he stated and solved the problem of the P > . purity the .

. . . electrons can localize a particle in a three-dimensional
influence of impurity atoms on the phonon spectrum, pre-

dicted local vibrations of a nonideal lattice, and developed sample only in the case when the uncertainty of the energy of

method of calculating the physical composition of systemghe particle in the impurity potential well does not exceed the

19
perturbed by impurity atoms. Before long that theory hadwe” depth.
been used to study impurity states of other quasiparticles— 1
electrons and magnon§. 2=Yo. 1)

Ordinarily impurity states of phonons and electrons are 0

studied separately. This can be done if the energy of an eleevherem is the mass of the electron amg and U, are the
tron on a quasilocal level is substantially different from theradius and depth of the well. Here and below the quantum
frequency of quasilocal vibrations of the lattice. Under cer-constant is taken equal to unity. If conditidft) does not
tain conditions, however, these quantities can becoméold, then the states do not form, and only potential scatter-
comparablé! The effects of the coupling of a quasilocal ing of the electron by the impurity atoms occurs, accompa-

1063-777X/2003/29(11)/9/$24.00 945 © 2003 American Institute of Physics
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nied by a slight phase shift in its wave function. In the pres- 1 1 , ,
ence of a magnetic field the situation changes. The motion of 2_I\/Io% (P)2+ > 2 ’ o a0,
an electron in a magnetic field is similar to one-dimensional, nnwy

and in the one-dimensional case a potential well of arbitrarily 1/1 1

small intensity can localize a partictdIn a magnetic field + E(M_l_ M_o)
field impurity states exist even in the case when inequality

(1) does not hold. An attractive impurity, by partially lifting where

the degeneracy of the electron energy levels with respect to

the position of the center of the Larmor “orbits,” splits sub- Pn=M;0y

levels off from each Landau level. The sublevels that are ,
split off from the ground Landau level go into the forbidden is the momentum operator of the ion at site®/ ', is the
energy region and are local. The sublevels split off from thedynamic matrix, andl;, is the operator of Cartesian compo-
higher Landau subbands hybridize with the states of the cofients of the displacement vectoy, of the ion at siten (v
tinuous spectrum and remain quasilocal. These states are deex,y,z). The first two terms on the right-hand side of Eq.
to the joint influence of the attractive impurities and mag-(2) represent the Hamiltonian of the ideal lattice, and the
netic field on the electrons, and they are therefore calleghird term is the part due to the impurity perturbation. We
magnetoimpurity state€:82%t was shown in Refs. 20 and assume that the impurities do not perturb the dynamic matrix
21 that magnetoimpurity states make it possible for newP (the isotopic approximation for the vibrational spectjum
types of collective excitations, called magnetoimpurity but do scatter electrons. It should be noted that in the case of
waves?’ to propagate in conductors. a large difference between masdé¢g andM , that approxi-

As we have said, the quasilocal states of the phonongiation is rather accurate. That is because a local adjustment
and electrons are considered separately. Meanwhile, an in®f the properties of the lattice occurs near an impurity ion,
purity atom can be a source of both quasilocal lattice vibrasubstantially reducing the relative change in the force con-
tions and quasilocal electron states. The joint study of thetants, especially in the presence of conduction elecfrons.
impurity states of electrons and phonons is a topical problem  The Hamiltonian of an electron in the field of the ions
in solid-state physics. Here we consider the effects on th@nd in a magnetic field has the form
phonon spectrum and damping in degenerate conductors due
to the combined influence of the quasilocal lattice vibrations  f— _~
with heavy impurity atoms and the magnetoimpurity electron 2mg
states. In Sec. 1 we describe the model used—an electron— R
ion model of a nonideal metal in a quantizing magnetic field Wheremo ande are the mass and charge of a free electfon,
Section 2 is devoted to the derivation of the main equation&S the Spin magnetic moment operatér=(0,Hx,0) is the
of the theory by the temperature Green’s function method. Yector potential in the Landau gauge,(|r —r,[) is the po-

Sec. 3 we consider the influence of the magnetoimpuritf€ntial énergy of the electron in the field of then ion, and

electron states on the phonon polarization operator. The ph&-'S the speed of light. We assume that the ions execute small

non spectrum and damping in conductors with quasilocaYibrationS about the equilibrium positions and we keep in the

lattice vibrations and magnetoimpurity electron states ar&XPansion ofi(r —ry) only the terms linear in the displace-
considered in Sec. 4. mentsu,,. Then the electron Hamiltonian becomes

> ca(Pph)?, )

nv

2
+; Un(r—rp)— ftH,

e
—iV——A
c

e L[ ivCal s 0
= 1V A+ ualr—r)
1. MODEL

. . . B
We consider a system of conduction electrons in a +2 Cn[Us(r—rp)—Uo(r—ry)]
simple crystal lattice of ions. We write the radius vector of an
ion in the formr,=r2+u,, wherer? is the equilibrium po-

sition of the ion andu,, is the displacement vector. At some +; Onan(r—rp)— iH, ()
sites there are impurity ions. We introduce the occupation
numbers of the sites: where
.- 1, sTte n impurity, a,”](r—rﬂ)z - un(r—rﬂ),
0, site n host v
anduy andu, are the energies of interaction of an electron
The mass of the ion at theth site will be given by with a host or impurity ion, respectively. The second term in
formula (3) is the energy of interaction of an electron with
M,=My+(M;—Mjy)c,, the ideal lattice. Thus the first two terms in Hamiltoni@

correspond to the problem of a Bloch electron in a magnetic
whereMj is the mass of a host ion ad, is the mass of an field. Using the effective-mass approximation, we replage
impurity ion. by the effective massn of an electron in the lattice. The
The Hamiltonian of the ion subsystem in the harmonicthird term in formula(3) is the impurity potential, which
approximation i&° scatters electrons. The fourth term(B) describes the inter-
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action of the electron with vibrations of the ions. We write
the Hamiltonian of the electrons and ions in second-
guantized form as

A 1 1
_ a2, &
o= g2 (P)*+ 5

nv

DI

< nn’='n-u’
nvn' v
+E gkga:UaKO'
KO
is the part that is unperturbed by the impurity atoms, and

~ 171 1
R avy2
V_Z(Ml MO)% Cn(pn)

_iar® At A
+% € Iqrnz lK’K(q)aK/U-aKO'

’
KK O

X[Au(a)c,—i(qln)un(q)]
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Jd
( - E—gm) Gyo(kr,k'7T")
= 5KK750.0.75( T— ’T,)

+ €, (AU()CG (k17K T)

anky

. 0
+i > el (9)g"un(q)

anvk,

X<Tr{éklo(7—)ék’a”(T’)O:(T)}>- (6)

The analogous equation for the ion Green’s function is

2

J vy’ ' '
—WDnn,(T,T )Z—M—nénnféw,ﬁ(f—f )

1 vvy vy ’
- 0P (7:7)

Mnnlyl nln,
i 0
— 2 QU@ T Y ()
na k' o

X(T A& o(1)A(NUL (TN, (7)

The functionD is related to the Green’s functidd, of

the ideal lattice by Dyson’s equatitht>

is the interaction Hamiltonian. Here=(n,k, ,k,) are the
Landau quantum numbers; is the spin quantum number,
¢o=€o— M IS the energy of an electron measured from the
chemical potentia, ¢, is the Landau spectrund, ., and
a;_ are the annihilation and creation operators for electrons
in stategxa), u,(q) is a Fourier component of the potential,
Au=u;—Ug, andl . (q)=(x'|€%"| k) are the matrix ele-
ments of a plane wave in the Landau basis. Here and below
the volume of the system will be taken equal to unity. In

0
D, (r,7")=D"" (1,7 + X, dr,

nivy

B
dTlE
0

B
npvy JO

O !
vv V1V VZV
XDy (r ) 2(7'1,7'2)Dn2n,(7'2,7-’),

®

wherell is the polarization operator.

these formulas we have used the second-quantized represen- The right-hand sides of equatiot@ and(7) contain the

tation for the electrons, while the Hamiltonian of the ion
subsystem is written in first-quantized form.

2. BASIC EQUATIONS

To derive the equations describing the dynamic proper-
ties of an electron—impurity conductor, we use the tempera-
ture Green’s function techniqi#é For this purpose we intro-
duce the electron and ion Green'’s functions

Grrrr’(KT:K,T,):_<Tr{ékrr(7-)éx’(r’(7-,)}>’ (4)

Do (7,7) = =(TAGR(D) Ty, (7)}), (5)
where?(7), 4,,(7), and4, (7) are the Matsubara opera-
tors for the ion displacement and electron annihilation an
creation, 7 is the Matsubara “time” (G=7<, wherepg is
the inverse temperatureT , is the symbol for chronological
ordering of the operators, and the angle brackets denote av-
eraging over a Gibbs canonical ensemble.

The equation of motion for the electron Green'’s function
(4) has the form

mixed Green'’s function

P’ (k7' 7 N1 71) =(T {8, N, (7)0H(T)}).
It is related to the vertex functioh as

V1 r
PUU,(KT,K 7' Ny7)
B B B
— ! ’ ’
-3 [[an3 [[an3 [ o
o 0 o 0 o 0
K101 K202 N3v3
I/’
! ! 3 ! ! ! ! ! !
XGUUi(KT,KlTl)FU,U,(KlTl,K27'2,n37'3)
172

!
14
XGg.éa.r(KéTé ,K’T’)D:?ni(Té \T1)-
3

After a Fourier transformation with respect tpwe can

Jvrite Eq. (8) in the form

0 0
! ’ vy
D;zr(wm):Dszr(wm)—" z Dnnl(wm)
nyvy 1
nyvsy

X2 0m)D, 2, ©

(om),
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where w,, are the even Matsubara frequencies. The Fourieand ion Green'’s functions. In this model, as in Ref. 16, the

component of the polarization operator is

6

NNy~ v1vs

I 2 (wm) = (M1~ Mo)Cy, i

. _i r0
_I% quunl(q)e q”lE IK'K(q)

XE 2 2 Go’a’ KKllgs)

"1‘71 "2‘72
XI5, (kikaNg s, s~ wm)
XGa.éa.(KéK’,gs— wm)v (10)

where, are the odd Matsubara frequencies.
Doing the Fourier transform with respect tan (6), we
obtain

(igs_ gKU’)GlT(T’(KK,’gs)

= O+ 2 € 'qfnlw (@) Au(g)c,

anky

X Gk’ {9+ > €10, (6)q"Un(q)

anvky

XE E 2 Bm—E G(ra']'_(KlKiigs—i_wm)

(TlKl ()'2K2 I/3 3

vy :
X Fo_ro_/(KiKéné 1 §S+ ‘Um -gs)
172

X Gty (D2 (). (11)
3

This equation can be written in the form

Gu’(r’(KK, ’ és) = G(Or( K,gs) 5KK’ 500”

+ GOk, L) 2 Sy, (KK1,Ls)

K101

XGrrl(r’(KlK’vgs)l (12)

where G?(«,¢) is the Fourier component of the single-
particle Green'’s function of an ideal electron gas, and

20'10'2(K1K2 vgs)

_igqr©
=% AU(Q); Che Iqrnlklkz(q)50'10'2

+1 Y g I (Q)uy(Q)

gnvk

XE Z 2_ Gcrla' (KKlig +wm)

!
TiK] ”2”2

X1 (KRS Lot 0, D (wm> (13

phonons are not introducedl priori but are obtained as a
result of solution of the dispersion relation. The main diffi-
culty in solving these equations is to calculate the vertex
functionT. It appears not only in the expression for the self-
energy pari13) of the electron Green’s function but also in
the exact ion polarization operat(t0).

3. CONTRIBUTION OF THE MAGNETOIMPURITY STATES TO
THE POLARIZATION OPERATOR

In this paper we ignore the Coulomb interaction of the
electrons. In addition, following Ref. 1, we replace the total
vertex function by a simple one. It has the form

0
v, .
F”2102(K1K2n2 s {s— wm)

0
= 50'10'2J drlwzl(rl)@Kz(rl)arﬁj(rl_ rn2)

. .0
=-1 50’102% qVZUHZ(q) | K1K2(Q)e 1, (14)

whereg,(r) is the orbital wave function of the electron in a
magnetic field. Substituting the simple vertgdd) into (10),

we obtain the temperature polarization operator of the ions in
the isotopic approximation:

I 2 (wm) = (M= Mo)Co, @B, 8

1N27 vV

. 0 0
+z q‘]flqlzjzu:]-(ql)unz(qz)é(qlfnl qzrnz)

q192

X2 (@) 2 E

P
KK g Kll(zg'l

X Gygy (kK1 ,Le) i (T2)
XGO':'L()'(KéK,’gS_ wm)- (15)

The first term on the right-hand side of this formula is found
in Refs. 4—6. The second term is due to the electron—ion
interaction in impure conductors. In a graphical representa-
tion of the polarization operator it corresponds to an electron
loop with the exact function&.

Using in (15) the spectral representation of the electron
Green’s function(4), we do the summation oves by the
contour integration metho.As a result we obtain

;2 2 (@m) = (M1=Mo)Cp, 0731, n, 8

1N27v1v2

+ 2 ayd,%un( Q1)Un2(Q2)e'(q1r”1 %rn,)

X 2 2 e (G0 (G2)

KK O'Kl K20'1

X f_ldflpwi(""i 1) f:cdgz

is the self-energy function. Using the electron—ion model of ; ;
a nonideal conductor in a magnetic field, we obtain an exact (62)—1(£1) (16)

system of equation§), (10), (12), and(13) for the electron

Xpo U(KZK §2)|C!) _’_52 f
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Herep is the spectral density of the single-particle tempera+ange impurity atoms, when one needs to keep only the Fou-
ture Green’s function, anfl is the Fermi function. rier component of the electron—impurity interaction potential
The deformation of the phonon spectrum of the crystalfor q=0: u(q)=ugy. The methods of removing the diver-
and the phonon damping due to the first term in form@i gence of the series that appears here were discussed in Ref.
have been studied previously’ Here we are interested in 24.
the influence of the resonance scattering of electrons by im- Carrying out an analytical continuation of expression
purity atoms on the phonon spectrum and damping of a con:18) with a discrete set of poinig, on the real energy axis,
ductor in a magnetic field. This effect is described by thewe can see that the retarded and advanced electron Green'’s
second term on the right-hand side of form(#). For this  functions have additional poles which are roots of the Lif-
purpose we drop the first term on the right-hand sidéL6f. shitz equatiori:'° They correspond to magnetoimpurity elec-
This can be done if the quasilocal frequency of the vibrationgron states that must be taken into account in calculating the
of the impurity atom are substantially different from the fre- polarization operator.
guencies of the resonance transitions of the electrons be- We also average expressi¢h6) over configurations of
tween magnetoimpurity levels and the Landau levels. Wempurity atoms in the sample. Here we shall neglect the dif-
shall neglect the contribution of the vibrations of the impu-ference byug(q) andu4(qg). We omit the vertex corrections
rity ions in the second term ofL6). This effect has been arising in the averaging of the product of spectral densffies.
studied in the papers of Kagan and Zherriege, e.g., Ref. Then the integrand ifi16) contains the product of densities
8). On the right-hand side of E@11) only the first two terms averaged over configurations of the impurities:
remain. They are due to the elastic impurity scattering of ,
electrons in a magnetic field. In order to take the electron (Poor(KK',8))c= Org1 ir Pyl K,8).
impurity states into account, we must go beyond the Born e do the analytical continuation of expressids) ac-
approximation in the electron—impurity interaction in calcu- cording to the ruld w,,— w+i0. Then the retarded phonon

lating the scattering amplitude. For this we write £IR) in polarization operator in an isotropic crystal has the form
the usual form

51’ v .
e 2%20) = —a2 5 o?lugla)] 2915,
q
+GO K, UK G(r o' LK K,: ’ *® ®
rr( gs)zl Kq 1 ( 1 gs) > 2 ||KKr(C{)|2f d81j d82
(17) KK O
; , f(ez)—f(e1)
whereU . are the matrix elements of the operator for the X po(K,&1)po(K' €p) —m——.
.l . . . . . 7 ’ 7 ’ w+|0+ €™ &7
electron—impurity interaction energy. The solution of this

equation can be obtained by using the standard iterative pro- (20
cedure. Doing the averaging of Ed.7) over positions of the

) ) 4 The method of calculating th ral density with al-
impurity atoms’? we obtain e method of calculating the spectral density with a

lowance for bound and quasibound states of the electrons in

G,p= Gg(r+ (GSU)ZTKW (18 a plasma is set forth in the monograph by Krasifal?®> We

_ apply that method to the electron—impurity system in a mag-

whereT,,, is the average value of the operator for the scatyetic field. Following Refs. 21 and 25, we expapdn a
tering of electrons by impurity atoms. Since we are inter-series apout the point at which the damping of the electrons
ested in impurity states of the electrons in the field of iso-anishes. Such an approximation is sufficient for considering
lated impurity atoms, we can limit consideration to the linearye high-frequency properties of conductors provided that the
approximation in the series interval &, in powers of the  frequency of the external field is greater than the electron
concentratiom; of the impurity atoms. In the graphical rep- ¢ojlision frequency. To remove the divergence of the series in
resentation this means that among the diagramsT{gr,  (19), we use a self-consistent approximation. This means that
only those with one cross are importafthe single-center 4, glectron undergoing multiple collisions with impurities is
approximatioh. Taking such diagrams into account meansyqt free but is all the time sensitive to their presefic®.
that the amplitude of multiple scattering of electrons by angraphically this corresponds to replacing the fine electron
isolated impurity atom is calculated exactly. This allows Usjines in the diagrams for the electron Green’s function by
to take into account the poles of the amplitude, which COrmeheavy lines.

spond to magnetoimpurity electron states. In this approxima- | the approximation linear in the concentration of im-

tion we obtain purity ions the spectral density of the averaged electron
To=Nit,o(Ls). Green’s function is equal to
where p=p°+ 6p, where p?r(K,S):5(8_8KU.);

Ug and the impurity contributiodp~n; has the form

19
1‘“0% Gle,o(£s) 19 1 y.(&)

5PU'(K'8): ; [S_SKU_AU(S)]2+ 7127(8)

tK(r(gs) =

is the temperature operator for single-center scattering. In
deriving this formula we have limited consideration to short- —0(e—€,4)- (21
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HereA ,—ivy, is the retarded self-energy function due to the m2g2Q

electron—impurity interaction. The real pakt, determines ImIo(q,w)= o] > Crn (A)[f(&n00)

the shift of the Landau levels, and the imaginary paytthe Zinn’o

damping. In the case of short-range impurity atoms that scat- — f(sn,(kg_qz)o)], (29

ter solutions independently, we find
5 whereg~ u/d is the constant of the deformation potential
B mUgNig,(£) oy (o is the chemical potential of the electrons ahds the
Yol2)= [1-uoF ()% +[mUeg,(e)]%’ (22) density of the conductdf® x,,,=(1— e,/ o) &n, are
the Landau levelky=(2mue)*? N, is the number of filled
whereg, (&) is the density of electron states in the magnetic| andau levels,
field, and

2
(e") K% m[ Q(n—n")] L X
oo o =l —n)l o=t o=,
Foe)=p | a2 ST 0% om
— o E—E
, MmO
In the Born approximation the denominator in formula 2, e (@] =5 94, kK Cnn' (AL,
(22) must be replaced by unity. Thep, goes over to the kyky

known collision frequency for electrons with the impurity and ql=(q)2(+q2)1’2. Expression(23) was obtained at zero
atoms?* We see from21) and (22) that the spectral density temperature. We note that in formulézs) and (24) we have
has complex poles at points which are roots of the Lifshitz,seq the normalization of the polarization operator adopted
equation. They correspond to magnetoimpurity electron, et 23, |t differs from our€15) by an additional factor of
states. Their characteristics are found in Ref. 20. The disg24 This is because our Green’s functié®) is constructed
tance between a Landau level and the magnetoimpurity IeV‘%n the displacement operators of the ions, while in Ref. 23 it

split off from it is given by was constructed on density fluctuations. Formy2® and

1 /a\? (24) can be obtained fron(20) if the spectral density of
A==Q ik an ideal conductor is used, ang(q) is replaced by a con-
2 stant.

Using the resonance character of the imaginary (2t
of the self-energy of the electrons, we write the contribution
SII in the form

where(} is the cyclotron frequency,is the magnetic length,
anda is the scattering length. The width of ttNth magne-
toimpurity level is equal to

mg?n; Q) o
r=2a oS tvem M@=~ 3 e, | o

H(ene) — HEnko)

The residue of the electron—impurity scattering amplitude at % —~ 5 Con (1)
the pole is [&n(k,+q,)0~ ENo]
2527312 1
- X .
r= m<Q SnkZ(r_sN(r_w_IFN(r
These formulas have been obtained #6& ). The concrete N 1 25
form of the functiony,, (22) will not be used below. Only the Enko~ ENg T @+,

fact of the existence of poles of the spectral density will be

used. The characteristics of the magnetoimpurity states pre- Hereey, andl'y, are the position and width of theth

sented here will be used only for numerical estimates. magnetoimpurity electron energy level with spin projection
In the approximation linear in the concentration of im- o; 'y, is the residue of the scattering amplitude for electrons

purity atoms we obtaifdl=1II,+ SII, wherelIl, describes ©n an impurity atom at the pole ef,,—iI'y, . In this paper

the change and damping of the phonon spectrum due to th&e are ignoring the broadening of the Landau levels.

electron—phonon interaction in the ideal conductor, ahd The effect we are interested in is due to the poles of the

is an impurity contribution. The terifi, for the longitudinal ~ integrand in(25), which are roots of the equations .

phonons withgllH is obtained in Ref. 15: —enysFwxil'y,=0. Here the upper sign corresponds to
po N, transitions of the electrons in the field of the vibrating lattice

from the Landau levels to the magnetoimpurity levels, and

Rello(d.0)= 41y, n%r Con (1) the lower sign corresponds to the inverse transitions.
We now specialize to the caggH. Near the frequencies
2 2 2 .
%—x I wg of the resonance transitions of the electrons from the
ko "M no Mo magnetoimpurity levels to the Landau levels, the contribu-
XIn 3 )2 , 2 <w>2 ' tion (25) has the form
Tt Xno| —Xpe| —|—
ko ™" " Ko

. Ag
293 Sllg(w)=—i m—, (26)
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where wg=wo+sQ (s=0,1,..) are thetransition frequen- #0, the contributionsSI1,; and 611, are proportional to the
cies,wp=A, and density of electron band states. The imaginary paris due

32,20, to the natural width of the resonance line.

m>g-Qn;r
5= 2 [f(en) ~flent wg)]. (27)
s 4. PHONON SPECTRUM AND DAMPING IN CONDUCTORS

The values ofeg play the role of oscillator strengths of the WITH MAGNETOIMPURITY ELECTRON STATES

resonance transitions. In formulé&a6) and (27) we neglect The ion Green’s functior5), averaged over positions of
the dependence df, I', andr on the number of the Landau the impurity atoms, satisfies Dyson’s equafitft

level. This is allowable ifA<(). The square-root singulari-

ties of (26) reproduce the singularities of the density of states (D)=

of the electrons at the Landau levels involved in the transi- ¢ Dyt (I,

tions, and the difference of the Fermi functions(&Y) takes

tains the contribution which take into account the multiple scattering of elastic

B waves by an isolated isotopic defect. This result can be ob-
ollp(w)=—i ﬁ,— (28 tained from Eq.(7) in which the last term on the right-hand
wp— w—

side is neglected. In the previous Section we(3&f.=11,
wherew,=pQ—w, (p=1,2,..) are thetransition frequen-  + SIl, where the termsIl (25) is also calculated in the
cies. and linear approximation in the concentration of impurity atoms.
In the calculation we restricted the summation of diagrams
for (G), to those with one crosé,which take into account
EN: [f(en—wp)—f(en)] multiple scattering of electrons by isolated impurity atoms.
The dispersion relation for the phonon spectrum in con-
are the oscillator strengths. In the formulas for the oscillatoiductors with magnetoimpurity electron states has the form
lengths strengths we neglect the spin splitting of the energy w?— U2
levels. —_——
It is seen from formulag26) and (28) that the magne- qd
toimpurity states of electrons give rise to resonance contriwhereu is the renormalized sound velocity. The term &RE
butions to the real and imaginary parts of the phonon polartakes into account the influence of magnetoimpurity states of
ization operator. The imaginary part of the contributi@®) electrons on the phonon spectrum.
has a square-root singularity at— ws+ 0, and the real part As in Sec. 3, we limit consideration to longitudinal
has one atwv— ws—0. This means that the magnetoimpurity phonons propagating along the magnetic field. Near the fre-
states have a substantial influence on the damping ajuencyw, of the resonance transitions of electrons from the
phonons with frequencies=wg. In the case of transitions magnetoimpurity level to the adjacent Landau level, the dis-
at frequencieso, the situation is reversed: the phonons arepersion relation for such longitudinal phonons has the form
strongly damped in the region< w,.

m®?g2Qn;r

p 21/277(1);2)

—Redll(q,w)=Relly,

2~2
Let us consider the limiting caggé=0. We assume that A(xz— — |+ B(l—x)*l’z—sz(xz—xﬁ)*lzIn E,
the electron energy spectrum has is only one resonance level ®o
g, of width T", and the residue of the scattering amplitude of (29)
electrons on impurity atoms is equal tto Then, passing to where
the limit H—0 in formula (20), we obtain 6I1= 411, 2 2
A\“Kkq( I°d
+ 611,, where x=wlwy, A=27%—| —|—],
Mo/ g \mky
ST _ ety f(e, + 12
gw)= —i————[f(e) ~f(er+0)] le%z(a) aln,.
(&, +w+il)*?
X(w++i1“)r2—4s (e, +w+il)’ C=2x2na3 2 “ko(I%d
o ' Mo/ O \mky/’
v2m®%grn, 2 /A ke \2 2
BI1,(q,0) = —i [ (s, &)~ (/)] E:‘(E_ZX) _(__ox .,
& Ko 0 Mo d Ko 0
" (&,—w—il)*? A ko |2t
(w,+il_')2—4sq(sr—w—il_')' _(M_OEX> '

w.=w0*0g%2m; £q= g?/2m. The contributionSII, is due to  x,= w,/wq (wy is the frequency of quasilocal vibrations,
transitions of electrons from the resonance level to the bands the lattice constantpp is the Debye frequency, anxi,
and 811, is due to the inverse transitions. As in the cébe =(1—Q/2u,)*2 The second term on the left-hand side of
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dispersion relatiori29) is due to the magnetoimpurity states, and E; is obtained fromE by replacingwg with  in the
and the third term takes into account the quasilocal vibraargument of the logarithm. It follows from this equation that
tions of heavy impurity atoms in the lattiée® The spin in the case

splitting of the Landau and magnetoimpurity levels has not

been taken into account in these formulas, and only one term A1X§<2 InF~*, x_>1

in the sum(23) is being considered. A graphical analysis of ) ) ) o
Eq. (29) shows that in the cas&(ug/wg)2>2 InFtin the there are no solutions of the dispersion relation in the para-

parabolic window of transparency€x_) of the conductor polic transparency wipdow.in the absence_ of magnetoimpu-
for elastic waves in the absence of magnetoimpurity state¥t States. If magnetoimpurity states do exist, such a solution

there exists a longitudinal vibrational branch of the spectrum@PP€ars. The root of the dispersion relation lies in the inter-
There val (1,x_). It corresponds to magnetoimpurity phonons. As

in the case of electromagnetic wav@<! magnetic localiza-

tion of electrons on impurity atoms promotes the propagation

of vibrations in conductors. Taking the magnetoimpurity

states into account leads to a lowering of the phonon fre-
When the magnetoimpurity states are taken into accounuency in the collisionless damping resistivitles<x<x.

a crossover splitting of the dispersion curve under considerand to growth of the vibrational frequency in the region

ation occurs which is analogous to the crossover situation ig>x, . If X, < 1, Cl(l—xﬁl)‘1<ln El’l(x=1), the third

a lattice with quasilocal vibratiorfsThis occurs if the fol- o/ on the left-hand side of dispersion relati@0) causes a
lowing inequalities hold: splitting of the magnetoimpurity phonon branch. The low-
ug\? frequency branch lies in the interva:kk(l,l) and the high-
w—o) -B>2InF 1, frequency branch atIx<x_. The vibrational frequency

decreases in the regiox_<x<x, and increases for
In the parabolic window the spectrum has not one bux>x_ . If instead C1(1—x§1)*1>ln El‘l(x=1), the low-

two branches: a low-frequency branch and a high-frequencjtequency branch vanishes and the high-frequency branch
branch. The frequency of the low-frequency branch lies innfemains.

q -1
k—0—2X0

q
k—0+2X0

M0 Q q B
xi—w0 ko(Zxoiko), F=

x_>1, A

the intervalw< wq, and that of the high-frequency branch, The phonon dampmg decremem is related to the
betweenw, and the boundary of the transparency window. Ifimaginary part of the retarded polarization operator by the
instead relation23
u2q2 d
Al——1|<InE Y(x=1 __ 4
o ) nE *(x=1), 7(q)——xlmn(q’wq), (31

then the high-frequency branch vanishes. Only a lowering ofy o re wq is the phonon spectrum. It follows from formula

the frequency of the initial branch of vibrations occurs. (26) that near the resonance frequenaythe damping dec-

Let us clarify what happens to the phonon spectrum deeyent contains a contribution due to the magnetoimpurity

scribed above when the quasilocal vibrations are taken imgtates It is equal to
account. Let Kx,<x_. Then it follows from Eq.(29) that

for agqd »
575(q)zw2—[as(a)q)+(wq_w5)] ) (32
U2q2 27uas(wq)
A(—z—l)—C(xﬁ—l)1<|nEl(x=1)
) where

the crossover situation described above is preserved. A fur- _ N2, 1212
ther decrease of the vibrational frequency occurs in the in- a(@)=[(w=wg) ™+ 77
terval x<<1, while the frequency of the high-frequency |f we neglect the width of the magnetoimpurity level, expres-
branch increases. Its frequency lies betweek and the  sjon(32) has a square-root singularity fer— w from above
boundary of the transparency window. and is equal to zero below,. TakingT into account leads
Near the frequency of the electron transitions from thetg a smoothing of this singularity. The absorption line of the
Landau level to the magnetoimpurity leveh=Q—w, the  phonons is asymmetric. It is shifted to higher frequencies
dispersion relation has the form with respect tows. A maximum of the sound absorption
2 _ 2. _ coefficient analogous to that predicted here has been ob-
As(X*=x1) =By (x—1) 1/2_C1X2(X2_Xk1) =InEy, served in InSh samples doped with donor impuriffes.can
(30) be explained as an activation by the field of the sound wave

where of electrons which had been magnetically frozen at the local
levels.
2 el @ ° Near the frequencyo, the contribution to the phonon
Al: i A, 81:2 -1, C]_:C, H
® [ damping decrement has the form
0
uq Wy _ Bpad INETEY
X=X~ 3vp(Q) m[ap(a’q)ﬂwp wq) 7%
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This expression has a square-root singularity as the freaf the electrons, a crossover splitting of the phonon disper-
quency goes taw, from below. The corresponding absorp- sion curve into two branches occurs. Under certain condi-
tion line is also asymmetric, shifted to lower frequenciestions new branches of the vibrational spectrum can exist in
with respect tow,, . the windows of transparency for elastic waves; these

It is seen from formula24) that for w<quo—g%/2m, branches are absent in conductors without magnetoimpurity
when vo=[2/m(ue—Q/2)]*? there is no collisionless states. The corresponding phonons are called magnetoimpu-
damping in a degenerate conductor. In this region the ratio ofity phonons. Their damping is due to the scattering of elec-
the maximum value of the damping decreméB®) with  trons and elastic waves by the impurity atoms in the conduc-
frequencyw, to the damping of the quasilocal vibratiGris  tor.

of the order of This study was supported in part by the INTAS program
M a2 2 Rw, q (Grant INTAS-01-0791and the program European Network
Mo ) [ Ko \[_0 ) of Excellence in “Fundamentals of Nanoelectronics.”
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It is shown that a new type weakly damped acoustic plasmons can propagate in a quasi-one-
dimensional conductor in an external static magnetic fi€ld’hese are due to the presence of spin
subbands in the electron spectrum and are accompanied by forced oscillations of the

magnetic moment of the sample. The dependence of the velocity and amplitude of these waves
on the magnetic field strengti is found. © 2003 American Institute of Physics.

[DOI: 10.1063/1.1614241

1. INTRODUCTION momenta and the spin variable—is assumed constant and
large in comparison with the periodn2w of the external
g_erturbation. Formuld2) follows directly from the kinetic
equation in the&k representation and the definitions of current
(r:i]ensity and the nonequilibrium carrier density:

A number of conducting crystals are now known which
are so anisotropic that they can be regarded to a known d
gree of accuracy as one-dimensioridD) metals with a
charge carrier spectrum that depends only on the projectio
of the quasimomentunp on the C axis, the direction of
maximum conductivity. Some of these materials, e.g., JaSe
the polymers (SN), and organic polymers of the type
(TVTSF),CeQ,, do not undergo a Peierls transition and re-
main metallic at all temperaturég;obviously, these are nor- .
mal (nonsuperconductingmetals in rather high magnetic (o= (ieEc/k)P. @)
fields. The kinetic coefficients of a 1D electron gas can be
calculated in an elementary manner, and their behavior in an..
external(static and uniform magnetic field—independently
of the direction ofH—is determined solely by the spin \/—
splitting of the levels: o ks

. “F 12K, Ime@?”
e.(p)=pc/2mc= BH; oy

B=enl2mc is the Bohr magneton.

i(kev—a) i =—ev-E;

k= —e(Vi),

To within constant common factors, the contributions of
subbands to the conductivity are proportional to

and the reduced chemical potential.(H)=u(H)=*=BH

Adopting spectrum(1) (i.e., restricting discussion for (the filling depth of each of the subbands determined by
simplicity to a 1D model in the effective-mass approxima-the condlt.lon that the.eql_ullbrlum .partlcle number QenNty
tion), we shall show that weakly damped longitudinal plasmabe equal in a magnetic field and in zero figtlibscript 0:
waves, similar to acoustic plasmons in an ordinary
conducto® can propagate in such a metal at low tempera- \/ZJF ‘/IZZ\/M_*
tures. However, the wave velocity here depends on the mag- 5
netic field strength, and that circumstance can in principle be _ (1+ﬁ) = uo(1%h)2 ()
used in constructing adjustable wideband “delay lines” for rf pe=Ho T 2u9 Hol 2 =10
signals.

It is easy to see that the total conductivity + o _ van-

ishes for a wave with a linear dispersion relation
2. NONLOCAL CONDUCTIVITY AND THE “ACOUSTIC”

MODE ~
Let us calculate the contribution of each of the subbands kw)=K= vovl— hZ' ®
(1) to the longitudinal conductivity:
oe? | ke »e? Its velocity V,=vyyV1—h?, wherevo=+2uo/me, is the
o+ (K,w)= |k_2<kv—a)> = ik—zPi , (2) geometric mean of the Fermi velocities for each of the sub-
o—

bands; V,—0 as H approaches the critical valuél,
wherev=de/dp; the angle brackets denote integration over=2u,/8 for which the carriers leave the upper spin band.
the Fermi surfac® with a weight lv|"Y(27h) "3, ®=w  The wave damping decrement is of a collisional nature and is
+i/7, and —the relaxation time with respect to both the independent of frequency.

1063-777X/2003/29(11)/3/$24.00 954 © 2003 American Institute of Physics
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3. ELECTRIC FIELD DISTRIBUTION IN A SEMI-INFINITE 4
SAMPLE 2

Let us estimate the value of the effect, assuming that the
wave is excited by an electric field(0)exp(iwt) applied
normal to the surface of a semi-infinite conductar%0)
with an ideal boundary that reflects the conduction electrons
in a specular manner. The Fourier transform of the longitu-
dinal electric field inside such a sample is known to(fee,
e.g., Refs. 5 and)6 2 _

2E(0) S
K ike(k,0)’ © AT
wheree(k,w)=1+4mio(k,w)/w is the dielectric function, &=z
and the total conductivity calculated according to form@ga ~—_
can be written in the form T~

~ 2 ~—

BH/ 21—

1-27%(1—h?)
[1— 22( 1+ h)z][l— 22(1— h)2] . (D FIG. 1. Curves1) the velocity of spin—plasma wavé® units ofv,); 2,3
amplitudes of the oscillations of the electric figid units of E., ; see Eq.
where (10)) and magnetic momertin arbitrary unit$, as functions of the applied
static magnetic field. The parametes/v,7=1.15. The dashed lines show
(8) the Fermi frequencies of electrons in the spin subbands.

=0(0,w)

O'(O,w)ZiNezlmCZ); z=kvglw.

At frequencies small compared to the plasma frequency,
expression(6) has a pole that practically coincides wikh
defined in Eq(5); the residue at that pole gives the following should be accompanied by forced oscillations of the total
expression for the electric field in the wave: magnetic moment. Its oscillatory part should obviously be

5 written as
w
5E(XC ,t)% " E(O) 2 ieEk
lmo(0w) 7 1-h M= B+ — () ) =B—— (P.=P_). (1)
Xex;{ &—iwt) (9)  Using formulas(3), (6), and(7) and introducing, as above,
vovl—h the dimensionless Fourier indez=kvq/®, we find the

For a general value of the reduced magnetic fieldee transform of the magnetization as

Eq. (4)] the pre-exponential factor here is of the same order

P

of magnitude as in the always-present homogeneous“erm:

hw _
AmoMi~ T B O 5 p”

E(0) , h 1+7%(1—-h?)
E.(t)= ———exp —iwt) _ e
E(O,w) mco E(O)hl_ZZ(l_hZ) (12)
__ B0 exp(— i wt): and, by the inverse Fourier transformation, the distribution of
47io(0,w) ' the magnetization in the sample:
therefore, conductors with a comparatively low density of ) h
free carriers (and, accordingly, low wave conductivity 4mM (X )~ 7o E(0) on?
o(0,w)) are the preferred objects of study. However, at 0
depthsxc much less than the mean free payr, the ampli- iBXe
tude of the ratioSE/E.. can turn out to be rather large in X ex —z_i“’t ) (13
magnetic fields close tbl;=2uq/B. Indeed, the maximum vovl—h

absolute value of tha-dependent factor i9) is reached at  As expected, the coefficient in front B{(0) is small: even at

h=~1-(xc/vo7)?/8 and is equal to (2y7/exc)? where eis  comparatively low Fermi velocities,=10° cmi/s, takinge

the base of the natural logarithnisee Fig. 1 =102 s ! we obtainiw/mcw,=3x10%, i.e., an hf elec-

tric field =1 c.g.s. e.s.u. applied to the sample will produce

magnetization oscillations with an amplitude of3

X 10 ° G. As in the casd9), the assessment may be more

favorable for samples of small thickness compared to the
On the other hand, the wave under consideration repremean free patly 7, in fields close toH,, so that for small

sents antiphase oscillations of the partial densities of eleck:/vy7 the h-dependent factor i13) has a maximum am-

trons with spins directed parallel and antiparalleHpi.e., it plitude there, with a value=vy7/Xc.

4. MAGNETIC OSCILLATIONS
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It is possible that the magnetic oscillatiofis3) will be case, for whichug<n?, leads to rapid improvement of the
easier to identify in experiment than the electric oscillationsassessment with decreasing free carrier density, i.e., for sub-

(9), since here there is no homogeneous term (. stances such as organic metals with an ordinarily narrow
conduction band, and dopegdegenerate semiconductors.
5. SPECIAL TWO-DIMENSIONAL CASE Thus for valuesn=0.01 the quantum limit in terms of the

Of course, at a high enough magnetic field, the situatior{“agnetic field would be achieved at quite realistic field
in which only the two lowest subbandsith opposite carrier  StrengthsH, = 10° Oe. At that value the necessary tempera-

sping are filled is possible, even in systems of highertureé regime <o) would be achieved for <1K.
dimensionality. However, in that case for a wave of the  Of course, the simple calculations presented here only
acoustic plasmon type—with a velocity in the interval illustrate the possibility of a new type of plasmons propagat-
((vk=) max: Wk+)may—electrons can be found which are mov- ing in quasi-one-dimensional conductors: for example, dis-
ing “in phase” with the wave, and that leads to its collision- persion relatior{5) may be altered somewhat in the case of a
less damping. The latter can be made weak only in fieldgtrong Fermi-liquid interaction; the situation would also be
corresponding to a relatively low occupation of the next-to-compjicated by the presence of several valleys in the electron
li‘St Eub/band, Le., fields close to the critical valkie spectrum. In addition, for magnetic fields very closeHg
=n(Ho)/B. . : . and/or frequencies comparable to the plasma frequency a
As an example, let us consider the two-dimensional elec- . ) . . -
ore detailed treatment is necessary; in particular, the finite-

tron spectrum in the special case mentioned above, when tHB )
field H applied along the plane of motion of the particles "€SS of the temperature should be taken into account. These

gives only spin splitting of the levels: and other refinements are planned for future publications.
5 The author is grateful to V. G. Peschansky and Yu. G.
P+ Py i i i
e.(p)=—=—2*BH (14)  Pashkevich for a discussion of the results.
- 2m, — 7

The total longitudinal conductivity calculated according to
formula (2) (see also Refs. 7 and 8ere is equal to

. o -
(k)= o <1>2 1- — @ . *E-mail: gokhfeld@host.dipt.donetsk.ua
Dk @)= ?2_ + 5)2_ k202 ! DThis is because there is no orbital motion and, hence, no Landau quanti-
- +
- zation in the one-dimensional case. An analogous situation exists in a

B o™ BH B = two—.dimefnshional e.Ielctron system in a magnetic field parallel to the plane of
ve=1/2 B a— oV1l=h (15 motion of the particlegsee Sec. b
1N

IFor this it is necessary that the electron spectrum have at least two valleys

—the maximum carrier velocitieg1) is the energy density ~ With substantially different Fermi velocitiés. _
of states: forD=2 it is independent of energy and is there- In the 1D case the Fermi surface i space consists of plangg|
fore the same for both subbands. It is easy to check that for_ Y2Mc#=:

- . . . . . 45‘This term is due to the continuity of the electric displacement and is de-
h~1 expressiori15) goes to zero if the following dispersion

scribed by one-half the residue of the functi@8) at the pointk=0.

relation holds: Strictly speaking, the electric field in the sample also contains a screened
) —\ — part that decays with a decrement/47e?(1). However, in view of the
K(w)~ w 1+ I 1-h C o\~ 2 1-h macroscopic depths:, the latter can be ignored; this corresponds to the
W)= V2 3v3 1+F ! 2=~ <lo 3 ' neglect(here and beloyvof the term of unity in the dielectric function
k,w).
(16) e(k, )

6. DISCUSSION OF THE RESULTS

The waves under discussion exist in an extremely wide
range of magnetic field strengths. However, as may be seen
from what we have said, conditions for realization of the 1| p gorkoy, Usp. Fiz. Nauki44, 381 (1984 [Sov. Phys. Usp27, 809
effect (and, possibly, for applications in the controllable de- (1984].
lay of hf signal$ are more favorable in the case of relatively ?A.I. Buzdin and L. N. Bulaevskj Usp. Fiz. Naukl44, 415 (1984 [Sov.
low occupations of the upper spin subband, i.e., for fields Phys. Usp27, 830(1984].

close to the maximurhlc. Let us estimate it, returning to the 30. V. Konstantinov and V. I. Perel’, Fiz. Tverd. Telaeningrad 9, 3051
(1967 [Sov. Phys. Solid Stat®, 2409(1967)].

D=1:
case 4D. Pines and J. Schriffer, Phys. Rev1R4, 1387(1961).
2ug hC m [an 2 SV M. Gokhfel'd, M. A. Gulyanski, M. I. Kaganov, and A. G. Plyavenek,
Hi=—=—5—\|—| » (17) Zh. Eksp. Teor. Fiz89, 985 (1985 [Sov. Phys. JETB2, 566 (1985].
B e 2mc\ ac .

5V. M. Gokhfel'd, M. I. Kaganov, and G. Ya. Lyubarskizh. Eksp. Teor.
wheren=Naca’ is the number of carriers per cell of the Fiz. 92 523(1987 [Sov. Phys. JETBS, 295 (1987].

crystal. For a “good” metal witlm= 1 (andmczm) formula ;T. Ando, A. B. Foyvler, .and F. Stern, Rev. Mod. Phd, 437 (1982.
(17) would give H,;=10® Oe, whereas it is ordinarily not \Z/.lgn.zcggkhfeld, Fiz. Nizk. Temp28, 304(2002 [Low Temp. Phys28,
technically feasible to obtain a static magnetic field greater (2002

than 16 Oe. However, a peculiarity of the one-dimensional Translated by Steve Torstveit
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A compact, top-loadingHe evaporation refrigerator is built for doing heat-capacity studies on
various samples at temperatures below 1 K. It uses adsorption pumping and utilizes a

portable helium Dewar of the STG-40 type as the cryostat. A calorimetric cell is built which
permits investigation of the heat capacity of samples with masses of less than one gram. The lowest
measurement temperature is 0.32 K. The dependence of the temperaturétdé the

evaporation chamber on the power delivered to it is established. The refrigerator can operate
continuously for two hours at a heat load of a@W. © 2003 American Institute of Physics.
[DOI: 10.1063/1.1614242

INTRODUCTION refrigerators. We tried to choose the variant which would
best suit the problems at hand. The refrigerator was designed
Many physical problems now require calorimetric mea-with the following requirements: working temperature inter-
surements at temperatures held K in magnetic fields val ~0.3—-3 K, Compactness, short cooldown and heatup
above 1 T. In particular, such problems include the investitime, low consumption of liquid helium and electrical en-
gation of ternary intermetallic compounds, which are characergy.
terized by an extremely wide spectrum of transformations in  Heat-capacity measurements are usually made by adia-
all of their subsystems of elementary excitations. Amonghatic methods of calorimetry, with pulsed or continuous heat-
these compounds are some for which a strong correlation gig. However, the use of such methods in experiments at
the electrons leads to the formation of heavy fermions, WhiChemperatures below 1 K requires |arge Samp|es and good
is manifested as growth of the electronic component of thehermal isolation, which make for longer cooling times to get
heat Capacity with decreasing temperature below 4 K. Othetihe Samp|e down to the lowest temperature_ Thermal
compounds of this class display non-Fermi-liquid behaviorswitches are usually used to reduce this time, but at the ex-
of the electron subsystem, which is also accompanied bpense of additional heat released into the evaporation cham-

unusual behavior of the low-temperature heat capacity.  per. For this reason we chose the thermal relaxation method,
As the magnetic subsystem of these compounds can URwhich does not require adiabatic conditions.

dergo phase transitions in the low-temperature region, it is
necessary to study the heat capacity in magnetic fields.
In a number of compounds we have previously observe
a superconducting transition at temperatures ranging from%
to 25 K, depending on the compositibit. has not been ruled
out that other compounds may exhibit superconductivity at We designed and built a compact, top-loading evapora-
lower temperatures. tion refrigerator intended for physical research at tempera-
One can extract the most information from studies oftures down to~0.3 K. The height of the part of the refrig-
single-crystal samples, but their masses are usually smakrator immersed in the cryostat is 1 m, and the outer
less than a gram, and therefore the measurement cell itsaelfameter is 24 mm. These parameters and the specially de-
must have small dimensions and a small intrinsic heat capasigned hermetic locks made it possible to use a standard
ity. portable helium Dewar of the STG-40 type as the cryostat.
For these tasks we have designed and built an apparaté®r measurements in magnetic fields we designed and made
for calorimetric measurements, based ofHe evaporation transition flanges, making it possibility to use a Dewar with a
refrigerator with a loading lock and adsorption pumping,small volume ¢5 liters) and a diameter of 105 mm as the
having a short cooling time to the base temperature. The lowryostat. The small diameter of the cryogenic insert makes it
weight and knock-down construction of the refrigeratorpossible to use solenoids with a small inner diameter
makes it transportable; a standard portable Dewar of thé~30 mm), in which one can obtain magnetic fields up to 8
STG-40 type may be used as the cryostat, making it possibl€ with good uniformity.
to use the refrigerator in any laboratory equipped with a he-  Either ®He or “He can be used as the coolant in the
lium system. refrigerator. Its low-temperature part is made as a unit, with
There are various designs 8fle (Ref. 2 evaporation control and coolant storage systems. Everything is mounted

ONSTRUCTION AND WORKING PRINCIPLE OF THE
EFRIGERATOR

1063-777X/2003/29(11)/3/$24.00 957 © 2003 American Institute of Physics
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F1(|:m FIG. 2. Diagram of the cooling cycles of the refrigeratbr-pumping down

) ) i . of the “He evaporation chambeg—condensation ofHe into the *He
FIG. 1. Diagram of théHe evaporation refrigeratof—adsorption pump, evaporation chambeB—pumping down of théHe evaporation chamber;

2—throttle, 3—"He pumping chamber—adsorbent of the vacuum can, 4—heating of the adsorption pump and repeated condensatiotief
5—threaded contac6—thermal coupler/—qgraphite rod8—jacket of the 5—pumping down of théHe evaporation chamber.
calorimetric cell,9—sapphire substrate with heater deposited o0t

germanium resistance thermometét—°He evaporation chambef,2—
vacuum canl3—intake tube with filter.

discharges into the vapor region of the cryostats vessel
The pump is equipped with a heater for regeneration of the

on a movable platform, making the refrigerator an autono-adsorbent, the electrical resistance of which is (B0
mous unit. The refrigerator works as follows. At room temperature

The evaporation refrigerator, illustrated schematically ina small amount ofHe (~1 mmHg) is admitted into the
Fig. 1, consists of the following units’He evaporation evacuated vacuum can to improve the heat exchange. At low
chamberl1 and*He pumping chambe8, placed in vacuum temperature this helium is absorbed by the inner adsorption
can12, adsorption pumf, and systems for communications pump 4, which is placed on théHe evaporation chamber.
and for the storage and collection of residual helitmot  During cooling the insert is immersed in liquid helium and
shown in the figurg the pump evacuating théHe chamber is turned on. The

The “He pumping chamber, of toroidal form, was made drainage tube of the pump is closed off at this stage to pre-
of copper and was placed on the pumping tube ofe  vent the liquid from penetrating under the cup and cooling
evaporation chamber. It serves for condensation of the coothe adsorbent. ThHe pumping chamber and tRe evapo-
ant inside the evaporation chamber and to reduce externahtion chamber come to a temperature~of.5 K in 15 min
heat leakage. It is filled automatically from the outer bath of(Fig. 2), after which the condensation &ifle from the stor-
the cryostat through a throttl2 and an intake tube with a age cylinder into théHe chamber can begin. The condensa-
filter 13. The throttle had a hydrodynamic resistance to flowtion of the gaseoudHe occurs on the wall of théHe pump-
of 10 cm 3. The filter is a copper cylinder filled with ing chamber. To improve the condensation process a screw
pressed and baked ultradisperse copper powder. The use thfead was deposited on the surface of this wall. The con-
the*He pumping chamber reduced the expenditure of heliundensation ofHe takes 5 min. Then the adsorption pump is
substantially, rendering it unnecessary to to pump out theooled. This is done by opening the drainage tube and ad-
whole helium bath and making it possible to add heliummitting liquid “He under the cup, thereby cooling the pump.
during an experiment. ThéHe evaporation chamber works The time required to establish the working temperature
continuously if the helium level in the external bath of the (~0.3 K) is not more than 10 min.
cryostat is kept above the intake tube. The working tempera- When all the liquid from the evaporation chamber has
ture of the chamber is-1.5—-1.8 K. been pumped out, the cooling process can be repeated. For

The ®He evaporation chamber is a copper vessel with ghis the pump must be warmed to a temperature of
volume of 2 cmi. The bottom of the chamber has a threaded~20-25 K. At such temperatures the desorption of helium
socket for mounting the measurement cell. The vapor ifrom the pump and repeated condensation oc¢Eig. 2).
pumped out by an adsorption pump placed in the helium batfihe pump can be warmed in two ways: either it can be raised
of the cryostat and having its own vacuum can. The synthetiabove the helium level in the outer bath of the cryostat or
adsorbent SKN is used in the pump. The amount of adsorelium can be evaporated from under the cup with the aid of
bent was calculated to be able to absorb all the coolant froma heater mounted on the wall of the pump. The recondensa-
the evaporation chamb&ihe vacuum can of the adsorption tion process takes 10 min. After the heater of the adsorption
pump is an inverted cup, from under which a drainage tubg@ump is turned off, a new cooling cycle begins.
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400 on the substrate, through a thermal coupler—a fine copper
wire 6 of small diameter, the length and diameter of which
must be chosen experimentally. Since the thermal coupling
element should be the main path of heat exchange between
the shield and substrate, the substrate was thermally isolated
from the shield and rested on a graphite rod9 mm in

= diametey. Thus the construction has a low thermal conduc-

. tivity and a long heat-transfer path, since the relaxation time
C 200t in the sample should be shorter than the relaxation time be-
n tween the sample and the jacket of the calorimeter.

In the thermal relaxation method used in this device, the
temperature of the bath is held constant. The jacket of the
calorimeter is stabilized at the necessary temperature, the
sample is heated above the temperature of the bath, and then
the sample cools exponentially to the initial temperature. The
| | | variation of the sample temperature with tirneorresponds

0] L 1 -
02 04 06 08 10 12 14 to the equation
T. K T(t)e=AT exp( —t/7)+ To, 1

FIG. 3. Dependence of the temperature of He evaporation chamber on WhereTS is the sample temperaturg, is the bath tempera-
the power delivered to it. ture, AT is the initial temperature difference between sample
and bath,ris a time constantG,/K), C, is the heat capac-
ity of the sample, and is the thermal conductivity of the
erator is mounted on a separate panel and serves for morffiérmal coupling elemeritThe thermal conductivity of the
éhermal coupling element is determined by measuring the

toring and control during operation. The system for storag )
and collection of residual coolant from the communicationsieMperature differencaT between the sample and bath at

system(when taking down the apparaitis assembled as an Various heating power® according to the relation
individual unit and is connected to the communications sys- A

. . K=AQ/AT. )
tem of the refrigerator by a flexible metal hose. For collect- _ _
ing the residual coolant a special adsorption pump is usetf 7andK are measured, the heat capa@ly is determined
which may be cooled in a standard portable helium Dewar. Arom the equation

300

100

The communications system of the evaporation refrig

cylinder with a capacity of 1.8 liters is used to store the main  ~ _ 3)
3 P :
supply of*He. . ) . . . .
The operating time and minimum temperature of the re- N conclusion we note that in working with this device,

frigerator depend on the heat load. To determine the relatiorihich is based on the top-loading transportattie evapo-
ships a copper cylinder equipped with a heate60 Q) and  ration refrigerator with adsorption pumping described above,
a Rug resistance thermometer was mounted to the threadeti© have found it to be convenient and reliable. While our
socket. As a test, different voltages were fed to the heater ari@sks include making heat-capacity measurements below 1
the temperature was tracked. Figure 3 shows the dependente the refrigerator can also be used to study other physical

of the temperature on the power delivered. The external par@aracteristics, such as thermal CondUCtiVity, electrical con-
sitic heat leakage is estimated to be /. ductivity, magnetoresistance, etc., since the measurement cell

In addition, we performed several tests on the |ength of-S dismountable from thé"@ evaporation chamber. Its com-

time the temperature was maintained. With a constant exteRactness and economy makes it extremely useful for doing
nal heat leak of 5uW a temperature of 0.6 K was main- Physical research at ultralow temperatures.
tained for 2 h. With no external heat leak a temperature of ~ The authors thank Prof. V. M. Dmitriev and A. M.
0.32 K was maintained for more that h and then the test Gurevich for their support and interest in this topic, and V. A.
was terminated. In the heat-capacity measurements the hedgidanov for consultation and fruitful discussions.
leak was less than &W.

"Deceased

CONSTRUCTION AND WORKING PRINCIPLE OF THE *E-mail: tchagovets@ilt.kharkov.ua
CALORIMETER

The copper jacket of the calorimetric c8ll(see Fig. 1
is made in the form a hollow cylinder 15 mm in diameter and *A. M. Gurevich, V. M. Dmitriev, V. N. Eropkin, B. Yu. Kotur, N. N.
is mounted in théHe evaporation chamber with the aid of a ie(gtgcl)?)u’[ C/ SUTSKiv A. I;/HTe;kg%\; g(‘)% ]5] V. Shiyk, Fiz. Nizk. Ter2p.
threa_ded contad Itis equipped with a heater{(60 Q) and 2F, Pobell,Miﬁere?n% MgﬁlOd’S at Low TémperatureSpringer-VerIag,
a resistance thermometer and plays the role of an isothermalgeriin (1992,
shield. Inside the shield is a sapphire substrate with a heatelRr. I. Shcherbachenko and V. N. Grigor'ev, Fiz. Nizk. Tergg, 11 (1998
9 deposited on it and a small germanium resistance ther,[Low Temp. Phys24, 831(1998].
mometer10 placed at the center of the substrate. Cold is V. N. Bakhmanet al, Prib. Nauchn. Issled., No. 2, 21972.

transferred from the shield to the sample, which is mountedranslated by Steve Torstveit
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The conductivityo in a quasi-one-dimensional electron system over liquid helium is measured in
the temperature interval 0.5-1.7 K over a wide range of electron densitikkss shown

that the quantityac/ne (e is the charge of the electrprnitially increases with decreasing
temperature and then, after passing through a maximum, begins to declifie- oK.

In this temperature region the value @fne, above a certain value of the drift potentia},
decreases with increasing,. It is conjectured that the anomalous charge transport

observed in this study is due either to spatial ordering of the electrons in the quasi-one-
dimensional channels or to the formation of many-electron polarons in the nonuniform potential
along the channels. @003 American Institute of Physic§DOI: 10.1063/1.1614243

Progress in nanoelectronic technology is stimulating acmotion perpendicular to the channel is quantized and is os-
tive research on two-dimensional conducting systems witltillatory with a frequencyw,=+eE, /mr (heree andm are
restricted geometry. A quasi-one-dimensional electron systhe charge and mass of the electron, and the radius of
tem over liquid helium was realized in Ref. 1, and in Refs. 2curvature of the surface of the liquid in the channdlhe
and 3 the transport of carriers in such a system was consigxperimental cell and measurement techniques are described
ered in detail. It was found that, as in the case of two-in detail in Ref. 2.
dimensional electron systems over liquid helium, the mobil- ~ The results obtained are presented in Fig. 1 in the form
ity of the carriers for T>0.8 K is governed by their
interaction with the helium atoms in the vapor, while for
< 0.8 K the transport characteristics are governed by the in-
teraction of the electrons with thermal oscillations of the lig-
uid surface—ripplons. It has been fodrtat the conductiv-
ity of electrons in a quasi-one-dimensional electron system
over liquid helium falls off atT<0.8 K, that the electron 100
drift velocity v has a nonlinear dependence on the driving s
electric field E; in this temperature region, similar to the
dependence af on E; for a two-dimensional electron crys-
tal. Therefore the authors have concluded that a spatial or-
dering of the electrons in quasi-one-dimensional channels
occurs.

In this paper we report a study of the conductivityof
electrons over liquid helium in quasi-one-dimensional chan-
nels over a wide range of electron densitiesn holding 10[
fields of up to 900 V/cm. Studies were done in the tempera- [
ture interval 0.5—1.7 K at a frequency of the measured signal
of 100 kHz. In contrast to Ref. 3, where the electrons were
held across the channel by a square potential well, the con-
ducting channels in this study were formed by a potential
well of quadratic form. In this study we used a profiled di- e S S S S S —
electric substrate placed a certain height above the liquid ' TT K
helium level. Liquid helium leaking onto the substrate
formed “grooves” on the surface of the liquid, which in the FIG. 1. Temperature dependence of the value/orfe for different values of

: e . . the electron density [cm™2]: 2.18x 10° (1), 5.77x 10° (2), 1.35x 10° (3),
presence of the hOldIng electric fle[q made it pOSSIble to 7x10° (4). The solid curve is the theoretical calculation for a quasi-one-

i 1
_Create a potential well across the channel. Electrons I_Ocal'z%jmensional systefiThe inset shows the calculated distribution of the elec-
in such a channel move freely along the channel, while theitron density across the channel.

o/ne, m%/(V-s)

1063-777X/2003/29(11)/3/$24.00 960 © 2003 American Institute of Physics
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the dependence af/ne on the temperatur@ for different  certain value o#/4 the value ofo/ne decreases with increas-
values of the electron density in the channel. The techniquing V. In that temperature region the carrier transport is of
used to measure is analogous to that of Ref. 2. In con- a nonlinear characteristic at sufficiently high values of the
structing the curve§, 3, and4 we used the theoretical value driving field.

of the mOblllty at 1.6 K. The inset shows the distribution of One of the possib|e exp]anations for the anomalous elec-
electrons across the channel for an average density of 1#n transport in narrow channels, which was proposed in
x10° cm™?, obtained with the use of the calculation of Ref. et 3 consists in the fact that in quasi-one-dimensional
4. It is seen than is substantially nonuniform along the .pannels as in the case of a two-dimensional electron system,

cha:mT:I. Cburt've: n F('jg' ltW,""S (:bt;llned for afn ellectrlclall); spatial ordering of the electrons occurs, with the formation of
neutral substrate and pertains 1o the case of a low electro mples beneath them. It was shown in Ref. 5 that in narrow

density in the channel, when the electrons form a linear ) .
. . . channels formed by a parabolic potentias was the case in
chain. The value ofr/ne for this curve increases exponen-

tially in the region of gas scattering of electrons. At Iowerthe present studythe effective mass of a dimple is aniso-

temperatures, in the region of ripplon scattering, the temToPIC and extremely large-{10°me). It can be assumed that

perature dependence afne is smoother. Curve describes 2t sufficiently low temperatures the motion of these massive
the case when an electric charge is deposited on the sufimples will be determined by the viscosity of the liquid
strate. It is seen that the electron mobility is substantiallyhelium. Since the viscosity of liquid helium increases with
lower for a charged substrate and is practically independerigmperature forT<1.1 K, the mobility of the electron—

of T at low temperatures. In the low-temperature region thedimple complexes should decrease. Here it should be kept in
mobility is apparently governed by the tunneling of electronsmind that, since the average distance between electrons and,
between the potential wells formed by electrons localized ofence the dimensions of the dimples wad0™* cm, it is

the solid dielectric substrate. The valuesodhe for curve2  possible that the motion of the dimples takes place in a tran-
were determined under the assumption that there are twsitional regime between viscous and Knudsen, so that the
channels of carrier scattering) $cattering of electrons on temperature dependence of the mobility of the dimple will
helium atoms in the vapor and on ripplons, as in the case afiot be governed entirely by the dependenceyain T. It is

the uncharged substrate) &cattering on potential variations not ruled out that the character of the motion of the dimples

caused by the presence of charges on the solid substraig.influenced to some degree by the surface viscosity of lig-
Furthermore, it was assumed that the electron mobility arisgiq helium.

ing due to the presence of variations of the potential is inde-

pendent of temperature. dimensional channels dt<0.8 K is also supported by the

Curves3 and 4 taken at a valug of the d“ft potential dependence ofi/ne on the drift potential. For a quasi-one-
V4~30 mV, pertain to the case of wide conducting channels

with a high electron density. It is seen that the temperatur%!menssr:gn% sr):i:g;ns: tht?] rllr;])(p:)rlgzsgr?attearll ng ;efgtlﬁg ':jhre -r:o-
dependence aofi/ne for such channels differs from that rep- :Iyt f'u|d7 II h Wi tl wud N9 \t; u dth Wi ?
resented by curvesand?2. The value ofs/ne, after passing electric neld. In the present study we observed the opposite

through a maximum, the position of which depends on thdendency for the quasi-one-dimensional channelsie de-
electron density, begins to decrease with decreasing creases with increasing, . Such a dependence, which was

Figure 2 shows the dependence of the quantitye on ~ @lS0 observed in Ref. 3, may serve as additional evidence of
the value of the drift potentia¥y, corresponding to curva@  ordering in the electron system.
in Fig. 1. It is seen in Fig. 2 that in the high-temperature It is interesting to note that the temperature at which the
region (1.5 K) the value ofo/ne is practically independent decrease iw/ne starts is considerably higher than the melt-
of Vq4. In the low-temperature region, where the anomalousng temperature of the two-dimensional electron crystal of
temperature dependence is observed, it is seen that abovehe same density. Crystallization in a two-dimensional elec-
tron layer of restricted geometry has been studied theoreti-
cally in Refs. 8—10 by the Monte Carlo and molecular dy-
namics methods. It was shown that, depending on the
conditions for realization of the two-dimensional electron
system of restricted geometry, the crystallization temperature
5K can be higher or lower than the analogous value for a system
2 o of large dimensions with the same particle density.

Another possible mechanism that could lead to anoma-
lous transport in quasi-one-dimensional channels may be due

o to the formation of many-electron polarons. Such polarons

e o o °o can form, e.g., as a consequence of the variation of the po-
oo ¢ 0% tential along the channels due to the nonuniform charge den-
sity on the thin film along the sides of the conducting chan-
nels or because of a variation of the depth of the channels
due to ellipticity of the nylon filaments forming the “liquid”
FIG. 2. Dependence af/ne on the value of the drift potentiaVy in a  channel. At those places where the potential wells are located
quasi-one-dimensional electron system. the electron density is higher, and that leads to a microscopic

The conjecture that dimples are formed in the quasi-one-
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deflection of the liquid and, consequently, to the formation of E-mail: sgladchenko@ilt.kharkov.ua
many-electron polarons. The effective mass of such polarons

will be very large, and the kinetic characteristics should belE(L“- Z-TKOVdVBF/i a”fgvgéﬂgg';"]e”k‘)’ Fiz. Nizk. Temas, 1278(1992
. . ow Temp. Phys18, .
largely analogous to those of dimples in an electron crystalzg p Gladchenko, V. A. Nikolaenko, Yu. Z. Kovdrya, and S. S. Sokolov,

Unfortunately, calculations of the properties of such polarons Fiz. Nizk. Temp.27, 3 (2001 [Low Temp. Phys27, 1 (2003].
are lacking at the present time. 3p. Glasson, V. Dotsenko, P. Fozooni, M. J. Lea, W. Bailey, G. Papageor-

; . iou, S. E. Anderson, and A. Kristinsen, Phys. Rev. L8%. 176802-1
Thus in this study we have observed anomalous trans- ?2001). Y

port in quasi-one-dimensional electron channels formed by &O0. I. Kirichek, Yu. P. Monarkha, Yu. Z. Kovdrya, and V. N. Grigor'ev, Fiz.

; ; ; i« Nizk. Temp.19, 458(1993 [Low Temp. Phys19, 323(1993].
parabolic potential V\_/eII. We hr_:we conjgctured _that this 55. S. Sokolov and N, Studart, Phys. Reve® 1556 (1999,
anomalous transport is due to either spatial ordering of thess s sokolov, Guo-Qiang Hai, and N. Studart, Phys. ReG1B5977

electrons in one-dimensional channels or to the formation of (1995. ‘ _
many-electron polarons. S. S. Sokolov, Guo-Qiang Hai, and N. Studart, Phys. Re%2B15509

. : . . . (1995.
The experiments will be continued into the region of sy g. Lozovik, Usp. Fiz. Nauki53 356 (1987).

higher electron densities and holding electric fields. 126. A. Farias and F. M. Peeters, Phys. Re\6® 3763 (1997).
The authors thank Yu. P. Monarkha and S. S. Sokolov K M- S Bajaj and R. Mehrotra, Physica B4-196 1235(1994.
for interest in this study and a discussion of the results.  Translated by Steve Torstveit
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The Raman-active phonons in perovskite-like LaMyCa,O5 (x=0, 0.2, 0.3, 0.4, and 1)Gre
studied by measuring the Raman spectra at temperatures of 295 and 5 K. The changes in
the spectra with Co doping are correlated with the decrease of the orthorhombic distortions.
Surprisingly, more phonon lines are observed than are allowed for the rhombohedral

LaCoQ; structure. ©2003 American Institute of Physic§DOI: 10.1063/1.1614244

The manganese perovskites of the tyRe ,A,MnO; The structural properties of LaMn,Co,0; have been
(R=rare earthA=Ca, Sr, Ba, or Pphave been subject of characterized in several publicatiotis!® The crystal struc-
scientific investigations for many decades. Recently, thigures of the end members, LaMgGnd LaCoQ, were
interest has been renewed due to the observation of a colofpund to be orthorhombi¢space grouPnma Z=4)*° and
sal magnetoresistanceand of charge, spin, and orbital or- rhombohedralspace groufR3c, Z=2),*’ respectively. The
dering effects as a function of the MivMn** ratio®>®An-  compounds with 0.15x<0.50 have been found to be
other system, Mn-site-doped, with the compositionorthorhombic'®® Whenx>0.50 and near to 1.0, the com-
LaMn,_,D,0; (D=Cr, Fe, Co, or Niwas intensively stud- pounds have a rhombohedral structtitaround the 0.5 dop-
ied in the 1960s, but colossal magnetoresistance in thogeg level the compounds show a mixture of two structural
compounds was not mentioned until the 199®hile Ra-
man spectra of La-site-doped compounds have been reported
in numerous of publications;*® surprisingly nothing was
done on Mn-site-doped compounds. In this work we report
the results of an optical phonon study in the perovskite ox-
ides LaMn _,Co,0; (x=0, 0.2, 0.3, 0.4, and 1)0The end
member of this system, LaC@Q has been the subject of
continuing interest since the 1950s due to unusual magnetic
properties and two spin-state transitidfig®

Raman scattering measurements were carried out in
guasi-backscattering geometry using 514.5 nm argon laser
line. The incident laser beam of 10 mW power was focused
onto a 0.1 mm spot of the mirror-like chemically etched
as-grown crystal surface. The sample was mounted on the
holder of a He-gas-flow cryostat using silver glue. The scat-
tering light was analyzed with a DILOR XY triple spectrom-
eter combined with a nitrogen-cooled CCD detector. The
measurements were done in thigz2) scattering configura-
tion, wherex andz are thg[100] and[001] quasicubic direc-
tions, respectively. FIG. 1. Unit cell of the simple perovskite structure.

z

1063-777X/2003/29(11)/4/$24.00 963 © 2003 American Institute of Physics
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TABLE I. Factor group analysis and selection rules for the zone-center vibrational modes of orthorhombicjLahmhdombohedral LaCoO

Number of
equivalent ) )
Sample and Irreducible representation of )
Atom positions Site symmetry Activity and selection rules
space group modes
(Wyckoff
notation)
LaMnO, La 4(c) Cs 24, + By, + 2By, + B3y + TRaman =744 + 3By, +
Pnma +4, + 2By, + By, +2Bj3, +7B,, + 5By,
(Di$) Mn 4(b) G 34, +3By, + 3By, +3B;, [ =9By, + 7By, +98s,
Z=4 01 4 Cx 2A.7 + B1g + 282.‘7 * B39 * racoustm = Biu + B’Zu + Bﬂu
+ Au + 2B1u + BQu + 2B3u I’S“em = SAu
02 8(d) C, BAg +SB1g +3By, + Ayl Ay 4y, 4,
+3B3, + 34, + 3By, + Byt ayy; By ayy; Byytoay,
+ 3B, +3B;,
LaCoO, La 2(b) Cy; Ay, +24, + By, +2E, TRaman = A1y + 4E,
R3¢ Co 2(a) D, Ay + Ay, +E, + E, T =34, +5E,
(DS 0 6(e) G Ay, +24, + 3B, +3E, + Tacoustic = Ao + E
Z= + A!u + ZAZu +3Eu rsxlent =3A2(/ + 2Alu
A!g: dyy + ayy’ a,;
E(/: (axx - ayi/’ Ay )v (a.rzyai/z)

phases, the orthorhombic and rhombohettalhe idealized
cubic perovskite structure of the LaM®Po)O; crystal is
shown in Fig. 1. The orthorhombienmastructure can be
obtained by two consecutive rotations of the (@n)Og oc-
tahedra around thg010] and[101] directions of cubic per-
ovskite. The rhombohedr&3c structure is generated by the
rotation of the same octahedral about the cyhitl] direc-
tion.

Results of a group-theoretical analysis for zone-center
vibrations are presented in Table | for orthorhombic LaMnO

and rhombohedral LaCaQ Of the total 30I'-point phonon
modes, only 5 A4+ 4Eg) are Raman active for the rhom-
bohedral LaCo@ structure, and of 60I'-point phonon
modes, 24 (Ay+5B,4+7B,4+ 5B3,) are Raman active for
the orthorhombic LaMn@ structure. The increase in the

phonon modes from 5 to 24 on going from rhombohedral to

orthorhombic structure is due to lowering of crystal sym-
metry which splits the doubly degener&g modes into non-
degenerateB,4+ B4, (ii) displacement of oxygen atoms

into the lower symmetry site of the La plane, which intro-

duces new Raman-active vibratiofi§,) doubling of the unit

cell, which folds the zone-boundary modes of the rhombo-
hedral structure into zone-center modes of the orthorhombic

structure.
Raman spectra of LaMn,Co,0O5; compounds at 295 K

are shown in Fig. 2. Room-temperature measurements, lat-
tice dynamical calculations, and an assignment of the Raman A S ST SR W DOR R

modes of undoped LaMnOwere done previously by lliev
et al?° Our spectra of LaMn@are consistent with the spec-

tra at 300 K reported earliér’ Three broad bands centered _
near 280, 490, and 610 cm are observed. The line near ¢

280 cm ! was assigned to a rotation-like motfeThe other

two bands near 490 and 610 cChare related to Jahn—Teller
octahedral distortion®. Given that the Jahn—Teller distor-
tions are static and ordered in orthorhombic LaMn@hese
bands are Raman-allowed modes of bending- and stretching-
type character, respectively. The fourth peak in the spectrum
at ~310 cm ! is associated with vibrations of the apical

400
LaMn, _,Co,04
XX
295K
300
x0.25

2
c
3
O
5 200
z
§7)
o
Q
£

100

100 200 300 400 500 600 700 800 900
Raman shift, cm™

IG. 2. Raman spectra of single crystals of LaM{Co,O; at 295 K. The
pectra are shifted for clarity. The right part of the spectra are multiplied by

a factor indicated there.
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FIG. 4. Raman shift of some high-frequency phonon modes versas

100 LaMn,_,Co,0; single crystals. The lines are a guide to the eye.
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fG. 3 R e of sinal ol of LaMiCo.0. at 5 K. Th The scattering intensity of the phonon modes at 496 and
Cpectra are Shifid for clarit. The igh part of the Speatra are muliplied by L0 O * decreases in the Co-doped samples. The decreas-
a factor indicated there. ing intensity of these modes can reasonably be related with
the reduction of the Jahn—Teller distortions in the averaged
structure, introduced by the presence of Co. Moreover, each
oxygen (Q) atoms along the x direction. The spectra of theof these modes splits into two components. This splitting can
x=0.2, 0.3, and 0.4 samples look quite similar to #: 0  be attributed to the coexistence of two types of octahedra,
sample, except for the width and position of the bands in theyamely MnQ and CoQ, in the composition. The frequency
region of 500 and 600 cfit. At room temperature the spec- positions of some high-frequency lines are plotted in Fig. 4.
tra of the LaCoQ@ sample exhibit peaks centered near 130, LaCoOs: The spectra of LaCogare, however, some-
160, 480, 555, 610, and 780 crh and four broad bands at \yhat surprising sincé) they are not similar to the spectra of
70, 270, 340, and 400 cn. isostructural rhombohedral LaMnQ;,%1021:22
Upon _Io_werl_ng of the temperature, more phonon peakial,xAanOg,,g'm and LaAlO;;? (ii) according to the
become visible in the Raman spectra of LaMyCoOs. N e \tron-diffraction data the sample should have a rhombohe-
Fig- 3 we present specira measured ai 5 K. dral symmetryD$, and only 5 Raman-active phonon modes
LaMnO 5: The spectra on the LaMnGsample show 10 re expected. The main peaks in the spectra are at 75, 135,
resolved peaks at 80, 110, 130, 154, 184, 257, 280, 314, 49%69, 486, 560, 656, and 785 crh Note that high-frequency

and 610cm!. The strong high-frequency lines in the | . ) o
sample studied are broader than the corresponding lines ihnes, with large intensity in LaCofeven at room tempera

. ure, are not observed in the spectra of isostructural com-
the spectra measured earfiéf. The reason for this broaden- . ;
o .pounds. Moreover, wide bands centered approximately at
ing is the presence of a small amount of excess oxygen i

: e : . 198, 281, 366, 407 cit and a shoulder at 702 cm are
our sample. By using x-ray diffraction, magnetic susceptibil-

ity, and chemical analysis, the oxygen content was estimate'areser't_In the spectrum. Probably a 'part' of the features ob-
to be 3.071 served in these spectra are a contribution of second-order

LaMn,_,C0,0; (x=0.2, 0.3, 0. It is well known that Raman processes, but it is more reasonable to assume that

Raman spectroscopy is a sensitive tool for the study of boti{® LaC0Q crystal has a lower than rhombohedral symme-

local and spatially coherent structural changes. The spectiy- Precise measurements of polarized Raman spectra could
of the samples with>0 differ from that of pure LaMng, provide valuable information about the structure of this com-

and in the following we will concentrate on the effect Pound. _
of Mn substitution by Co on the rotation-, bending-, and [N conclusion, we have performed a phonon Raman
stretching-like vibrations of the Mngoctahedra. The rota- Study on the LaMp_,Co,0; (x=0, 0.2, 0.3, 0.4, and 1)0

tional mode at 280 ci® in LaMnOs shifts to lower energy System at temperatures of 295 and 5 K. Characteristic
(~270 cnY) in the samples witk=0.2, 0.3, and 0.4. The changes have been observed in the phonon spectra with Co

frequency of this mode is a measure of the degree of theoncentration and are assigned to the reduction of octahedral
rotational distortionsthe averaged angle of octahedral ilts distortions. The spectra of pure LaCp@xhibit a larger

For example, in comparing the spectra of the more-distortedumber of peaks than are allowed for the rhombohedral
YMnO; and less-distorted LaMnQ a large shift from 396 (ng) symmetry, and a more accurate determination of the
to 284 cm * was observed Therefore, the softening of the crystal structure of this compound is necessary.

rotation-like mode with Co doping is an indication of a de- This work was supported by INTAS Grant No. 01-0278
creasing orthorhombic distortion. and NATO Collaborative Linkage Grant PST.CLG.977766.
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corrections reported by one of the authors. The publisher apologizes for the errors.

Erratum: Thermal conductivity of solid parahydrogen with methane admixtures [Low
Temp. Phys. 29, 527-529 (June 2003)]

A. I. Krivchikov* and O. A. Korolyuk

B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of Sciences
of Ukraine, 47, Ave. Lenin, Kharkov, 61103, Ukraine

V. V. Sumarokov, J. Mucha, P. Stachowiak, and A. Jezowski

W. Trzebiatowski Institute for Low Temperature Physics and Structure Research of the Polish Academy
of Sciences, P.O. Box 937, 50-950 Wroclaw, Poland

The thermal conductivity of a solid parahydrogen crystal with methane admixtures was measured
in the temperature range 1.5 to 8 K. Solid samples were grown from the gas mixtures at 13 K.
The concentration of CjHadmixture molecules in the gas varied from 5 to 570 ppm. A very broad
thermal conductivity peak with an absolute value of about 110MAK) was observed at 2.6 K.

The data were interpreted using Callaway’s model with resonance scattering of phonons by
quasilocal vibrations of ClH molecules and phonon-grain boundary and phonon—phonon
scattering. As grain boundary scattering increases, the broadening of the peak decreases. The
analysis shows that a solid mixture pfH, and CH, is a heterogeneous solution for ¢H
concentration higher than 0.1 ppm. @)03 American Institute of Physics.

[DOI: 10.1063/1.1582336

Crystalline parahydrogen can be used as an “inert” masigned liquid?He cryostat® The samples were prepared and
trix to study the dynamics of matrix-isolated atoms and mol-K (T) was measured directly in a glass amgél7 mm in
ecules and their interaction with the crystal environntéft. diameter and 67 mm longn the sample chamber of the
The thermal conductivity is very sensitive to the dynamiCCryostat. The samples were grown frgvH, gas near 13 K.
impurity—matrix interaction. At liquid-helium temperatures After controlled cooling down to 4.2 KK(T) of the sample
(T<®) the inelastic anharmonic phonon—phondnpro-  was measured by the steady-state flow method in the tem-
cesses inp-H, freeze out. A considerable fraction of the perature range 1.5-8 K. The samples were prepared using
p-H, molecules are in the rotational ground state. As a reH, gas, 6.0(99.9999 vol %, Messer Cp.and CH, gas
sult, a defect-free purp-H, crystal has a very high thermal (99.95%. The chemical impurities in 5 were G
conductivity®® The introduction of even small amounts of <0.5 ppm, N<0.5 ppm, HO<0.5 ppm, HG=0.1 ppm,
molecular or atomic impurity decreases strongly the valuecO(CQ,)<0.1 ppm. The CHj gas contained 1.76% GB,
and temperature dependence of the thermal conductivity.129% CHD,, 0.043% N, and 0.007% . Parahydrogen
K(T) at temperatures near the phonon p¥ak.The main  containing less than 0.2% orthohydrogen was obtained by
source of phonon scattering is the dynamic disorder proconversion of L-H in contact with Fe(OH) below 20 K.
duced in the crystal by the sharp mass difference between thehe gas mixtures were prepared in a stainless steel vessel at
substitution impurity and the matrix molecule. Another fac-room temperature. The error in the estimated,@dncen-
tor reducingK(T) could be resonance phonon scattering bytration in the mixture was less than 20%. Optical polarized
molecular clusters—orthohydrogen clusters or impurity mol-light observation showed that the solid samples all consisted
ecules with rotational degrees of freedoit? of severaltwo or three parts, which differed with respect to

In the present studiK(T) of purep-H, and CH,-doped  the directions of the axis of their hcp lattice. Unlike pure
p-H, was measured to determine how the rotational motiorp-H,, the p-H,—CH, samples were multicolored and their
of the CH, molecules affect(T) in p-H,. A CH, mol-  colors changed with the angle between the light polarization
ecule in a H matrix can be treated as a heavy point defectyector and the axis.

[(Mcp,—my,/my)=7] and as a weakly hindered quantum  K(T) was measured for several pyseH, samples and
CH, rotor}? Strong resonance phonon scattering by the ro{p-Hy) 1-¢)(CH,). solutions. The Cli concentration €) in
tational CH, excitations has been detected previously. It isthe initial gas mixture varied from 5 to 570 ppm. The experi-
manifested as a dip in the temperature depend&{d@ for = mental temperature dependen&gd’) for purep-H, in this
solid krypton with CH impurity.}* work and in the published ddt& are shown in Fig. 1K(T)

The experiment was performed using a specially defor purep-H, at temperatures near the phonon peak agrees

1063-777X/2003/29(11)/3/$24.00 967 © 2003 American Institute of Physics
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T, K FIG. 2. The temperature dependence of the thermal conductivity of parahy-

drogen with a CH admixture. The points are our experimental data for pure
FIG. 1. The temperature dependence of the thermal conductivity of soligharahydrogen; the solid lines are the theoretical calculations#.1, 1,
parahydrogenO (Ref. 8; @ (Ref. 9; ¢, A (Ref. ?7—for p-H, with 0.2% and 10 ppm CHin p-H,.
0-H, and p-H, with 0.34% o-H,, accordingly;*, *—present data for
samples 1 and 2, respectively.

thermal conductivity are phonon scattering by grain bound-

aries, HD impurity, andJ processes. We note that the spec-
well with the published dat&® but it is one-tenth the record- troscopy of matrix-isolated molecules in solid, damples
high value reported if.The good agreement observed for with 10 ppm grown aff ~8 K detected no significant devia-
the thermal conductivity in purp-H, measured in three in- tion of CH, from a random configuration distributidrt.
dependent experiments could be due to the close isotopic
(natura) compositions of the K gas used in this work. In
other wordsK(T) at its peak was limited by phonon scatter-
ing by H, isotopes, mainly HD molecules. The isotopic ratio
R=[D]/[H] for H, with the natural composition is
(1.39-1.56) 10 4. Mass-spectrometric analysis of, Hjas 100} J
showed that HD molecules were present in the initial gas. 1 ]
The large difference between the record-high valu& ¢f)
and the results of this study can be interpreted as an isotopic
effect in K(T) for p-H,. The isotopic composition of H
was not specified in Ref. 8. However, judging from the value
of the K(T) peak, the HD content in His an order of mag-
nitude lower than in gas with the natural isotopic composi-
tion. At temperatures below the phonon peak the structural
imperfections of the sample affe&(T). Above the peak
K(T) is influenced byU processes which are in turn sensi-
tive to the hcp lattice anisotropy @fH, . The contribution
of the CH, impurity to K(T) in solid p-H, can be detected 10
only if it exceeds the isotopic effect. Figure 2 shows the
calculatedK (T) curves forp-H, with different CH, concen-
trations (0.1, 1, and 10 ppassuming that the CHmol-
ecules scatter phonons as heavy point defects.

The experimental curves(T) for purep-H, and three
p-H,—CH, samples are shown in Fig. B(T) for a sample _ _ o
with 500 ppm CH is only slightly lower than for pur@-H, 1 7
and is even higher than for the sample with 28 ppm,CH T,K
The CH, effect onK(T) in p-H, is found to be weak. One N
. i, . FIG. 3. The temperature dependence of the thermal conductivity of

reason for this could be the very low solubility of ¢lih (p-H2)(1-¢)(CH,)¢ . The points are the experimental data: pure hydrogen

solid H, (less than 0.1 ppinThe experimental samples Were sample 2(x): c=28 ppm CH (4); c=116 ppm CH (O); c=500 ppm
heterogeneous solid solutions. The main factors limiting thecH, (A). The solid lines are the best-fit curves.

K, W/(m-K)
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TABLE |. The best-fit parameters, the phonon mean-free pathoundary
scattering, the HD concentratio, and the parameteis, andE found by
analyzing the experimental results f&(T) in different samples of pure
p-H, andp-H,—CH,.

Sampl 3 L Ay E, K
ample , Ppm , Mmm T3 ,

P PP 107K %"

p-H,, sample 1 300440 | 0.5740.05 | 4.20 36

p-H,, sample 2 300440 | 1.1120.05 | 2.1 36
p-H+28 ppm CH, 300440 | 0.3440.05 | 4.80 36
p-H,+116 ppm CH, 300240 | 0.17£0.05 | 4.20 36
p—H2+500 ppm CH, 30040 0.71£0.05 4.20 36

The experimental results were analyzed using Calla

way’s theory allowing for the special role of normal phonon-

phonon scattering processes in the thermal conductivity an

using the Debye approximation to describe the phonon spegOm the Ukrainian Ministry of Education and Science.
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in the samplé® L varied nearly five-foldsee Table)l This
variation of L in samples prepared from the gas mixtures
p-H,—CH, indicates that the density of low-angle bound-
aries in the sample increases as a result of stress appearing
when the crystal is grown and cooled.

The new measurements f&¢(T) in pure p-H, have
been interpreted as a manifestation of the isotopic effect.
K(T) in the samples prepared by depositing gas mixtures
(P-H2)(1-¢)(CHy) in the intervalc=5—570 ppm at tem-
peratures near the triple point pfH, varied only slightly
with concentration. Because of the low solubility of £l
p-H, we were unabléunlike in the Kr—CH case to detect
resonance phonon scattering by the rotational excitations of
the CH, molecules(a dip in the temperature dependence of
K(T) of solid H, with CH, impurity). The upper limit of
CH, solubility in solid p-H, was estimated from the thermal
conductivity values. It does not exceed 0.1 ppm.

_ We are grateful to Professor V. G. Manzhelii and Dr. B.
Ya. Gorodilov for helpful discussions. The work described in
is paper was made possible in part by grant N 2M/78-2000

trum. In solid p-H, the resistive processes are due t0*g_mail: krivchikov@ilt. kharkov.ua

phonon-phonon scattering) processes#,(x,T)), scatter-

ing by the boundaries of crystalline grains and low-angle

boundaries fg(x,T)), and scattering due to isotopic disor-
der (by HD molecules (7(x,T)):

o) =75 (%, T) + 75 2(x, T) + 77 (X, T).

The characteristics of three-phonbhand N processes are
determined only by the properties of the hcp lattice gfdrd
are virtually independent of the impurity molecules at low

concentrations:
70 (X, T)=ApPT3 D 70 (x, T) = AgX®T>.

The parameterd; andE depend on the heat flow direction
with respect to thec axis of the hcp lattice of K1® The

boundary scattering is dependent on the mean crystal grai

sizeL: r,;l(x,T)zs/L, wheres is the sound speed. The
intensity of N processes is taken frdfm(Ay=6.7x10° s™*
-K™9).

The scattering due to isotopic disorder is characterized;

by the Rayleigh relaxation rate
g( Am)2 Q

m_H2 4ms® @
where¢ is the HD concentratior)  is the volume per atom,
and Am=1 for HD impurity in H,. The fit parameters
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