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Analysis of the point-contact spectroscof®C9 data on the dramatic new high-

superconductor magnesium diboride Mgi@veals quite different behavior of two disconnected

o and 7 electronic bands, deriving from their anisotropy, different dimensionality, and
electron—phonon interaction. PCS allows direct registration of both the superconducting gaps and
electron—phonon interaction spectral function of the two-dimensiorahd three-

dimensionalr band, establishing the correlation between the gap value and the intensity of the
high-T, driving force—theE,4 boron vibrational mode. PCS data on some

nonsuperconducting transition-metal diborides are surveyed for comparis@20® American

Institute of Physics.[DOI: 10.1063/1.1704612

1. INTRODUCTION 1.1. Crystal structure

Magnesium diboride, like other diborides MgBMe
=Al, Zr, Ta, Nb, Ti, V, etc), crystalizes in a hexagonal struc-
re, where honeycomb layers of boron are intercalated with

MgB, was discovered to be superconducting only a
couple of years agband despite that, many of its character-

istics have now been investigated and a consensus exi N p ium located ab d below th
about its outstanding properties. First of all, this refers to it exagonal layers ol magnesium located above and below the

high T, (~40 K), which is a record-breaking value among centers of boron hexagori§ig. 1). The bonding between

the s—p metals and alloys. It appears that this material is abo;or;hatorfns 'Sﬂr:]uilh str(;)nger t_ha?hthat betwe_e n mlagnesmm,
rare example of multibandat least two bandselectronic an ereiore the disordering n the magnesium 1ayers ap-

structure with weakly interconnected bands. These bano@ears_to be much easier than in the boron Iaygrs. This diffgr-
lead to very uncommon properties. For examleis almost ence in bonding between boron and magnesium atoms hin-

independent of elastic scattering, unlike for other t\No-ban(Jd.ers the fabrication of MgBsingle crystals of appreciable

superconductorsThe maximal upper critical magnetic field Size.

can be made much higher than that for a one-band dirty

superconductdtThe properties of MgBhave been compre- 12 Electron band structure

hensively calculated by modern theoretical methods, which  The electron band structure of MgBas been calculated

lead to a basic understanding of their behavior in variousising differentab initio methods yielding basically the same

experiments. result?~8 The E(k) curves are shown in Fig. 2. The disper-
sion relations are shown for borop-character orbitals,
which play a major role in transport and thermodynamic

FIG. 2. Band structure of MgBwith the B p character. The radii of the
hollow (filled) circles are proportional to the (o) character and the zero
FIG. 1. Crystal structure of MgB line marks the Fermi energy. After Mazét al®
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properties. The radii of the hollow circles are proportional to 1.0
the m-band character, which is due fo, boron orbitals, 1

while those of the filled circles are proportional to the 0.8} Mg B, [
o-band character, due f,, orbitals. The most important is

a (quasi-two-dimensional dispersion relation along the
I'A(A) direction with a small Fermi energy 0.6 eV, and
accordingly, with a moderate Fermi velocity. The corre-
sponding sheets of the Fermi energy form the cylindrical
surfaces along th&A direction seen in Fig. 5 below. The
corresponding electron transport is very anisotropic 0ok
(pe! pap=23.5).1° with the plasma frequency for the band . j !
along thec (or z) axis being much smaller than that in the

ab (xy) direction!! The hole branch alongA experiences a 0 =t * * +

huge interaction with the phondg,, mode for carriers mov- — Total DOS

ing along theab plane(see below, although its manifesta- 0.8 - -- Bin-plane
tion is screened effectively by the much faster hole mobility & [ -~ B out-of-plane
in the 7~ band?

In a dirty material, with prevailing disorder in the mag-
nesium planes, ther-band conductivity is blocked by de-
fects, and ther band takes over, implying greater electron—
phonon interactionEPI) than in the clean material. This
constitutes a plausible explanation for the violation of the B
Matthiesen rule, which manifests itself in an increase of the =TT c\
residual resistivity together with an increase of the tempera- 0 20 40 60 80 100
ture coefficient at high temperatures.

At the same time, the critical temperatufg does not
decrease substantially in dirty materi&lsince the supercon- gig. 3, Upper panel: phonon density of states in Mgitermined experi-
ductivity is induced by EPI in ther band, whose crystal mentally by neutron scattering. Bottom panel: calculated cisoéd line)
order is much more robust. with decomposition on boron atoms vibrating out of thie plane (dotted

This consideration is very important in understanding®ve @d parallel to ifdashed curve After Osbornet al™
the point-contact data, since the disorder at the surface of the
native sample depends on the position of the contact spof,

db f th led introducti £ further di nd out of it. One can see the peak for boron atoms moving
and because o .t € uncontrolled introduction of further diss, ¢ 51, plane at=75 meV, which plays a very important
order while fabricating the contact.

role in the electron—phonon interaction, as is shown in Fig.
4, measured by inelastic x-ray scatterifigihis mode gives
1.3. Critical magnetic field a weak-dispersion branch between 60 and 70 meV id'the
irection withE,4 symmetry at thd® point. The linewidth of

In a clean material the layered crystal structure dictates . : L .
. - - his mode is about 20—28 meV along tha direction, while
strong anisotropy of the upper critical magnetic f|eB$ T : '
9 Py PP g along thel'M direction it is below the experimental resolu-

>B¢, . Their ratio at low temperatures reaches about 6 Whilei. . : :
¢ © 5 L . ion. The same phonon peak is active in Raman
B¢, is as low as 2—-3 F If the magnetic field is not aligned 517 .

; . scattering>~%’It is located at the same energy with the same
precisely along theb plane, theB,, value is strongly de-
creased.

On the other hand, for a dirty material the anisotropy is
decreasedto a ratio of about 1.652 but both the magni- 2
tudes ofB§§ and B, are strongly increased. For strongly 207
disordered sample, it may bas high as 40 T! It is interest- I S
ing that this high value is achieved at low temperature, where = 0 260
the disorderedr band is fully superconducting.

, arb. units
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Hence, we may expect that the value of the critical mag- > 80}
netic field at low temperatures is the smaller the cleaner is & i
the part of the MgB volume near the contact, provided its 3’60
T.=T2 This observation is important in the classification &
of contacts with respect to their purity. %40

Lt 20 3
1.4. Phonons and electron—phonon interaction 0

The phonon density of stat¢éBDOS is depicted in Fig. M L
3. The upper panel shows the measured PDO$,:aB K, FIG. 4. Dispersion curves of phonons in MgBnd the width of phonon
while the lower ones show the calculated DOS with the parfnes determined by inelastic x-ray scatteriteymbol$ together with cal-

tial contribution from boron atoms moving in tteb plane  culations(solid lines. After Shuklaet al*
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r structure is such that the Fermi energy of the hole carriers is
= only 0.5-0.6 eV, which shrinks even more when the borons
deviate from the equillibrium positions. Together with the 2D
structure of the corresponding sheet of the Fermi surface, this
leads to a constant density of states at the Fermi energy and,
correspondingly, to a very large EPI with parthg) (the EPI
parameter in ther band of about~25.2° Cappellutiet al?*
point out that the small Fermi velocity for charge carriers
e along thel'A direction leads to a large nonadiabatic correc-
tion to T (about twice as much compared with the adiabatic
Migdal—Eliashberg treatmentAlthough this interaction is a
driving force to highT,. in this compound, it does not lead to
instability of the crystal structure, since it occupies only a
small volume in phase space.

The role of thesr band is not completely clear. On the

B

|
i - one hand, ther ando bands are very weakly connected, and
i =‘ for some crude models they can be thought as being com-
r g ‘} =‘-‘§ ) pletely disconnected. On the other hand, the energy gap of
E EEA‘\\\‘ B the 7= band goes to zero at the sarfig as in the bulk, and
E =..“‘\\ T correspondingly 2 ,(0)/kT.= 1.4, which is much less than
| C

]

the value predicted by the weak-coupling BCS theory. One
can think of thew band as having intrinsically much lower
T.~10 K than the bulk? and at higher temperatures its su-
perconductivity is induced by a proximity effect knspace
from the o band?® This proximity effect is very peculiar. On

J

“‘____‘.'ﬁi
N i g

r the one hand, this proximity is induced by the interband scat-
tering between ther and o sheets of the Fermi surface. On
& , / the other, the charge carriers connected with#hgand are
bt l‘\{\‘_‘ . 1 | /ﬁ mainly located along the magnesium planes, which can be
0 5 4 6 8 considered as a proximity effect in coordinate space for al-

ternating layers oS—N-S structure, although on a micro-
scopic scale. Moreover, many of the unusual properties of
FIG. 5. Superconducting energy gap distribution over the Fermi surfacéigB, may be modeled by an alternatirg-N-S layer
(FS) of MgB,. The gap value around 7 meV corresponds to cylinderlike structure, the limiting case to the crystal structure of MgB
sheets of the FS centered apoints, while the small gap value around 2 | other words MgB presents a crossover between two-
meV corresponds to the tubular FS network. After Cépal 18 oS . o
band superconductivity and a simple proximity-effect struc-
ture.

linewidth. This points to the very strong EPI for this particu-
lar lattice vibration mode. The same result follows from the-
oretical considerations. 2. SAMPLES
Figure 5 shows the distribution of the superconducting
energy gap on the Fermi surface of Mg The maximum
gap value is calculated along thé direction due to the very
strong EPI. This is the direction in which the 2Pband is
located (the cylinders along thd'A direction). The 3D
band has a much smaller EPI, and, correspondingly,
smaller energy gap. The EPI parameteran be decomposed
between different pieces of the Fermi surface. It is shidwn
that the value ol on theo band amounts to 2—3. Moreover,
A\, can be decomposed between different phonon modes, aty
it appears that only th&,; phonon mode along thEA di-
rection plays a major role, with a partial, value of about
=252 though concentrated in a very restricted phase spac%

A, meV

We have two kind of samples supplied for us by our
colleagues from the Far East.

The first is a thin film with a thickness of several hun-
dred nanometeréFig. 6).2* Similar films have been investi-
ated by several other groups with different methods. These
IIms are oriented with theic axis perpendicular to the sub-
strate. The residual resistance is several tens(®fcm with
a residual resistance ratiRRR) of =2.2. This means that
average the films have disorder between crystallites.
That does not exclude the possibility that on some spots
the films contain clean enough small single crystals on which
e occasionally may fabricate a point contact; see Fig. 6.
ormally, we make a contact by touching the film surface by
noble metal counter electrod€u, Au, Ag in the direction
perpendicular to the substrate. Thus, nominally the preferen-

The commonly accepted mechanism for high in  tial current direction in the point contact is along theuxis.
MgB, is connected with the strong interaction betweenNevertheless, since the surface of the films contains terraces
charge carriers and phonons in g, mode. This mode is with small crystallites, point contact to teeb plane of these
due to antiparallel vibration of atoms in the boron planescrystallites is also possible. Sometimes, in order to increase
The key issue is that along th&\ direction the electron band the probability of making the contact along thb plane, we

1.5. Mechanism for high T, in MgB ,
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is the Andreev-reflection nonlinearities of theV curves in

the superconducting energy-gap range. The magnetic-field
and temperature dependences of the superconducting nonlin-
earities supply us with additional information. And finally,
much can be extracted from tHe-V nonlinearities in the
normal stategthe so-called point-contact spegtrahe more
information we can collect about the electrical conductivity
for different conditions of the particular contact, the more
detailed and defined picture of it emerges. It is not an easy
task, since a contact has limited lifetime, due to electrical
and mechanical shocks.

Let us make a rough estimate of the distance scales
involved in the problem. The crystallite size of the films is
of the order of 100 nnm(see Ref. 2h The contact sizel
in the ballistic regime equaldd=\pl/R (the Sharvin
FIG. 6. Scanning electron microscopy image of MgBms. After Kang  formula). Taking pl=(7x10"7 Q-cm)(7x10 % cm)=4.9
et al® X 1072} - cn? (Ref. 10 we obtaind=7 nm along both the

ab andc directions for a typical resistance of 0. If we
suppose that a grain is dirtjwith a very short mean free

?;gle(eo;rlﬁjusl;s;;r;t: with the film and made contact to the S'dgatr), then we apply the Maxwell formuld—p/R, with re-

The second type of sample is single-cry§f’auhich also sults for thed values of about 0.7 nm and 2.6 nm for thb

. andc directions, respectively, takingfor the correspondin
was measured by other_ grou}?sz.”_rhe cry;tals are platelike directions from the game rgferen’rchhus the contF:ict siz?a
(flakes and have submillimeter sizsee Fig. J. They were

. . can be of the order of or smaller than the electronic mean
glued by silver epoxy to the sample holder by one of thelrfree ath (,,= 70 nm and .= 18 nm, according to Ref. 10
side faces. The noble metal counter electrode was gentl P ab ¢ ! g §

touched in liquid helium by anothdthe opposite side face Which means that we are working admittedly in the spectro-

of the crystal. In this way we tried to preferentially make sco%g\;/ﬁ';gzngrlog:g ;Tg Z?;gc:ﬁnq[rc?;r:e'x erimental data
contact along theab plane. On average, in the bulk, the f : yzing g P

) . r the resistivi nd i mperatur nden m
single crystals are cleaner than the films, but one should b0 the resistivity and its temperature dependence, came to

cautious, since the properties of the crystal surface diffef. conclusion that for highly resistive samples only a small
' me prop ystal .~ part of the effective cross section should be taken into ac-
from the properties of the bulk, and fabrication of a point

X . count. The reason is that the grains in Mg&e to a great
contact may introduce further uncontrolled defects into the . e g ; 9
contact area extent disconnected by oxides of magnesium and boron. For

Thus one cannot determiree priori the structure and point-contact spectroscopy previous analysis leads us to the

composition of the contacts obtained. Nevertheless, much 0<‘fonclu5|on _that the c;ontact resistance 'S frequ_ently mgasured
only for a single grain or for several grains, with their inter-

that information can be ascertained by measuring varioug ain boundaries facing the contact interface. This is due to

I - r
characteristics of a contact. Among those, the most mportarﬂ\e current spreading on a scale of the order of the contact

sized near the constriction.

o~ < £

IMAGE SET 15.0kV x20,008  1pm WD15mm

3. THEORETICAL BACKGROUND OF PCS
3.1. Nonlinearity of /- V characteristic

The nonlinearities of the—V characteristic of a metallic
contact, when one of the electrodes is in the superconducting
state, can be written &>

v N
(V)= Ry Sl (V) +lexd V). @

Here R, is the contact resistance at zero bias in the normal
state, 5l Eh(V) is the backscattering inelastic current, which
depends on the electron mean free patRor ballistic con-
tact this term is equal in order of magnitude to

N d

SV~ = 1(V), @
n

wherel;, is the inelastic electron mean free path, and the

characteristic contact diameter. If the electron flow through

FIG. 7. Scanning electron microscopy image of Mgiingle crystals. After the contact _iS diﬁUSive|@I<q’ Iel_bemg the elastic mean free
Leeet al?® path but still spectroscopic, sincgl;,l¢=>d, then the ex-

15KV x 150 100 um 122200
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pression2) should be multiplied by,,/d. This decreases the For the sake of comparison, the similar expression of the
characteristic size for which the inelastic scattering is impornonlinear term inNIS tunnel junctions [ stands for “insu-
tant fromd to | (d— 1), and for short, makes the inelas- lator”), due to the self-energy superconducting energy gap
tic current very small. We notice that the inelastic back-effect, has the forif

scattering currentl gh(V) in the superconducting state is di 1 eV
approximately equal to the same term in the normal state. Its (_ =—Re{ ) (8)
second derivative turns out to be directly proportional to the  'dV/ s Ro | (eV)Z—AZ%(e

H 2
EPI functiona®(w)F(w) (Refs. 31, 32 Equations(6), (7), and(8) are identical in their structure

and take into account the same effect, viz., the renormaliza-
a?(w)F(w), (3 Fion of the energy_spectrum of a Sl_Jperconductor in the vicin-
ity of characteristic phonon energies.

where a describes the strength of the electron interaction From the expression&l), (2), (4), and (5) it becomes

it oo aner phoron branc, ) sancs for e 0 02 O, e eegtoanspens can o eeene
phonon density of states. In point-contdBXC) spectra the g pn V), P

in : m.
EPI spectral functionv?(w)F(w) is modified by the trans- the excess current terdl EX.C(V) is negligible. Thg Iattgr can.

. . - be canceled by suppression of superconductivity either with
port factor, which strongly increases the contribution from g .
backscattering processes magnetic field or temperature. On the contrary, in the super-

In the superconducting state the excess currggt(1), conducting state, for dirty contacts, all the inelastic terms are

which is due to the Andreev reflection of electron quasipar—very small, and the main nonlinearity is provided by the

ticles from theN—S boundary in arlN—c—S point contact ¢ A(eV) dependence of the excess currént
stands for “constriction}, can be written as

d’l  8ed
——— ot ——
dV 3hl)|:

Lo d V) =1 gxc+ Sl o V) (4) 3.2. Two-band anisotropy
o _ Brinkman et al. have showh' that in the clean case for
wherel g, ~A/Ry~const foreV>A (A being the supercon- anNIS MgB, junction, the normalized conductance is given

ducting energy gap by
The nonlinear term in the excess curréhk can in turn

be decomposed in two parts, which depend in different ways a(V):(ﬂ) / ﬂ)
on the elastic scattering of electron quasiparticles: dV/us dV/un
Sled V)= 818 (V) + 81 (V) (5) (@) 20.(V) +(07)?0,(V)

el . 0 in (0p)?+(wp)?
where 61, (V) is of the order of A/eV)l and 8l o, vV

exc? exc

~(d/1i)13,.. Notice that the latter behaves very similarly to wherew7(?) is the plasma frequency for the(s) band and

the inelastic backscattering curredity,(V), namely, it dis- o n(o(V) is the normalized conductivity of the(s) band
appears if ;— 0, while the first term in the right-hand side of separately. The calculated tunneling conductances irathe

H 1
expressior(5) does not depend d, in the first approxima-  Plane and along the axis aré

tion. This enables one to distinguish the elastic term from the  _,(V)=0.670 (V) +0.330,(V), (10
inelastic. Finally, all excess current terms disappear when the

superconductivity is destroyed, whil },(V) remains very 0(V)=0.9%,(V)+0.01o,(V). (11)
similar in both the superconducting and normal states. Hence, even along theb plane the contribution of the

The expression for the elastic term in the excess curremand is less than that of the band, to say nothing of the
was calculated foballistic N—c—S contacts by Omelyan- dijrection along the axis, where it is negligibly small. The
chuk, Beloborod'ko, and Kulik? Its first derivative equals calculation predicts that if the “tunneling cone” is about sev-
(T=0): eral degrees from precisely in treb plane, then the two
superconducting gaps should be visible in the tunneling char-

(d|§|xc ba”'St'C_ 1 A(eV) ? 6 acteristics. In other directions only a single gap, correspond-
dV ) es " Rolev+ (eV)2—A%(eV)| ® ing to _the_qr bar_1d, is; visiblg. We will see b_elow that this
prediction is fulfilled in a point-contact experiment, as well.
For thediffusivelimit (I;<d), Beloborod’koet al. de- Things are even worse when one tries to measure the
rived the current—voltage characteristi@e Eq(21) in Ref.  anisotropic Eliashberg function by means of superconducting
34), which gives® for the first derivative af =0 tunneling. The single-band numerical inversion progith
o gives an uncertain result, as was shown in Ref. 38.
diel | dfusive g leviA(eV) Point-contact spectroscopy in the normal state can help
ol qv =§In eV—A(eV) in this deadlock situation. It is known that the inelastic back-
Nes scattering current is based on the same mechanism as an
eV / A(eV) ordinary homogeneous resistance, provided that the maxi-
R (eV)2—AZ(eV) R eV)Z—a%ev)| mum energy of the charge carriers is controlled by an applied

voltage. The electrical conductivity of MgBcan be consid-
(7) ered as a parallel connection of two channels, corresponding
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PCS data
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Voltage, mV 8
PCS data
FIG. 8. Typical shapes afV/d| (experimental dofsfor 4 contacts between single gap
MgB, thin film and Ag with the corresponding BTK fittin@ines). A, and
Ag stand for large(smal) superconducting energy gap. After Naidyuk
et al®
to ther and o bands? The conductivity of ther band can be 0 2 4 6 8 10
blocked by disorder of the Mg atoms. This situation is al- Theory
ready obtained in experiment, when the temperature coeffi- - Choi et al
cient of resistivity increases simultaneously with an increase )
of the residual resistivity, which leads to violation of Mat-
thiessen’s rulgsee Fig. 3 in Ref. 2 In this case we obtain
direct access to the-band conductivity, and the measure-
: i 0 2 4 6 8 10
ments of the PC spectra of the EPI for tidand is explic- Gap value, meV

itly possible in the normal state. Below we will see that this

unique situation happens in single Crystals along aie FIG. 9. Superconducting energy gap distribution~0100 different junc-
plane. tions prepared on a MgHfilm. On the lower panel the theoretical distribu-

tion is shown. After Naidyulet al*°

4. EXPERIMENTAL RESULTS

4.1. Superconducting energy gaps position of the single-gap minimum afv/dl) depends very
much on random variation of the scattering in the contact
IJiegion. Moreover, since the main part of the junction con-
ductivity is due to the charge carriers of theband, even the

c-axis oriented thin filmsOur measurements of the su-
perconducting energy gap by means of Andreev reflectio

from about a hundrebll Sjunctions yield two kinds ol V/d| . « )
curves, shown in Fig. 8. back_ground co_nductance quite often follows the “semicon-
The first one clearly shows two sets of energy gap?ucnvs behgwor, n?n;gly, 1theTer]o?e of tfmlé;/édtl tﬁurve at
minima located, as shown in the distribution graph of Fig. 9_ar?he |a§esolls nega|1 N '?' IO). i at_gE]eans atthe carners
(upper panel at 2.4£0.1 and 7.1-0.4 meV. i the band are close 1o locallzation.

These curves are nicely fitted by B¥Ktheory (with h In the Iowerc[j)_an_etl) ofél;ig. 9hthe thgoretical prediztionhof
smallI" parameterfor two conducting channels with an ad- the energy gap distributionis shown. One can see that the

justed gap weighting fact4f. The second kind is better fitted
with a single gap provided an increased depairing parameter
I' [Fig. 9 (middle panel]. Certainly, the division of the gap -
structure into the two kinds mentioned is conventional, and
depends upon the circumstance that the larger energy gap is
explicitly seen. These two kinds of gap structure comprise
about equal parts of the total number of junctions. Usually
the contribution of the large gap in the double-gap spectra is
an order of magnitude lower than that of the small one,
which is in line with the small contribution of the band to

the conductivity along the axis[see Eq(11)].

It is important to note that the critical temperature of the
material around the contact is not more than a few K below i —
T. in the bulk material. This is determined by extrapolating -60 -40 -20 0 20 40 60
the temperature dependence of the PC spectra up to the nor- Voltage , mV
mal state. Such an insensitivity B¢ on the elastic scattering FIG. 10. Negative slope afV/dl at large biases for a 3@ contact between

rate is explaine_d in Ref. 2. Nevgrtheless, we stress that thﬁng single crystal and Ag showing the magnetic-field gap-structure evo-
gap structurgleither double- or single-gap feature, and thelution at 4.2 K.

-

R
X

dv/dl, arb. units
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FIG. 11. Large gap structure evolution for single crystal MgBu 87 () I
junction in magnetic field at 4.2 K. The curves are shifted vertically for -15 =10 -5 0 10 15
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FIG. 13. Temperature dependencesdaf/d! curves(solid lineg for the

theoretical positions of the distribution maxima coincide ap-S3™® Junction as in Fig. 12 with their BTK fittingghin lines.

proximately with the experimental values. Only the low-

lying maximum is not seen in the experiment. It should be

noted that, according to Maziet al,*? variation of the su-  the o band. This may be caused by the circumstance that the

perconducting gaps inside tleand 7 bands can hardly be 7 band is blocked completely by Mg disorder or by oxida-

observed in real samples. tion of Mg atoms on thab side surface of the crystal. At the
The distribution of the different gaps over the Fermi sur-same time, in a single crystal there is much less scattering in

face is shown in Fig. 5. One can immediately see that for ahe boron planes, due to the robustness of the B—B bonds.

c-oriented film the main structure should have a smaller gapwe will see below that this circumstance is what enables us

which is approximately isotropic. Only if the contact touchesto observe directly the most importalig, phonon mode in

the side face of a single crystallit€ig. 6) is the larger gap the electron—phonon interaction within theband.

visible, since it corresponds to the cylindrical parts of the  In single crystals the negative slope in tthe/dl curve

Fermi surface with Fermi velocity parallel to tlad plane. at large biases is observed quite often, which confirms that
Single crystalsThe same variety of energy gap structurethe disorder in ther band leads to quasi-localization of

is observed for single crystals as well, but with some pecueharge carriers. An example of this has already been shown

liarity due to preferential orientation along thé plane. The  in Fig. 10.

most amazing of them is the observatiordaf/d|-gap struc- Figures 12 and 13 display a series of magnetic-field and

ture in Fig. 11 with visually only the larger gap present. Thistemperature dependence of the/d| curves with their BTK

gap persists in a magnetic field of a few tesla, unlike thefittings. Here the two gaps, corresponding to the theoretical

smaller gap, which, according to Refs. 43 and 44, vanishegrediction[Eq. (11)], are clearly visible in theb direction.

above 1 T. Spectra of that kind were not observed in thirThe temperature dependence of both gaps follows the BCS

films. This means that the conductivity is governed only byprediction(see Fig. 1% For temperatures above 25 K their

T— e o 8

B,T ™ » v~

N T S~

N \~" /%
2[18 N N7/ /&
gl ~—//f
5 1/94| /
= 21 : /
3 L0 \
15 210 5 0 % 0 15 .

10 15 20 25 30
T,K

b

Voltage, mV 0

FIG. 12. Magnetic field dependences @¥/d| curves(solid lineg for a

single-crystal MgB—Cu 2.2() junction along theab plane with their BTK FIG. 14. Temperature dependences of large and small superconducting en-
fittings (thin lines. Two separate sets of gap minima are clearly seen at lowergy gaps obtained by BTK fitting from Fig. 13. The solid lines represent
fields. BCS-like behavior.
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0 70 FIG. 17. Temperature dependence of the penetration depth in the model of

two independent BCS superconducting batdished and dotted lipsvith
different superconducting gaps. The resulting penetration dspttd line)
ngearly shows a non-BCS temperature behavior. The low-temperature behav-
ior will be dominated by the band with the smaller superconducting gap.
After Golubovet al*®

FIG. 15. Magnetic field dependences of the large and small superconducti
energy gapgsolid triangle$ obtained by BTK fitting from Fig. 12. Open
triangles show thé" value for large and small gap, respectively. The circles
demonstrate the depression of the small-gap contribution td\tié! spec-

tra by magnetic field. The lines connect the symbols for clarity.

magnetic field. This is a quite different dependence from

behavior is unknown because this particular contact did nofhat is expected foke,, which is in general proportional to

survive the measurements, probably because of thermal eQ]e gap value4). h | ) q
pansion of the sample holder. In contrast,l.,{T) has mostly negative curvature an

Figure 15 displays the magnetic-field dependences O§hape, similar to the BCS dependence. Often a positive cur-

o ; ture appears above 25 (Kee, e.g., Fig. 18
large and small gaps. Surprisingly, the small gap value is nof&turé apr
much depressed by a field of about 1 T, and the estimated This kind of gr!om_aly can be_ due to the t\_/vo-_band nature
critical field of about 6 T is much higher, as stated in Refs Of Superconductivity in MgB, since magnetic fieldtem-

44 and 45, although the intensity of the small-gap minima isperature suppresses the superconductivity more quickly in

suppressed rapidly by a field of about 1 T. Correspondinglythe = band and then, at higher fieléemperaturg in the o

the small-gap contributidhw to the dV/dl spectra is de- band. The same considerati?n is valid fo_“Lll which is i
creased significantly by magnetic field, from 0.92 to 0.16/°UgNly proportional to the “charge density of superfluid

(see Fig. 15 while w versus temperature even increasescondensate.” In the case of zero interband scattering, the

slightly from 0.92 at 4.3 K to 0.96 at 24 Knot shown. simple mod_el of Ref. 46 predicts the temperature dgpendence
The area under the energy-gap minimadi/d1 (V) is shown in Fig. 17 foro apdv-r parallel chgnnels, which WI||.

approximately proportional to the excess curregt[see Eq. yleld a smooth curve Wlth_ general positive _curvature, _taklryg

(4)] at eV>A (or roughly to the superfiuid densjtyThe |nto_ account the small interband scattering occurring in

excess current depends on the magnetic field with a positiv@a“ty'

overall curvaturdFig. 16). | .,{B) decreases abruptly at first

and then more slowly above 1 T. This corresponds to a dras-

tic depression of theV/dl (V) small-gap-minima intensity 3 v
by a magnetic field of about 1 T and to robustness of the —A
residual superconducting structure against further increase of B |§(SS
g s A
o
b L
- \".‘
¢) N
2 1{m o §
E'lm : A
= o 3
£l " £’
'9 ) ~.\1\ < v
9 R L ;
b T -30 -20 -10 0 10 20 30
. Voltage, mV . f v
o 0 5 10 15 20 25 30
Tl T, K
0 1 2 3 4 5 6 7 FIG. 18. Temperature dependence of a single superconducting energy gap
B, T (squaresobtained by BTK fitting ofdV/d| curves from the inset. The solid

lines represent BCS-like behavior. The triangles show the dependence of the
FIG. 16. 1,{B) (squares for a MgB,—Cu junction from Fig. 12. The excess current. Insed:vV/d| curves for a MgB—Cu 8() contact at different
dashed lines show the different behaviorl gf(B) at low and high fields. temperatures.
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FIG. 20. Comparison of high-resolution electron-energy-loss spectroscopy
measurements of surface phonon dispergiattom panels, symbagf§ with

the PC spectra for ZrBand NbB, after subtraction of the rising background
(upper panels

If the 7r-band conductivity is blocked by a short mean
free path, then the curvature kpf {T), being proportional to
A (T), should be negative, which supplies us with addi-
tional confirmation of single-band conductivity along the
band. Thus, measuring the magnetic field and temperature PC EPI spectra oMgB, in c-axis oriented filmsFrom
dependences df,,. can elucidate the contact structure. the above considerations we had anticipated that one could

Figure 18 displays the temperature dependence of theasily measure the EPI spectral function of Mg the
gap for thedV/d| curves with a single-gap structure, which normal state, provided that the superconductivity is de-
vanishes around 25 K. A magnetic field of 1 T suppresses thetroyed by magnetic field. Unfortunately, that was not the
gap minima intensity by factor of two, but the minima are case. The stronger we suppress the superconductivity in
clearly seen even at 4 Tnot shown, the maximal field in MgB,, the less traces of phonon structure remain inl thé
this experimental trial. This excludes an origin of these gapcharacteristic and its derivativéBig. 22.% This is in odd in
minima due to a small gap. According to the calculation inrelation to the classical PCS, since the inelastic phonon spec-
Ref. 11 a large amount of impurity scattering will cause thetrum should not depend on the state of the electrodes in the
gaps to converge th=4.1 meV andl to 25.4 K. Therefore first approximation(see Sec. 3. Theoretical background
these single-gap spectra reflect a strong interband scattering Instead, most of the MgBspectra in the superconduct-
due to impurities, which likely causes a “semiconducting-ing state show reproducible structure in the phonon energy
like” behavior of dVv/dl above T, (see Fig. 18, insgt range(Fig. 23 which is not similar to the expected phonon
lexd T) behaves nearly ad(T) except in the regionl maxima superimposed on the rising background. This struc-
>25 K, wherel, is still nonzero because of a residual ture disappears upon transition to the normal state. Quite
shallow zero-bias minimum idV/dl above 25 K.

0.04F
4.2. Phonon structure in the 1-V characteristics [ PCS /J\ NbBZ
) ) ) 0.03} \ neutron
PC EPI spectra of nonsuperconducting diborid&¥e ] J
have studied the PC EPI spectidV/d1?«—d?1/dV? [see 0.02 } \
also Eq.(3)] of nonsuperconducting diborides MgEMe ) [
=Zr, Nb, Ta.*” The cleanest sample we have is a ZrB ) \

single crystal, and its PC EPI spectrum is shown in Fig. 19.

One recognizes a classical PC EPI spectrum from which one
can estimate the position of 3 main phonon peaks and obtain
the lower limit of EPI parametexpc (Ref. 47).

0.01

0
0.04

Essentially similar spectra were observed for other di-
borides, taking into account their purity and increased EPI,
which leads to a transition from the spectroscopic to a non-
spectroscopidtherma) regime of current flod” The posi-
tions of the low-energy peaks are proportional to the inverse
square root of the masses of tthenetals?’ as expected. For
these compounds the phonon density of states is measured by
means of neutron scatteritfgand the surface phonon disper-
sion is derived by high-resolution electron-energy-loss

GDOS, 1/meV

0.03

0.02

0

0.01

PCS

20 40

TaB -
neutron

/|
av)

60

80

Energy, meV

100

120

140

spectroscop§/9 The positions of the phonon peaks or FIG. 21. Comparison of phonon DOS neutron measurements after Heid
dw/dq 0 for the dlsperS|on curves correspond to max'maet al* (symbolg with PC spectra for Taand NbB, after subtraction of
of the PC spectréFigs. 20 and 21L the rising backgroundsolid curves.
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interestingly the intensity of this structure increases with in- = O P Vol
crease of the value of the small gap, which means that the 2 i P E b 1
gap in the = band and observed phonon structure are Lo P PO
connected® Based on the theoretical consideration men- ] Lo -
tioned in the Introduction, we conclude that the disorder in -120 -80 -40 0 40 80 120
the 7~ band is so strong that it precludes observation of the Voltage, mV

inelastic current, and the phonon nonlinearities of the excess

current[see Eq.(6)] play the main role, which does not de- FIG. 24.dV/dI andV,xd?V/dI? curves for a thin-film MgB-Ag junction,
revealing the inelastic PC spectrum for theband. After Bobrowet al>°

pend on the scattering.
Very rarely did we see signs that the observed character-
istics indeed satisfy the conditions imposed on the inelastic
PC spectra. One such example is shown in Figs. 24 and 25.
For this particular junction the superconducting peculiarities
are almost completely suppressed above 20 mV in moderate

field (4 T). What remains is a very weak structure 1%) 0.2 i ; : : : ;
from the rather high value of the gapig. 24). The back- : ; : : ; ;
ground indV/dlI (V) rises nearly quadratically up to a few —_ ; ; ' ; ;
percent ofR, at large biases100 mV). This leads to a T oy ; ;
linear background inV,<d?Vv/dI? (V) with phonon peaks > VL : \ 5
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FIG. 23. Superconducting gap featufepper paneland phonon structure
(bottom panelin the spectra of thin-film MgB-Ag junctions with different
resistances af=4.2 K, B=0. After Yansonet al?

FIG. 25. Comparison of the PC EPI spectryupper panglfrom Fig. 24
(after subtraction of the linear background and zero-bias maxima below 25
meV) with the phonon DOS measured by neutron scattérihgoottom
pane).
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FIG. 26. Calculated Eliashberg functions for theand 7 bands(insej.
After Golubovet al®*

superposed above the background both in negative and posi-
tive bias polarity(compare with Fig. 1P The structure ob-
served corresponds reasonably in shape above 30 meV to the
phonon density of statéfig. 25. At low voltages(below 30
meV), most probably, the gap peculiarities still prevail over . \
the d®Vv/d1? (V) structure. Thus, for this contact we assume 60 =40 -20 0 20 40 60
to observe thenelasticPC spectrum for ther band, which
should be compared to the Eliashberg EPI function for the
same band calculated in Ref. 5Eig. 26). Neither the ex- FIG. 27.V,=d?V/d|? (for two bias voltage polaritiginddV/dI curves for
perimenta| Spectrum nor ther-band E”ashberg function 2 single-crystal MgB-Cu junction R;=1.5() along theab plane. Here

- : : the conductivity along ther band prevails, as is shown by the pronounced
shows anomaIOUSIy hlgh intensity of “@g phonon mode, small-gap structure for the zero-fietiv/d| curve at 4.5 K. Thex?F(w)

Smce Oﬂly the E”aShberg func_:tion for theband is the prin-  ¢yrve is the theoretical prediction for theband Eliashberg function from
cipal driving force for highT; in MgB,. The same conclu- Fig. 26 (insey smeared similarly to the experimental data. After Naidyuk

sion should be ascribed to the excess-current phonon struét al®
ture, since it also corresponds to theband. This band has

much larger Fermi velocity and plasma frequency along the

c axis compared to the band!!

Thus, in order to register the principal EPI with tBe, appears in the bias range20—-60 mV. Above 60 mV the
phonon mode, we are faced with the necessity of measuringC spectrum broadens sufficiently to hide higher-lying pho-
the PC spectra for only the band. This can be done in a non maxima. Even in the normal stat€£T_.), where the
single crystal along thab plane with blockedr-band con- excess current disappears, one can see the kink at
ductivity. ~20-30 meV, where the first peak of the phonon DOS and

PC EPI spectra ofMgB, in the ab direction The de- the first maximum of the Eliashberg EPI function of the
sired situation was described in Ref. 52 for a single crystaband occur. AteV~90-100 meV the PC EPI spectrum of
oriented in theab plane. As was mentioned above, merely Fig. 27 saturates just where the phonon DOS endsT At
having the nominal orientation of the contact axis parallel to=T,. intermediate phonon peaks are hardly seen, since the
theab plane is insufficient to ensure that this situation occurghermal resolution, which equals 54, amounts to about
in reality. Moreover, even if one establishes the necessarf0 meV, and the regime of current flow is far from ballistic,
orientation(i.e., contact axis parallel tab plane the spectra due to the high background observed. No prevalence of the
should reflect both bands with a prevalence of the undesireli,; phonon mode is observed, like a big maximum of the
7 band, because spherical spreading of the current makes tE#| at~60—70 meV or a kink aT =T, for these biases.
orientational selectivity of a metallic point contact much A quite different spectrum is shown in Fig. 28, which is
worse than that for a plane tunnel junction, where it goeur key result. Consider first theéV/dl (V) characteristics
exponentially. The large mixture of-band contribution is (see bottom panglThe energy gap structure shows the gap
clearly seen from the gap structure in Fig. 27. Beyond thaninima corresponding to the large g#&p-band gap. The
wings, at the biases corresponding to the large(gapposed increase ofdV/dl (V) at larger biases is noticeably larger
to belong to ther-band gapthe deep minima located at the than in the previous cagé&ig. 27). One can notice that the
smaller gap(correspondingly to ther-band gap are clearly  relatively small magnetic field+1 T) does not decrease the
seen(see bottom panel of Fig. 27The EPI spectrum of the intensity of the gap structure substantially, unlike those for
same junction is shown in the upper panel. One can see th&ig. 12, and even less than for Fig. 27. According to Refs. 43
the nonlinearities of thé—V characteristic at phonon biases and 44, a field of about 1 T should depress the small-gap
are very small, and a reproducible structure roughly correintensity completely.
sponding to the Eliashberg EPI function of theband®>! All these facts evidence that we obtain a contact in

Voltage, mV



272 Low Temp. Phys. 30 (4), April 2004 I. K. Yanson and Yu. G. Naidyuk

0.6
—— PCdata
O N I LS Calcul. thermal regime
> T s N [T
=3 11
. 031} g
o~ 1\ ---40K, 0T 2
> ——4.5K, 9T(+)
------ 4.5K, 8T
] ----4.5K, 9T(-) J N y
RN 0 50 100 150
N— L . L Voltage, mV
0: 50 100 150
: FIG. 29. Comparison of the experimental spectrum of Fig. 28 with the
1.2 ! ' j ' ! thermal spectrum for a model spectral function in the form of a Lorentzian
at 60 meV with a width of 2 meVdashed lingand with the theoretical EPI
spectra(bottom curves After Naidyuk et al>?
o
% 1.1
T o gime of current flow through the contact is not thermal, al-
o4 though the background at large biaseg=100 meV) is
1.0 high. To do so, we compare this bump with a PC spectrum in
the thermal regime for a model EPI function, which consists

o P of a Lorentzian at 60 meV with smalRk meV) width. The
-150 -100 -50 0 50 100 150 thermal PC EPI spectrum calculated according to Kuik,
Voltage, mV shown as a dashed line in Fig. 29, is much broader. Any
) - further increase of the width of the model spectra will
FIG. 28. V,exd?V/dI® (for two bias voltage polarities at 9)landdV/d| - o the curve obtained. Comparing the experimental and
curves for a single-crystal MgB-Cu junction R,=7.2Q) along theab . )
plane. Here the conductivity along theband prevails, as is shown by the Model spectra enable us to conclude that, in spite of the large
pronounced large-gap structure for the zero-fig/dl-curve at 4.5 K. width, the maximum of the experimental spectra still corre-
After Naidyuk et al®* sponds to the spectroscopic regime. The high-temperature
(T=T,) spectrum in Fig. 28 shows the smeared kink at
about 60 meV, unlike that of Fig. 27. By introducing greater
which only theo-band channel in conductivity is in opera- disorder in the boron plane by a fabrication procedure or by
tion. trying other spots on the side-face surface, smeared thermal
Let us turn to the PC EPI spectcfV/dI? (V), which  spectra were observed, coinciding in shape with the dashed
are connected via the following expression to the secongyrve in Fig. 30. In this figure another junction is shown,

harmonic signaV, recorded in experiment: where the energy gap structure also points to dhieand
1 d2v A channel. Other junctions display the kink at about 30—40
EWZZ‘QW' meV, like the high-temperature spectrum in Fig. 27, which
1

together with their energy-gap structure can be ascribed to

HereR=dV/dl, andV, is the rms value of the modulation the thermal limit mainly in ther band, despite the rather low
voltage for the standard techniques of tunneling and pointbath temperature.
contact spectroscopy. A PC spectrum with broad maxima including one at

The PC EPI spectra for this contact are shown in Fig. 2&bout 60 mV was observed in Ref. 45 on polycrystalline
(upper panel for the highest field attainable in our MgB, samples driven to the normal state by applying a mod-
experiments? One can see that 8—9 T is still not enough toerate magnetic field and increasing the temperature.
destroy completely the superconductivity in the energy-gap  The large width of the EPI peak connected with g
low bias rangg0—30 meV, which can be taken as charac- phonon modéFig. 28 is not surprising. Shuklat al* mea-
teristic for a strongly superconductingband. On the other sured the phonon dispersion curves along liteand I'M
hand, at larger biases no influence of field is noted, whichdirections by means of inelastic x-ray scatter{sge Fig. 4.
evidences that this part otV characteristic does not con- The full width at half maximum for thé&,, mode along the
tain superconducting peculiarities, likely because of the high"A direction amounts about 20—28 meV, which corresponds
current density in the contact. Except for a small asymmetrywell to what we observe in the point-contact spectrum. If the
the spectrum is reproduced for both polarities. Before satuphonon lifetime corresponds to tHisverse energy, then the
ration at biases=100 meV, where the phonon DOS ends, aphonon mean free path is about equal to the lattice
well-resolved wide bump occurs, which is located at aboutonstanf? and due to phonon reabsorption by accelerating
60 meV. Further on, we will concentrate on this. electrons, we should anticipate a large background in the PC

First, we rescale it to the spectrum Rgld R/dV units,  spectra as observed. If we compare the position of the bump
in order to compare with the theoretical estimation. We will (=60 meV) with what is predicted for isotropic Eliashberg
show that the bump is of spectroscopic origin, i.e., the reEPI functiort® (see Fig. 29 then we, together with Shukla
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04 reflect the two-band structure of the superconducting order
parameter in MgB.

3. There are two mechanisms for revealing phonon struc-
ture in the point-contact spectra of MgBi) through the
inelastic backscattering current, like for ordinary point-
contact spectroscopy, and through the energy dependence
of the excess current, like in the similar tunneling spectros-
copy of the electron—phonon interaction. They can be dis-
criminated by destroying the superconductivity with a mag-
netic field and/or temperature and by varying the electron
mean free path.

4. The prevailing appearance of tfigy boron mode,
which mediates the creation of Cooper pairs, is seen in the
PC spectra only along thee—b direction in accordance with
the theory. The relatively small intensity of this mode in the
PC spectra is likely due to their small wave vector and re-
stricted phase volume.

5. Related diborides (ZrB NbB,, and TaB) have
d?V/dI? spectra proportional to the electron—phonon inter-
action spectral function, like that in common metals and a
small EPI constant corresponding to their nonsuperconduct-

1.0 1 Yomv ing state.
— — The authors are grateful to N. L. Bobrov, P. N. Chubov,
-100 0 100 V. V. Fisun, O. E. Kvitnitskaya, and L. V. Tyutrina for col-
Voltage, mV laboration during the MgBinvestigation. I.K.Y. thanks the
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FIG. 30. Thermal limit for thes band (as is shown by the pronounced Kgarlsruhe for hospitality, and Prof. H. von"hoeysen for
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: . constant support. The work in Ukraine was supported by the
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98 single cry 9 P Y State Foundation of Fundamental Research under Grant
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et al, must admit that the phonon—phonon anharmonicity isNOTE ADDED IN PROOF
inessential for this mode, and its high width is due com-
pletely to the EPI. After the paper was completed we have learned of the
Now turn to the nonlinearity of thé—V curves due to paper by Koshelev and Golubdtwhere the magnetic field
the electron—phonon interaction, which can be estimatedependence oA, andA , was presented. It turned out that
from the dV/dI curves as about 10% for contacts with thethe A (B) andA .(B) behavior is different and is governed
E,y phonon modes in Fig. 28. This is comparable with theby diffusion constants depending on the coherence length.
nonlinearity observed for nonsuperconducting dibofiles However, the critical field is the same both sy, andA ...
with a small electron—phonon coupling constant. The reasoiihis is in line with our observation given in Fig. 15. Addi-
for the relatively low nonlinearity of the—V curves and low tionally, two experimental reports on the effect of magnetic
intensity of the principaE,, phonon modes in the spectra field on both gaps in MgB by Gonnelli et al. (cond-mat/
for the MgB, contacts can be the fact that anomalously0308152 and Bugoslavskyet al. (cond-mat/0307540ap-
strong interaction is characteristic for a restricted group ofpeared in the E-print archive. Bugoslavskyal. reported
phonons with sufficiently small wave vectorwhereas in  that both order parameters persist to a common magnetic
point-contact spectroscopy the large-angle scattering is enfield. Gonnelli et al. corrected their previous claims and
phasized. mentioned that it might not be correct to identify the mag-
netic field at which themr-band features irdV/dI visually

disappear as the critical field for the band.
5. CONCLUSIONS

We have presented an overview of the PCS investiga;E-mail: yanson@ilt.kharkov.ua

. . . - ; "The films were provided by S.-I. Lee from the National Creative Research
tions of c-axis oriented thin films and single crystals of Initiative Center for Superconductivity, Department of Physics, Pohang

MgB;. ) University of Science and Technology, Pohang, South Korea. The single
Our conclusions are as follows: crystals were provided by S. Lee from Superconductivity Research Labo-
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. . . . . between 0 and 1 T is due to the fact thatises by factor 4 at 1 T.
half of all point contacts studied far-axis oriented films the
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Polycrystalline hight. superconductorHTSC9 with the composition YB@CL}Z,98557FQ)_015OY
(y=6.92, T.=91-91.5 K) with micron and submicron grain sizes are investigated by the
method of gamma resonan@dossbauer spectroscopy at temperatures of 293, 91, and 78 K.
A correlation is found between the changes of the intensities of the components of the
Mossbauer spectra and the mean grain s{fs It is shown that the observed changes in the
spectra are caused by an interplane redistribution of oxygen wherein the oxygen content

¢ in the (CuQ) planes increases and the lattice parametdecreases. This effect is greater for
smaller mean grain sizé€®). It is concluded that the observed changes in the anion
subsystem of the fine-grained HTSCs as compared to bulk equilibrium samples €8xy . 5
are mainly due to a partial interchange of th&"Yand B& " cations in them. This interchange
may be a result of the nonequilibrium synthesis conditions that must be used to produce HTSCs
with micron and submicron grain sizes.

© 2004 American Institute of Physic§DOI: 10.1063/1.1704613

INTRODUCTION studies have revealed a hitherto unnoticed effect wherein the
oxygen conten® in the (CuQ) planes of the crystalline cell

In previous studi€s*® of the magnetic, superconducting, increases at a constant total oxygen ingex6.92. The na-
and structural characteristics of polycrystalline hithsu-  ture of this effect is apparently due to the existence of a
perconductors  YB#u;O, (T,~92 K) with mean grain partial antistructure interchange of thé*vyand B&™" cations
sizes(D) in the micron and submicron rangel)<2 um) in the lattice of HTSCs crystals of small size. It is shown that
it was found that their properties differ from those of thethis effect is more pronounced for smaller mean grain sizes
bulk HTSCs of the same composition and with the samén the HTSC compound under study.
value of T.. For such samples the values of the lattice pa-
rameters, superconducting transition temperaflige and
oxygen indexy do not conform to the relationships estab-
lished previously for equilibrium HTSCésee, e.g., Ref.)4 The YB:':1_>Cu3_X5’7FeXOy (x=0.015) were prepared from
and the variations of a number of magnetic characteristica mechanically activated highly disperse mixture of the ini-
are correlated with the variation of the mean grain size.  tial oxides Y,05, CuO, BaQ, and®’Fe,O; by the technique

To explain the nature of the variations of the propertiesdescribed in detail in Refs. 1 and 6. It is known that regula-
observed in fine-grained HTSCs a more detailed study of théon of the microstructure of HTSCs so as to realize submi-
real structure of such objects is needed. The integral methodson grain sizes is possible only when nonequilibrium syn-
used previously must be supplemented by other methods thttesis conditions are usédn this study the nonequilibrium
are sensitive to features of the local structure.sbtmauer conditions were brought about by mechanochemical methods
spectroscopy can serve as an effective probe for analysis applied to the mixture of initial components in the initial
the local structuré. stage of synthesis and also by a subsequent high-speed form-

In the present study we have used $dbauer spectros- ing of the structure of the compound at temperatufes
copy to make a detailed study of the oxygen subsystem of @800 °C. A distinctive feature of this technique is the for-
series of polycrystalline HTSCs with the composition mation of an orthorhombic lattice of the compound
YBa,Cl, 985> F& 010y (Tc~91.5 K) with different mean YBa,Cu;O, at T>800°C directly from the amorphousc-
grain sizes in the range 0.4—2m. It will be shown that cording to X-ray datastate arising in the initial mixture of
substantial changes in the shape of thésbtmuer spectra oxides as a result of the mechanochemical activation. The
occur with decreasing mean grain size as the result of a renain advantage of the method is that it completely elimi-
distribution of oxygen around the Cb) positions. These nates the stage of formation of any intermediate reaction

1. EXPERIMENTAL TECHNIQUE

1063-777X/2004/30(4)/9/$26.00 275 © 2004 American Institute of Physics
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products. This eliminates any contamination of the finalTABLE I. Characteristics of the YB&U, ¢g5 Fey 0140, samples.

compound by impurities of an accompanying phases, and tF
complete fixation of the barium ions and the other compo- Sample [(D).| oD, oK 4 b, 5
nents in the initial stage of synthesis promotes the chemice um | pm S A
purity of the surface of the crystallitéS.

All of the samples were prepared from initial sample No. t |o04] 03 |692]| 91 | 38355 | 3.8878 | 11.6647
1, which was synthesized at the lowest annealing temperz
ture (T* =840°C), by additional high-temperature anneal- 2 | 1 |055] 692 91 | 3.8272 | 3.8876 | 11.6790
ing at temperatures oT* =900 (sample No. 2 and T* 3 |2 1121693 lo1s | 38246 | 3.8856 | 11.600

=930°C (sample No. 3 Saturation of the samples with
oxygen is done by the standard method on slow cooling in an
atmoosphere Of_ oxygen and _asubsequent holdvf@mogrs a_t standard dispersionp of the grain size, the value of the
500°C. .The isothermal h!gh—tempgrature annealing tlme§uperconducting transition temperatdrg, and the oxygen
were quite long ¢ 100 h), since this is necessary for anneal'indexy.

ing of nonequilibrium defects and the achievement of a It can be seen from Table | that only two parameters
quasi-equilibrium state such that further annealing at th‘?/vere markedly different in the samples studied: the mean
same temperaturg® has no effect on the crystalllattic'g Pa- grain size(D) and the lattice parameter and their varia-
rameters. As was shown n Ref: L eaqh quas&eqw]@nunﬁons are correlated with each other. This sort of correlation
state corresponding to a definif€ is contained by a definite was first established in Ref. 1. The fact that the values of the
value of the degree of orthorhombic distortion, which is pro- arameterd, y, andT, were practically the same for all the
gressively larger the higher the annealing temperature. Sin mples means that Cone can correctly do a study of the de-
it is the value ofT* that largely determines the parameters of endence on the size fact{) in this series of samples.

the diffusion of the components, it can be assumed that ea We note that the values of the parameteare close to
guasi-equilibrium state reached in the samples corresponqﬁose which are usually realized for equilibrium bulk
to a definite degree of cation ordering of the crystal lattice. samples of YBaCu,0, with y~6.92* The indicated values

The unit cell pare.\mete.rs were calculated from single "€of the parameterd a%dy are optimal for the latter in the
flections on X-rgy. d|ﬁract|on patte'rlﬁa URD-6 d|ﬁractc:- sense that they correspond to the highest valug.dbr this
mgter, CK,, radiation in the angle mteryal 3_6&20<60 compound. Importantly, the characteristics given in Table |
using a standard software packdagermanium internal stan- practically coincide with those observed in Ref. 1 for
dard. ._samples prepared in a similar way but without iron. The only

The total oxygen content of the. samples was d,etermmeaoticeable change upon the introduction of iron was a slight
from measurements of the magnetic susceptibility in a Smaldnot more than 0.5 Kdecrease in the value 3%, as was to
alternating magnetic field to an accuracyX§= +0.03. be expected for the given concentration 0.015,'8

The value o_f the superconducting transition temperature The temperature dependence of the magnetic susceptibil-
Tc was determined to an accuracy Aﬂ-,:,,iojz K from ity xadT), from which the value off; for the samples was
measurements of the magnetic susceptibility in a low alter'determined is shown in Fig. 1, where it is seen that the
nating magnetic field. ' '

Information about the mean value of the grain size and
the size distribution in the samples studied was obtained us- T.K
ing a Philips SEM-515 scanning electron microscpe.

The Mossbauer measurements were done on a precision 0
standard gamma-resonance device. The velocity of the K L
gamma-ray source relative to the absorber in this device was ‘e T 2¢
set, stabilized, and measured using a laser interferometer, N
ensuring an accuracy of better tharufn/s in the measured .
values independently of the duration of the experiment and ~005F .
fluctuations of the temperature of the surrounding medium.
We used &@'Co source in a Cr matrix at room temperature.
The Massbauer spectra were measured at sample tempera-
tures of 293, 91 and 78 K. The samples for the measurements
were mixed in paraffin in the amount of 27 mgkniThe
Mossbauer spectra were processed using the program SEFR -0.10
code. The values of the isomer shifts are given relative to

a-Fe.

4ryac
T

>~

»

-
~n o
* o o

-

2. EXPERIMENTAL RESULTS AND DISCUSSION 0.15

According to the data of an x-ray analysis, all of the fe 1T wre devend i ; vl

57, H _ . 1. Temperature dependence 0O € magnetic suscepti ynea-

YBa,Cu, gg5 Fg)_m@y sampl_es We_re single-phase and hadsured at two amplitudes of the alternating magnetic field: 0.1@eand 3
an orthorhombic structure with unit cell parametarsb, c Oe (A) for YBa,Cu, gg5°"Fey 010, samplesthe curves are labeled with the

given in Table I. Also given are the mean val(i@) and  sample No.
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diamagnetic response appears at the same temperBture
=91-91.5 K for all the samples. It is also seen that there are
two different regimes of response of the samples to an alter-
nating magnetic field. The firstamplitude-dependentre-
gime is characterized by the flow of supercurrents around
individual crystallite grains and corresponds to the linear part
of the x,{T) curve, which intercepts the temperature axis at
the pointT.. The second regime sets in B{<T.;, where

T.j is the critical temperature for the appearance of super-
current through the Josephson contacts between grains.

A detailed discussion of these two regimes has been
given previously® and is not pertinent to our present topic.
We note only that the differences in the slopes of the linear
parts of theyx,{T) curves are due to the difference of the
mean grain siz€D) in the samples, since, as was shown in
Ref. 1, this slope obeys the relation

%+ )(Aﬁé)

where for YBgCu;O, the London penetration depth
Nap(0)=0.145um at T=0, and the anisotropy parameter
y~7. The values of D) determined from formuldl) and
from the SEM data agree with each other.

Figure 2 shows the Mgsbauer spectra obtained for the
samples al =293 K. It is seen in Fig. 2 that the Mesbauer
spectrum for samples with different grain sizes and, accord-
ingly, different parameters, are substantially different. A
mathematical processing of these spectra showed that they
can all be described by a superposition of four symmetric
quadrupole doublets with different intensities and different
isomer shifts. Table Il gives the main parameters of all com-
ponents of the Mssbauer spectra—the quadrupole splitting
QS, the isomer shifts relative toa-Fe, the relative areaS
of the componentéormalized to the area of the whole spec-
trum), and the linewidths HW at half maximum—obtained at
T=293 K.

The character of the variation of the absolute values of
the areas; and isomer shift$; for each componeritof the
spectra as the temperature is lowered to 78 K is demonstrated

2

d 1
Xac , (1)

dT 24T,

in Fig. 3. (Similar temperature dependence of the analogous,

guantities for a YBgCu;_,FeO; sample withx=0.06 and

Relative intensity, %

2. Mossbauer
YBa,Cu, g5°"Fey 010, (at T=293 K) with different mean grain sizes and
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polycrystalline

N

samples  of

y=6.95, prepared by the standard ceramic technology, arelues of the lattice parameter (the panels are labeled with the sample

given in Ref. 9)
As we see from Tables | and Il and Fig. 3a, with decreas-
ing grain size and, accordingly, decreasing lattice parameter

No.). The solid curves show the components of the spectra.

¢, the relationship of the intensities of the main quadrupoleshift of doubletD1 becomes small, and &t=293 K is even
doublets changes substantially. While for sample No. 3 theegative(Table Il and Fig. 3ly whereas in the bulk samples
componentsD2 and D1 have the largest area, for the the shift is always positive and large in absolute value (
samples with the smaller grain sizes the main doublets are0.3—0.6 mm/s). A similar tendency in the behavior of the

D2 andDA4.
Analysis of published datgsee, e.g., Refs. 10-12

isomer shift of the doubleD1 was observed under condi-
tions of high pressure in Ref. 13. Apparently this analogy is

shows that the Mssbauer spectra of bulk samples of consistent, since the samples are characterized by predomi-
YBa,Cu;_,Fe0O; (x<0.1 andy>6.9) prepared under more nantly lowered values of the parametein comparison with
equilibrium conditions, as a rule, are superpositions of thos¢he equilibrium samples of YB&u;Og, 5, and decrease of

same four doubletsD1(QS~=2), D2(QS~1.1), D3(QS
~0.6), andD4(QS~1.6), where the values of QS are given

that for the fine-grained samples studied here, the relativlowing
intensity of theD4 doublet is substantially higher, especially (Cu0,)—(BaO)—(CuQ)—... .

the parametec can have the same effect as high pressure.

It is well known (see, e.g., Ref. 24hat the ideal crystal
in millimeters per second. It is important to note, however,lattice of YBgCuQ;, s consists of layers stacked in the fol-

sequence:

...—(Cug-(BaO)—(CuQ@)—(Y)—

It is also knowH"'! that

for samples Nos. 1 and 2. In addition, the value of the isomeupon a weak substitution of copper ions by iron in
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TABLE II. Parameters of the Mssbauer spectra obtainedTat 293 K. ture of this compound corresponds only to fourfold coordi-
nation of theD1 type, which reflects the existence of char-
Sample | Spectrum Qs ! HW s o acteristic chains G))~O(4)-Cu(1) in the (CuQ) planes of
component s e the unit cell.
The second type of oxygen atoms in thé5Dpositions
D1 1.95 | 0.0004 | 0.21 6.8 are those which form five- or sixfold coordination, corre-
sponding to doublet®?2 andD3. In this case the oxygen
D2 1.08 | -0.03 | 039 | 52.6 atoms occupy (@) positions in addition to the occupied4)

positions, i.e., there are “extra” atoms in comparison with
the ideal structure of the equilibrium compound
D4 1.58 -0.14 | 0.27 26.6 YBa,CuG;, 5 (0.5<6<1). Since, as we have said, when
Fe** ions are substituted for ti, “half” of the iron atoms

D3 0.73 0.3 0.31 14.0

D1 199} ~0.002 | 0.21 77 trap an additional oxygen, it is natural to assume that the
D2 116 —0.03 | o037 5.3 population of the given &) positiqns corresponding tc_) dou-
2 bletsD2 andD3 can occur precisely because of this extra
D3 0.62 0.26 0.28 10.7 trapped oxygen. Then, however, the number of these must
not exceed 50% of the number YFe atoms. However, there
D4 161 014 | 026 36.3 is another possibility, namely that there is excess oxygen in
D1 197 0.02 0.24 33.4 the (CuQ) plane unrelated to the presence of iron in it. In
that case the total number of oxygen atoms found in tt® O
D2 113 | -0.03 | 038 35.4 positions and forming double@®2 andD3 will exceed that
3 value by 50% of the number of iron atoms.
D3 0-60 0.28 0.23 78 Judging from the experimental values of the relative ar-
D4 152 | =012 | o031 23.6 eas of the Mesbauer components, one can obtain a quanti-

tative estimate of the total fraction of “excess” oxygen at-
oms in our particular fine-grained HTSC samples.
) . In the first step we shall compare the value of the rela-
YBa,Cus_,Fe0O, (x<0.1) practically all the iron ions are tjve area of theth quadrupole doubley;=s;/Ss; (Table
located in the C() sites in the (Cu@) planes, and the in- ) with the fractionsn; of iron atoms in the given coordina-
troduction of iron into this compound leads to trapping oftion, neglecting the other factor influencing this relative
additional oxygen in t_he_ amount of one O atom for every tWogrea—the Mesbauer effect probability; for the given co-
Fe atoms. In the majority of papefsee, e.g., Refs. 11 and gginate of the irorf. The influence of this factor is taken into
12) it is assumed that the quadrupole doublBts D2, D3,  zccount in Sec. 3.
andb4 correspond to the following oxygen coordinations of ¢ s clear that the formation of the fivefold and sixfold
Fe in the C(l) sites(see Fig. 4 doubletD1 to a fourfold  coordinations corresponding to doubl&t@ andD3, respec-
coordination of a plane rhomb@i2 O(1)+20(4)], doublet tively, requires one or two “extra” oxygen atoms in th&3D
D2 to a fivefold pyramidal coordinatiofwhere two types of  position in addition to the oxygen atoms located in the)O
pyramids can exist, with axes directed alongahendb axes  ang 1) positions. If the fractions of the iron in the six- and
of the crystal,[20(1)+20(4)+0O(5)] or [20(1)+O(4)  fivefold coordinations arens=Sps and n,=Sp,, respec-
+20(5)]); doubletD3 to a sixfold octahedr_al coo_rdination tively, then the sum (8ps+ Sp,) Will comprise the total
[20(1)+20(4)+20(5)]; doubletD4 to a highly distorted  fraction of excess oxygen in the(® positions. It is easily
tetrahedron 20(1)+O(4)+O(5)]. Here we use the stan- found from the data of Table Il that this sum is equal to
dard notation @) and Q5) for the oxygen positions in the approximately 50% only for sample No. 3 {(2.6%
(CuGy) plane and @1) for the apical oxygen, which belongs . 35 494=50.6%). For samples Nos. 1 and 2 the sum
to the (BaO) plane(see Fig. 4 2Sp3+ S, is appreciably higher than 50%. It is 80.6% for
In analyzing the possible variants of the local environ—samme No. 1 and 66.7% for sample No. 2. These elevated
ment of the iron atoms found in the QU sites(Fig. 4 and  yjues of the parameterS3;+ Sp, are unambiguous evi-
comparing them with the oxygen coordinations for(Qun  gence of the existence of an appreciable amount of excess
the equilibrium samples of YB&uG;., (0.5<6<1),  oxygen occupying the () positions in the (Cug) plane for
which have close to the ideal crystal latticgee, e.g., Ref. samples Nos. 1 and 2, but which here is unrelated to the
14), one notices a difference: in the fine-grained samples thBresence of iron in the QL) positions.
oxygen positions () are populated to a considerable de- | et ys obtain numerical estimates &fwhich reflects the
gree, whereas in the _equilibrium samples ak0&<1 these  gmount of oxygen occupying the(® and Q5) positions in
positions are predominantly vacant. the (CuQ) plane, for samples Nos. 1 and 2. To do this we

~ The oxygen atoms found in the(® positions can be myst determine the mean coordination numger realized
divided into two types. Those of the first type form a fourfold o the Cy(1) positions:

coordination corresponding to the doub2#. In this case

the oxygen atoms occupy the(®) instead of the @) posi-

tions. Because of this, the presence of doublétshould be <k>:2 I<i”i_0-5“2 kiSpi—0.5 @)
regarded as a manifestation of a certain type of structural

defect state of the fine-grained samples, since the ideal struesherek; is the coordination number for the () position
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FIG. 3. Temperature dependence of the afapand isomer shiftgh) for four components of the Misbauer spectra of the YM‘QSSWFQ)‘OHO), samples.
The numbers 1, 2, and 3 correspond to the sample No.

occupied by iron and corresponding to ftte component of By straightforward calculations using formulé2) and (3)

the Mcssbauer spectrum. The presence of the second term and the data of Table Il, we obtain the valug$=4.3 and
expressiorn(2) takes into account that in going from iron ions 4.2, §=1.15 and 1.10 for samples Nos. 1 and 2, respectively.
to copper one must subtract the trapped oxygen in the These estimates must be refined by doing additional cal-
amount of 0.5 per iron ion. Thus the value(®f) character-  cylations with allowance for the difference of the’ sébauer

izes that value of the coordination number for th€Wo-  effect probabilities in each oxygen coordination. However, as
sitions which would obtain in the case of arbitrary distribu-,,:ii pe shown in Sec. 3, taking the given factor into account

tion of the oxygen over the positions(D), O(4), and 5) has practically no effect on the result given above.

for any amount of oxygenhere the additional oxygen i
trapped by the iron is taken out of considerajioAs we If we assume that the oxygen position£1§) O(2), and

showed in Ref. 15, in the case of an excess oxygen content 9(3) lying in the interior _planes of th?_ umt cell are com-
the (CuQ) plane, i.e., when the () positions are partially Pl€tely occupied, as in an equilibrium sample of
occupied, the oxygen environments of the iron and coppeY B&2CuGs. 5, then the values obtained for the parameter
turn out to be practically equivalent, and such an approach ig1€an that our fine-grained samples Nos. 1 and 2 have an
justified. oxygen content equal to that which would obtain in equilib-
To obtain the total amount of oxygen in thg4pand  rium samples with oxygen index=(6+6)=7.15 and 7.1,
O(5) positions it is necessary to subtract the two oxygerrespectively.
atoms found in the @) positions from the value ofk) and
divide the result by 2 per unit cell. Thus

5=((k)—2)/2 3)

However, as we have said, it follows from the iodomet-
ric titration data that the total oxygen content in these
samples is approximately the sames=6.92-6.93. These
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FIG. 4. Variants of the local oxygen environment of iron atoms in thélCpositions of the crystal structure of the compound ¥Ba,_,FeO,,
corresponding to the componeri2d, D2, D3, andD4 of the Massbauer spectra. Shown in the upper right-hand corner are the directions of the crystallo-
graphic axes and the positions of (@uand oxygen in the nearest environment of the given positions.

two contradictory facts can be reconciled as follows. At athe initial stage of the synthesis and also because of the high-
constant total oxygen concentratign an increase in the speed regime of formation of the crystal structure of these
amount of oxygen in the exterior, (CyPDplanes of the unit compounds, i.e., the nonequilibrium synthesis conditions that
cell means a decrease in the amount of oxygen in the interioin some form or other are always used to obtain a fine-
(CuG,) and(BaO) planes. Consequently, the second compo-grained crystal structure of the compounds under study.
nent ofy, characterizing the amount of oxygen in thél)

0(2), and @3) positions, is smaller in our samples than the

value y—=6=6 inherent to equilibrium samples of , -, ~\ ATiON OF THE RELATIVE FRACTIONS OF S7Fe

YBa,CuGis. o ATOMS LOCATED IN DIFFERENT OXYGEN
Such a situation is entirely possible in the case WhenroorpINATIONS. WITH ALLOWANCE FOR THE

antistructure interchange is present in the cation sublatticgyossBaAUER EFFECT PROBABILITY

Y3+t~ Ba". An interchange of this kind requires that addi-

tional oxygen enter the defective, (Cgiplane. In this case For “thin” samples the experimentally observable area
one can speak of enhancement of the Coulomb attractiogf the ith componens; of the Massbauer spectrum can be

between layers, which corresponds to a decrease in the strug¥itten in the form

tural parametec, which is actually observed in our samples. s:(T)~ o F:(T) 4

We assume that a certain contribution to the realization of the ™ B
cation disordering comes in because of the use of mechavhereo; is the surface density of iron ions in thi oxygen

nochemical activation of the mixture of initial components in environment, and;(T) is the Masbauer effect probability
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for these ions. Then we obtain the following expression for It follows from formula(7) that
the relative fraction of iron located in théh oxygen coordi-
nation: fi(Ty)

expl — —— [Ty}~ (T)] ®
_1 fi(TZ) 27(2 1/7i 2)/i .
| ©

7, _sﬂ){ 5 s(T)

NS e T (T 121 £,(T)

On the other hand, the difference of the isomer shifts mea-
whereN is the total number of possible oxygen coordina-sured at two different temperaturébe temperature shjffor
tions (in our caseN=4), which are labeled by the number  theith configuration has the form

The values ofs;(T)/s;(T) are determined experimen- 1
tally. Consequently, for correct calculation of the desirgd (T —1i(Ty) = Z—C[(vz(T2)>i—(v2(Tl)>i], 9)
values, we must evaluate the ratiogT)/f;(T).

The Mdssbauer effect probability is known to be given where(v?(T)); are the mean square vibrational velocities of

by® the Massbauer atom in thigh oxygen environment, andis
1 the speed of light.
f.(T)=expl —(xd;}, (6) In the framework of the harmonic oscillator model we
X2 have
wherex =\/2, \ is the wavelength of the ray, and(x’?) (LAT))i= () AXA(T)); . (10

is the mean square projection of the amplitude of the vibra-
tions of the M@sbauer ion in the direction of therays. For  From Egs.(8)(10) we obtain
a polycrystalline sample with a random orientation of the
crystallites, we obtain, after averaging over their orientation

K (w)? [fi(Ty)

angles, ) —1. = ! !

g ) [i(T)—1,(Ty) c In eIk (11

— /2 )
fi(T)_eXp{ sz(x (T)>'J’ (7) It follows from Eq. (4) that

where(xz)i is the mean square vibrational amplitude of the si(Ty  fi(Ty)
Mossbauer ion in théth oxygen coordination in the poly- s(T,) = f'(Tz); (12)
crystalline sample, and the averaging is to be done over all ' '
possible modes of its vibrational spectrum. and also using that relation and the relation between the

The result of a calculation df(T) depends on the kind wavelength and energg, of a y quantum, we obtain from

of the model adopted for the vibrational spectrum of thegq (11) the following expression for the characteristic tem-
crystal. Among the most often used is the Debye mOdelperature:

which in the case of a cubic monoatomic crystal gives a
correct description of the experiment&(T) curves. How-

ever, as was shown in Refs. 16 and 17, the Debye model is g,=
completely inapplicable in the case of the noncubic poly- kB\/E
atomic lattice of YBaCu;0, .

It is known that the vibrational Spectrum of any Crysta| On the other hand, if it is assumed that the vibrational
in the presence of impurity iongn our case, the iron ions ~ spectrum of the iron ion in the compound under study is
even in a very low concentration, in the general case consis@escribed by the Einstein model, then the expression for the
of energy bands and several discrete le¥®ldere a substan- temperature dependence of the débauer effect probability
tial part of the energy of the whole vibrational spectrum turngiS Written in the form

out to be concentrated at the impurity atgspatially local- R fow;
fi(T)=exp[ — ﬁ—wicot)-< 2kBT) } , (14

ized in the form of energy of its motion. Therefore, it be-
comes possible to consider the impurity atom as a coherent

oscillator in accordance with the Einstein model, with itswhereR is the recoil energy of the free Msbauer nucleus
typical equidistant discrete levels of excitation with energies’’Fe upon the absorption of & quantum R= E§/2mc2
(n+1/2)h w;, wheren=0,1,2,..., anth w; is the vibrational —=1.81X 103 evV).

energy of the characteristic oscillator for eaicth oxygen With Eq. (12) taken into account, expressioiv) allows
configuration. Thus, to th&’Fe atom of each oxygen coor- one to determine the values af and, henceg, for each
dination one can associate an eigenfrequancgnd a char- oxygen configuration from the experimental values of the
acteristic temperaturé; , which are related to each other by area ratios of the corresponding spectral components mea-
kgbi=hw; (kg is Boltzmann’s constajnt sured, e.g., at two temperaturég andT,.

In the framework of the harmonic oscillator model the Thus the determination df, (or w;) can be done by two
values ofw; and 6; can be determined from a joint consid- methods that, to a certain extent, are independent: either
eration of the temperature dependences of the areas and idoom the temperature dependerg€T) with the use of for-
mer shifts of the components of the spectrum. For this it isnulas(14) and (12) in the framework of the chosen model,
not necessary to use a concrete form of vibrational energgr by additionally invoking the results of measurements of
spectrum. the isomer shiftd;(T) and using formuld13).

Eo

(13

(T —1i(Ty) r’z
In(si(T1)/si(T>))
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TABLE lll. Characteristics of the Mssbauer aton?’Fe in the different (this attests to the absence of appreciable redistribution of the

oxygen coordinations realized in the HTSC VBl gos"Fe 010, - oxygen ions with temperatureAt the same time, they are
. . somewhat differenfthey differ, in the main, by no more than
Spectrum . “”1’3 fi 10%). from the values of5 giv_en in Table Il.(Recall that in
component | 9% 10 the first step of the calculations we assumed thatS .)

T=0 |T=78K|T=293K

rad/s However, as calculations show, the values of the mean coor-

dination numberk) and oxygen contend in the (CuQ)

b1 230=101 3.0 0.91 0.90 0.77 planes(see formulag2) and(3)) are practically the same for

D2 190« 10| 25 089 | o087 0.68 the two versions of the calculations: both with and without
allowance for the Mssbauer effect probability. Such agree-

D3 500101 6.5 0.96 0.96 0.94 ment can be explained by the features of the temperature
dependence o§;(T) for the different components of the

D4 210 = 10| 27 0.90 | 0.88 0.73

Mossbauer spectra of the compounds under discussion.

. CONCLUSION
It turned out that results of a calculation by the two

methods for each doublet are in good agreement with each In this study we have for the first time made s&bauer
other; this tends to confirm the correctness of the Einsteimeasurements at =293, 91, and 78 K for fine-grained
model for calculating the temperature dependence of the psamples of the HTSC YB&UW ogs° Fe 010602 (Te
rameters of the Mesbauer spectra féfFe impurity atoms in  ~91.5 K) having different mean grain sizes in the range
samples of the HTSC YB&u;0, . Table Ill gives the aver- 0.4—2 um. The main variation with changing grain size in
age values of the characteristic temperat#tesnd eigenfre- the samples studied was in the value of the lattice parameter
quencies for all four oxygen coordinations, corresponding ta@ and, somewhat weaker, in the parametewhile the val-
the doubletD1, D2, D3, andD4 of the Mcssbauer spectra. ues ofT;, the oxygen indey, and the parametdr remain
Also given there are the corresponding values of thes#do practically unchangetthe latter circumstance makes this se-
bauer effect probabilities calculated according to formularies of samples suitable for studying the influence of the size
(14). It should be noted that the differences in the values ofacton.
0, , which might be expected for samples with different grain It was found that the form of the Msbauer spectra is
sizes, are small if they exist at althe differences do not substantially different for samples with different grain sizes,
exceed the error limils and in the evolution of the components of the $dbauer
We also note that in the Einstein model b 6,/2 the  spectra a correlation is observed between the mean grain size
values off;(T) become practically independent of tempera-(D) and the value of the lattice parameter
ture (as is seen from Table lll, the results of the calculation A qualitative analysis of the Mgsbauer spectra obtained
of f; for T=0 andT=78 K are closg As a result, the values led us to conclude that the occupation of thé&positions
which we seek for the ratiof(T)/f;(T) turn out to be very in the (CuQ) planes is anomalously high. For samples with
close to unity and can be ignored when using form@)ato ~ submicron grain sizes the total fraction of oxygen located in
calculate n; from the experimental data measured Tat the Q5) positions is markedly larger than what could be due
<100 K. However, the differences of the valuiigdound for  to additional trapping of oxygen by Ee ions substituting
the different components of the spectrumTat293 K are  for Cu?*.
more substantial and must be taken into account in the cal- We have for the first time proposed a method of quanti-
culation ofn; . tative estimation of the oxygen contentin the (CuQ)
Table 1V gives the calculated values of the relative frac-planes based on joint consideration of the experimental tem-
tions of>’Fe atoms in different oxygen coordinations accord-perature dependence of the areas and isomer shifts of the
ing to formula(5) for temperatures of 78 and 293 (€alcu-  Mossbauer components and a calculation of the relative frac-
lated using the values df(T) given in Table II). It is seen tions of iron ions in thath oxygen coordination with allow-
that the values of; are in good agreement with each other ance for the Mesbauer effect probability in each coordina-

TABLE IV. Relative fractionsn; of ®Fe atoms in different oxygen coordinations corresponding to the different components of ssbaver
spectra, the mean coordination numbgs for the Cu1) positions, and the oxygen contefiin the (CuQ) planes.

T=78K T=293K
Sample
ni, % ni, %
R 3 Ry 5
D1 D2 D3 D4 D1 D2 D3 D4
1 6.2 55.9 11.2 26.7 4.283 1.142 6.6 56.1 10.9 26.4 4.279 1.140
2 7.5 46.3 11.6 34.6 4.190 1.098 7.2 47.7 10.4 34.7 4.185 1.093
3 30.6 41.0 8.3 20.1 4.076 1.038 31.3 38.2 8.6 21.9 4.054 1.027
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The structure and resistivity of polycrystalline MgBnd its impedance at frequencies of 9—110

MHz are determined in the temperature range 5—300 K. It is shown that the lattice type

and symmetry of the superconducting phase of MgBnain unchanged over this temperature

range. At the superconducting transition temperaiyre 39.5 K a structural instability is

observed which is accompanied by an overshoot of the measured lattice parameters. It is concluded
that the strain of the crystals upon a change in temperature is of a substantially anisotropic
character. Measurements of the temperature and frequency dependence of the surface resistance
R(T,f) in the superconducting state reveal a transition from the Pippard nonlocal limit at

T<T, to the London local limit neall;.. At T/T.<0.76 the value oR¢(T) is well described by

an exponential dependence exg{(T)/kT) in accordance with the BCS theory. @004

American Institute of Physics[DOI: 10.1063/1.1704614

INTRODUCTION transition temperature for a superconductor of the BCS type
is due mainly to the quasi-two-dimensionality of the struc-
Although magnesium diboride MgBwvas synthesized in  tyre and the substantial anisotropy of the interatomic inter-
the early 1950$,it was only in 2001 that superconductivity action in the boron subsystem. A number of recent
with T.=39 K was discovered in ft.and this immediately syydie25-9 at room temperature have found similar but dif-
aroused a heightened interest in this new type of supercofarent values of the lattice parametéTable |).
ductor. It was not Iong befqre t_echnologies were developed Tnhe differences can be due not only to errors of the
for preparing magnesium diboride samples of different formygraction techniques but also to technological features of
(polycrystals, thin films, powders, wires, ribbons, and singley,e gynthesis of magnesium diboride in different studies. As
crystalg, and the characteristics of this compound have beei result of this, it is possible, for example, to have a partial

L?l\éerset;geirii 'thtﬁgdrﬁdssigl Strli)dlgrst.iezhci‘ re_sulttﬁeorfemiggh %Substitution of the components of the compound by impuri-
phy prop MgB 9 ties, breakdowns of stoichiometry, etc. The references cited

of the N-S transition have been systematized in a review. . . o
article? y in Table | deal mainly with the structural characteristics of

Magnesium diboride has a hexagonal lattice of Symme_magnesium diboride. At the same time, there is not much
try P6/mmm(D%,) with one formula unit in the cefl.The information in the literature on the high-frequency losses of
6 .

structure is substantially anisotropic and consists of an altef9Bz2. and the papers known to us mainly give data on the
nation of a hexagonal “honeycomb” network of boron electromagnetic p_ropertleS of this compoun(_j in the hlgh.-
(which is like the carbon network in graphitend hexagonal frequency and optical ranges. There are practically no data in
close-packed layers of magnesitiFig. 1). According to the the literature on the surface resistance of magnesium di-
first precision x-ray datathe lattice parameters of MgBat ~ boride.

room temperature have the valuas- (3.083+0.0003) A, In this paper we give the following experimental results.
c=(3.5213+0.0006) A. The nearest distance between First, we have done x-ray studies of MgBy the pow-
neighboring atoms is 3.08 A in the magnesium layers, 1.78 Aler method not only at room temperature but also in the
in the boron layers, and 3.52 A between layers of the sameegion of the transition to the superconducting state. The
type. The shortest distance between magnesium and boron fafllowing structural characteristics are obtained in the whole
neighboring layers is 2.5 A. It is assuniethat the high interval 5-293 K: the intensities and half-widths of the re-

1063-777X/2004/30(4)/8/$26.00 284 © 2004 American Institute of Physics
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FIG. 1. Crystal structure of magnesium diboride MgBexagonal lattice of

symmetryP6/mmm(Dgy)). FIG. 2. Typical x-ray diffractometer trace of one of the magnesium diboride
samples at room temperatu@, the line x-ray diffraction patterns of the
phases MgB (b) and MgO(c), and deviation of the theoretical trace for a
flections, the unit cell parameters and molar volumes, antvo-phase sample from the experimental tréde

refined data on the lattice symmetry and phase composition

of the samples. The results are compared with the neutron- , .
diffraction dat# in the interval 11-297 K. Particular atten- The x-ray studies were done on a DRON-3M diffracto-

tion is paid to the temperature region around the phase trafneter equped. with a helium cryostat, allowing us to make
sition point. measurements in the temperature region 5—293 K. The errors

Second, we obtain and analyze the results of experimerP—f measurement and the stabilization of the temperature of
tal studies of the Ohmic losse®, of magnesium diboride the samples was not worse than 0.05 K, and the errors of the

pressings at temperatures of 5-300 K in the radio-frequencwensny of the diffraction peaks and the lattice parameters
range 9—110 MHz were 1% and 0.02%, respectively.

The resistivityp and the impedancg were measured in
the temperature interval 5-300 K by a four-contact method,
using contacts of beryllium bronze. The surface resist&ce

The technique used to prepare the powder and sintereg the frequency range 9-110 MHz was measured over the
pressings of magnesium diboride is described in detail itemperature interval 5-300 K by a resonator mettfa@op-

Ref. 11. Here we shall only mention that the powder wasper was used as a standard. The temperature of the sample
obtained by solid-state synthesis from the elementd98§6  was regulated and stabilized to a precision of 0.1 K with the
purg and B (99.5% purg in an atmosphere of argon. The equipment described in Ref. 13. The temperature of the start
samples for the measurements of the surface resistance in tBe the transition of the compound to the superconducting
form of pressed cylinders 5.5 mm in diameter and 6 mm highstate was determined from the start of the influence of a
were prepared by a preliminary pressing of the powder in &tatic magnetic field on the resistance in the four-contact
high-pressure chamber at pressures up to 1.3 GPa and a syRethod of measurement and from the start of the influence of
sequent sintering. After the sintering the samples werg static magnetic field on the Q of an oscillatory measuring
cooled at a rate of 100 deg/s under pressure, and then thgrcuit incorporating the sample in the measurement®of
pressure was lowered to standard pressure at a rate of Og§ the resonator method.

GPars. The temperature dependence @fT) and Rg(T) and
also their absolute values were obtained as a result of an
averaging of several measurements.

SAMPLES AND MEASUREMENT METHODS

TABLE |. Parameters, ¢, andc/a of the hexagonal lattice of magnesium
diboride.

EXPERIMENTAL RESULTS AND DISCUSSION
a, A c, A ¢/a T, K Ref.

1. X-ray studies
3.0834 3.521 1.142 293 [4]

To determine the quality of the MgBsamples prepared
3.083 3.521 1.142 293 (61 by the technique described above we did x-ray studies at
room temperature. A typical diffractometer trace is shown in
Fig. 2. Additional reflections appear besides those from the
3.08489 3.52107 1.141 297 (8] hexagonal lattice. Based on the results of Ref. 14, where it
was shown that magnesium oxide MgO can appear as an
impurity in the synthesis of MgBpowders, and on the basis
3.0906 3.5287 1.142 293 [91 of the data of the structural studté<®of pure MgO we have
been able to identify rather reliably the additional lines on
the diffractometer traces as reflections from the cubic MgO
3.086, 3.525, 1.141 293 Present structure.

To refine the structure and determine the amount of the
observed phases we use the method of Rietveld total-profile

3.086 3.524 1.142 293 [2]

3.08230 3.51461 1.140 37 [8]

3.08589 3.52122 1.141 293 [10]

3.0837 3.5165 1.140 S5 Present
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analysis->~1’ For calculation of the intensities of the diffrac- 3.086
tion peaks of the observed phases we used the coordinates of -
the atoms and the initial values of the lattice parameters 3.085 - ¢
given in Ref. 2. As a result of several refinement cycles we i I ) I
obtained the minimum confidence factors for the structure of 3.084 - E }
the phases: < - E E
’ «
3.083 -
S[Fo(hkh)—F.(hkD] L
B SFo(hkl) ’ @) 3.082}
a
whereF,(hkl) andF.(hkl) are the observed and calculated 3081 L— v
structure amplitudes. For magnesium diboride the coefficient 0 10 20 30 40 50
R is found to be 1.9% in the framework of the symmetry T.K
space groufP6/mmm This result again confirms the high 3,500
confidence in the symmetdy6/mmmfor MgB, crystals in ’
comparison with the group622 proposed in Ref. 6. If the 3.520 i

symmetry groupP622 is assumed, the confidence factor of
the structure comes out substantially lower. As a result of the I %
procedure of refining the structure, we obtained the values of 3.518F E I ? E
the unit cell parameters of the phases observed. For MgB } I

8
the refined values of the hexagonal cell parameters at room 3.516
temperature are given in Table [; for the cubic ¢eth3m of

e

magnesium oxide a valua=4.216 A was obtained. The 3.514F b
minimum discrepancies between the calculated and experi- i

mental intensities in MgO are less than 14%. Besides the 3.512% 0 20 30 a0 50
experimental diffractometer trace, Fig. 2 also shows the line T,K

diffraction patterns for MgB and MgO and the value of the

deviation of the experimental trace from the theoretical. The
- . . 29.04}

parameters obtained for the hexagonal lattice of magnesium
diboride are in satisfactory agreement with the data of Refs. 29.02|
2 and 8-10 the slight disparities observed may be due to 29.00+
differences in the sample preparation temperature or in their 3 >
impurity composition, etc. e 28'98_" I

Cooling the samples in the regidn< T, to 5 K did not >028.961 } . 1 b *.
lead to a change in the lattice type or to a redistribution of o8 94’_
the intensity of the reflections from MgB A Rietveld total- T
profile analysis of the data taken & K permitted the con- 28.92- c
clusion that the superconducting phase of Mdias the 2890—e—L_ . L. 1. 1 . |
same symmetry as at room temperati®é/mmm The val- 0 10 20 T, K3 o 40 50
ues of the lattice parameter of the low-temperature phase at
5 K are given in Table I. FIG. 3. Temperature dependence of the parametéas, ¢ (b), and volume

Of particular interest is the behavior of the structural (c) of the hex_agonal lattice of MgBin the region of the transition to the
. . . superconducting statd,=39.5 K.
parameters in the region of the transition to the supercon-
ducting state. Jorgense al® have studied the temperature
dependence of the lattice parameters and volume of magne-
sium diboride by neutron diffraction on polycrystalline
samples in the temperature range 11-297 K, with a fine tenperature behaviotwith a step of 0.1-0.3 Kof the lattice
perature step in the region below 100 K. As the phase tranparameters and volume of MgHn the region 35-45 K.
sition temperature was approached in the high-temperatu&/ithin the error limits of the measurements we did not ob-
phase, in the interval 48—41 K, they observed that, after theerve any peculiarities on the temperature dependence of the
usual decrease with decreasing temperature, the lattice pkritice parametera andc and volumeV or in the widths and
rametera and volumeV increased by approximately 0.001 A intensities of the reflections. The only systematic anomaly
and 0.0025 &, respectively. Although in principle the theory that we noticed was an increase in the scatter of the mea-
of Ref. 18 predicts such an effect for the lattice parameter irsured values in that temperature inter¢faig. 3. It may be
layered HTSCs, the increase in volume is surprigatgeast, that our sample was insufficiently pure and uniform for un-
we know of no other cases in which the volume increasesmbiguous verification of the result of Jorgenssral. For
with decreasing temperature at the transition to the supercomxample, we do not rule out the presence of a nonstoichio-
ducting phase metric excess of atomic magnesium, which occupies a boron
With the goal of checking the effect observed by Jor-position, or of Mg—B positional disorder. However, we can
genseret al® and establishing the behavior of the structuralstate with confidence that our data tell of a noticeable struc-
characteristics nedr,, we made a detailed study of the tem- tural instability of the magnesium diboride crystals near the
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transition, which, in particular, should be evidence of a rather 120
strong electronic coupling. [
On the basis of the known thermodynamic relatiths,

we can state that for thB—S transition, which is second- 80-

order, no jump in volume(or in the lattice parameters £

should be observed. The quantities having discontinuities ‘ieo— c

are, in particular, the volume coefficient of thermal expan- o T S

sion B=4dInV/JT and also all of the coefficients of linear T 40_' <

expansiona; = (1/a;) da; /dt, wherea; is the lattice param- 20F - 0

eter in theith direction. The jump of the linear expansion ! 30 36 40 45

coefficients at theN—S transition can be written in the Ofsossse ,  TK @

form'® 0 50 100 150 200 250 300
T,K

10T
¢ (2 FIG. 4. Temperature dependence of the resistigityf MgB, in the tem-

T da perature interval 5-300 K. The inset shows the same dependence in the
] ) ) ) neighborhood of the transition temperature of MdgB the superconducting
HereAC,=C,—C;is the jump in the heat capacifper state in an expanded scale.

unit volume in this formulaat a superconducting transition

with critical temperatur@ ., ands;; is the compliance tensor

(the inverse of the tensor of elastic constanfy. Expression  from helium to room temperature according to our estimates
(2) can be transformed to a more convenient form by usingased on the data of Ref. 8 arg,~2.3x10 8 K™%, «a,

the definition of the volume coefficient of thermal expansion~6.4x10 ¢ K1,

,8=Ziai .

Aai=(a;))p—(a;)s= _ACVE Sij
]

1 9T, 2. Resistivity

AB=—ACy=——. 3
o YT, oP ® Figure 4 shows the temperature dependence of the resis-

tivity p of the compound MgBin the interval interval 5—-300
K. The inset in Fig. 4 shows the interval 30—45 K in an
expanded scale. It is seen tiat=39.5 K is the temperature
of the start of the transition to the superconducting state, and
thatp=0 atT,=36 K.

It follows from the figure thap(T) has a linear character

All of the quantities appearing if3) are well known. The
value of the derivativedT./JP. varies depending on the
quality and morphology of the sample. Typically one can
assumeyT./dP.=1 K/GPal® The jump in the specific heat
(per molg AC,, is traditionally expressed in the following
form, with allowance for the definition of the direction of the

. in (2):20 in the temperature range 39.5-300 K. Hp(800 K)=107
jump in (2): X108 Q-m, p(40 K)=89x108 O-m, and the slope
AC,=—1.09,T., @)  9pldT=Tx10" 100 . m/K. Analysis of the temperature de-

pendence of the resistivity(T) showed that in the interval
where y,=2.7 mJ/(moleK?). The quantityAC, appearing 39.5-300 K it can be described by the equation
in (2) has the form ACy=AC.,/V,, where V _
=17.35 cni/mole is the molar volume of MgBat 39 K, P =po(1+e,T), ®)
according to our data on the lattice parameters. Substitutingherepo=86x10"8 Q-m, ,=8x10 * K™%
the numerical values of the parameters into Bj, we fi- A linear dependence of the resistivip(T) has been
nally obtain the calculated value3=0.17x10"® K~1. The  observed in several studies devoted to Mg&g., Ref. 2. In
experimental value of the change in thermal expansion at thETSC materials a linear dependenee T is discussed in the
transition, A3, according to estimates from our experiment, framework of the two-band model for conductét$?In this
is somewhat larger but of the same order of magnitude. Thapproach a compound is treated as a solid solution with im-
data of Ref. 8 imply a value af3 approximately an order of purities. It is possible that MgB as a two-band conduct®t,
magnitude larger. can also be treated in terms of such concepts.

From our data on the temperature dependence of the

lattice parameters in the whole interval studied we can coné . i |
clude that the strain of the crystals is of a substantially an-" Rs of MgB In the normal state
isotropic character. The change with temperature of the hex- Figure 5 shows the temperature dependence of the sur-
agonal lattice of MgB is significantly larger along the axis  face resistanceR; of MgB, in the temperature interval
than in the basal planéTable ). The mean values of 5-300 K for measurements at different frequencies.
the coefficients of linear thermal expansion in the interval It follows from the figure that in the normal statd (
5-293 K was found to bea,=3.5x10 °K™! a, >39.5K) the temperature dependerRgT) is linear and,
=8.8x10 ® K1, This result is in satisfactory agreement consequentlyRy(T)~ p(T) at all measurement frequencies.
with the values of the change of the lattice parameters witihe slopedR/dT in that region is independent of frequency,
temperature obtained in Ref. 8. Near room temperature thalthough the value oR; itself is a function of frequency.
following values of the coefficients of linear thermal expan-Figure 6 shows the frequency dependenc®gff ) for two
sion were obtained in Ref. 8w,~5.4x10 %K ! . temperatures: 300 and 50 K. These dependences can be de-
~11.4x10 ® K™, The mean values of in the interval scribed by the expression
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FIG. 5. Experimental temperature dependence of the surface resi®ance
of MgB, at frequencie$MHz]: 9 (1), 16 (2), 40(3), 55(4), 80(5), and 110

(6) in the temperature interval 5—300 K. The solid curves are calculated
according to formuld?).

Ry(T.f)=Ap(Tf,

whereA=1.16<10"3 m Hz 1.

It is important to note that linear dependen&géT) and
Ry(f) do not correspond to the standard concepts wherein
R~ (pf)%%in metals®

Near the N-—S transition in the temperature interval
39.5-45 K theRy(T) curves exhibit a slight increase 8%
(Fig. 7), while thep(T) curves do notFig. 7a. The ampli-
tude of the anomalous increaseRyf decreases with increas-
ing frequency. This is seen from a comparison of Figs. 7b
and 7c, which shovirg(T) measured at frequencies of 9 and
110 MHz, respectively. Here we note that the amplitude of
the increase iRy before the temperature-induced transition
T is independent of the value of the the static external mag-
netic field (within the limits 0—3 kOg

In our view the observed effect can be explained either
as a size effect or as structural instability of MgBear the
phase transition from the normal to the superconducting
state.

However, the size effect arises @& T,. owing to the
appearance of the Meissner effect at theS transition at

(6)
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frequencies for which the penetration depth of the electrogg. 7. Experimental temperature dependence of the resis(aitgnd sur-

magnetic field is comparable to the size of the saniptehe
grain size. Therefore, if the surface resistanRg increases
at T<T, in the absence of an external static magnetic field
(the Fisher—Kao effegf® then R¢ will decrease in a mag-
netic field. In our experiments, howev&; is independent of

face resistance of MgBat frequencies of 9b) and 110 MHz(c) in the
temperature interval 35-70 K.

magnetic field.

10p /8?0
a [ 3/
S
e o 50K
/o
1F 8/
PRI | " —_ MR
10 £ MHz 100

In addition, the effect is also observed at temperatures
slightly aboveT,.

Apparently the observed effect is caused by structural
instability of MgB, in the region of theN—S phase transi-
tion. It was in that region that we observed a systematic
scatter of the measured quantities in the x-ray diffraction
studies(Fig. 3). Most likely this effect depends on the struc-
tural state of the sample, and for that reason in measurements
of some physical parameter or other it is observed only in
some of the samples but not all of the them. For example, it
was shown in Ref. 21 that the annealing of an MdiBn can
cause an increase in its resistivity. In Ref. 26 an increase in
the surface resistance in the centimeter range figas ob-
served only in the imaginary part of the impedance, while in

FIG. 6. Experimental frequency dependence of the surface resistance &R€f. 27 it is observed in the active part. In Ref. 28 an

MgB, at 300 and 50 K.

anomaly of only the imaginary part of the magnetic suscep-
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G. 9. Experimental frequency dependeii¢f?) of MgB, at a tempera-
re of 5 K.

dency toward a transition to the Pippard limit in the normal

tibility is observed in the temperatures region of tHe-S
transition.

p

4. Intermediate and superconducting states

state®!

In an alternating field the behavior of MgHs com-
letely different. Figure 9 shows a plot B{(f ) constructed

with the use of the data of Fig. 5 far=5K. It is clearly

It follows from Fig. 5 that the critical temperatufie, is
independent of the measurement frequency and is equal

seen thaRy(f )~ f2, which, in accordance with BCS theory

r T<T., is a sign of a nonlocal Pippard superconductor,

39.5 K. When the temperature is lowered from 39.5 to 35 Kwhich should have a frequency dependeRgef )~ f" with

the surface resistand®, at all frequencies decreases by a
practically linear law. The steepneBs 19Rs/dT decreases
monotonically with increasing frequency,
8. At temperatures below 35 K the linearity Bf(T) is dis-
rupted, andR4(T,f ) becomes noticeably nonlinear, going to 2
a plateau aff <10 K.

Before analyzing the dependenBg(T,f) let us deter-

n

=23233 Figure 10 shows how the exponemtvaries with

s == temperature in the range 5 to 50 K, based on RQ€T,f)
as is shown in Fig..,ryes in Fig. 5. It is seen thatis practically independent of
temperature in the interval from 5 to 15 K and has a value of

, Which is characteristic for the Pippard nonlocal limit.

Upon further increase in temperature the degree of nonlocal-
ity falls off, and n decreases almost linearly to a valoe

mine some important parameters of a superconductor which'y g \yhich is maintained in the temperature interval 35—38

have an influence oR¢(T,f ). As we have said, we worked
with high-resistance samples having a residual resistivit)f1
nearT, of p,=89x10 8 ()-cm (see Fig. 4 Using the val-
ues of Rg(T,f) for T=T, from Fig. 5 and the relatior
=pl/Rg, we estimate the values of the skin deptfor pen-
etration of the electromagnetic field. At the measurement fre
guencies the values dflie between 80 and gm. From the
relation] =3[2N(0)e?Vep, ]~ (Ref. 29 with the values of
the Fermi velocityVe=4.8x10" cm/s and charge carrier
density n=6.7x 107 cm~3 (Ref. 27, we obtainl=26 A,
which is many orders of magnitude smaller th&nThus,
even when the increase liras the sample is cooled to helium
temperatures is taken into account, we remain in the regime
of the classical skin effect at all temperatures and frequen-
cies. The coherence lenghy=7%Ve/7A(0) is found with
allowance for the small gap valug(0)=2.45 meV3° which

is usually observed in “dirty” samples. We obtaig,
=409 A>1. The value of the London penetration depth
A (0)=(mcZ/4mne?)'? is equal to 206 A. Sincer (0)
<& and I<)\ (0),&, we use the expression\
=\ (&/1)Y? (Ref. 29 to find the effective penetration
depth A(0), which comes out to be\(0)=817 A. The
Ginzburg—Landau parameter for the cas€T, is now de-
fined asx=\(0)/l and is equal to 31.4. Neaf, for a
“dirty” metal the parameterx=0.753\ (0)/I~6. Thus, dc
measurements indicate that Mgls a London supercon-
ductor, sincex>1 at all temperatures below.. Here the

a
3
d

fr
a

F

K

and is a sign of the local London limit It is in this
arrow temperature interval ne®@g that the London limit in
Iternating fields is realized, according to the theory of Ref.
1. Upon further increase in temperature the London limit is
estroyed, ana falls off sharply to the value=1 associ-

ated with the normal state.

In classical superconductors with [oW such transitions
om the Pippard to the London region in alternating fields
re usually difficult to realiz&! both because of their “clean-

liness” and the anomalous skin effect and also because of the

n
2.0 ' 0—‘\&.\.\
1.8F e
. | \.\
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IG. 10. Experimental temperature dependence of the expaonémtthe

value of x decreases &k, is approached, reflecting the ten- relationRs~f".
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1 aF A study of the temperature and frequency dependence of
L the surface resistand®,(T,f) in the superconducting state
1.2 showed that the characteristics of MgBieasured in dc and
1 0- ac fields are different: unlike the case for the dc measure-
= T} ments, in an alternating field MgBnanifests the character-
T 08r istic signs of a Pippard superconductorTa€T.. The tran-
06 sition from the Pippard nonlocal limit foT<T, to the
- London local limit neaiT . was observed, the exponent in the
04r Lo relation Ry(f )~ f" changing fromn=2 ton=1.5. At T/T,

<0.76 the behavior oR¢(T) is described well by an expo-
nential dependence expQ(T)/kT), in accordance with BCS
theory.

The authors thank Yu. G. Naiyuk for helpful discussions
and comments.

FIG. 11. Frequency dependence of the funchdti ) in expression(7).

narrow temperature interval usually accessible to experi-

menters. In MgB these limitations are absent, and this tran-*E_ma": dmitriev@ilt kharkov.ua

sition can be observed.
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LOW-TEMPERATURE MAGNETISM

Temperature dependence of the conductivity, thermopower, and heat capacity
of TICoS,
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The temperature dependence of the conductivity and thermopower of JTi€s8idied over a

wide range of temperaturég7—400 K. It is found that TICo$ is characterized by

p-type conductivity in the temperature interval 77—225 K and that an inversion of the sign of the
thermopower occurs at 225 K. The heat capacity of the ferromagnetic compound,Ti{CoS

also measured in the temperature interval 55—300 K. It is shown that the behavior of the magnetic
part of the heat capacity of TICgSs typical of a quasi-low-dimensional magnet. The

experimental data on the temperature dependence of the heat capacity are used to calculate the
thermodynamic parameters of TICaShe changes in entropy and enthalpy. 2004

American Institute of Physics[DOI: 10.1063/1.170461]5

Compounds with the general chemical formula TIMeX perature is raised from 78 K the conductivity decreases; near
(Me=Cao, Ni, Fe, Cr, Mn; X=S, Se, Tebelong to the class 100 K a slight growth ofe- occurs; atT~110 K it passes
of low-dimensional magnets. Results on the synthesis othrough a maximum and again decreases until 225 K. In the
such compounds and the study of their physical propertieiemperature interval 225-300 K the conductivity of TIGoS
are reported in Refs. 1-9. For the particular case ofemains practically constant. The temperaturel(0 K) at
thallium—cobalt sulfide only the magnetic properties havewhich we observed the anomaly on th€T) curve is close
been reporteflIn particular, the magnetization and paramag-to the temperature of the magnetic transformation of TICoS
netic susceptibility of TICo$ were studied, and it was (T=112 K) determined from the temperature dependence of
shown that it is a ferromagnet. The Curie temperature othe magnetizatiofi.
TICoS, is 112 K, and the effective magnetic moment is Figure 2 shows the temperature dependence of the ther-
4.6ug. The goal of the present study is to investigate themopower in TICoS. It should be noted that at 112 K this
electric, thermoelectric, and thermodynamic properties oflependence, liker(T), passes through a maximum. In the
TICoS,. temperature interval 75—225 K the sign of the thermopower
The synthesis of TICoSwas achieved by the interaction corresponds to conductivity of the hole type. ¢ 225 K an
of initial components of high purity in quartz ampoules inversion of the sign of the thermopower is observed, i.e., in
evacuated to a pressure of ToPa. The particulars of the the temperature region 225-290 K the TiGosample is
synthesis technology are described in detail in Ref. 8. It hagharacterized by-type conductivity. In the temperature re-

been established on the basis of an x-ray structural analysis

that this compound has a hexagonal crystal structure with the
following lattice parametersa=3.726 A, c=22.510 A, z 20
=3, p=6.026 g/cm. Because of the rather large rativa

~6, it can be assumed that TICpSs a quasi-two-
dimensional magnet.

Below we present the results of a study of the tempera-
ture dependence of the conductivity and thermopower of
TICoS, compounds prepared by us. The samples for the
electrical measurements were in the form of parallelepipeds.
Before deposition of the contacts the samples were annealed
at a temperature of- 450 K. Ohmic contacts were made by
electrolytic deposition of copper. The conductivity and
thermopower(Seebeck coefficienta of the samples were

o, S/cm

measured by the four-probe method in the temperature range 80 150 "'30 200 24 2;30 3210

78—400 K with an accuracy of 1% or better.
Figure 1 shows the typical temperature dependence of
the conductivity of a TICog sample. Initially as the tem- FIG. 1. Temperature dependence of the conductivity of a TiCGaBple.

T,K

1063-777X/2004/30(4)/3/$26.00 292 © 2004 American Institute of Physics
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3+ TABLE I. Values of the entropy change and enthalpy change of T}CoS
ol T, K 57 ~Sp, J/(K-mole) Hy - Hy, J/mole
-—
% 50 28.82 0.748
<]
1r 100 62.58 3.354
. . . . 150 94.88 7.240
100 200 300 400
200 120.0 11.60
T, K
250 140.6 16.23
FIG. 2. Temperature dependence of the thermopower in TICoS
300 157.9 21.01

gion 225-290 K, as was mentioned abdgee Fig. 1, the

conductivity of TICoS is practically independent of tem- netic reference compound for which the heat capacity and its

erature temperature dependence are very similar to the lattice con-
P ) tribution to the heat capacity of the magnetic substance under

We also measured the heat capacity of TIC@$ the
. . study. Because of a lack of the necessary data we could not
temperature interval 55—-300 K and evaluated the main ther: udy. Bec alack o © y da € co

. ] . find an isostructural diamagnetic compound for determining
modynamic parameters: the changes in entropy and enthalpt)ﬁ.e magnetic heat capacity. We therefore used TJCv@iich

The ‘heat capacity was measured by the an ad'abat'ﬁas a structure similar to that of TICo®Ref. 1). The tem-

10
method. erature dependence of the lattice heat capacity of TI&rS

F|gturef§_|§:howsNthe tfglgeratur(—:-"dependler?ce Sf the geggscribed by the Tarasov formitawith the characteristic
capacity 0 0%. Near asmail anomaly 1S observe temperatured),=342 K and ;=103 K. We note that de-

on Cp(T), apparently due to the magnetic transition. Unfor'spite its simplified nature, the Tarasov model is used, with

tunately, because of the smallness of the anomaly it wa ecourse to a small number of adjustable parameters, to de-

impossible to determine the critical parameters of the MAY cribe the lattice heat capacity of layered and chainlike mag-

netic phase transition. The temperature corresponding to th'rTetic compounds in the regioBu Cragr We could not

anomaly is close to the temperature of the three-dimension%ompare these values @ and 6, with data on the elastic
3

:Laénigor:]st?éeggnr:?ﬂegugg:}éhﬁ]?Eggteg;at;&;? %?tgrrr:;nietigonstants and sound velocity because no such data exist. To
9 pacity 9 calculateC,,; of TIC0S, by comparison with TICrgwe used
cally ordered substance, one generally chooses a nonm

e method of corresponding states, witk1.022. Also
shown in Fig. 3 are the latticelashed curjeand magnetic
(solid curve heat capacitiesqmagi= Cexp— Ciar) Of TIC0S;;

100 .t these are of a qualitative character. It can be seen in Fig. 3
ool ,- that the magnetic heat capacity has a broad maximum at
w Tcmax=118 K and approaches zero at a temperature above
ok ”,;;'/" 180 K. The behavior of the magnetic heat capaCify,q{T)
byl of TICoS, is characterized by the presence of a broad maxi-
20l -,"/ mum with a high-temperature “tail.” Such behavior of the
;;'/ magnetic heat capacity is typical of a quasi-two-dimensional
o/ m12
< sok 7 system: . .
S J The magnetic energy and entropy calculated by integrat-
g 5ol ;’ iNg Ciagn@nd Cag/ T are equal taAH g~ 154.6 J/mole
= . andA Sy, 1.41 J/K mole.
a N The temperature dependence of the heat capacity was
© 40p 2 used to calculate the thermodynamic functions: the change in
. entropy and enthalpy of TICgSn the temperature interval
30r . 0-300 K. Below 55 KC,(T) was calculated by the Debye
10 law. The values of the entropy and enthalpy of TIGa®e
20 - - given in Table I.
[
wof 8 .
- E-mail: ekerimova@physics.ab.az
* ()Q 1 |
0 100 200
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FIG. 3. Temperature dependence of the heat capacity of LICdRe 2G. I. Makovetski and E. I. Kasinski Neorg. Mater20, 1752(1984.
dashed curve is the lattice heat capacity; the solid curve, the magnetic heatA. I. Dzhabbarly, E M. Kerimova, F. M. Seidov, and A. K. Zamanova,
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The approximation of geometrical optics for bulk spin waves in spatially inhomogeneous
ferromagnetic insulators with an exchange defect
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The refractive index for bulk spin waves propagating in a ferromagnetic medium with an
inhomogeneous distribution of exchange interaction parameters and uniaxial anisotropy is
calculated in the spin density formalism. The reflection and transmission coefficients for

spin waves at the boundary between two homogeneous magnets with different exchange interaction
constants, uniaxial magnetic anisotropy, and saturation magnetization are calculated with
allowance for as-function-like exchange at the interface. The dependence of the reflected wave
intensity and the refractive index on the frequency of the wave and the value of a

homogeneous external dc magnetic field is obtained20©4 American Institute of Physics.

[DOI: 10.1063/1.1704616

INTRODUCTION spaces aréMy; and Mg,, and the values of the exchange
Significant technological progress in the field of nano_mteractmn param:_etey and un|a_X|aI magnetm_amsotropy_ pa-
rameterf are continuouslyor piecewise continuouslyari-

technologies and nanoelectronics necessitates the develozﬂ')le The easv axis of the maanet and the external dc mad-
ment of new materials and devices in which the advantages™..” y 9 9

of high-frequency waves can be exploited. In particular,netlc field are directed along thezGxis. In the exchange

there is interest in the use of the characteristic features cﬁgsrr%:)mnaéf:c:&eej?:;rg)t/hiefgsrg of the magnet in the con-

spin waves in applications. As a rule, in the theoretical de-

scription of the features of the propagation of spin waves it is 2
traditional to use a wave approach, which has been used =" g[(—1)ix]w;+AS(X)M;M,, (1)
successfully, for example, to determine the spectral and some i=1 .

other characteristics of magnetic materfal®.The present
study is devoted to the application of the mathematical forwhere
malism of geometrical optics to the description of the behav-

. . . . . . o &m 2 B
ior of spin waves propagating in a ferromagnetic medium w-——(—J n §(mj2x+mj2y)_HOszr )

Xy

with an inhomogeneous distribution of magnetic parameters. 2
This approach makes it possible to obtain the necessary
change in the direction of propagation of spin wagespar- ~ #(X) is the Heaviside step functior is a parameter char-
ticular, focusing with the use of artificially created inhomo- acterizing the exchange interaction between half spaces at
geneities of the magnetic parameters of a medium of speck=0; M;=Mg;m;, m; are unit vectors in the magnetization
fied configuration and also by a change in the value of thélirection, withj=1,2.

external magnetic field. In Ref. 6 the refractive index of a  We use the spin density formalishaccording to which
spin-wave ray was calculated, and its behavior at the boundh€ magnetization can be written in the form

ary between two homogeneous magnets with different ex- . )

change interaction parameters and uniaxial magnetic anisot- Mj(r,)=Mq ¥y (r,)oW;(r,t), j=12, ©)

ropy parameters was investigated. In the present paper the

results are generalized to the case of a continuous distribN€reV; are quasiclassical wave functions, which play the

tion of these parameters in a magnetically uniaxial medium©l€ ©of the order parameter of the spin densitis the radius

In addition, the refractive index and reflected spin-wave in-V€Ctor of a Cartesian coordinate systens the time, andr
tensity are calculated at the boundary between two uniaxigt® the Pauli matrices.

ferromagnets with different values of the exchange interac- 1€ Lagrangian equations fd; have the form

tion constants, magnetic anisotropy, and saturation magneti-

zation.

av;(r,t)
ﬁTz—,uoHej(r,t)a‘Pj(r,t), 4

We consider an infinite ferromagnet consisting of two
semi-infinite parts in contact with each other along je Hei=— oW; + i—ﬁwi ]
plane; the values of the magnetization in the respective half oMy ax (oM 1ax,)

1063-777X/2004/30(4)/4/$26.00 295 © 2004 American Institute of Physics
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Taking into account that in the ground state the material

is magnetized parallel t@,, and assuming thalvljz(r,t)

S. A. Reshetnyak

P
r=p, p=§Vn (r).

=const in each of the half spaces, we shall seek a solution of

(4) in the form

It follows from Eq. (9) that |Vs(r)|=ds(r)/dr=n(r),
wheredr= Jdx?+dy?+dZ is an element of the ray trajec-

. 1 i i i-
\I'j(r,t)zexmuoHot/h)( o t))' (5) tpry. Therefore the functios can be dgtermmed as a curvi
Xjlr, linear integral along the ray trajectory:
Here the upper element corresponds to the ground state, and B
x;(r,t) is a small correction characterizing the deviation of ~ S= fA ndr. (11

the magnetization from the ground state. Linearizing @.
with allowance for(5), we obtain

ih dx;(r,t)
2M0M0j ot

=(a(r)A—B(r)—Ho)) x;(r,1),
(6)
whereHg;=Ho/Mg;, j=1,2.

2. APPROXIMATION OF GEOMETRICAL OPTICS

Minimizing (11) with the aid of Fermat's principl& we
obtain the equation of the ray trajectdty:

d( dr
_n_

dr\ dr =vn.

3. REFRACTION OF A SPIN-WAVE RAY AT THE INTERFACE
BETWEEN TWO HOMOGENEOUS MAGNETS

Let us apply formula(11) to the particular case of two
homogeneous semi-infinite magnets. Suppose we have two

Following Refs. 8 and 9, we apply the approximation of magnets with parametews,, 81, Mo; and a;, B2, Moy,
geometrical optics to the system described. Representing tHgspectively, in contact along the plane, and suppose that

time dependence of;(r,t) by the function expfiot), we
rewrite Eq.(6) in the form

Ax;(r)+kgn?(r) x;(r)=0, (7
where

kg:(ﬂl_ﬁo_ﬁoﬁ/ao, Qj=wh/2,U«o|V|0j ,

and ag and B, are values of the exchange and anisotropy

parameters at, say, infinity on the incident wave $ftiEhus,
according to Ref. 10k2
vector;n?(r) = (Q;— B(r) —Hg;)/a(r)k§, and, if the param-
eters a(r) and B(r) are slowly varying, then njz(r)
=k?(r)/k§, wherek?(r)=(Q;— B(r)—Ho))/a(r).

We transform Eq(7) using the WKBJ method.Substi-
tuting x;=C exfikosi(r) ], whereC is a slowly varying am-
plitude ands; is the eikonal, under the condition

A<a, (8)

where \ is the wavelength of the spin wave aadis the
characteristic size of the inhomogeneities, we obtain f(@m
the eikonal equation

(Vsi(n)?=ni(r). 9

Inequality (8) is the condition for the transition to geo-
metrical optics for spin waves. As in optitsye shall as-
sume that the right-hand side of E®) is the square of the
refractive index, i.e.,

1 —
nj(r>=k—0ij—mr)—Hoo/a(r), (10)

a spin wave is incident on the boundary between them from
the side of the first magnet. A ray propagates from the point
(X1,¥1,21) in medium 1, which has a refractive indemw

=1, to the point k,,Y,,2,) in medium 2, the refractive in-
dex of which, according to Eq10), is equal to

n= \/ﬂ Q2_32_H02
@z Oy —pB1—Ho

crossing the interface at a point y0z) with unknown coor-

is the square of the incident wave ginatesy andz. It follows from the conditions of an extre-

mum of the functiors in this case that

sing; k ay Q,—B,—H
1t \/JLNOZ:n’ (12)
S|n02 ko a2 Ql_Bl_HOl

where 6, is the angle of incidence ané, is the angle of
refraction.

4. REFLECTION OF SPIN WAVES AT THE INTERFACE
BETWEEN TWO HOMOGENEOUS MEDIA

In all cases when one is talking about processes of re-
flection and refraction of waves of an arbitrary nature, it is
important to estimate the relative intensities of the transmit-
ted and reflected waves. If the intensity of the reflected wave
is much greater than that of the transmitted wave, then the
structure under consideration can be used to make a mirror of
some kind(we are talking about plane, convex, or concave
mirrors of the spherical or cylindrical type, etcln the op-
posite case, when the intensity of the transmitted wave is
much greater than the intensity of the reflected wave, the

since the ratio of the moduli of the wave vectors at twostructure can be used to make lenses with required param-
different points of space characterizes the change in directioaeters.

of propagation of the spin wave.

After writing Eq. (9) in the form H=1/2[p?—n?(r)]
=0, wherep=Vs, we obtain the ray equations in Hamil-
tonian form:

We obtain the expressions for the reflection and trans-
mission amplitudes of the spin wave, using the boundary
conditions fory(r,t) at the interface that follow from Egs.
(1) and(2):
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[Ay(x2— x1) + @1x]x=0=0, the transmitted wave, whefe is the complex reflection am-
plitude of the spin wave from the interfach, is the trans-
[A(x1—Xx2) — Ya2x2]x=0=0. (13 mission amplitude, an,, k;, andk, are the wave vectors
Here y=M g,/ M. of the incident, reflected, and transmitted waves, respec-

In Eq. (6), we associate the functiow,=exp((k,-r  tively. Substituting these expressions into ELB), we arrive
—wt)) with the incident wave,yg=Rexpi(k;-r—wt))  at expressions for the reflection and transmission amplitudes
with the reflected wave, angp=D exp((k,-r — wt)) with of the spin wave:

e Koay a7y €0SO,\N°—sir? 6, —iA(ay C0SH;,— apy?\n’—sir? 6,)
Kooy apy €0SO;\N%—Sir? 8, —iA(ay c0SO;+ ayy?n?—sir? 6;)

—2iAaq CcOSH,

D= . (14)
Koarapy C0SH,\N°—sir? 6 —iA(ay C0SO,+ apy?\n?—sir? 6,)
|
We note that fork5<k3, +k3, (this pertains to the case As we see from Eqg12), (14), and(15), the parameters

k>0, k3<0) we obtain:kp,=—i \/k21y+ kZ,—k2=—i/2h,  for constructing a lens or mirror can be chosen without dif-
xpo(r,t)=D exp(=x/2h)exp((kyy+k,z—wt)), i.e., h plays ficulty for a broad spectrum of magnetic materisi$n par-
the role of the penetration depth of the spin wave into thdicular, in the case of iron garnets it follows from condition
second material and is equal to= (ko/sir? 6,—n?) 1. The  (15) that for a thin lens one must haee>10"°-10"% m.
limiting angle of total reflection is given by the expression The dependence of the reflected intensigy- |R|? and
refractive indexn on the spin-wave frequency at typical

_ \/a1 Q,—B,—Hgy values of the material paramet&tare shown in Figs. 1 and
Sin6p= - - 2. It is clearly seen that suitably by choosing the material
@2 Q= B1—Ho parameters one can achieve the necessary relation between
the intensities of the reflected and transmitted waves for a
5. ESTIMATES OF THE PARAMETERS OF SPIN-WAVE chosen frequency. In addition, as follows from Fig. 3, the
LENSES AND MIRRORS reflected intensity depends substantially on the value of the

Let us estimate the material parameters necessar fexternal uniform magnetic field, making it possible to control
I . P ) y (ﬁﬁe intensity of the reflected wave over a wide range by
achieving the required transparency of a thin lens at smal . S
angles of incidence of the spin-wave rays with respect to thchanglng only the value of the external magnetic field at
9 . . pin ray P fixed material parameters. The character of the change in the
optic axis of a lens. Since the intensity of the reflected WAaVE e~ ctive index in such a case is illustrated in Eiq. 4
is determined by the square modulus of the reflection ampli- g- %

tude and, as follows from Edq14), CONCLUSION

IR|>~[(a1— azy?n)/(a;+ ayy?n)]? Thus we have obtained an expression for the refractive

(for small angles of incidence a =), by requiring sat- index of a spin wave propagating in a magnetically uniaxial

isfaction of the conditionR|2< 7, where is the necessary

degree of smallness of the reflection coefficient, we obtain a 10
restriction onn and, hence, om, B, w, My, andH: '
1-Vn _a;  1+p 0.8
<—n< .
1+ \/; ay 1- \/;
. . 0.6
In particular, fore;= a5, My;= M, the reflection coef- o~
ficient does not exceed 10% if 0.52<1.92. The corre- £
sponding restrictions in the case of a mirror have the form 0.4+
ar 1- \/; an 1+ \/; 0.2
—n< or —n> . .
a; 1+4y a; 1-+pn
For example,|R|?>>0.9 is achieved in the case; 9% s . : 5

=asy, M01:M02 for n<0.03 orn>37.97. 1
To satisfy the condition of geometrical opti¢8) the

thickness of the lens or mirror is restricted by the inequalityriG. 1. Dependence of the reflection coefficiéRt? on the spin-wave fre-
quencyw for a,=2ay, B,=2B1, My;=90 G, My,=125 G, A=30, 6,

a>2m\al(Q—B—Hy). (15)  =m/80, andHo=2900 Oe.

11 -
®,10 S
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FIG. 2. Dependence of the refractive indexon the frequencyw for a,
=2aq, B2=2B1, Myp;=90 G, My,=125 G, andH,=900 Oe. FIG. 4. Dependence of the refractive indexon the value of a uniform
external magnetic fieldH, for a,=2ay;, B>=2B;, My=90 G, Mg,
=125 G, andw=2.3x10" s 1,

medium with slowly varying magnetic parameters and haveunity without changing the parameters of the medium, so

studied the processes of spin-wave reflection at the interfadbat the same inhomogeneity can be used as a spin-wave lens

between two homogeneous media with allowance for and as a mirror for the same structure parameters.

Ssfunction-like character of the exchange interaction between  The results obtained above can be used to design and

the media in contact. We have obtained the conditions undesonstruct devices for spin-wave microelectronics.

which the spin wave manifests ray properties. We have The author thanks Yu. |. Gorobets for participating in a

shown that there exists a possibility of achieving the requiredliscussion of the results of this study.

reflection coefficient from an embedded inhomogeneity,

which plays the role of a lens or mirror, by changing the
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It is established by x-ray, resistive, NMR, and magnetoresistive studies of ceramic and thin-film
laser perovskites lgMn; ;05 with “excess” manganese that the real structure of these
compounds contains heterovalent manganese ions and cationic and anionic vacancies and clusters,
the magnetism and resistivity of the latter being manifested near 42 K. The broad, asymmetric
%5Mn and**%a NMR spectra of the ceramics attest to the presence of high-frequency
electron—hole exchange between the heterovalent manganese ions and to a high degree of
imperfection and mesoscopic inhomogeneity of nonstoichiometric lanthanum manganite
perovskites. The differences of the metal-semiconductor phase transition temperatures and
activation energy of the ceramics and films is explained by the different oxygen nonstoichiometry,
structural imperfection, and, accordingly, densities of charge carriers and excitons. The low-

field magnetoresistive effect of the ceramic is explained by tunneling at grain boundaries. It is
conjectured that the decrease in resistance in magnetic field is due to an increase in charge
carrier density due to weakening of the electron—hole interaction in excitons. An anomaly of the
resistance and magnetoresistive effect observed near 42 K is explained by the presence of
clusters. ©2004 American Institute of Physic§DOI: 10.1063/1.1704617

INTRODUCTION ratio to the lanthanum deficit side;®i.e., with an “excess”
. _ _ ~ of manganese ion$;* which are responsible for the electri-
Interest in lanthanum manganite perovskites continuegg| and magnetic properties. As was shown in Refs. 18 and
unabated for several reasons: the colossal magnetoresistangg increasing the manganese concentration  in
1-5 g : )
(CMR) effect;™ which is observed in them near the La, ,Mn;.,05 and (L%;C%.Ql—anl-%—xOB leads to

temperatures of the metal-semiconductor, and . o .
" marked growth in the magnetoresistive effect without lower-
ferromagnet—paramagnet ) phase transitions, the lack of .

consensus as to the nature of such a unique coupling of tHad the phase transition temperatufgs and T, . The lack

transport and magnetic properties, and the prospects for pra8I connsensus n the_ ideas abput th_e form in which this “ex-
tical application of these materials. cess” manganese is fountkither in separate phases of

The majority of research has been done on lanthanurlNsOs Or Mn,O; or dissolved in the lanthanum manganite
manganite perovskites doped in the A sublatfick: Perovskite phase with the formation of clusters, which are
Ladt AZ" M3t Mng T 03~ (A%2T=ca&", SPT, B&T, coherently coupled to the matrix structurmakes for addi-

PK**) at the optimal concentration=0.3, or in the B tional interest in the study of such materials, both
sublatticet0-12 Lag;ASEMnijByog—, where B is most single-cryst&®?! and polycrystalline/ceranfi?® and also
often a transition-metal ion. magnetrof*?® or lasef®?’ sputtered thin films. Of particular
There has been less researction autodoped LaMnQ) interest are studies over the wide temperature range in which
in particular, compounds with a breakdown of the La/Mnthe different phase transitions can appear, with elucidation of
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the role of oxygen nonstoichiometry and structural imperfec- 100k a

tion in the formation of the properties of the lanthanum man- NMR >°Mn
ganite perovskites. F,= 384 MHz
- F,=361MHz

SAMPLE PREPARATION TECHNOLOGY AND METHODS

OF STUDY F,= 376 MHz

Since it has been established that for autod&pedd
doped® compositions the maximum values of the CMR are
characteristically achieved for=0.3, our studies were done
on ceramics and laser films with the formal composition
Lay sMn; {05~ 5 (if one ignores the structural imperfection
Ceramic samples, including the target for deposition of the
laser film, were obtained from the corresponding powder
mixture of the oxides Lg0; (la3; a=11.498 A) and
MnsO, (I7/amd a=5.77 A; c=9.38 A) after a twenty-
hour synthesizing anneal at 900 °C with a subsequent sinter-
ing of the pressings at 1150 °@4 h) in the regime of slow 100F =
heating and cooling of samples in the form of tabl@snm b 4
in diameter and with a heiglt=3 mm) and targets for laser
sputtering(25 mm in diameterh=6 mm).

Single-crystal laser films of L@aMn; ;05 of thickness
d~1000 A were deposited on a LaSrGaSubstrate having
the parametera=3.840 A,c=12.68 A and oriented in the
(100 plane. We studied both the initial laser filffid) and the
completely oxidized film(f2), which was subjected to an
additional oxidizing anneal at 780 °C with a subsequent slow
cooling in air.

The following methods were used in these studies:

1) x-ray structural studies in @&, radiation on a
DRON-3 device, for determining the phase composition, lat- ) . ‘,
tice parameters, and crystallographic orientation of the sub- 0 = M Y BRI
strate and film;

2) NMR of ¥*%.a and®Mn by the “spin-echo” method,
for determining the resonance frequency, magnetic states|ic. 1. NMR spectra of*Mn (a) and 3% (b) of a ceramic sample
and inequivalence of the environment of those nuclei atapedMn v§}055Vsat 77 K.

77 K;

3) four-probe resistive method, for studying the tempera-
ture dependence of the resistivityand the phase transitions ments, which is due to the nonuniformity of the distributions
Ths, of La®" and of defects in the A positions and also of the

4) magnetoresistivéMR) method, for determining the more complex defects of the cluster type. A computer de-
temperature dependence dfp/p, (Where Ap=py,—py)  Composition of this spectrum made it possible to separate out
over a wide range of temperaturestat=0 and 8 kOe. 3 components. The main component, with the frequengcy

The errors of measurement were3% for the phase =384 MHz, is due to a superposition of the #nand
composition,~0.3% for the lattice parameters;0.2% for Mn** ions found in high-frequency electron—hole exchange.
the resistivity,~0.3% for the magnetoresistivity: 0.1% for ~ The environment of those ions is predominantly*taThe
the NMR of **Mn, and~0.05% for the NMR of'*%a. lowest-frequency component, wiffi, =361 MHz (interme-
diate in intensity, is apparently due to inhomogeneity in
which the ratio of the number of Mid to Mn** ions is
smaller, and their environment includes cation vacancies in

According to the x-ray diffraction data, the ceramic andthe A positions. The inhomogeneity of intermediate fre-
film samples were practically single-phase and contained guency ;=376 MHz) is apparently due to an intermediate
rhombically distorted perovskite structurBifmad). The lat-  ratio of Mn**/Mn**, near which are found clusters due to
tice parameters of the ceramic wer@=5.464 A, b the excess heterovalent manganese ions and those ions near
=5.515 A, andc=7.728 A. which are localized the electrons (i) and holes (MA*)

The NMR spectra of®Mn and **%.a in the ceramic that take part in the formation of excitons.
sample are presented in Fig. 1. The broad, asymmetric spec- The less broad but no less asymmetric and even bifur-
trum of °>Mn in the frequency interval 330—430 MHz attests cated induced NMR spectrum df%La confirms the high
to both the presence of high-frequency electron exchange idegree of imperfection and the inhomogeneity of the perov-
the B positions between Mi and Mrf* with their aver-  skite structure. This spectrum also decomposes into 3 com-
aged valence and also to the inequivalence of their envirorponents. The main component, with frequendy;
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=18 MHz, corresponds to 23 with a nearest environment
of Mn®** and Mrf* found in the B positions of the main
matrix structure F,;=384 MHz). The lower-frequency part
of the1¥%a spectrum F,=15.3 MHz) is due, we believe, to
La®* ions near which are found manganese ions with a lower
ratio of Mm*/Mn*" (F,=361 MHz). The highest-
frequency component of the spectruf;& 19 MHz) appar-
ently corresponds to 28 ions near which are found man-
ganese ions of the matrix structure and clusters with a
superposition of MA" and Mrf".

Taking these data into account along with the mecha-
nism of defect formatiolf and comparing the x-ray and py-
cnometric density, we can write the molar formula of the real :
perovskite structure in the following form: 0 100 200

T,K
3+ \/(c) 3+ papdt 2+ M4t 2— /() J
{Lag g6V 0.1 Al MNG 7MNG 1718(MNG 5dMNG 06 102 84V 16-
FIG. 2. Temperature dependence of the resistivity of the ceré@iand of

Here {9 and /¥ are cation and anion vacancies, and thethe initial (f1) and completely oxidizedf2) laser films.
parentheses indicate manganese ions of a cluster. Analyzing
this model of the defect state of the crystal lattice, which is
similar to the model of Ref. 28 except that it contains notperature, and we did not have the means to do low-
only cation but also anion vacancies and also clusters, wtemperature NMR studies. The NMR spectrum of 2¥rin
must note the following. Despite the high density of defectdanthanum manganite perovskites has been observed at lower
in both the cation and anion sublattices, with a ratio close tdemperatures of 1.8—4.2 ¥#:311t should be noted that the A
the stoichiometri€0.75, the vacancy concentration is 5.5%, sublattice of the main perovskite structure is filled out by
i.e., it does not exceed the empirical numigB%) associ-  cation vacancies and M, with a defect of the coordination
ated with the limit of solubility. number £=8) owing to anion vacancies. The B sublattice is
The experimental values of the resonance frequenciefilled out by Mrf* ions of a cluster, around which the cation
for the NMR of°*Mn and and the values calculated from that vacancies are distributed.
formula for manganese ions in the B position§ ( The molar formula of a cluster analogous to the defect
=384 MHz) of the main matrix structure are in good agree-cluster MRO,—[Mn37MnZ v {2103V, with allow-
ment if the frequency corresponding to Rn is F ance for the cation distribution over inequivalent positions of
=403 MHz and that corresponding to Kih is F  the tetragonal lattice, can be writteqMn3 5V
=300 MHz. NMR studies could not be done on the film X[Mn3 %) 103 V,. The molar formula of the more
because of its insufficient mass. In comparison with the cehighly oxidized defect cluster MiD;
ramic, the completely oxidized film the contains more oxy-— Mn3% V{403 V). with allowance for the cation distri-
gen, which can be manifested either in a decrease in theution can be written in the form(Mn3%V{)
concentration of anion vacancies or in additional formationX[ Mn3 5 Mngg03 Vs, It should be noted that the
of cation vacancies. However, the difference of the oxygerMn®" and Mrf* ions in both cases are found in odtR)
nonstoichiometry(AS) with allowance for the difference of positions, while the Mfi* ions are found in tetra positions or
the temperatures,,s (AT,,s=25 and 35 K, respectively, for with a coordination number of 8. Depending on the degree of
the initial and completely oxidized films in comparison with oxidation in the lanthanum manganite perovskites the clus-
the ceramigwas only 0.01. These differences in the oxygenters can be found in the form of one of these compositions or
nonstoichiometry of the ceramic and film are small. It canwith a composition intermediate between them, correspond-
therefore be assumed that the real perovskite structures of tlieg to their concentration in the sample. The elucidation of
ceramic and even the completely oxidized film are not venthe crystal-chemical, magnetic, and resistive nature of such
different. clusters will require doing low-temperature studies. Investi-
The good agreement of the experimental and calculatedations into the magnetic nature of anomalous clusters have
values of the resonance frequencies confirms the correctnebsen carried out in Ref. 32, where a preference was given to
of our ideas about the defect structure of lanthanum mangdhe “canted” magnetic structure.
nite perovskites, the lattice of which contains heterovalent Since lanthanum manganite perovskites are of para-
manganese ions Mi and Mrf*, found in high-frequency mount interest as objects with a colossal magnetoresistive
electron exchange with the averaged valence, in the B poseffect, we show in Fig. 2 the temperature dependence of the
tions, anion V& and cation \* vacancies, found primarily resistivity of a ceramic and of the initial f1 and completely
in the A positions, and clusterized defects formed by “ex-oxidized f2 laser films aH=0 and 8 kOe. For the film that
cess” manganese in the form of M@, or Mn,O5, with a  had not undergone an additional low-temperature oxidizing
superposition of MA"—Mn** ions and, possibly, partially anneal, the measurements were made over a wider tempera-
Mn®* with a “canted” magnetic structure, which is ascribed ture interval, including the region of interest to us, 42—45 K.
to the lanthanum manganite perovskite matrix structtire. The higher values of the resistivity of the ceramic are appar-
However, we did not detect Mil ions at 77 K by the NMR  ently due to its porosity. For the ceramic sample, unlike the
method, since their magnetism is not manifested at that tenfdms, the temperature dependencepois characterized by

p, MQ-cm

]
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25 and a peculiar temperature hysteresis are observed in weak
H=gkoe  f1 magnetic fieldg. 3
§% There is a paucity of data on the resistive behavior of
manganite¥ and practically no information about the mag-
netoresistive effect in this temperature interval. For this rea-
son our additional studies of the resistivity and magnetore-
sistive effect of the initial(f1) laser film over a wide range of
temperatures, including low temperatufd2—45 K), are of
particular interest. We plan to devote more attention to this
question in our future studies.
One of the important characteristics in the physics of
semiconductors is the activation eneigy. On the basis of
an analysis of the temperature dependence of the resistivity
of the ceramic sampléFig. 2) in the temperature region
corresponding to conductivity of a semiconductor character,
i.e., forT>T,s, we have calculated the activation energy in
FIG. 3. Temperature_ dependence _of_ _the magnetoresistive ef_fe_e{ at g field H=0 and 8 kOe, obtaining values which are close:
;25; 'I‘gsiroff”mg_ cerami€C) and of the initial(f1) and completely oxidized 197 g ang 108.6 meV, respectively. The temperature interval
T=275-320 K in which an exponential trendp
= po expE,/KT) should hold, was chosen so that the devia-
tion of the experimental values of from the linear depen-

_ -1 g :
the presence of two peaks. This is due to the specific inhdd€C€ I=IN po+E(kT) "= did not exceed the experimental

mogeneity of polycrystalline ceramic samples, which contairf™r (-6, 0.2%. Then the standard deviatiom(E,)

crystallites (graing and intergrain zones. Then the less <0:16 MeV. ) )
smeared peak, the temperature of whi€h,,.=255 K, is In accordance with the band theory of semiconductbrs,

comparable td!T,,=260 K for the f1 films, is obviously "€ observed change of the activation energy,

due to the crystallites. The more smeared peakTaf, =0.8 MeV is due to a shift of the top of. the valence banq
=200 K is apparently due to the contribution from the inter-downward and the bottom of the conduction band upward in

grain zones. a magnetic field of inductio® parallel to the electric field
The difference of the temperature of the metal—used for measuring the resistivity by the four-probe method.
semiconductor phase transition of the ceranfit,() and, HereAE, is related to the value dB as AE,=enB/2m*,
especially, of the completely oxidized filnf’T,) we at- wherem* is the effective mass. A numerical estimate of this
tribute to their different oxygen nonstoichiometries, to which!ast relation with the experimental data taken into account
the value ofT,, in manganite perovskites is extremely sen-and with the approximation th&~0.8 T for H=8 kOe in
sitive, the sensitivity being determined by the relationthe paramagnetic region, which is based on the experimental
ASIAT=6x10"* K~ ! (Ref. 33. datd’ on the behavior of the magnetization of samples of the
The anomaly in the form a smeared minimum n@ar given composition in magnetic field, yields a value*
=42 K (Fig. 2 on the p(T) curve in the low-temperature =0.06me, wherem, is the mass of the electron. Such a low
region (15—75 K) for the initial film f1 is worthy of special Vvalue of the effective mass suggests the possibility of exis-
mention. We link this temperature anomaly of the resistivitytence of an exciton with a reduced effective mass
at™ T ~42 K, which we have observed for the first time in =My mg/(my +mg), wheremy and my are the effective
lanthanum manganite perovskites, to the appearance of Masses of electrons and holes found near the bottom of the
cluster. As can be seen in the inset to Fig. 2, the character gonduction band and the top of the valence band, respec-
the variation ofp(T) at H=0 and 8 kOe for a cluster is tively.
opposite to what is observed at the transition temperature This approach to the determinationraf cannot be ap-
Tms Of the main matrix structure. plied to the laser film, since an exponential trencp¢T) in
The influence of the intergrain zones on the magnetorethe high-temperature region holds only in zero field. The
sistive effect atH=8 kOe was manifested in an additional activation energies are™E,(H=0)=106.4 meV and
increase of the CMR in the low-temperature regiig. 3), f2Ea(H =0)=69.7 meV. For a film the deviation from a lin-
which is not observed in the single-crystal films, as they deear trend of Irp=In py+E4(kT)"* in a magnetic field is ob-
not have intergrain zones. This low-field magnetoresistivityserved in the entire temperature interval frdigs to 320 K.
due to the tunneling effect at the grain bound&ié$°has  Such behavior op(T) in the high-temperature region is pos-
been attracting increased attention recently in connectiosible if the thermodynamic equilibrium established between
with its high sensitivity to magnetic field. the number of thermally activated electrons and the number
Returning to the nature of the inhomogeneities of lanthaof hole recombinations due to other mechanisms is broken.
num manganite perovskites, especially those containing “exin the present case of a laser film such a mechanism leading
cess” manganese, the magnetism of the clusters in which i® an increase in the charge carrier density can be a magnetic
manifested in the temperature interval 42—45 K, we shouldield, which imparts to the exciton a rotational motion at the
mention that, unlike the case of the individual M phase, cyclotron frequencyw.=eB/m*.
a decrease of the magnetization with decreasing temperature It is of interest to estimate the exciton velocity and life-

20




Low Temp. Phys. 30 (4), April 2004 Paschenko et al. 303

time. A magnetic field gives rise to a perpendicular compo+ameter. The size of a Wannier exciton is determined by the

nent of the exciton velocityg in the plane normal to the band structure and the Coulomb attractive forces between

direction of motion of the charge; this component, which canparticles of unlike charge, which are screened on account of

be determined from the expressipf/2m* =% w/2, has the the dielectric constant of the crystal.

valuevg~7x10* m/s in a field of 0.8 T. The exciton life- A numerical estimate of the exciton sikéy the present

time can be estimated from an analysis of the NMR spectrunauthors on the basis of the expressiens(m/m*)a, (where

and the nuclear magnetic relaxation spectrunt®dfn with  ag is the Bohr radiug® gives a valud ~90-450 A in lan-

the use of the spin echo technique. From Ref. 39 the spinthanum manganite perovskites with- 10—50. This value of

spin and spin—lattice relaxation times in the perovskiteghe size indicates that bound states between electrons and

(La;_Sr);-sMnO; for x=0 are 7,~20 um and 7, holes can be localized not only within a single unit cell

~1ms, respectively. (~10 A) and not only within a single grain~200 A)*
Returning to an analysis of our NMR spectrum favin but, thanks to the tunneling effect, can span a rather large

(Fig. 1a, we propose a model wherein a complex of het-spatial region including intergrain zones and clusters. This in

erovalent manganese ions found in the matrix structure, i.eturn is evidence that for determining the spin—spin interac-
Mn3* —Mn** can be considered as a possible source of th&on it is necessary to take into account not only the influence

formation of an electron—hole bound state, i.e., an exciton®f the first coordination sphere but also the variation of the

Specifically: upon the transition of an electron from the va-Mesoscopic inhomogeneity on a nanostructure scale.
lence band to the conduction band at an®Msite, an MA*

ion with a hole in the valence band is formed. A coupling is

established between the electron and hole, leading to the fof=ONCLUSIONS

mation of an exciton, the lifetime of which corresponds to Our comprehensive studies of ceramic and laser film

the spin—spin relaxation time,~20 xs. The time the elec- gympjeg of lanthanum manganite perovskites done by x-ray
tron spend in the conduction band before recombination withyigs 2 tion. NMR of Mn and *39.a. resistive. and magne-

a hole found in the valence band corresponds to the sping,eistive methods have established the following.
lattice relaxation time, i.e.7;~1 ms. 1. The real structure of the perovskites
Such a model explains tHeé; component of the NMR ILag 66VE)CL}A[Mn8+77I\/In4+ ]B(Mngzé\mgwdogg‘lvg% con-

5 _ 9 . 0.17
spectrum of*Mn (Fig. 18, which is due to the formation of 5ing’heterovalent manganese ions, cation and anion vacan-

excitons in high-frequency electron—hole exchange betweegies and more complex defects of the cluster type.

the electron subsystem of the manganese ions of the matrix 5 Apalysis of the broad, asymmetric NMR spectra of
structure. Furthermore, the large difference in amplitude ob5yiy and 139.a attests not only to the presence of high-
theF 3 component of the NMR spectrum frofy andF; can  frequency electron exchange between heterovalent manga-
be explained by the short exciton lifetimig compared tor;  pese jons in the B positions of the main matrix structure but

(70~0.02ry). also confirms the high degree of imperfection and inhomo-
As to the deviation from the experimental trend of the geneity of lanthanum manganite perovskites.
p(T) curve of the laser film f1 in a magnetic field 3. The presence of two peaks on the temperature depen-

=8 kOe in the temperature interval 275-320 K, it is easy togence of the resistivity of the ceramic is explained by the

find the thicknessl of the boundary layer of the film within  contribution of the grains and intergrain zones of the poly-

which the excitons will scatter on the boundary of the film crystalline samples.

owing to the appearance of the cyclotron frequency. Taking 4. The differences of the metal—semiconductor phase

into account the numerical estimates obtainedrfdr, o,  transition temperatureB,,s of the ceramic and, especially, of

andvg and using the equation for the radius of the cyclotronthe laser film is due to the different nonstoichiometry of their

orbit r=vg/w,, we find that r~300 A in a field B perovskite structure.

=0.8 T. This result can be paramount for our films, since a 5. The low-field region of the magnetoresistive effect in

large part of even those excitons that move in the plane ofne ceramic is due to the appearance of tunneling at the grain

the film will be scattered by the boundary of the film in a poundaries.

magnetic field owing to the appearance of the cyclotron com- 6. The stronger smearing of the phase transiligg and

ponent ofvg. Here the mean lifetime of the exciton will be of the magnetoresistive effect in the laser film is explained

governed by the time spent on traversing the distance to thigy microstresses caused by the crystallographic differences

boundary of the film along a circular orbit of radiusat of the film and substrate.

velocity vg . In our case, for a film of thickness 1000 A, 7. It is conjectured that the decrease of the resistance in

the exciton lifetime will be decreased ©9~10 ". the magnetic field is due to a weakening of the electron—hole
In our opinion this mechanism of exciton destruction interaction in excitons.

and, hence, of increasing the charge carrier density can be 8. An anomaly of the resistance and magnetoresistive

observed not only at the boundary of the laser film but also agffect at temperatures near 42 K is observed for the first time

grain boundaries in ceramic samples and at domain walls ifind attributed to clusters of Mn ions.

the grain size or domain size upon magnetic ordering is com- 9. The different values of the activation energy of the

parable to the mean free path or, in the case of Frenkel exceramic and laser films is explained by the differences of

citons, the radius of the cyclotron orbit. The latter, unliketheir structural imperfection and, accordingly, charge carrier

Wannier excitons, can be localized only within a lattice sitedensity.

and, accordingly, have a size comparable to the lattice pa- In closing, we thank M. M. Savosta for doing the NMR
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The electronic structure and x-ray magnetic circular dichrdiXMCD) spectra of US, USe, and

UTe are investigated theoretically from first principles, using the fully relativistic Dirac

LMTO band structure method. The electronic structure is obtained with the local spin-density
approximation(LSDA), as well as with a generalization of the LSBAJ method which

takes into account that in the presence of spin—orbit coupling, the occupation matrix of localized
electrons becomes nondiagonal in the spin indices. The origin of the XMCD spectra in the
compounds is examined. @004 American Institute of Physic§DOI: 10.1063/1.1704618

1. INTRODUCTION creasing chalcogenide mass and is positive in US and nega-
tive in USe and UTe. This indicates the possibility of
The uranium compounds US, USe, and UTe belong tantermediate valence in the last two compounds. Indeed, a
the class of uranium monochalcogenides that crystallize imegative Poisson'’s ratio, i.e., a negative elastic con&ait
the NacCl structure and order ferromagneticdliy the ura- s quite common for intermediate valence systems, and its
nium sublattice at Curie temperatures of 178, 160, and 102occurrence seems to be due to an anomalously low value of
K, respectively(see, e.g., the reviéw These uranium com- the bulk modulus. A negativ€;, means that it costs more
pounds exhibit several unusual physical phenomena, whicbnergy to distort the crystal from cubic to tetragonal structure
are the reason for a continuing ongoing interest in these comhan to modify the volume. Thus, when uniaxially com-
pounds. Despite their relatively simple and highly symmetri-pressed along ELO0] direction, the material will contract in
cal NaCl structure, it has been found that the magnetic orthe [010] and [001] directions, trying to maintain a cubic
dering on the uranium atoms is strongly anisotrépiavith  structure. An explanation for a negati®, may be given
the uranium moment favoring [d11] alignment. The mag- through a breathing deformability of the actinide ion due to a
netic anisotropy in US, e.g., is one of the largest measured inalence instabilityt®
a cubic material, with a magnetic anisotropy consténtof The dependence of the Curie temperatufgsof US,
more than 2 10° erg/cn? (Ref. 4). Also the magnetic mo- USe, and UTe on hydrostatic pressure up to 13 GPa has been
ment itself is unusual, consisting of an orbital moment that isdetermined in Ref. 17. For USe and UTEg initially in-
about twice as large as the spin moment, and of oppositereases with applied pressures, passing through maxima at
sign®>~" A bulk magnetization measurem@ntields an or- pressures of about 6 GPa and 7 GPa, respectively. For US,
dered moment of 1.5b; per formula unit, and neutron scat- T decreases monotonically with pressure, which is consis-
tering measuremeritsshow a slightly larger value of tent with pressure-dependent itinerant electron magnetism.
1.70ug, which is assigned to the fSmagnetic moment. Pressure increases the bandwidth and correspondingly de-
These values are far smaller than that expected for the fremeases the density of states at the Fermi level, which leads to
ion, indicating that some sort of “solid state effect” takes a decrease of . The behavior of USe and UTe is sugges-
place with the % states. From several experimental resultstive of localized interacting 5 moments undergoing Kondo-
(for instance, photoemissidrelectrical resistivity® pressure  type fluctuations, which begin to exceed the magnetic inter-
dependence of Curie temperatiteand specific heat action whenT. passes through a maximum. A theoretical
measurement$:'3 the 5f electrons of US are considered to analysis of these experiments is given in Ref. 18. On the
be itinerant. basis of band structure calculations it is argued that the non-
It has been suggested that uranium monochalcogenidesonotonic behavior of - under pressure is solely the result
are mixed valence systerts.Low-temperature ultrasonic of pressure-driven increased &ineracy.
studies on USe and UTe were performed in the context of It must be remarked that the behavior of uranium
questioning the possibility of the coexistence of magnetisnmonochalcogenides cannot be explained entirely by a simple
and intermediate valence behaviorThey found a mono- trend of increasing localization with increasing chalcogen
tonic trend of the Poisson’s ratio, which decreases with inmasst® Whereas such a trend is evident in the dynamic mag-
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netic response, in the pressure dependence of the Curie temie tight-binding model were determined by fitting the en-
peratures, and in the value of the ordered moment, the bergy of Bloch electrons in the paramagnetic state obtained in
havior of Poisson’s ratio and of the Curie temperature is thein LDA band structure calculation. There are no XMCD cal-
opposite from what one would naively expect. culations for USe and UTe in the literature.

There are several band structure calculations of uranium  With the aim of undertaking a systematic investigation
monochalcogenides in the literatur®-22Kraft et al>*> have  of the trends in uranium compounds we present the theoreti-
performed a local spin-density approximati@r8DA) calcu-  cally calculated electronic structure and XMCD spectra at
lation with the spin—orbit interactiof8Ol) in a second varia- the M, s edges for the UX (%S, Se, and Tecompounds.
tional treatment for ferromagnetic uranium monochalco-  This paper is organized as follows. Section 2 presents a
genides(US, USe, and UTeusing the ASW method, and description of the crystal structure of the U monochalco-
they found that the magnitude of the calculated orbital maggenides and the computational details. Section 3 is devoted
netic momentM, is larger than that of the spin moment,  to the electronic structure and XMCD spectra of US, USe,
and that they couple to each other in an antiparallel wayand UTe calculated in the LSDA and LSBAJ approxima-
However, the magnitude of the total magnetic momevit ( tions. The XMCD theoretical calculations are compared to
+M),) is too small compared to the experimental data, indithe gxperimental measurements. Finally, the results are sum-
cating that the calculatell, is not large enough. marized in Sec. 4.

The optical and magnetoopticl@MO) spectra of ura-
nium monochalcogenides have been investigated theoreti-
cally in Refs. 20, 21, 23, and 25. These theoretical spectra, coMPUTATIONAL DETAILS
are all computed from first principles, using Kubo linear-
response theory, but it appears that there are large differences Magnetooptical effects refer to various changes in the
among them. Cooper and coworl&réind good agreement Polarization state of light upon interaction with materials
with experiment for the real part of the diagonal conductivity POssessing a net magnetic moment, including rotation of the
(oY) of UTe, but the much more complicated off-diagonal Plane of linearly polarized lightFaraday, Kerr rotation and
conductivity (Ug)) of US and UTe is about 4 times larger the complementary Qn‘fergnual ab_sorpt!on of left and right
than experiment, and also the shape of their spectrum is difircularly polarized light(circular dichroism. In the near-
ferent from the experimental one. Halilov and Kuldddalso visible spe_ctral range these effects result from excitation of
find an off-diagonal conductivity which is much larger than €/€ctrons in the conduction band. Near x-ray absorption

the experimental one, but they additionally obtain a diagonafd9es, or resonances, magnetooptical effects can be en-
conductivity o2 that differs substantially from experiment. hanced by transitions from well-defined atomic core levels to

Gasch?! finds a Kerr rotation spectrum of US that is quite transition-symmetry-selected valence states. There are at

different from experiment, and subsequently considers thieast two alternative formalisms for describing resonant soft

effect of an orbital polarization term to improve thb inio ~ Xf& MO properties. One uses the classical dielectric

Kerr spectra. Kraftet al?® obtained reasonable agreementtensor? Another uses the resonant atomic scattering factor
. . . . . . . 2

with experiment for the absolute value of the Kerr spectra of"¢luding charge and magnetic contributions” The

US, USe, and UTe. However, the shape of the Kerr spectra @quwalence of these two descriptiofweithin the dipole ap-

not reproduced by LSDA theory, since the theoretical spectr

Qroximatior) is demonstrated in Ref. 33.
exhibit a double-peak structure, while the experimental spec- For the polar Kerr magnetization geometry and a crystal
tra have only a single-peak structure. The LSPW calcu-

of tetragonal symmetry, where both the fourfold axis and the
lations presented in Ref. 25 take into account the strong CodpagnetlzatmrM are perpendicular to the sample surface and
lomb correlations among thef orbitals and greatly improve

the z axis is chosen parallel to them, the dielectric tensor is
the agreement between theory and experiment for all thregomposed of the diagona, andz,, components and the
materials. This finding appears to be consistent with the

off-diagonale,, component in the form

quasilocalized nature of thef5electrons in these com- Exx  &xy O

pounds. | —e & 0 B
The x-ray magnetic circular dichroistXMCD) tech- e Xy

nigue has developed in recent years into a powerful magne- 0 0 &g

t_ometry tool for_investigating the orbital and spin cqntribu-A complete description of MO effects in this formalism is
tions to magnetic moments. XMCD measures the differencgjiven by the four nonzero elements of the dielectric tensor

in absorption of a compound for x rays with two opposite o equivalently, by the complex refractive indeke)
(left and righ} states of circular polarization. The study of

the 5f electron shell in uranium compounds is usually per- N(w)=Ve(w)=1-8(w)+iB(w) 2

formed by tuning the energy of the x-ray close to Mg for several normal modes corresponding to the propagation

edges of uraniunfiocated at 3552 and 3728 eV, respectiyely of pure polarization states along specific directions in the

where elect.ronlc ransitions betweemlss 5, and sy 72 sample. The solution of Maxwell's equations yields these
states are involved. Recently XMCD measurements havg,ma| moded? One of these modes is for circular compo-

9
been successfully performed on US at Mgs edges® The 1o o opposite £) helicity, with wave vectoh(M, and
XMCD spectrum for U 31— 5f transitions in US has been having indices
calculated in Ref. 27 on the basis of the HF approximation
for an extended Hubbard model. The parameters involved in n.=1-46.+iB.= Ve Tieyy. ©)
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The other two cases are for linear polarization withx-ray-scattering experiments is just the squared modulus of
h1M.* One has electric vectoEIM and index n, the total scattering amplitude, which is a linear combination
=1-6,+iB,=Ve,;» The other hasELM and n,=1  of (fL+if% ,f,+if}), with coefficients completely deter-

-6, +iB, = \/(sxszr sxzy)/sxx. mined by the experimental geometfyMultiple scattering
At normal light incidence the complex Faraday angle istheory is usually used to calculate the resonant magnetic
given by x-ray scattering amplitudef (+if").39:3537
ol We should mention that the general equivalence of the
¢r(0)=Op(w) —inp(w)=5-(n_—n_), (4)  dielectric-tensor and scattering-factor descriptions holds only

in the case when one is considering the contribution of di-
wherec is the speed of light andr-(w) and 7:(w) are the Pole transitions to the atomic scattering factfw). Higher-
Faraday rotation and the ellipticity. The complex Faradayorder multipole terms have different polarization
response describes the polarization changes to the incidefiependencé:
linear polarization on propagation through a film of thickness ~ Using straightforward symmetry considerations, it can
|. (The incident linearly polarized light is a coherent super-Pe shown that all magnetooptical phenomék®CD, MO
position of two circularly waves of opposite helicity. Kerr and Faraday effedtsre caused by symmetry reduction,

Magnetic circular dichroism is of first order ikl (or N comparison to the paramagnetic state, caused by magnetic
£xy) and is given by3, —B_ or §,—5_, respectively, the orderl_ng._ XMCD_ prope_rt|es are manifested only when SO
latter representing the magnetooptical rotatiMOR) of the coupling is considered in addition. To calculate the XMCD
plane of polarizationFaraday effegt Magnetic linear di- Properties one has to take magnetism and SO coupling into
chroism(MLD) n, —n, (also known as the Voigt effects ~ account at the same time when dealing with the electronic
quadratic inM. The Voigt effect is present in both ferromag- Structure of the material considered. The theoretical descrip-
nets and antiferromagnets, while the first-order MO effects irfion of magnetic dichroism can be cast into four categories.
the forward scattering beam are absent with the net magn&n the one hand, there are one-parti@eound-state and
tization in antiferromagnets. many-body(excited-statptheories; on the other hand, there

The alternative consideration of the MO effects is basedire theories for single atoms and those which take into ac-
on the atomic scattering factdi{w,q), which provides a count the solid state. To name a few from each category, for
microscopic description of the interaction of x-ray photonsatomic one-patrticle theories we refer to Refs. 39 and 40, for
with magnetic ions. For forward scatteringj%0) f(o) atomic many-particle multiplet theory to Refs. 41-44, for
=Z+1'(w)+if"(w), whereZ is the atomic numbef’(w)  Solid many-particle theories to Ref. 45, and for solid one-
andf”(w) are the anomalous dispersion corrections, relatedparticle theoriegphotoelectron diffractionto Refs. 46—49.
to each other by the Kramers—Kronig transformation. The® multiple-scattering approach to XMCD, a solid-state one-
general equivalence of these two formalisms can be seen Hiarticle theory, has been proposed by Eleral**~>? and
noting the one-to-one correspondence of terms describing theamuraet al
same polarization dependence for the same normal mddes. ~ Within the one-particle approximation, the absorption
For a multicomponent sample they are relatedstand 3 coefficientu for an incident x ray of polarizatioh and pho-

through ton energyfiw can be determined as the probability of elec-
5 tron transition from an initial core statgvith wave function
S(w)= 27c rez Z:f ()N, (5) ¥; and energyE;) to a final unoccupied statevith wave
P v function ¢, and energyE,)
2mc?r, , R ,
Blw)= o2 Z fi(0)N;, (6) uj(w)=2k (W o T [ W ) [“8(Ep— Ej— )
n
where the sum is over atomic spheres, each having number X 0(Ep—Eg). (9)

densityN;, andr, is the classical electron radius. The x-ray
absorption coefficient* (w) of polarization\ may be writ-  1I, is the dipole electron—photon interaction operator

ten in terms of the imaginary part @ as

uMw)= O fX(w), () wherew are the Dirac matrices, ar is the\ polarization
unit vector of the photon potential vect¢a. =1n2(1,
where(} is the atomic volume. The x-ray MCD, which is the +j 0), a,=(0,0,1)] (here = denotes, respectively, left and
difference in x-ray absorption for right- and left-circularly right circular photon polarizations with respect to the mag-
polarized photons 4" —u~) can be represented byf’(  netization direction in the soljd More-detailed expressions
—f”). The Faraday rotatiofir(w) of the linear polarization  of the matrix elements for the spin-polarized fully relativistic
measures the MCD in the real pdit of the resonant mag- | MTO method may be found in Refs. 52 and 54.
netic x-ray scattering amplitude, i.%., While XMCD is calculated using equatid@), the main
ol mlr, features can be understood already from a simplified expres-
Oc(w)= ZRe[m—n_]: 0o (f (w)—f'(w)). (8 sion for paramagnetic solids. With restriction to electric di-
pole transitions, keeping the integration only inside the
Finally, the x-ray scattering intensity from an elemental mag-atomic spheregdue to the highly localized core statend
net at Bragg reflection measured in the resonant magnetiaveraging with respect to polarization of the light, one ob-
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tains the following expression for the absorption coefficientorbital dependent potentiaV/;(r)=8E/én;(r), where the

of the core level with ,j) quantum numbers: variation is taken not on the total charge dengityy) but on
; B z 2J 418 y_18iv1 B 1Oyr i1 the charge density of a particuleth orbital n;(r):
wil0)= 2 =5 j+1 j 1
N Vi(r)=V'PA(r)+ U E—ni). (14)
5","*’15]’,]

Harn@n) Vb ®C ®. A

whereN;, ;. (E) is the partial density of empty states and the
C//'(E) radial matrix elements:

Equation(11) allows only transitions withAl=*1, Aj
=0,*1 (dipole selection rulesvhich means that the absorp-
tion coefficient can be interpreted as a direct measure for the  E'PATY[ p(r),A]=E-OPA p(r)]+EY(A)— E(R),
sum of (,j)-resolved DOS curves weighted by the square of
the corresponding radial matrix elemdnthich usually is a
smooth function of energyThis simple interpretation is also
valid for the spin-polarized casé.

The application of standard LSDA methods teshell
systems meets with problems in most cases, because of t
correlated nature of thkelectrons. To account better for the
on-sitef-electron correlations, we have adopted as a suitabl
model Hamiltonian that of the LSDAU approact® The
main idea is the same as in the Anderson impurity motel:
the separate treatment of localizeelectrons for which the

Expression(14) restores the discontinuous behavior of the
one-electron potential of the exact density functional theory.
The functional(12) neglects exchange and nonsphericity
of the Coulomb interaction. In the most general rotationally
invariant form the LDA+U functional is defined §4°2

where EL(®PA[p(r)] is the LSDA(or LDA as in Ref. 60
functional of the total electron spin densitiég!(f) is the
electron—electron interaction energy of the localized elec-
ILlrons, andEY’(f) is the so-called “double counting” term
wenich cancels approximately the part of the electron—
electron energy which is already includedBhPA. The last
?wo terms are functions of the occupation matiixdefined
using the local orbital$¢|m,}-

The matrix A=,y o m’| generally consists of both
spin-diagonal and spin-nondiagonal terms. The latter can ap-

Coulomb f—f interaction is taken into account by a ; o . .
Hubbard-type term in the Hamiltonian 1, . ;n;n; (; are pear due to the spin—orbit mteractlo_n ora noncolllne_ar mag-
the f-orbital occupancigs and delocalized, p, andd elec- ”e}s'f_gder' Then, the second term in E&f) can be written

trons for which the local density approximation for the Cou-
lomb interaction is regarded as sufficient.

Hubbard®*°was one of the first to point out the impor- ~ EY=> 2 (Nym om,Unm,momam, Mo’ my o'm,
tance, in the solid state, of Coulomb correlations which occur a0’ {m}
inside atoms. The many-body crystal wave function has to
reduce to many-body atomic wave functions as the lattice
spacing is increased. This limiting behavior is missed in thewhereUmlmzm3m4 are the matrix elements of the on-site Cou-
LDA/DFT. The spectrum of excitations for the shell of an jomb interaction, which are given by
f-electron system is a set of many-body levels describing
processes of removing and adding electrons. In the simplified _ K K
case, when every electron has roughly the same kinetic Um1m2m3m4_k20 Ay mymgm, (17)
energye; and Coulomb repulsion enerdy, the total energy
of the shell withn electrons is given byE,=¢g;,+Un(n  Wwith FX being the screened Slater integrals for a givemd
—1)/2 and the excitation spectrum is given by=E, 4

- n(rml,u/mzumlm4m3m2na'm3,Um4)v (16)

21

k
—Ep=sg;+Un. K _Am .
. . . a =— IMq| Yol Imo){(Ims| Y7 [Imy).
Let us consider arf ion as an open system with a fluc- MiMaMaMs 2k + 1q=2k (Ima|Yigllmz){Ima|Yiglim.)
tuating number off electrons. The correct formula for the (18

Coulomb energy off —f interactions as a function of the
number of f electronsN given by the LDA should be
=UN(N—1)/2 (Ref. 60. If we subtract this expression from
the LDA total energy functional and add a Hubbard-like term
(neglecting for now exchange and nonspherijcitye will ak =5 (Cl2,,)2
have the following functional: MaMgMaMa My~ Mz + M Myt k010

The (Imy|Y,4/Im,) angular integrals of a product of three
spherical harmonicsy|,, can be expressed in terms of
Clebsch—Gordan coefficients, and Ef#8) becomes

Imq Imy
1 ><Ckm -m,,Im Ckm -m,,Imy* (19)
E=ELDA—UN(N—1)/2+EUZ nin; . (12) voe e
1#] The matrix elementd),,mmm @nd Uy mrm Which enter
The orbital energies; are derivatives of12): those terms in the sum in E(L6) which contain a product of
the diagonal elements of the occupation matrix can be iden-
JE _ oA 1 tified as pair Coulomb and exchange integrals:
8;2528 +U|z—n;]|. (13 P 9 9 ’
|
Ummmmr:Ummr,Ummrmrm:Jmmr . (20)

This simple formula gives the shift of the LDA orbital energy
—U/2 for occupied orbitalsri;=1) and+ U/2 for unoccu- The averaging of the matricdd,,,y and U v — Jmm
pied orbitals (;=0). A similar formula is found for the over all possible pairen,m’ determine the averaged Cou-
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FIG. 1. Self-consistent fully relativistic energy band structure and total Di®Statesfunit cell-eV)) of US calculated within the LSDA and LSDAU
approximations withJ =2 eV andJ=0.5 eV.

lomb U and exchangd integrals which enter the expression 1 ) . .
for E®°. Using the properties of the Clebsch—Gordan coeffi-  J= g77£(286F°+ 195"+ 250F) for 1=3 (29
cients, one can show that

1 The meaning ofU has been carefully discussed by
U=s——> E U =F°, (21)  Herring® For example, in arf-electron system witn f
@+1)%; electrons per atoml) is defined as the energy cost for the
reaction

_ _0
0T 2I(2l+1)2 (V= Inm) =F 2(fM)— ML 11, (26

i.e., the energy cost for moving anelectron between two
atoms which both initially had f electrons. It should be
) ) ) emphasized that is a renormalized quantity which contains
where the primed sum is oven’ #m. Equations(21) and  he effects of screening by fastandp electrons. The num-
(22) allow us to establish the following relation between theyor of these delocalized electrons on an atom withl f

average exchange integraland Slater integrals: electrons decreases, whereas their number on an atom with

E (Cio10)2FX, (22)

1 2 n—1 f electrons increases. The screening reduces the energy
J= 2 2 (CnOIO) FK, (23)  cost for the reaction giyen by E(6). It is worth noting that
because of the screening the valudJoin L(S)DA+U cal-
or explicitly culations is significantly smaller then the bajeused in the
Hubbard mode?®>°
1 In principle, the screened Coulonm and exchangd
24 g4 _ _ p ple, : g
= 14(': F5), for 1= (24) integrals can be determined from supercell LSDA calcula-
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FIG. 2. The partial 55, and 5 ;, density of statesin statesfatomeV)) within US, USe, and UTe calculated in the LSDA and LSPH approximations.

tions using Slater’s transition state technitfuer from con-  structure(B1) with space group symmetfym3m. The ura-
strained LSDA calculation®~%Then, the LDA+ U method  nium atom is positioned at0,0,0 and the chalcogen at
becomes parameter-free. However, in some cases, as for i(t/2,1/2,1/2.
stance for bce irof® the value ofU obtained from such The details of the computational method are described in
calculations appears to be overestimated. Alternatively, theur previous paper®:’® and here we only mention several
value of U estimated from the photoemission spectroscopyaspects. The calculations were performed using the fully
(PES and x-ray bremsstrahlung isochromat spectroscopyelativistic LMTO method for the experimentally observed
(BIS) experiments can be used. Because of the difficulties ofattice constantsi=5.86, 6.06, and 6.436 A for US, USe,
unambiguous determination &f it can be considered as a and UTe, respectively. To improve the potential we include
parameter of the model. Then its value can be adjusted so aslditional empty spheres in th&/4,1/4,1/4 positions. We
to achieve the best agreement of the results of HDAcal- used the von Barth—Hedin parametrizafonfor the
culations with PES or optical spectra. While the use of arexchange-correlation potential. Brillouin zofBZ) integra-
adjustable parameter is generally considered an anathentians were performed using the improved tetrahedron
among first-principles practitioners, the LBAJ approach method? and the charge was obtained self-consistently with
does offer a plausible and practical method for the approxi1330 irreduciblek points. The basis consisted ofg) p, d,
mate treatment of strongly correlated orbitals in solids. It had, and g; chalcogens, p, andd; empty spheres andp
been found that many properties evaluated by the HRA  LMTOs.
method are insensitive to small variations of the valuéJof We have adopted the LSDAU method® as a different
around some optimal value. Indeed, the optimal valu&of level of approximation to treat the electron—electron correla-
determined empirically is often very close to the value ob-tion. We used a generalization of the LSBAJ method
tained from supercell or constrained density functional calwhich takes into account that in the presence of spin—orbit
culations. coupling the occupation matrix of localized electrons be-
All three chalcogenides, namely, US, USe, and UTecomes nondiagonal in the spin indi¢&sThe screened Cou-
considered in the present work crystallize in the NaCl typdomb U and exchangé integrals enter the LSDAU energy
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FIG. 3. The partial %5, density of stategin statesfatomeV)) in US, USe, and UTe calculated within the LSDA, LSBAJ(OP), and LSDA-U
approximations.

functional as external parameters and have been set to timeostly Ss character with a small amount of &b character
value U=2eV derived from XPS measurements andmixed in. The next six energy bands are $ands separated

J=0.5¢eV. from thes bands by an energy gap of about 6 eV. The width
of the Sp band is about 4 eV. U & bands are broad and
3. RESULTS AND DISCUSSION extenq between-2.5 and 10 eV. Thg sharp peaks in the
_ DOS just below and above the Fermi energy are due to the
3.1. Band structure and magnetic moments 5fs, and 5, states, respectively. Figure 1 also shows the

In our band structure calculations we have performedenergy bands and total density of states of US in the LSDA
two independent fully relativistic spin-polarized calculations. +U approximatior?*®? The Coulomb repuilsion splits par-
We consider the Belectrons as: itinerant electrons, using thetially occupied U 55, states, and the LSDAU calculations
local spin-density approximation; and partly localized, usinggive a solution with three localizedf%lectrons in US. U b
the LSDA+ U approximation. states just above the Fermi level are formed by the remaining

Figure 1 shows the energy band structure of US for bottbfg, states, whereas the peak of thé,5 states is pushed
the approximations. The LSDA energy band structure of USabout 1 eV upward from its LSDA position.
can be subdivided into three regions separated by energy Figure 2 shows the calculated fully relativistic spin-
gaps. The bands in the lowest region arountl5 eV have polarized partial 5 density of states of ferromagnetic ura-
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nium monochalcogenides calculated in the LSDA andTABLE I. The experimental and calculated sp¥fy, orbital M, , and total
LSDA+U approximations. Because of large spin—orbit in-M: magnetic moments at the uranium siie .e) of US, USe, and UTe.

teracnon of § electrons, the =5/2 gnd j=7/2 states are Compound Method My | My | My |- g
fairly well separated, and the occupied states are compose
mostly of the j=5/2 states. The #,, states are almost LSDA -1.53 | 214 0.60 | 1.41
empty. LSDA+U(OP) | ~1.48 [3.21}1.72| 217

In magnets, the atomic spM ¢ and orbitalM; magnetic
moments are basic quantities and their separate determin LSDA+U 135 342 207 2.5
tion is therefore important. Methods of their experimental Us LSDA [23] -1.6 | 25|09 1.6
determination include traditional gyromagnetic ratio LSDA+OP [7] | -21 |32 | 11 ‘5
measurementS, magnetic form factor measurements using
neutron scatterin§’ and magnetic x-ray scatteririgIn ad- OP scaled HF [78]) =151 | 3.2 1.61 | 2.07
dition to these, the recently developed x-ray magnetic circu HF(TB) [27] -1.49 1319 (170 | 2.14
lar dichroism combined with several sum rufe§ has at- exper. [8] 13 130|171 23
tracted much attention as a method of site- and symmetry
selective determination ofl, and M,. Table | presents a exper. [3) S U i
comparison between the calculated and experimental may LSDA —1.75 1254079 | 1.45
netic moments in uranium monochalcogenides. For compar LSDA+U(OP) | -1.65 |3.65|200]| 221
son, we also list the results of previous band structure calct LSDAYU 106 last|26s| 235
lations. Our LSDA results obtained by the fully relativistic ' ' ' ’
spin-polarized LMTO method are in good agreement with USe LSDA [23] -1.8 {28 10| 15
the ASW results of Krafet al?® The LSDA calculations for LSDA+OP [7] | -24 |34 | 10| 14
ferromagnetic uranium monochalcogenidésS, USe, and
UTe) give a magnitude of the total magnetic momahttoo exper. [8] N I
small compared to the experimental data, indicating that th exper. [3] - - | 18 -
calculatedM, is not large enough. LSDA 212 |312 | 100| 1.47

It is a well-known fact, however, that the LSDA calcu-

. ; . LSDA+U(OP) | -1.91 |4.09|217| 2.14

lations fail to produce the correct value of the orbital mo-
ment of uranium compounds’®8°-82|n LSDA, the Kohn— LSDA+U —2.43 | 4.95|2.81| 232
Sham equation is described by a local potential including the UTe LSDA [23] 292 134 12 1.5
spin-dependent electron density. The electric current, whicl
dgscribgsM|, is, however, notyincluded. This means that LSDATOPI7] | =26 | 341 081 13
althoughMy is self-consistently determined in LSDA, there exper. [79] ~1.57 348 1.91] 2.21
is no framework to simultaneously determind, self- exper. [8] _ —_ | 22 _
consistently.

Numerous attempts have been made to better estima exper. 131 S il L

M, in solids. They can be roughly classified into two catego-
ries. One is based on the so-called current density functional

theory”*~® that is intended to extend density functional sjple for the exchange-correlation enhancement of the orbital
theory to include the orbital current as an extra degree ofnagnetic moments in solids is the “Hubbad rather than
freedom, which describeM, . Unfortunately the explicit the intra-atomic Hund's second rule coupling, being consis-
form of the current density functional is at present unknownent with a more general concept of the orbital polarization.
The other category includes the orbital polarizationThis leads to a unified rotationally invariant LSBAJ pre-
(OP),""88182self-interaction correctiorfSIC),%® and LSDA  scription for the orbital magnetism. Table | presents the cal-
+U°®%% approaches, which provide a means beyond theulated magnetic moments in uranium monochalcogenides
LSDA scheme to calculati, . using a generalization of the LSDAU method®%?In these
For a better description ol , the OP functional form of  calculations we used =2.0 eV andJ=0.5 eV. Table | pre-
BLZ with the Racah paramet@r has been deducééfom an  sents also the LSDAU calculated magnetic moments with
atomic multiplet ground state without SOI, whoSeand L U=J=0.5eV. Since in that cas& =0 the effect of
are given by Hund’s rules. However, the OP method does natSDA+U comes from nonspherical terms which are deter-
assure us that it will give a good description when the SOl isnined by F?, F*, andF°® Slater integrals. Since the basic
included and thu$ andL are no longer good quantum num- idea of such an approach is similar to the OP methtdye
bers. Using the LSDA OP method, BrooKsobtained larger denote the last approximation as LSBAJ(OP). The
magnitude ofM, and improvement irMl,. However, they LSDA+ U(OP) approximation describes the correlations be-
have stated that the individual magnitudedvbf andM, are  tween spin and orbital magnetic moment directions.
considered to be too large from the analysis of the magnetic  Figure 3 shows the &, partial density of states in US
form factor, and the ratid1,/ Mg is still far from the experi- calculated within the LSDA, LSDA U(OP), and LSDA
mental value for all three uranium monochalcogenidest+U approximations. The LSDAU(OP) approximation
(Table ). strongly affects the relative energy positions of the
Solovyev et al®? argue that the key parameter respon-m;-projected 5 density of states and substantially improves
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FIG. 4. The partial 55, density of stategin statesfatomeV)) in US, USe, and UTe calculated within the LSBAJ approximation.

their orbital magnetic momentdable ). For example, the J=0.5 eV, which givesU.;=0.26 eV. Besides, there are

ratio Mi/Ms in the LSDA+U(OP) calculations is equal to  some small differences in the?, F4, andF® Slater integrals
—2.17 and—2.14 for US and UTe, respectively. The corre- in two the calculations.

sponding experimental values are2.3 for US from the neu- Figure 3 also shows the;-projected 55, density of
tron measuremerﬁsand —2.21 for UTe from the magnetic states in US calculated in the LSDAU approximation with
Compton profile measuremerits. U=2.0 eV andJ=0.5 eV. The corresponding partial DOSs

The 5f spinMg and orbitalM; magnetic moments in US for USe and UTe are presented in Fig. 4. The degree of
have been also calculated in Ref. 27 on the basis of the Hfpcalization of occupied &, states is increasing from US to
approximation for an extended Hubbard model. The tightUTe. In US the 55, states withm; = —5/2 are strongly hy-
binding model includes the intra-atomid 55f multipole  bridized with other occupied states, while the hybridization
interaction and the SOI in thefSstate. The parameters in- in USe and particularly in UTe almost vanishes. The,5
volved in the model were determined by fitting with the en-states withm;= —5/2 are responsible for the narrow single
ergy of Bloch electrons in the paramagnetic state obtained ipeak in UTe(Fig. 4). The orbital magnetic moments calcu-
the LDA band structure calculation. The calculated ratio ofjated in the LSDA+U approximation are larger than those
the momentsM, /Mg of —2.14 andM, of 3.19g are in  calculated in the LSDA U(OP) approximation, which leads
good agreement with available experimental resdiable ). to a slightly overestimated ratibl, /M in comparison with

We should mention that the results of the LSDAthe experimental data for the LSDAU calculations
+U(OP) calculations are in close agreement with the resultgTable |).

obtained using the HF approximation for an extended Hub-
bard modél’ (Table ). Both approximations take into ac-
count the SOI and the intra-atomid 55f Coulomb inter-
action in the Hubbard model. The small differences in  The XMCD measurements on the M, s edges of US
magnetic moments are due to slightly different values ofhave been presented in Ref. 29. The measured dicMgic
Ue. In our calculations we uset) =J=0.5 eV, which line consists of a simple nearly symmetric negative peak that
givesUz=0. The authors of Ref. 27 usédl=0.76 eV and has no distinct structure. Such a peak is characteristic of the

3.2. XMCD spectra
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us edge from the transitions withj=0 is 15 times smaller
14 than the transitions withhj=1 [see Eq(11)].
o Figure 5 shows the XMCD spectra of US, USe, and UTe
§ 0 T T T T at the uraniumM, 5 edges calculated within the LSDA and
5 X5 DA LSDA+U approximations. It is clearly seen that the LSDA
§ -1 T LSDA+U (OP) calculations give inappropriate results. The major discrep-
£ Py i 'épreArTnleem ancy between the LSDA calculated and experimental XMCD
'S | , , , , spectra is the size of thd, XMCD peak. The LSDA under-
X 2 USe estimates the integral intensity of the XMCDMY, edge. As
T 14 the integrated XMCD signal is proportional to the orbital
2 0 ,~ l | ‘ I moment® this discrepancy could be related to an underesti-
% \/ X2 mation of the orbital moment by LSDA-based computational
) =19 methods(Table ). On the other hand, the LSDAU ap-
§ -2 proximation produces good agreement with the experimen-
g _3 ] tally measured intensity for thil, XMCD spectrum. In the
E ' ' ! ' ' case of theMs; XMCD spectrum, the LSDA strongly over-
g 14 UTe estimates the value of the positive peak. The LSDA
’fn 0 p~— ] | | | +U(OP) approximation gives good agreement in the shape
< and intensity of the XMCD spectrum at tiés edge.
= -1 \/X2 The behavior of the b electrons ranges from nearly de-
2 5 localized to almost localized: US is considered to be nearly
itinerant® while UTe is considered to be quasilocaliZ&d.
-3 , T T T T So the failure of the LSDA description of the XMCD spectra
0 20 40 60 80 100 in US comes as a surprise, because if thieefectrons are
Energy, eV itinerant, one would expect the delocalized LSDA approach

to be applicable. However, as the integrated XMCD signal is
FIG. 5. The XMCD spectra of US, USe, and UTe at the urariigsedges  proportional to the orbital momeft,this discrepancy could

calculated within the LSDAdashed lines LSDA+U(OP) (dotted lineg, ; ; ;
o - ! related to an un
and LSDA+U (solid lineg approximations. Experimental spectra of US be related to an underestimation of the orbital moment by

(Ref. 87; open circléswere measured at a magnetic field of 2 T. Théy LSDA-_ba.sed COmPUtational methods.
spectra are shifted by 95 eV to include them in the figure. It is interesting to note that the LSDAU(OP) and

LSDA+U calculations give similar results for the XMCD
) ) o spectrum at theMs edge in the case of US and became
M, edge of all uranium systems. The dichroic line atkhe  yg|atively more different going through USe and UTe, prob-
edge has an asymmetscshape with two peaks—a stronger gply reflecting the increase of degree of localization of the
negative peak and a weaker positive peak. The dichroism &ft ejectrons. Besides, the relative intensity of tdg and
the M, edge is more than one order of magnitude larger thar,\/|4 XMCD spectra is strongly increased in going from US to

at theMs edge. UTe. Experimental measurements of the XMCD spectra in
We recall that theM, (Ms) edge corresponds t0 yse and UTe are highly desired.

3d30(3ds) —5f transitions. The createdd3core hole has

electrostatic interaction with thefshell. However, in a first

approximation, this interaction can be neglected since nQ ¢ umary

clear multiplet structure is distinguished in the absorption

spectra. This approximation is supported theoretically since We have studied the electronic structure and the x-ray

the Slater integrald=(3d,5f) and G,(3d,5f) are small magnetic circular dichroism in US, USe, and UTe by means

compared to theF (5f,5f) integrals and @ spin—orbit of an ab initio fully-relativistic spin-polarized Dirac linear

interaction?® In neglect of the core-level splitting, the mea- muffin-tin orbital method. We found that the degree of local-

sured spectra reflect the density of states above the Ferri@ation of occupied 55, states is increasing in going from

level Ex weighted by the dipole transition probabilities. US to UTe. In US the &, states withm;=—5/2 are

Since the XMCD technique uses circularly polarized x raysstrongly hybridized with other occupied states, while this

the dichroism contains information about the character of thdwybridization in USe and particularly in UTe almost van-

magnetic sublevels in the DOS. ishes. The &5/, states withm;= —5/2 form a narrow single
Because of the electric dipole selection ruleAl ( peak in UTe.

==*1; Aj=0,=1) the major contribution to the absorption The LSDA calculations for ferromagnetic uranium

at theM, edge stems from the transitionsl3,—5f5, and  monochalcogenidefUS, USe, and UTegive too small a

that at theMg edge originates primarily from&,,—5f;,  magnitude of the total magnetic momewt compared to the

transitions, with a weaker contribution fromdg3,—5fs,  experimental data, indicating that the calculatdd is not

transitions. For the later case the correspondingds,3 large enough. On the other hand, the LSBPW method

—5fg, radial matrix elements are only slightly smaller than (with Ug4=0, the so-called LSDA U(OP) approximation

for the 3d5,,— 5, transitions. The angular matrix elements, provides good agreement with neutron and XMCD experi-

however, strongly suppress theds3—5fs, contribution. mental data. The orbital magnetic moments calculated in the

Therefore the contribution to the XMCD spectrum at e ~ LSDA+U approximation are larger than those calculated in
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Boundary friction on molecular lubricants: rolling mode?
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A theoretical model is proposed for low-temperature friction between two smooth, rigid solid
surfaces separated by lubricant molecules, admitting their deformations and rotations.

The appearance of different modes of energy dissipdbgrirocking” or “rolling” of lubricants )
at slow relative displacement of the surfaces is shown to be accompanied by stick-and-slip
features and reveals a nonmonotofmeean friction force versus external load. @004 American
Institute of Physics.[DOI: 10.1063/1.1705439

INTRODUCTION derstanding of them, a further theoretical insight on the el-
ementary processes of boundary friction is desirable.

In modern tribology there is a still increasing interestin - The present communication is aimed at extention of the
studies of wearless friction on atomically smooth surfaées apove-mentioned adiabatic approach to processes of bound-
as a possibility for providing information about the basic ary friction which include the internal degrees of freedom of
processes of energy losses on the microscopic level, impothe |ubricant molecules. Within an extremely simple model,
tant for the purposes of optimization in many technologicalwe make an attempt to show that, due to the discrete atomic
applications. This is also connected with the search for thetructure of such a molecule, qualitatively different modes of
best coating and lubricant materials. The principal physicaklow motion, either dissipative or nondissipative, are pos-
picture usually considered in relation to boundary friction onsjble, depending on the applied external load on the contact.
few molecular layers of lubricant liquid is a sequence offor dissipative modes there are energy losses resulting from
“freezing—melting” processes of the lubricant, giving rise stick-and-slip discontinuities, but these losses turn out much
to discontinuous(stick-and-slip displacement of sliding |ower than for similar processes at sliding solid surfaces
surfaces’ Recently a new theoretical approach was proposegipon atomic lubricants. Besides, the mean value of the fric-
for microscopic sliding processes at extremely low velocitiesjon force is found to be a nonmonotonic function of the

of motion and upon a monolayer of lubricant atoh®s can  external load and can be sensitive to temperature in the cryo-
be the case for friction force microscogffFM). Based on  genic range.

the adiabatic formation of metastable stagmilar to dislo-

cations in usual deformed crystals or defects in the Frenkel—

Kontorova modet®) and their following relaxation, this

treatment shows how th@veragég microscopic friction co-  THE MODEL

efficient depends upon the material parameters of the con-

tacting solids and lubricants and also how stick-and-slip  Let us consider a two-dimensional model for the bound-

jumps with atomic periodicity can develop in the micro- ary friction system which includes two semi-infinite atomic

scopic friction force. It should be noted that a similar micro-arrays, “solids,” with identical triangular lattice structure

scopic mechanism of dislocation-assisted sliding was reand a spatial separatiah between their surfaces, and clus-

cently proposed for contacting asperities in dry frictfon. ters of four atoms, the “molecular lubricants,” confined be-
Ultimately, with the discovery of the almost spherical tween the solids(Fig. 1). The distances between nearest

fullerene G, moleculd (and/or cylindrical carbon neighbor atoms in both solids and in clusters are assumed

nanotubed a hope had arisen to use such closed moleculainvariablé’ (that means, corresponding to “absolutely rigid”

structures as “free rotating” lubricants, for considerable re-bonds, and the bond length for the molecule is equal to the

duction of the friction coefficient. For instance, a reductionlattice parametea for the solid surfaces.

of the sliding friction coefficient had already been discussed, The model includes certain “soft links,” which deter-

due to involvement of spinning motion of surfaces in mine the energy variation versus relative displacement of the

contact'® However, the FFM experiments with use of,C solids. In the first turn, this is a weak Lennard-Jones interac-

monolayers deposited over atomically smooth solid surfaceson between an atom of solid and a lubricant molecule at

brought some contradictory results®To get a better un- distancer:

1063-777X/2004/30(4)/4/$26.00 317 © 2004 American Institute of Physics
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FIG. 1. Schematic of the friction system: two solid arréymay circle$ with . . . . . .

identical lattice structures are separated by a four-atom lubricant moleculE!G- 2. Series of profiles of potential energy versus orientataroptimal
(white circles. The molecule center rests at the origin, and its configurationd€formation, see the texand the related equilibrium statésold circles of

is determined by the tilt anglé and rhombic angle, while the symmetric & lubricant molecule at growing displacement of the solithe numbers
displacements of the solids are described by the paramefsze the test indicatep/a values and at the highest separation between them. The phase

trajectory(arrows shows that the molecule performs continuous “rocking”
motions and after the full cycl@tp/a=1) returns to its initial state with no
12 6 energy dissipation. Inset: the rhombic configuratiop&t0.
o o
o]

characterized by the adhesion enesgyand equilibrium dis- taken gqual (o the .m';erstomlc dlsl,:ancef|n the solr@s;la.l
tancer . Besides, a lubricant molecule can experience rhom'—o‘t a given separatioul between t € surtaces, we ca'cu ate
bic deformation which changes its energykesir? ¢, where numerlcglly the total energy profilé(p, ,¢) as a function

k and ¢ are the elastic constant and rhombic angle, respe of the dlsplace_ment p_arar_netpr _ar_ld also_ of the angleg
tively. We neglect the interaction between different lubri- an;j - N_ext this lfunctlon |s|opt|m|zef_(|1| with respecthto the
cants, that is, we omit their possible collective modes. Thufheoggm;??aa:g i‘f It:Oi rsesgiﬂlr(])rp(;?ﬁle?(saﬁt(pv’:l)uessucof as
the molecular lubricants are supposed to contribute indepe i h hp yh le di gl ) iod f 0 dp’
dently to the total friction force. Then we choose one par-t rough the whole displacement period from Oatoand at
ticular molecule and set its center of mass as the origin of thg'ﬁerim S(_eparatlon_d) L f h |
reference frame, so its configuration is determined by th%c dzfgrmggg;ycoop;g;ﬁgr:c')rrkrsfgsst: t \?vﬁflré)rt]r?:raema-s-
“internal” rhombic angle ¢ and the “external” orientation 0

. : litude of relevant energy oscillations ihis ~0.1s,) and
angle 6 (say, with respect to the normal to the interfade P S . 0
gled (say P R Q]ence to a faster relaxation inthan in 6.2 Then the system

such a frame, the two solids are supposed to be diSplacebehavior at very slow uniform variation of the parameper
symmetrically with respect to the lubricant molecule, and™ ™ . Yy o p
with time (that is, the slow dynamigsis obtained from

their configuration is fully defined by the displacement pa- . . .
rameterp, chosen, e.g., as the smallest positive IongitudinafinaIySIS of the profile(p, ¢). Below we analyze how this

coordinate of the atoms of the upper solid. All this permits us
to write the total energyper lubricant in the simple form:

Vi _4(r)=gg

nits)
AN
o))

T

[o}

It
N
[)
N
Q

E:;; V(=R —ksir? ¢, (2)

wherer,, andR,, are, respectively, the positions of the atoms
of solids and the atoms in the lubricant molecule. Obviously,

i
—
N

T

P

Potential energy (g uni
[
o)
T

this extremely simplified model does not pretend to give a “\ O\l 3.2
guantitative description, and explanation of friction experi- VL, [

ments in real systems with complex and typically incommen- Ny l,fx 0 ;30'4

surate solid and molecular structures. It serves mainly to il- 1.9+ AN rhd

lustrate some new qualitative possibilities for weakly 5," 4

dissipative processes associated with the intefmdling or o,4"f""0.6 ; |
rotationa) degrees of freedom of molecul@ncluding nano- -n/4 0 /4 /2
tubes lubricants, in contrast to the dissipation by only trans- 0, rad

lational motions of the “point-like”(atomig lubricants.
FIG. 3. The same as in Fig. 2 but at closer separation between the solids
(higher external load The lubricant molecule after “rocking” returns to its
initial state, but in this course it experiences a thermally activated jihep

. . . otted arrow over the potential barrier fota=0.4) between the metastable
The adiabatic treatment of the system, CorreSpondmg t .4) and stable (0.9 minima, and the corresponding energy difference is

the _e_Xp_rGSSiO!('Z): follows the lines SUggeSt_ed in Ref- 4-_ The jrreversibly lost. Inset: the configuration p=0 corresponds to one of the
equilibrium distance for Lennard-Jones interacti@h) is split minima.

THE ADIABATIC DYNAMICS
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of the deformed lubricant molecule: the long diagonal of the

@ rhombus can deviate by a finite angten/2 to both sides
g -1.8¢ from the vertical(inset to Fig. 3. Since the molecule is con-
S 1.7k sidered a classical object, it initially occupies only one of the
= minima (the left one is chosen in Fig,).3
g’ -1.8¢ However, the degeneracy gets lifted for 0, so that one
5 of the split minima turns into a stables)( and the other a
] -1.9r metastable ) equilibrium state. As is seen from the con-
§ 20k secutive curves in Fig. 3, the energy bartiebetween then
E state and the neareststate(here that to the left ofm) de-

-2.1+ creases by many times with growipg as a certain function

h(p). Since the adiabatic lifetime for then state is
=r,exp(8h) (where 7,~10 125 is the atomic oscillation
time andpg is the inverse temperatureit decreases in this
FIQ. 4. The same as in F_igs.? aqd 3 but at still h?gher load. The thermallysgrse by many orders of magnitude. Eventually, this life-
activated jump changes |ts_d|r§ct|cin a_nd the Iu’k’)rlcant molecule rotates bilime gets comparable to the characteristic timeof slow
the anglen/2 after every period ip (“rolling mode”). The energy loss and . . . .
hence the friction force is somewhat larger than that in Fig. 3. displacement by an atomic period, at a very sharply defined
instant whenp=p,, such thath(pg)=ho=8"1In(r/7,).
Hence it is almost exactly at this instant that a thermally
profile changes with growing external load, which is hereactivated jump from then to thes state is realized. After the
simulated by a gradual decrease of the separation disthnce jump, the energy difference between timeands states(to

i) At the greatest separatiofsvidently corresponding to the moment of transitionis irreversibly lost, through the
the lowest loadk it is seen from Fig. 2 that the energy profile creation of quasiparticlegphonons, for insulating solids
has a singler/2 periodicity in 6. This means that, for any which are finally thermalized in the bulk. For typical dis-
givenp, there is a single equilibrium state for the molecule, placement rates in FFM;y 10? A/s, one hasy~1072 s, so
characterized by its orientatiof(p) (up to aC, rotation  that the barrier to the transition moment is still as high as
and energy E(6(p)), such that ¢E/36),;,)=0, hy~238" 1. For the situation presented in Fig. 4, the transi-
(9°El96°) op)=>0 In this case, the phase trajectoBy6) tion corresponds tp,=0.4a (the potential profile shown by
(shown by the sequence of bold dots linked by arrows, fotthe solid ling. It is also seen that, with further increasepof
growing displacemeitis closed and continuous. Thus, the up toa, the system returns to its initial state; thus the phase
system energy changes in a fully reversible way and, thougfrajectory is still closed“rocking mode” again, though dis-
some forces are exerted in the process, their mean value ovgéntinuous. This discontinuity produces stick-and-slip fea-
the cycle and thus the mean friction force are exactly zerowres in the microscopic behavior of the force versus dis-
This reversible variation of the angle around its median placement and it is the only source of irreversible losses in
position (such that the long diagonal of the rhombus pointsour model system, in full similarity to the model of sliding
vertically; inset to Fig. 2 corresponds to a “rocking mode” solids upon atomic lubricants.
of the molecular motion. There are, however, some distinctions between the two

i) As the two solid surfaces draw clos@at increasing systems. First, the stick-and-slip profile for molecular lubri-
load), the first qualitative change that appears in the systerdants is more complicated than the simple triangular saw-
behavior is the doubling of its energy minima. Now there areyooth for atomic lubricants. But especially important is the
two split minima at the initial configuratiop=0 (Fig. 3,  fact that the irreversible forces for molecular lubricants are
which correspond to a twofold degenerate equilibrium stat&mallerthan the elastic, reversible forcébe jump heights
in Figs. 3—5 are noticeably lower than the amplitudes of the
smooth oscillations while the irreversible forces for atomic
lubricants are orders of magnitutieggherthan the reversible
ones. Since the reversible forces in both cases are character-
ized by the same energy scalg, this indicates a possibility
of substantially reducing the dissipation by molecylatat-
ing) lubricants versus that by atomic lubricants. Note, at
least, that if the molecule occurs initialat p=0) in the
right minimum, it simply spends a period<(<a, in thes
state, but then passes to threstate during the next period
and eventually comes to the same closed discontinuous rock-
ing.

iii) Now let us bring the surfaces yet a little bit closer, as
by a very small change of the distandéetween the solids
(Figs. 3 and 4 Then the system evolution acquires yet a new
FIG. 5. The same as in Figs. 2—4 at futher growing load. The moleculequa“.ty: now at the transition moment the nearestate IS.t.O
returns from “rolling” to “rocking” regime with an intermediate jump, but the I’Ight of the giverm state. As a result, after the transition,
at much smaller energy loss than in Figs. 3 and 4. at p>p,, the molecule does not return to its initial state but

Potential energy (g units)
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will eventually be rotated by an angtg2 (the dashed circles nonmonotonic and hence nonlinear behavior. This m¢afel
and arrow in the inset to Fig.)4and this rotation will be course, with due improvements to be incorporatedy pro-
repeated in each successive period. Thus in this case we haviele a mechanism for explaining the data of real
both unclosed(corresponding to the “rolling mode”and  experiment§"!® with the G, fullerenes as lubricants and

discontinuous regimes of lubricant motion. give indications for an optimal regime of their practical ap-
iv) With still increasing loads, the situation of a single plications.
minimum for E(0,) will be restored againthough dis- V.M.L. acknowledges partial support of this investiga-

placed by the angler/4), corresponding to a “square” mol- tion by Science and Technology Center of Ukraigeant
ecule(inset to Fig. 3. But now, unlike the case of low loads, No. 2669.

this minimum gets split with increasing displacemprihere

at p~0.3). The molecule returns from the “rolling” to *E-mail: ypogorel@fc.up.pt

“rocking” regime (“rock-n-roll dance”), but with consider- "Here mean distances are meant, as the only relevant ones for adiabatic
ably reduced energy dissipation: the energy loss at a jump f0|equilibrium states, while small thermal fluctuations become important for

o . . . activation of relatively fast transitions between these equilibrium states.
d=2.1a (Fig. 5 is about 2.5 times smaller than fat 2A similar hierarchy of relaxation rates between two degrees of freedom

=2.28 (Fig. 4), i.e., it decreasesvith increasing load. We  was also reported for point-like lubricants, corresponding to their normal
do not present here detailed results of numerical simulations(transversgand longitudinal displacements.
for even higher loads, noting only that they reveal a number____
of subsequent dissipative regimes, either with growing or
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The possibility of the existence of states with a spontaneous interlayer phase coherence in
multilayer electron systems in a high perpendicular magnetic field is investigated. It is shown that
phase coherence can be established in such systems only within individual pairs of adjacent
layers, while such coherence does not exist between layers of different pairs. The conditions for
stability of a state with interlayer phase coherence against transition to a charge-ordered

state are determined. It is shown that in a system With10 layers there is stability at any value

of the interlayer distancd. For N>10 there are two intervals of stability: at sufficiently

large and at sufficiently smatl. For N—o the stability interval in the region of smatl

vanishes. ©2004 American Institute of Physic§DOI: 10.1063/1.1705440

1. INTRODUCTION experiment on the interlayer drag in two-layer systthss
sharp suppression of the longitudinal drag and an increase in
In the last 10 years a the study of the quantum Hallthe Hall component of the drag were observed in the situa-
effect and its accompanying phenomena has focused on tw@on when the value of the total filling factor of the layers
layer systems. One of the most interesting features of twobecame close to unity. The effects observed in Refs. 17—19
layer quantum Hall systems is the possibility of realizing acan be explained on the assumption that a spontaneous inter-
superfluid phase in them due to spontaneous interlayer phasgyer phase coherence arises in the system and a transition of
coherence of the charge carriers. This phenomenon is analtke system to a superfluid state occurs. We note also that
gous to superfluidity of electron—hole pairs with spatially direct experimental proofbased on the measured tempera-
separated components. The possibility of superfluidity of thigure dependence of the luminescence spgcifdose con-
type in a two-layer electron—hole system in zero magnetiaensation of interwell exciton@hotoexcited electron—hole
field was first predicted in Refs. 1 andsee also Refs. 3 and pairs with spatially separated compongntss obtained re-
4). In Ref. 5 it was shown that the application of a high cently in double quantum wells in zero magnetic figld.
perpendicular magnetic field to a two-layer electron—hole A natural development of this topic is to study the su-
system promotes the formation of a superfluid phésse  perfluid properties of multilayer electron systems. Multilayer
also Refs. 6-9, where a more detailed investigation of thisystems are of particular interest for studying collective
question is carried oytsince, unlike the situation considered properties of the superfluid state of electron—hole pairs by
in Refs. 1 and 2, in the latter case it is not necessary to satisfyptical and acoustic methods, since the integrated intensity
the condition of nesting of the Fermi surfaces of the elec-of the interaction of such systems with external fields in-
trons and holes. creases in proportion to the number of layers. The present
Owing to the electron—hole symmetry, a two-layer study is devoted to investigation of the effect of interlayer
electron—electron system in a quantizing magnetic field withphase coherence in quantum Hall superlattices.
filling factors of the layers equal to and 1-v (v<<1) is a The realization of multilayer quantum Hall systems was
practically complete analog of a two-layer electron—hole sysfeported in Refs. 21-23. The research in Refs. 21-23 was
tem, and a transition to a superfluid phase is possible in suamainly concerned with analysis of the properties of chiral
a system as wel®*®Interest in this question has risen sig- edge states in such systems.
nificantly of late in connection with experimentg?® in Previously the question of interlayer phase coherence in
which an effect of the Josephson type was obsefaezharp  multilayer quantum Hall systems was considered in Refs. 24
increase in the differential tunneling conductance at a smathnd 25. The authors of Ref. 25 showed that a state in which
potential difference between laygrgurthermore, in a recent phase coherence arises between all layers can be realized in

1063-777X/2004/30(4)/7/$26.00 321 © 2004 American Institute of Physics
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such systemsthis will be referred to below as a state with The Hamiltonian of this system has the form
global phase coherencdt was shown in Ref. 24 that in a 1
multilayer quantum Hall system another state can arise pH=2- ffdzfndzrn/‘l’:(rn)‘l’+/(fn/)
(which we shall call a dimer statin which the system sepa- 2 1.2 "
rates into pairs of adjacent layers and the interlayer phase
coherence is established only within each pair, while be-
tween layers belonging to different pairs there is no such 5 N

coherence. This raises the question of reconciliation of the _n;z f dramn Wy (r) Wa(ra) +Heg, (1)
results of Refs. 24 and 25. In the present paper we show that

the states of Refs. 24 and 25 correspond to two differentvhere¥ ™ and ¥ are Fermi field operators,

solutions of the self-consistency equations for the order pa- 2

rameters describing the interlayer phase coherence. We shall v, ,(r)= — ——
find that the energy of the dimer state is less than the energy e[r®+(n—n")%d]

of the state found in Ref. 25 and, hence, it is the dimer statg the Coulomb potentialj is the distance between layets,
that should be considered as a candidate for the ground st&tgthe dielectric constant, and, is the chemical potential in
of such a system. layer n. The termHgg in (1) describes the interaction of

It was shown in Ref. 25 that the existence conditions forelectrons with positively charged impurities in doping layers.
the state with interlayer phase coherence in multilayer sysgor definiteness we shall consider the case when the densi-
tems are more restrictive than for two-layer systems. Ajes of the positive neutralizing charge in the doping layers
multilayer quantum Hall system, unlike the two-layer sys-are the same. For simplicity we shall also assume that the
tem, demonstrates a tendency toward the formation of goordinates of the electron layers and doping layers coincide
charge-ordered stathen the filling factors of adjacent lay- (the difference of the coordinates of the electron and dop-
ers become equal to 0 angdl In Ref. 25 the stability condi- jng layers which exists in the real physical situation does not
tions for the state with interlayer phase coherence were angnfluence the effects studied in this paper
lyzed under the assumption that the phase coherence has a For further analysis it is convenient to transform to the
global character. Since this assumption is not confirmed, thgperators of the Fourier components of the electron density
stability conditions will have to be reexamined. We shall find, (q), in terms of which the Hamiltoniafll) can be written
that in the limit of an infinite number of layerghe case n the form
considered in Ref. 25%he dimer state is stable against tran-
sition to a charge-ordered state alreadgatd.~1.49; (I
is the magnetic lengdhwhich is less than the critical value Po(@pn (= Q)
(de.~1.73) obtained in Ref. 25. -

In connection with the fact that the properties of systems _s exp( _ q_'B) (0)
with numbers of layerdN=2 andN—c are substantially nn’ 2 |Pn
different, and in real physical systems the number of layers is
always finite, an important question arises as to how the — > unpn(0)+Hge, 3
stability conditions depend oN. In this paper we shall con- n=12
sider this question under the restriction that the number o\fN
layers is even. It is found that fod< 10 the state with inter-
layer phase coherence is stable for arbitrdryFor N> 10
stability is present only fod<d.,; or for d>d.,, whered.;
decreases and}., increases with increasirg while remain-
ing in the interval B=d.;<d,=<d..

nn' =

><Vnn’(|rn_rn’|)\I’n’(rn’)\lfn(rn)

2

1
HZZ_S z [Vnn’(Q)

nn'=12 49

here S is the area of the layer. The value pfq) is ex-
pressed as follows in terms of the creation and annihilation
operators for electrons on the lower Landau level
(a*(X),a(X)) with the center of the orbit at the poiMt

12 12
X+M)an(x—M)

pn(d)= E arT
X

2 2
2. INTERLAYER PHASE COHERENCE IN A TWO-LAYER 22
SYSTEM WITH TOTAL FILLING FACTOR »;,=1 ><exp( iq,X— q IB) @
K= —].

Before turning to multilayer systems, let us describe the 4
approach used in this paper for the example of the simplesh Eq. (3) the quantity
caseN=2 and recall the situation that exists in a two-layer 22

T

system. - Vo (0)= ——exp(—qd|n—n’|) (5)

We consider a two-layer electron system in a high mag- €q

netic field perpendiculgr to the Igyers, with a filling fgctor is the Fourier component of the Coulomb potential.
vior= 1+ v, €qual to unity. Tunneling between layers will be We consider the interaction between electrons in the

assumed to be so weak that this interaction can be neglect%iean field approximation. In this approximation the Hamil-
in the Hamiltonian. If the cyclotron frequency is substan-ynian (3) takes the form

tially higher than all the other characteristic energies of the
problem, then for the description of such a system one can
restrict consideration to the approximation of the lowest Lan-
dau level, where the influence of the upper unfilled Landau
levels on the dynamics of the system is neglected. —[JAa; (X)ax(X)+h.c]}. (6)

HMF=§ {e1a] (X)ay(X) + 25 (X)ay(X)
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The energye, in (6) has the form For finding the self-consistency conditions for the order
_ parameterA and chemical potentialg,; and w, we subject
en=Vn=lvn =i, @ the operatorsa; anda, to a (U—v) transformation of the

whereV,, is the Fourier component of the Coulomb interac-form
tion at g=0 with allowance for its screening by positively

charged doping impurities. For a two-layer system these
guantities are equal to

a,=ua+v*B*, a,=u*g"-va. (12

The operatorsy and B will satisfy the Fermi commutation

1 1 relations if|u|?+|v|?=1. This allows us to seek the coeffi-
Vi=o 2 lim| Vyy(q)| v1= 5] +Viq) cients of the (—v) transformation in the formu
B a0 =cos@/2) andv=sin(@/2)€X. From the conditions that
1 terms nondiagonal inv and B in the transformed Hamil-
Xl va— 5) } =Wp, tonian are zero, we find that
\ ! li [V ( )( 1) +V11(q) sin® Jal cos® ‘ (13
ala— |m - A = T = e e A
273 | AW e g TVl E+ A2 &+ A2
1\ W3 8 and thaty coincides with the phase of the order parameter.
X\ =~ W 8 Here we have introduced the notatidre (s1— £,)/2.

5 . ] Using Egs.(12) and (13), we obtain the following self-
The paramete? = (v, — v;)/2 describes the value of the in- ¢ynsistency equations:

terlayer imbalance of the filling factors. In E) A is the
order parameter, defined ds=(a; (X)a;(X)). In the gen- vit+r,=1=(aja;)+(aja)=1+ Ne(E,) —Ne(Ep),
eral casel =|A|€? is complex valued. We restrict consider- (14)
ation to the case when the modulus| and phasep of the
order parameter are independeniofin deriving Eq.(6) we 2= (a*a)—(atay)
have also taken into account that the averages r=ldp ey Tl dp) = 7 Ty
(af(X)an(X)) are equal tav,. 5+ (Jlal)

In Egs. (6), (7), and (8) we have used the following X[1=Ng(&,) —Ne(&p) ], (15
energy parameters. The parametér equal to

JA
e’d A=(aja;)=———=[1-Ng(E,) —Ne(E],
Wzg_IZB_' 9) (azay) 2 82+(J|A|)2[ F(Ea) F( ,3)]( )
16
describes the energy of the direct Coulomb interaction be-
tween layers. The parameters where
1 212 e? g1te
=52 vn(q)exp(—ﬁ)= \/E— 10 Eup=EFQBAN (17)
S q 2 2 SIB 2
and is the energy of elementary excitations amdg(E)
22 =[exp€/T)+1] ! is a the Fermi distribution function. It
J= }2 vV (q)exp( 4 IB) follows from Eq.(14) that&,= &4, which leads to the con-
sqg " 2 dition £, + £,=0. From Eqs(15) and(16) we easily find the

dependence of the modulus of the order parameter on the

e? d? d i
_ \/E—ex = erf (11) value of the imbalance and temperature. Below we shall re-
2¢lp 2|§ |gv2 strict consideration to the case of zero temperatures, where

) ) ) this dependence has the form
describe the energy of the intralayer and interlayer exchange

interactions. 1

In a state in which the order parameteis nonzero, the |AD)|=/ 2 7. (18)
motion of electrons in one layer is correlated with the motion
of holes(the single-particle states on the lower Landau level  The gifferential of the free energy of a two-layer system
are unoccupied by electronis the other layer. This state can for 5, +1,=1 andT=0 is equal to
be treated as a gas of electron—hole pairs, which are com-
posite bosons. The Bose condensation of such paitsue dF = w,dv,+ u,dv,=270d7, (19
condensate ai=0 or a quasi-condensate with a fluctuating
phase afl #0) will have superfluid properties. In the super- where we have introduced the notatigi= (wq— u2)/2.
fluid motion of electron—hole pairs a nondissipative electricHere and below the energy per electron is given. If the ex-
current in one layer is accompanied by an equal and opp@licit form of the functionz(7) is known, then, by using
sitely directed nondissipative electrical current in the other(19), one can easily find the energy of the system at a speci-
layer. fied value of the imbalance:
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v (3) with the sum over two layers in it replaced by a sum over
F(7/)=F(—1/2)+2f71/2d7/'ﬁ(7}'), (200 an infinite number of layers. Going to the mean field ap-
proximation, we have
where F(—1/2) is the energy of the system for=—1/2,
i.e., forv;=0 andw,= 1. At such values of the filling factors _ +
the energy of the system is the sum of the energies of the HMF_En: 2)(: (gna” &n
direct Coulomb interaction between layers and the intralayer
exchange interaction in layer 2, i.é=(—1/2)=W/4—1/2. _1 2 [J,A(nma’a,, +h.c] (23)
Using Eq.(7) and the relatiof® = — J% (which follows from e L
Egs.(15) and(16)), we find the following expression fgi:

2P =(W—1+J)7.
e’ d?m?
212

Accordingly, —
aly N 28|Bex

where the energy parametelg are equal to

) djm|

erfcl ——

gv2

F(7)=———+(W-I +3)7% (21)  (the parameted introduced in the previous Section coincides
with J.;) and the order parameters are defined as

(24)

It is also useful to write expressig1) in the form
A(n,m)=(a}, ,a). (25)

I
— 2_ 1,2 _ 27__ 2
F=wp 2 [vit (1=v)"]=JJAF, (22 In the general case the quantiti#én,m) can be nonzero for

arbitrarym and not only form= = 1. This corresponds to the

from Wh'Ch.the physmz_al meaning of each of the terms_ be'situation when a correlation arises in the system between the
comes obvious. The first term is the energy of the direc

. . -~ . ~ telectrons not only of adjacent layers but also in layers arbi-
Coulomb interaction at a filling factor imbalance Bf The y ) y y

dt is th £ th . f the intral trarily far apart. Since the Coulomb potential is long-ranged,
sEcon -e;m 'St. N Su:“ 0 i engrgle_srho th('ac;ntra ayertﬁxs'uch correlations carry an appreciable contribution to the en-
change Interaction In layers 1-and 2. The third term 1 eergy, and it is important to take them into account when

energy due to the appearance of interlayer phase coheren(‘fﬁﬁ.dmg the ground state of the system
Since energy22) is independent of the phaseof the It is natural to expect from physical considerations that if

order parameter, the interlayer phase coherence is of a SPOlimbalance of the filling factors should arise in such a sys-

f:ns:)uﬁ;sheagﬁgrrézsg i?'g;;;]rg deizet?ggz;ses\}var:gn\,\f{m 'r?]t;i'em it will have a periodic character. Let us consider the
yerp ftuation when the period does not exceed twice the distance

lus and phase of the order parameter are independent of “E)%tween adjacent layers. As will be shown below, period
coordinate. The superfluid current state that arises at nonze%ubling can arise in the system even in the absen;:e of im-

grsdlems of tZ‘? ptha?t—ihlles hhlghe-r '? ent:rr]gy, but '_?. thle C?Sgalance of the filling factors when a state with interlayer
when he gradient of the pnase 1S less than a critical va u%hase coherence of the dimer type is realized in the system.
(which depends on the ratid/lg), such a state is stable Let the filling factors of the layers be equal tq=1/2
against the onset of elementary excitations that lead to en;(_l)n;} In this case the quantify can be treated as a

ergy dissipatior(i.e., the Landau criterion of superfluidity is charge-ordering parameter. Proceeding from the assumption

satleled. uding this Secti . ttention t of periodicity of the system, we seek the order parameter
n concluding this Section we turn our attention to an . 1v"in the form

important conclusion that follows from formul@1). Using
Egs. (9—(11), we easily see that the coefficient of tfé A(n,m)=A;(m)+(—=1)"A,(m). (26)

term on the right-hand side @R1) is positive for arbitrary .

d#0. This plays a fundamental role from the standpoint of N the general case the quantitieg;)(m) can'be:é(:g)m-

the possibility of realizing the state with interlayer phaseP!€X valued, i.e., they can contain phase factdfs@™.
coherence in two-layer systems. Indeed, if the sign of thd he phase factors can no longer be specified independently,
expressiotW— 1 +J were negative, then the system would since the self-consistent equations impose certain conditions
go to a state with a maximum imbalance of the filling fac-©n the phase differenag, ;;)(m). However, these conditions
tors, 7= = 1/2, for which|A|=0 (see Eq(18)) and, conse- do not fix all of the phases, and a certain arbitrariness in the
quently, interlayer phase coherence is absent. Skippinghoice of the quantities,;)(m) remains. It can be shown
ahead, we note that in multilayer systems, in contrast, such &at the energy of the system is independent of the phases of
mechanism of destroying the phase coherence can indeed the order parameters if the latter satisfy the self-consistency

realized in a certain range dfvalues. A detailed analysis of €duationsiwe stress that we are considering the case when
this question is the subject of Sec. 4. the modulus and phase of the order parameter are indepen-

dent of X). The arbitrariness in the choice of phases is a
reflection of the fact that the phase coherence is spontaneous.
3. STATES WITH INTERLAYER PHASE COHERENCE IN A In connection with what we have .said, for_ findipg the ground
MULTILAYER SYSTEM state of the system we can restrict consideration to the sim-
plest case for analysis, when all the phases are equal to zero,
Let us consider a system with the number of laylrs i.e., the quantitie\;(m) andA,(m) are real valued.
—oo and with an average filling factor per layer equal to 1/2.  Transforming in Eq(23) to the Fourier components of
The Hamiltonian of such a system can be written in the formthe operators,,
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a=—=2 ¥, (27)
N q,
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=A,(m)=0 for m#=*=1. In this caseA(2k,1)=A(2k+1,
—1)#0 (or A(2k—1,1)=A(2k,—1)#0, and all the re-
mainingA(n,m) are zero. In the state corresponding to such

we obtain the following expression for the Hamiltonian of & solution, the system separates into pairs of layers, and the
the system: interlayer phase coherence is established only within each

pair. Such a state will be called a dimer state.

Writing the differential of the free energy of a multilayer
system and integrating it ovér, we obtain an expression for
the free energy at arbitrary values of the order parameters
satisfying Eqs(32)—(36). The energy we seek has the form

Hur =2, ; {[e—A1(d,)]ag aq,+[E—Ax(q,)

¥ (28

—iAz(a)]ag . .ag )
Here we have introduced the notatier (e, +eox—1)/2,

€=(eo—€9¢_1)/2. The quantities andz in view of the
assumed periodicity ia are independent &. The functions

A4(g,) and Ay iy(g,) in (28) are defined as

—22 I AY(m)+AZm)],
(39)

where the first termi/;(7) corresponds to the energy of the
direct Coulomb interaction, which is independent of the con-
crete form ofA 4 5)(m).

Using the answe(38), let us compare the energies of the
state with global phase coherence and of the dimer state for
80 3=0. In this case Eq932)—(36) give the following expres-

sions for the order parametets ,(m). For a state with glo-
bal coherence we have

Azi(gy) = ZmE:l Jam+182(2m+ 1)sin (2m+1)q,]. sin(wm/2)
Ay(m=—7"—,

3 -

Diagonalizing the Hamiltoniam28) and_ calculating _the For a dimer state (M) =+ A,(m) = 8y ,y/4. Consequently,
averages 0f26), we arrive at the self-consistency conditions the energy difference of the dimer state and the state with

for the order parameters. Let us give these equations for th&obal phase coherence satisfies the condition
caseT=0:

F(V):VC(V)—|(Z+V

[’

A1<qz>=2mE:1 JmA1(m)cogma,), (29)

o

Azqu):zm; JomAo(2m)cog 2may),

©

A,(m)=0. (39

~ J 2 < 1 J;
~ 1 /2 8_A2r(QZ) Fd_Fg:__+_22 ‘J2k+l—2$__
=—— — = +
[2 5 f_wz T Elq) (32 4 7(=0 (2k+1) 4
8 1
A1(2m)=0, (33) X 1——22 W =0. (40)
T =0
1 (=2 co§(2m+1)q,]A
A(2m+1)= 2—] dq, il = )] 1(q2), In deriving Eq.(40) it was taken into account that fat+0
mJ = mi2 (d2) the parameterd,, fall off with increasingm. Ford=0, when
(34) all the J,,, are identical, the energies of the two states under
1 (w2 cog2ma,)[— A (q,)] consideration are equal. A numerical analysis of the self-
Ax(2m)=—5— da, E(qy) : consistency equations shows that the inequality<F,
e z 35) holds for arbitrary values 6# andd+ 0. Since the energy of
the state with global phase coherence is higher than the en-
1 (=2 sim(2m+1)q,]Ay; ergy of the dimer state, it is the dimer state and not the state
qz]A2i(d;
Ax(2m+1)= o f—w/quz E(q,) ' considered in Ref. 25 that should be regarded as a possible
(36) candidate for the ground state of the system.

In equationg32) and (34)—(36) the spectrum of energies of
elementary excitationg(q,) is determined by the following

relation:
= AV ) Let us now consider the question of the stability of the

E(d2) = V[B— Aa(d) )+ AT(G) + A5(0))- 7 dimer state in a multilayer system with even number of lay-

As we see from the self-consistency conditions, a staters against a transition to a charge-ordered state. For this we
with global phase coherence can be realized in the systerfind the explicit form of the energy of the direct Coulomb
The state considered in Ref. 25 corresponds to the case whenteractionV (7). This energy is equal to the energy of the
all the quantitiesA,(2m+1) are identically zerdin which  electric field induced inside the superlattice by the charged
case Eq(36) is satisfied automaticallyout A;(2m+1)+#0 electron layergsince the system on the whole remains elec-
for arbitrarily largem. This means that phase coherence istrically neutral, the electric field outside the superlattice is
established between all layers. equal to zerp

However, it is easy to see that the self-consistency con- If the filling factors of the layers were equal 1@, 4
ditions (32)—(36) are also satisfied by a solution of an essen-=1/2—7, v, =1/2+7 (k=1,2,..,N/2), the electric field
tially different type: A;(=1)=*A,(£1)#0 and A;(m) would be nonzero between layers 1 and 2, 3 and 4, 5 and 6,

4. COMPARISON OF THE ENERGIES OF THE DIMER AND
CHARGE-ORDERED STATES
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etc., while between layers 2 and 3, 4 and 5, etc. it should be d
zero. Accordingly, the electric field energy per electron, as in 1.4}
the two-layer system, would be equaMg=W7?. However, 10l Jesc**’ *
in contrast to the two-layer system, in a multilayer system ' e ® *
one can achieve a substantial benefit in the energy of the 1.0 .
direct Coulomb interaction by changing the filling factors of 0.8l N
only the two outer layers. Indeed, if the filling factors of the | I
outer layers were to take the values=1/2—7/2 and vy 06; )
=1/2+7/2, then an electric field would be induced between 0.4} o
all the layers, and its absolute value would be smaller by a 0.2l °o4
factor of two than in the previous cagine direction of the ©%00000 0o0o
field would change sign on crossing a layetonsequently, . ' p
. 0] 10 20 30 40
the energyV, per electron will be half as larggo an accu- N

racy of 1N) as in the two-layer system. Fbr— o the total
energy would be FIG. 1. Existence regions of the dim@y and charge-orderedl ) statesd;
(O), d., (@) as functions of the number of layeks The interlayer distance

143 d is given in units of the magnetic length .
F=———+
4

w ~2
E—I +J) Do, 471
If WN<2I the minimum of expressiof¥2) at the edge
of the allowed region is reached far,=7.==*=1/2 and
F(=1/2,:1/2)=W/4—1/2>F.
Under conditions such that the opposite inequality holds,
WN>21, the minimum is reached at the points

In deriving Eq.(41) we took into account that in the dimer
state the order paramet&r=2A,, has the same depen-
dence orv as in the two-layer systelitiEq. (18)).

In contrast to Eq(21), the sign of the coefficient of the
72 term in Eq.(41) depends oml: for d<1.454 this coeffi-
cient is negative, while at larged it is positive. Conse- 1 N-2 1
quently, ford<1.48; andN—oc the minimum energy will Vo=t NCIo W YT E5 (43
correspond to the state with the maximum charge ordering,
in which all theA(n,m) go to zero and phase coherence iswhere the value of the energy is equal to
absent. In the cas#>1.49 5 the minimum of energy41) is | | W(WN-21)(N-2)
reached foiv=0, i.e., charge ordering becomes energeticall —— =+
unfavorable. ’ ’ ’ Y2 ZN(WN+1-W)

The above analysis is easily generalized to the case alve note that, in particular, it follows front43) that 7,
finite, even values oN. Let us consider the configuration =%, /2=1/4 for N—ce,
when the inner layers are found in a completely or partially ~ The value of expressiofd4) can be larger or smaller
charge-ordered state, and for these layers the imbalance gfanF,. Therefore, in the general case, there is a region of
the filling factors is equal t@;,. The imbalance of the filling instability of the dimer phase in the space of parameters
factor of the outer layers will be described by the paramete(d,N), determined by the system of inequalities
Tey=(vy—v1)/2. We shall assume that phase coherence is
established only between the inner layers and has the dimer A=) WIWN=2)(N—2)
character. The enerdper electronof such a state is equal to 2N 4 2N(WN+1-W)

(44)

<0, WN>2I.
(45)

A numerical analysis shows that fbr<10 the system of
inequalities(45) is not satisfied for ang. It follows that in a
multilayer system in which the number of layers is even and
equal to 10 or less the dimer state is stable against transition
to the charge-ordered phase at any valued.of

For N>10 condition (45 holds in a regiond.;<d
_J_(E_%z)_ (42) <d¢,. In this region of parameters there will be complete

4 " charge ordering of the inner layers and no phase coherence
between those layers. The dependencg.pfandd., onN is

Because the functiofr (e, 7iy) has an extremunfor  shown in Fig. 1. FON— ¢ the domain of valued for which
saddle pointonly for 7¢,=7;,= 0, its minimum value can be the dimer state can exist is restricted by the conditibn
reached either at the point of the extremum or at the edge of 1.495 (limy_..d.;(N)=0). However, even at large but
the region of allowed values Gfq,, 7i, (When |7,|=1/2,  finite N there exists a region of small (d=<Igy2#/N) in
[V <1/2 Or| Ve =112, [V;5| < 1/2). Therefore, for determin- which the formation of the dimer state is possible.
ing the stability region of the dimer phase it is sufficient for It was shown in Ref. 25 that a factor that opposes charge
us to find the minimum value of expressi¢f?) at the edge ordering in multilayer systems is interlayer tunneling. Based
of the allowed region and compare it to the energy ofon a comparison of the energy of the systemier0 and
the dimer phase in the absence of charge orderffig, 7= =*1/2 the authors of that paper arrived at the conclusion
=—(1+J)/4. that in the case when the tunneling paramétexceeds a

F(Tex Tin) =W Text =~ (in—Ten)”
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value 0.08%/¢l the charge ordering becomes energetically*E-mail: shevchenko@ilt.kharkov.ua
unfavorable for any values of the parametél; .
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Low-temperature anomalies of the mobility and Shubnikov—de Haas oscillations due
to electron resonance scattering on donor impurities in semiconductors.
Explanation based on the Friedel approach
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Manifestations of electron resonance scattering by donor impurities in the low-temperature
conductivity of semiconductors are investigated in the case when the donor resonance energy level
of the impurities lies in the conduction band. It is shown that the application of resonance
scattering theory in the framework of the Friedel approach can explain the stabilization of the
electron density, the maximum of the electron mobility, and the minimum of the Dingle
temperature as a function of the concentration of donor impurities and also the anomalous
temperature dependence of the mobility due to the resonance. New experimental data are obtained
on the concentration, mobility, and Dingle temperature of electrons in mercury selenide

crystals containing iron impurities, and it is found that these new results, like those known
previously, are in complete agreement with the behavior predicted in the proposed approach. The
relation of this approach to the previous interpretation of the concentration maximum of the
mobility is discussed, and arguments for its applicability are presente@0@ American Institute

of Physics. [DOI: 10.1063/1.1705441

INTRODUCTION of electrons on the impurity ions and the existence of spatial
ordering of the latte?:* However, it is difficult to justify such
One of the interesting and complex problems of thean assumption for systems in which the impurity states are
physics of the electronic properties of semiconductors instrongly coupled with conducting states. At the same time, it
volves the interpretation of the manifestations of the energghould be kept in mind that under conditions of stabilization
levels of donor impurities in the conduction band. Accordingof the electron density with increasing number of impurities
to the existing ideas, the interaction of the conduction electhe effective charge of an individual impurity decreases, and
trons with impurity ions at energies close to the energy of ahis can lead to a maximum of the mobiltyThus it is a
donor level is of a resonance character and is described dppical problem to carry out a detailed study of the electron
the quantum theory of resonance scattering. Effects due ttesonance scattering effects under conditions of stabilization
manifestations of such resonances become appreciable at l&f the electron density in a semiconductor containing donor
temperatures, when, with increasing impurity concentrationjmpurities. That is the task of the present study. Based on the
the Fermi energy reaches the energy of an impurity leveltheory of resonance scattering in the framework of the Frie-
With further increase in impurity concentration the Fermidel approach a description is given for the stabilization of the
energy and the electron density stabilize, i.e., remain almoglectron density, and the predictions as to the concentration
unchanged with increasing donor concentration. The behand temperature dependence of the electron mobility that
ioral regularities observed under such conditions are in manipllow from well-known theoretical ideas are clarified. Then
ways still poorly understood. This is particularly true of the OUr new experimental data on the concentration and tempera-
gapless semiconductor systems containing impurities of trarfure dependences of the electron mobility and of the Dingle
sition elements. Among such systems, mercury selenide cof€émperature in the Shubnikov—de Haas oscillations for mer-
taining iron impurities has attracted the most attention; theeUry selenide containing iron impurities are presented, and
maximum of the electron mobility as a function of impurity the agreement of the data with the theoretical predictions is
concentration has been investigated in this system, and othégmonstrated.
unusual effects due to the influence of the iron ions have
been observel? Investigators working on an explanation of STABILIZATION OF THE ELECTRON DENSITY AND
the observed anomalies have disregarded the possibility JfOBILITY DUE TO RESONANCE SCATTERING
explaining them as being a direct manifestation of resonance Consider a lightly doped semiconductor with singly ion-
scattering of electrons, assuming that the latter can only to &ed impurities having resonance energy levg{sn the con-
decrease of the mobility. For this reason they have used modhuction band. The mean electron densifg) as a function
els based on the hypothesis of the existence of bound state$the electron energy can be written as the following sum:
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n(e)=nq(e)+n;z(e), (1) (4), and the resonant phase is equalrd —ng/n;). Using

] ] o ) this and formula(3), we can obtain the electron mobility
which contains the electron density in the conduction banqL(T) at T=0 in the following form:

n.(e) and a term that is proportional to the impurity concen- . .
trationsn; and describes the contribution of the electron den-  £(0)=uo(2ng/nj)[a+sir(mng/ni+¢)] . 6)

sity localized on the impurities. Adopting an isotropic model Ths expression describes a concentration dependence of the
for the energy spectrum of the electrons and the scatterin&obi”ty having a minimum near the resonante=2n, (a
potential, we can express the functinfx) as a linear com-  ygjye close to the constapt,) and a maximum at substan-
bination of the scattering phases for definite values of thgjgly |arger values of the impurity concentration. Because
orbital angular momentufhFar from resonance, at low en- the position of the maximum and the value of the mobility at
ergies g<eg) the functionz(e) equals zero, since there is the maximum are slowly varying functions of the parameters
no localized contribution ta(e), while at high energies a ande and variation of the parameterdoes not lead to any
(8>#&4) the localized contribution ta(e) is close to maxi-  qualitative features, the inverse lifetime of the electronic
mum and the value of(e) is close to unity. These condi- gtates will have a similar dependence.

tions lead to the well-known Friedel sum rules for the scat-  The temperature dependence of the mobjiT) in the
tering phase8. Near the resonance the functiarfe) is  region of stabilization of the electron density at low tempera-

expressed in terms of the resonant scattering plégée) tures is described by the following formula:
and has the following form:

2(&)=(1lm)S4(e)=1/2+ (1/m)arctam (s — e4)/A], M(T)/M(0)=f de[A(e)/A(ep)](—dtlde), (6)

le —e4|<A, (2)  wheref is the Fermi function, and the integration region is
restricted to a neighborhood of the resonance in which the

whereA is the width of the resonance, which is small com- . . o
: . . . formulas(3)—(5) given above are valid. A characteristic fea-
pared tos 4. The influence of the resonance is manifested in

L . ture of the given temperature dependence is that the mobility
the mean free pati(g), which is expressed in a known way . .
. . L near the concentration maximum goes to a constant value
in terms of the scattering phase. In the vicinity of the reso- o
0) at a significantly lower temperature than does the mo-
nance the nonresonant phases are small compared to t

! . : flity outside the maximum. The scale of the dropoff of the
resonant phase, and one can obtain the following simple for-_ " . o . : . :
mula for A ~1(e): mobility with increasing temperature is mainly determined

by the parameteA (A ,/A(eg)). Such behavior of the mo-
A~ Y(e)=A[a+sirP(54(e)— )], (3)  hility and the concentration maximum itself are among the

) main effects of electron resonance scattering on donor impu-
where the parametera,, a, and ¢ are practically un- (ities.

changed with energy over an interval of the ordet\ofThe

small constanta and ¢ describe the contributions of the

nonresonant phases, and the phaseflects the difference of EXPERIMENTAL DATA FOR MERCURY SELENIDE

the transport relaxation time from the lifetime of the elec- CONTAINING IRON IMPURITIES

tronic state. In determining the Dingle temperature one The behavioral regularities which, as was shown above,

should setp=0 in the formula analogous (8) and take into  are predicted by the theory of resonance scattering are

account the possible difference of the constant known and have been observed in mercury selenide crystals
Considering the ground statthe temperaturd =0 and  containing iron impurities. The experimental data have been

the energys is equal to the Fermi energy:) and assuming  set forth in detail and discussed in review articiésor a

that all the electrons originate from the donors under considguantitative comparison of the experimental data with the

eration, we should set(sg) =n; in Eq. (1). Then the density theoretical predictions we have made new measurements of

of conduction electrons(e¢) depends on the relationship the electron density and Hall mobility and the Dingle tem-

of the Fermi energy ¢ to the resonance energy. Far from  perature of the Shubnikov oscillations in HgSe:Fe crystals

the resonance, at-<eg4 the usual equality of the number of with different concentrations of iron impurity atoms. The

electrons to the number of donors is valid. As the concentrameasurements were made and the samples prepared by the

tion of impurities is increased, the equality=e4 comes to  techniques described in previous papers cited in Ref. 2. The

hold, whereupon we havgeg)=1/2 in formula(1), so that  results obtained are presented in Figs. 1—4.

ni=2ng(eq4). The resonant values of the Fermi enetgy Figure 1 shows the data on the electron density in the

and conduction electron density(e4) = N, differ little from  vicinity of the limiting value ng=4.6x 10" cm™2, which

the limiting values to which the values @f- and ng(eg) practically coincides with the value obtained in a number of

slowly tend with further increase in donor concentration.studies cited in Refs. 1 and 2. The fitting curve was con-

Thus the equation structed according to formuld) for e=gg, n(eg)=n; with

4) expression(2) taken into account, and it correspondsAo

=3K.

describes an effect in the which the electron density and The data on the concentration dependence and tempera-

Fermi energy are stabilized with increasing concentration ofure dependence of the mobility, given in Figs. 2 and 3, are

donor impurities above the valueng. also in good agreement with the previously known data.
Within the domain of applicability of formul&?) in the  Their fitting by curves constructed according to formulas

vicinity of a resonance, one can sei(eg)~ng in formula  (3)—(6) was done with a single set of parameters which in-

Ni=ne(eg) +n;q(ep)/m
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FIG. 1. Electron density, versus the concentratiddg, of iron impurities 8r ¢
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electrons from uncontrolled donor impurities, which is a con-
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stituent ofn, and was taken equal to>X210'® cm™3, corre- T K

sponding to the known estimates. The parameter.2 and
¢=0.1 were found by fitting the data in Fig. 2 by a curve FiG. 3. Temperature dependence of the electron mobility-at.2 K for
obtained according to formul®) on the assumption that the three HgSe:Fe samples with different concentratidpsof iron impurities
value of ng/n; is small. The inset in Fig. 2 illustrates the [10°cm°]: 1 (@), 2 (b), 5 (c). The points are experimental data, and the
inessential change in the position and height of the mobility™VeS Were obtained from formu).

maximum upon a more precise fitting.

The_ Shubnlkov—de Haas o_scnlatlons were stu.dled sen direction of the field and of the current through the
magnetic fields up to 50 kOe in the temperaturg 'nt,ervagample. Figure 4 shows how the value of the Dingle tem-
13 K$T$4'2 K on_the same HgSe:Fe sgmples with differ- o ature depends on the impurity concentration. The fitting
ent iron concentrations that were used in our study of th urve was constructed according to a formula of the f68m
electron mobility. From the magnetic-field dependence of the, . _ er, 9=0, anda=0.06. The position of the minimum
amplitudes of the oscillations we found the Dingle tempera- ihe concentration dependenceTgf is correlated with the
ture Ty . In keeping with the task of this study, we shall not maximum of the mobility.
discuss the possible dependence on the electron scattering of '
the other parameters of the oscillatiofmeriods, spin split-
ting, etc), since that would require additional investigations. PISCUSSION OF THE RESULTS
In the determination of, the data were processed only for  According to the results which we obtained, the experi-
those crystals in which the field dependence of the oscillatiofhental data on the anomalies of the mobility and Dingle
amplitude was monotonically increasing; this attested to th@emperature in HGSe:Fe crystals are described well in the
absence of beat nodes in the oscillation pattern for the cho-
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FIG. 2. Dependence of the electron mobiligyon the concentratiohlg, of Ngo 10'8cm—3

iron impurities atT=4.2 K. The points are experimental data; the curves

were obtained from formul&) with a=0.2 ande=0.1 in the approxima-  FIG. 4. Dependence of the Dingle temperatliggon the concentratioN g,

tion ng/n;<<1. The inset shows the fitting in the region of the maximum for of ion impurities for HgSe:Fe samples. The points are experimental data; the
nearly the same values of the parameters. solid curve was obtained from formu(8) with ¢=0, a=0.06.
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framework of the theoretical concepts set forth above, whicie.g., local experiments and is ignored by investigators.
correspond to a generalized Friedel approach. In the studiégherefore, for the HgSe:Fe system this avenue is difficult to
done previously, which are reflected in the review articlestake at present, since such questions have been practically
mentioned abové? the observed maximum of the mobility ignored in the experiments that have been done.

has been interpreted on the basis of a different approach, the

principles of which were stated in Ref. 3. Its main assump-CONCLUSION

tion is that ionized and un-ionized donor states exist simul-

taneously at theh res%naneezsdf. ThatI assumption in es- impurity having a resonance energy level in the conduction
sence means that the state of an electron on a donor |5, of 4 semiconductor leads to stabilization of the electron

assumed to be not a resonance state but a bound state, Simié%rnsity to a maximum of the electron mobility and a mini-

to states in the forbidden band of a crystal. In adopting thap, ,, of the Dingle temperature as functions of the impurity

approach for the description of the observed mobility maxi-oq,centration, and also to characteristic anomalies of the
mum it was argued in addition, on the basis of model calCutgmperature dependence of the mobility. These effects are
lations, that an ordering of the ionized donors exits,and redicted by the theory of resonance scattering in the Friedel

other assumptions vv_cl-:‘re ma?e gbofuththe ﬁtrluctgre of t::e 'Mypproach. The available experimental data obtained on mer-
purity system. A detailed analysis of the whole picture shows,, -y, selenide crystals containing iron impurities, both previ-

that such an interpretation of the mobility maximum containsOusly existing data and data newly obtained by us in the

model assumptions that are hard to justify adequately. At thf)resent study, are in good agreement with the aforemen-
same time, the experimental facts are most likely consisterﬁoned predictions.

with the concept of a resonance stéie the usual under- This study was supported by the Russian Foundation for
standing of this term in quantum scattering theoo§ an Basic Research. Grant No. 03-02-16246
electron on an impurity and, accordingly, to the same par- '

tially ionized state of aII. the_donors. This concept underIiesE_ma”: okulov@imp.uran.ru
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is not necessary to assume that the donors exhibit spatialz wijamowski, Acta Phys. Pol. &7, 133(1990.
ordering, the existence of which in HgSe:Fe crystals can?l. M. Tsidilkovskii, Usp. Fiz. Nauk35, 85 (1992.
scarcely be considered proven at the present time. zJ- Mycielski, Solid State Commui60, 165(1986.

Of course, a rigorous determination of which of the two I. M. Tsidilkovski and I. G. Kuleev, Semicond. Sci. Techndll, 625
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We have shown that the scattering of electrons on donor
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On the basis of the results of original research, various physical aspects of work hardening and
fracture of metallic materials at low temperaturéee macroscopic behavior,

microstructural processes governing plastic flow and work hardening, the mechanisms of
nucleation and propagation of fracture in the final stage of plastic deformaferanalyzed from

a unified point of view: the evolution of the microstructural state during plastic deformation

of different groups of structural metallic materials in the temperature range 300-4.2 K. The
characteristic physical situations realized in low-temperature plastic deformation and

fracture of solids are generalized and classified2@4 American Institute of Physics.

[DOI: 10.1063/1.1705442

1. INTRODUCTION fracture and the characteristics of the defect structure created
in various types of metallic materials under the influence of
Research on the processes of work hardening and fragow-temperature plastic deformatidin the temperature in-
ture of metallic materials at low temperatur@own to 4.2 terval 300-4.2 K The goal of this analysis is to establish
K) is extremely topical both for the basic physics of plastic-the microstructural mechanisms that govern the process of
ity and strength and from the standpoint of the applied probtow-temperature plastic deformation in its different phases in

lem of formulating scientific principles for obtaining high- characteristic groups of real metallic materials.
quality and functional structural materials for modern
cryogenic vacuum and aerospace technitjue. 2. METHODS OF STUDY

The processes of plastic flow, work hardening, and frac- . _ .
ture of solids should be thought of as continuously coupled .The me_chanlcal propgrnes .Of ".:1” the matenals were stud-
links of a unified process of plastic deformation—from its led in experiments on active uniaxial tension at constant rates

i 4 3 o1y
onset(yield poind to its completion(macroscopic fractuje Zleolidl?r?] (10 t_hl(dT S )dlr'] ﬂ:ﬁ temp;er:lturehrangeb300— d
The connective material for such a treatment is provided by i .d . ed T?I lods use mﬁh ese studies have been de-
data on the character of the evolution of the structural statg®"'~c¢ N detailin-a monograph. ) ) )
The structural—phase state of the materials was investi-

of the material on the microscopic level in the course of ted by direct methods: t - d . lect
plastic deformation under the influence of a continuouslygae y difect Metnods. transmission and scanning electron

increasing load. It is the evolution of the defect structure thaP'CrfSCOpy (tTEM anlqt ?EM with stf?tlst;_cal pr0(|:es_smg, d

leads to all of the macroscopic manifestations in the behaviopP V- temperature quaitative x-ray difiraction analysis, an

of a deformable solid. opt!cal microscopy, and an indirect method: low-temperature
Such an approach makes it possible to treat the variourseS'Ttotr;:mlry'tt the wre d q f th

physical aspects of the problem from a unified point of view, n the latter case the temperature dependence ot the re-

to establish the relationships between them, and to bringiStiVityp(T) in the undeformed state was determinegitu

them into a unified conceptual framework for the process Ot nderA??/rrl;eqha;Luczl ?tresstf opr, and the chalngedlnt resis- d
plastic deformation. This position is, in principle, “textbook” ance o IN the delormation process was aiso determine

and cannot raise objections, but in practice it is not ofterf*> a function of the elongatiofl of the sample, which was

realized because of the rather complex experimental tedf_egistered simultaneogsly with the curves of the mechanical
nigue. A convincing example of the fruitfulness of the ap- oad P versus elonggtlom. . .
proach proposed here is the recently published tirdghat .The_methodologlcal details of the experiments are de-
vein. scribed in Refs. 4-8.

In the present paper we carry out an analysis and gener-
alization of many years’ worth of results of our own experi- 3. RESULTS AND DISCUSSION
mental research and model calculatibaevoted to estab- A quantitative study of the evolution of the defect struc-
lishing qualitative and quantitative correlations between theure and phase state with the deformation from the time of its
macroscopic parameters and plasticity, work hardening, andnset to the completion of the fracture of the object made it

1063-777X/2004/30(4)/8/$26.00 332 © 2004 American Institute of Physics
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possible to identify the main microstructural mechanismsTABLE I. Mechanical properties of the alloy Ti-5% Al.
that govern the various phases of the low-temperature plast
deformation as a unified process in different groups of rea,
materials used in cryogenics. This, in turn, made it possiblt 300 529 595 5 1320
to propose a classification of the existing real materials ani
the modes of their deformation, hardening, and fracture fron
the standpoints of macromechanical and mictrostructural cri 4.2 853 1098 8 3700
teria; this proposed classification is set forth in Sec. 3.1.

T, K Sy, MPa | o , MPa 8, % 0, %

77 774 1009 7 3480

3.1. Classification of the objects of study according to the

physical signs of their behavior under loading Mechanical properties In the temperature interval

. ] ) o ] 300-77 K the plastic deformation occurs monotonically, and
Of the whole diversity of metallic materials investigated the hardening curves are smooth. The deformation at 4.2 K is
and t.he features of their behavior on the macro- and microgs 5 jumplike character, with the depth of the drops in load
scopic levels under low-temperature deformation, one Cakhcreasing with increasing degree of deformation.
single out the f°"°W'”gl%CharaC,te”S“? groups. In Table | we show the temperature dependence of the
1. Structurally stabfe materials with “hard” work hard-  mechanical characteristics of the alloy, is the yield
ening, i.e., single-phase or pseudo-single-phase materialsyess,r,, is the ultimate strengthf is the maximum elonga-
characterlzed in _Iow-tempgrature plastic deformation by ion, and 6=do/de is the work hardening coefficient; the
high work hardening coefficierti=do/de (6~G/20, where  \5yes given ford correspond to the average over the defor-
G is the shear modulus of the material at the deformation,5tion part of ther—e curve. It is seen that when the tem-
temperaturg relatively low macroscopic plasticity (6 perature is lowered from 300 to 4.2 K, the strength charac-
=10%), a macroscopically uniform plastic deformatiéime  teyistics of the alloy increase monotonically and the plasticity
absence of macronecking on fractyrand a strong interac- f the material increases somewhat.
tion of dislocations on the microscgpic lev@l dislocation— Structural studiesin the undeformed annealed state the
dislocation coupling constant>1).* A typical representa-  gjjoy has an average grain size of the order ofid. The
tive of such a group of materials is the alloy Ti-5% Al, for gefect structure of the alloy in the initial state is character-
which the results of a study are pres_en‘t‘ed tzelow. ized by the presence of isolated dislocations of a mixed ori-
2. Structurally stalblehmatenals "Y'tlh S_O;t worlk harldeln- entation and dislocation pileups belonging to the prismatic
ing, i.e., mono- or polyphase materials with a relatively low _. - — . .
. ! . " slip system{1100}(1120), and also low-angle tilt and twist
vvlorlilh.?rdng% cggﬁ?merﬂ (Ia t'G /dlofO), h'tgh mahc.rc;]spoplcb grain boundaries. The distribution of defects in the initial
plasticity (6~30—70%), a plastic deformation which is sub- state is nonuniform, with an average density of dislocations

stanc;ually nI?nunlformfma::r;scodp|caIM|Lhdg ;[endtgncy tto— ~2x10° cm 2. The alloy studied is a single-phasealloy
wards necking upon fractureand a weak dislocation inter- up e heo Jattice,

action (with a constanta<1). The Fe—Cr-Ni-Ti alloys Plastic deformation of the alloy in the investigated tem-

considered in this paper are materials of th'? typ_e. perature interval occurs by prismatic slip along intersecting
3. Polyphase structurally unstable materials, i.e., materi- —

als which on cooling or during low-temperature plastic de-Planes of the{1100; type. Dislocations with the same type
formation undergo phase transformations of the martensiti€f Burgers vectorb=3(1120) which lie in intersecting
type, with the formation of phase boundaries induced by th®lanes of the prism enter into a reaction with one another and
low-temperature deformations. Representatives of this groufprm dislocation networks of various configurations. The
of materials among the alloys of the Ti—Nb system aredensity of the dislocation network in the structure of the
NT-45 and NT-50. deformed alloy is high. The observed dislocation ensembles
4. Heterophase materials, i.e., materials with pre-existin@ften have appreciable long-range stresses, as is attested to
phase boundaries between constituents having different cry8Y the significant bending of the individual dislocations near
tal lattice types and different elastic, strength, and thermothese groups. Activation of secondary systems of prismatic
physical properties. The mechanical behavior of this type oflip and the related formation of stable dislocation groups
material is examined for the particular case of the commerWith long-range stress fields is an important structural factor
cial composite CuéNb—Ti) (a superconducting cable made that makes for significant work hardening of the alloy.
of thin filaments of the alloy NT-50 pressed into a copper A distinctive feature of the structural state of the alloy
matrix). deformed at 4.2 K is the presence of twins belonging to the
Let us consider the features of the behavior of this grougsystem(1012}(1011). Twinning gives rise to a new inter-
of materials during their low-temperature plastic deformationface, i.e., it leads to a subdividing of the initial grain, and,

and fracture. hence to additional hardening of the all@he Hall-Petch
effecy at 4.2 K in comparison with the hardening at room
temperature.

Based on the structural studies we can give some ideas
as to the nature of the jumplike deformation of this alloy at

Representing this group of materials in our study was théelium temperature. Apparently the low-temperature jump-
single-phase commercial titaniumalloy Ti—5% Al, which  like deformation is due to both an avalanche discharging of
prior to mechanical testing was annealed in vacuum atlislocation pileups and to twinning. The jumplike character
800 °C for 1 hour and then cooled in air. of the plastic deformation at helium temperature nevertheless

3.2. Behavior of hard-hardening materials
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FIG. 1. Dependence of the flow stres®n the dislocation density (a) and
the dependence of the dislocation density on the deformati¢i) for a
Ti—-5% Al alloy at different deformation temperatur@s[K]: 4.2 (O), 77
(A), 300(0OD).

Yu. O. Pokhyl

TABLE II. Values of the structural parameters for the alloy Ti—5% Al.

T, K Sy MPa p0~10_8, cm ™2 a A-10_“, em?| n
300 480 2 1.7 3.8 1
77 690 2 3.3 5.3 1
4.2 790 2 3.9 4.1 1

Let us analyze the data given in Table Il. The coupling
coefficienta of the dislocations has a substantial temperature
dependence. It has been shown experimeritathg in model
calculationd’ that the value of the coefficient reflects the
contribution of different types of dislocation interactions to
the value of the flow stress, and, according to Ref. 19, the
value ofa can be written in the form

©)

whereag is the athermal part, which is due to the long-range
dislocation interactiongg is the thermally activated part,
which is determined by the short-range interaction of the
dislocations. The microstructural data show the presence of
both forms of interaction: long-rangdglanar pileups, net-
works, recombination segmeintand short-rangdintersec-
tions, jogs, dipoles The increase of the componemg with
decreasing temperature is due to the temperature dependence
of the flow stress of the alloy.

From the joint solution of equatior4) and(2) one can
establish a relation between the parameteemd A and the
work hardening coefficieng:

a=agtag,

does not lead to the appearance of macronecking in the
sample, and in this sense the alloy Ti—5% Al must be classed

H~ } NaGhAY2g(M2-1)
among the materials with macroscopically uniform deforma- 2

4

tion. At higher temperatures there is a possibility for the

internal stresses to relax owing to thermally activated mul-
tiple cross slip or the pressing through of dislocations be-
tween thermally insurmountable obstacles. Macroscopically
this is manifested in the smoothness of the deformation

curves.

A quantitative processing of the results of structural
studies made it possible to obtain the dependence of the flo
stresso on the dislocation density and the dependence of
the dislocation density on the deformatiemt different tem-

peraturegFig. 1a 1b. It turned out that these dependences
are described by the same analytical expressions, differing a

different temperatures only in the parameters that enter int
them:

1/2

o=0y+aGbp*, 1)

p=pot+Ae", 2

where oy is the internal stress component of nondislocation

origin (impurities, grain boundaries, lattice friction, 6tdG
is the shear modulus at the corresponding temperalui®,
the Burgers vector of the prismatic dislocationss a coef-

ficient characterizing the contribution of the elastic interac-

tion of the dislocations to the value of the flow stresg,is
the density of dislocations in the undeformed alloy, &ni

the dislocation accumulation coefficient. The experimentally

determined values of the parameters in Ed$.and (2) are
given in Table II.

It follows from Eg. (4) that for a fixed value of the
deformation the following relation should hold@ the tem-
perature dependence Gfis neglectey

0(Ty) a’(Tl)Allz(Tl)
0(Ty)  a(T)AAT,)"
whereT is the temperature of the experiment. Substitution of
e experimentally measured valusge Table Il into rela-
tion (5) confirms its validity; hence we can conclude that the

features of the formation of the dislocation structure in the
atlloy at different temperatures determine the trend of the

®)

0macroscopic work hardening curve. The hardening of the
Single-phasex alloy is apparently governed mainly by the
attractive interactions of dislocations of intersecting slip sys-
tems, and that leads to higher values of the work hardening
coefficient and dislocation coupling constant with decreasing
temperature.

Electron fractographyIn the temperature interval 4.2—
300 K the fracture surfaces contain similar elements of struc-
ture typical of different fracture types. This is indicative of
simultaneous realization of several mechanisms of nucle-
ation and propagation of the defects responsible for fracture
of the alloy. One also observes a number of structural com-
ponents specific to testing at different temperatures.

A detailed analysi$*? of the dislocation configurations
and morphology of the fracture surfaces showed that the
nucleation of microcracks occurs as a result of dislocation
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FIG. 2. Distribution of the structural components of fracture over areas for
different testing temperatures in the alloy Ti—5% Al: [its breaking crests

at 4.2 K and delamination at 77 and 300K), quasi-spallinglll). S; is the

area of the fracture surface occupied by the characteristic morphological
signs of fractureS,; is the total area of the fracture surface.
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mechanisms and that the further propagation of the cracks,
leading to fracture of the material, can occur in different

ways, from viscous to quasibrittle, under identical external

conditions.

To ascertain the leading fracture mechanism in a particu-
lar situation we carried out a statistical analysis of the distri-
bution of different structural components over the areas for L L L
different testing temperatures. The histograms shown in Fig. 20 77 T K 300
2 attest to the increase in the relative fraction of the viscous ’
fracture component and a decrease of the fraction of quarIiG. 3. Temperature dependence of the yield steess, ultimate strength
sibrittle components with decreasing temperature, which corey. elongation to fracture, and relative cross section area reductjpof
relates qualitatively with the increasing of the macroscopicz ﬁ;g’s‘o'/\“)('g' alloys with Ti concentrations of 1.66®), 1.9%(— — —),
plasticity at low temperatures. Obviously the viscous charac- '
ter of the fracture becomes predominant as the temperature is
lowered.

On the basis of the results of a statistical processing o
the geometrical parameters of the fracture reliefs, we wer
able to estimate the true value {.) of the plastic deforma-

tion localized in microvolumes in the fracture of an alidy.
0

¥, %

pwaximal strength characteristics to the aftdfthe grain size
the samples studied, determined by the method of optical
metallography, was 20—5@m.
Mechanical properties of the alloysThe deformation
The resultsg3°=3.7 ands = 4.5, attest to an increase curves of alloys of all the compositions studied have a mono-
oc . oc gl H H
in the localization of the plastic deformation in microvol- tonlc_, parabolic char_acter at te_mperatL_lres of 300, 77, and 55
umes as the temperature is lowered. The ratio of the deforls’ with the load maximum achleved_ prior to fracture and the
mation localized in micronecks at different temperatures issubsequent drop which are reflective of the appearance of

. o . . macronecking in the sample. At=20 K several irregular
fairly well correlated quantitatively with the ratio of the mac- Umos in the load aopear on the strain curve not lona before
roscopic plasticityé of the alloy at the corresponding tem- jump bp g

) fracture. The work hardening coefficient of the alloys is
peratures: : . } :
small in absolute value and increases slightly with decreas-
e g2~ 509 542 ing deformation temperature.
and this also indicates that the mechanism of viscous fractur,[elzes -cr)??htee?lr:)i/r:lti:r;rs:gr?tg?jeizcgi;f ;hﬁ ir:escer;n;ﬁglt I% r\,c\),zf_r_
g{u?j?ec?_"oy plays the leading role in the temperature rangt?ng the temperature from 77 to 4.2 K leads to growth of the
yield point o ,, the ultimate strengtlor,, and the relative
elongations for the alloys of all compositiongexcept for the
alloy with Ti=2.5%). The value of the relative cross section
As we said in Sec. 3.1, this group of materials is repre-area reductionys decreases at temperatures below 77 K.
sented by four alloys of the Fe—Cr—Ni-Ti system, with theCharacteristically the strength of the alloys at all the tem-
concentrations G¢16.5%, Nr31.4%, and T+1.6, 1.9, peratures studied increases with increasing titanium concen-
2.05, and 2.5%. tration, while the plasticity of the alloy with 2.5% Ti is low-
The heat treatment of all the alloys consisted in quenchered in comparison with the plasticity of the other alloys,
ing from a temperature of 1000 °Q houp in water and  which is practically independent of the Ti concentration. It is
aging at 720 °C for 16 hours, followed by cooling in air. This important to note that, even so, the high plasticity of the
heat treatment makes for the precipitation of a maximainaterial is preserved down to a deformation temperature of
amount of disperse/’ phase, which in turn makes for the 4.2 K.

3.3. Behavior of soft-hardening materials
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TABLE Ill. Fracture micromechanisms of Fe—Cr—Ni—Ti alloys.

Deformation temperature, K

Composition

(Ti concentration, % 4.2 20 77

Composition | Transcrystallite combined: viscous (90%) Transcrystallite- intercrystallite Transcrystallite viscous

(1.6) +quasiviscous, micronecking. combined: viscous (75%) (96%), micronecking.

+quasi-cleavage.

Composition I Transcrystallite combined: Transcrystallite- intercrystallite Transcrystallite viscous

(1.9 viscous (87%)- quasiviscous combined: viscous (75%) (98%), micronecking.
+quasi-cleavage +quasi-cleavage.

Composition Il Transcrystallite combined: Transcrystallite- intercrystallite, Transcrystallite viscous

(2.0 viscous (80%)- quasiviscous combined: viscous (76%) (93%), micronecking.
+quasi-cleavage. +quasi-cleavage.

Composition IV Transcyrstallite combined: Transcrystallite- intercrystallite, Transcrystallite viscous

(2.5 viscous (82%})- quasi-cleavage, combined: viscous (70%) (95%), micronecking, decohesion.

micronecking, decohesion. +quasi-cleavage, decohesion.

Measurements of the macroscopic mechanical properties Reviewing the results presented, we must conclude that
(including the work hardening coefficient, the deformation tothe main mechanism of fracture in these alloys in the tem-
fracture attest that Fe—Cr—Ni—Ti alloys belong to the mate-perature range 77—4.2 K is a transcrystallite viscous mecha-
rials with soft work hardening in the proposed classification.nism of nucleation, growth, and coalescence of microdiscon-
This is confirmed by the results of an electron-microscopdinuities. Lowering the temperature below 50 K leads to a
study of the defect structure and of the character of the fracaoticeable manifestation of quasiviscous and quasibrittle
ture, which are presented below. components, i.e., at low temperatures the fracture is of a

Features of the structure of the alloys deformed at lowcombined viscobrittle character. Especially noticeable is the
temperature. TEM studyA study of the evolution of the contribution of nonviscous fracture mechanisms at 20 K ow-
dislocation structure of the alloys with low-temperature de-ing to the appearance of intercrystallite anisotropic fracture
formation showed that, independently of the Ti concentratiorthat is apparently due to the embrittling influence of the lig-
in the material, a relation of typgel) holds between the flow uid hydrogen medium. Increasing the Ti concentration in the
stresso and the densityp of dislocations belonging to the alloys causes an increase in the relative fraction of the non-
{112{110 slip system. Here the dislocation coupling con-viscous fracture mechanisms at low temperatures, which
stanta typically takes on values-0.4—0.6 which are weakly leads to a lowering of the macroscopic plasticity of the al-
dependent on the deformation temperature and the Ti coreys. Furthermore, the lowered macroscopic plasticity of the
centration in the alloyga weak tendency toward growth af  alloy with 2.5% Ti is due to the presence of rather large
with decreasingT and increasing Ti concentration is ob- inclusions of an intermetallide phase (Fe,Nii, which pro-
served. mote the action of an additional mechanism of microvoid

The TEM study of the structure of the alloys deformednucleation—the decohesion mechanism.
to fracturé” revealed the presence of intersecting coarse slip Based on our fractographic study, the fracture process
bands of the{111(110 type, a misoriented stripe substruc- for these alloys can be represented as follows. When the
ture, and steplike subboundaries with crystallographicallyexternal stress reaches the value of the ultimate strength, the
oriented steps. The existence of this kind of dislocation subdeformation localizes in a macronecking region, where the
structure also explains the zigzag microcracks observed inniaxial stress state gives way to a triaxial oftlee most
the fractured samples, the steps of which open along powerigid state of plane deformatipnand the maximum stress is
ful slip bands. developed at the center of the sample. In this case microdis-

In the alloys studied the nucleation of microcracks dur-continuities arise in the central region of the sample at non-
ing low-temperature deformation occurs at places with auniformities of the dislocation substructure, and under the
high concentration of internal stresses—at dislocation subinfluence of the increasing true stress and with increasing
boundaries and at the interfaces between the matrix and irdeformation they grow and merge by the mechanism of for-
termetallide inclusions. The further propagation of the themation of internal micronecking, forming an initial microc-
crack, leading to fracture of the material, can occur in vari-rack.
ous combined ways—from viscous to quasibrittle. This initial microcrack, causing stress concentration at

Fractographic study The fracture of the alloy samples its tip, propagates from the central part of the sample to the
for all Ti concentrations and at all temperatures in the interperiphery along a zigzag surface, forming alternating planes
val studied(77-4.2 K occurs with the formation of pro- at *=45° angles, where the maximum shear stresses act. This
nounced macronecking. In this region the fracture has @rocess corresponds to the formation of the observed relief
“cup—cone” shape, which is typical for viscous materidls. of the “cup bottom” macroscopically normal to the axis of

The results of a quantitative microfractographic studytension and containing equiaxial pits against the background
are presented by the histogram in Fig. 4 and in Tabl¢thié  of the riffled surface. Further development of the central
numbers in parentheses indicate the fraction of the fracturerack occurs by means of local shearing in the bands at angle
surface area which shows signs of viscous fragttfre of <45° to the axis of tension, where the final fracture oc-
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TABLE IV..VaIues of the r'elative macroscqpic deformgtidek)nggtioné, tic deformation(a decrease 017/ and 8IOC)’ since the active
cross section area reductign and the plastic deformatiosy, localized in fthe def tion hard idl d the def

the micronecks at their fracture at different temperatures in an Fe—Cr—Zonfa 0 . e e_orma Ion hardens more rapidly, an e e_or'
Ni—Ti alloy with a Ti concentration of 1.9%. mation is carried along the sample to another cross section.

Raising the deformation temperature results in a certain de-

T, K 8, % W, % €10 crease in the work hardening coefficient, the deformation
proceeds further, all the way to fracture, in dtiee “weak-

4.2 42.6 49 6.02 . o . : . . .
ened”) band; this is manifested in an increase in the nonuni-

20 41.8 50 6.54 formity of the deformation(y and ) and to a greater

77 36.1 57 7.30 tendency toward necking during fracture.

curs and which corresponds to extended shear pits on th¥4. Regularities of the low-temperature plasticity and
walls of the “cup.” fracture in the case of polyphase structurally unstable and

The results of an estimate of the local plastic deformalieterophase materials
tion £, realized in partitiongmicronecks bounding the pits Studies of the mechanical properties, structure—phase
at the fracture surface for the alloy with 1.9% Ti are pre-state(in the intervalT=300-4.2 K) and their interrelation

sented in Table IV. for typical representatives of two groug3 and 4; see Sec.
From the data listed in Table IV, we see that plastic3.1) of material® for the examples:

deformation localized in microvolumes at the fracture of an  _pcc deformable superconducting alloys of the NbTi
alloy is more than an order of magnitude greater than theystem (45-50 mass% Nbin various initial structural
values of the macroscopic elongation of the samples, and tates:

increases noticeably with increasing testing temperature. 3 heterophase composition material @Nb—Ti), the
This last conclusion is in qualitative agreement with the obcomponents of which have different crystal lattices—fcc
served increase of the role of the viscous mechanism of fraqcu) and bcc(Nb—Ti) and, hence, have substantially differ-

ture with increasing temperatufgee Fig. 4 One notices ent strength, plasticity, and elastic properties.
that the temperature trend ef,. and ¢ is the same, which

attests to the fact that under conditions of nonuniform pIastinher

deformation the value of the relative cross section area re-

duction reliably characterizes the plasticity of the material.
The correlation noted may be qualitatively linked to the

Both groups of materials were subjected to different
momechanical treatments, consisting in multiple stretch-
ing, drawing, intermediate annealing, quenching, and hy-
droextrusion in various combinations.

temperature dependence of the work hardening coefficient of
alloys with soft hardening. With decreasing temperature thes.4.1. Mechanical properties and deformation structure of
work hardening coefficient increases somewhat, and that ifi-Nb alloys

turn should lead to an increase in the uniformity of the plas-

Studies of the mechanical properties and structure—phase
state of the bcc alloy Ti—45% Nb have shown the following.
It has been establish&dfor the first time by direc(x-

1.6 %Ti 19%Ti
1.0} 42K 20K 77K 1.0, 42K 20K 77K ray) and indirect(resistometry methods that 88— «” mar-
7 tensitic transformation occurs on cooling in the quenched
00-8' 00-8 [ 7 and drawn samples of the alloy Ti—45% Nb under an applied
@ 0.6 © 06} stresso< o5 € and in the quenched samples also after pre-
& 0.4l & 0.4 deformation to the yield point at 293 K. The temperature
interval in which theB— «" transformation occurs depends
0.2f 0.2 on the applied stress and on the preliminary thermomechani-
cal treatmen{TMT). In particular, under a stress amounting
0.05%Ti 0 50 Ti to ~0.8055 " the B—«” transformation begins below
~140 K in the quenched samples and belevd0 K in the
1.0p 42K 20K 77K 1,0} 4.2K 20K %K drawn samples. The lattice tygerthorhombi¢ and lattice
7 0.8 parameters of the” martensite have been determifiday
© 06 x-ray diffraction in the temperature interval 293-5 (it
Q 293 K they are:a=0.303(8) nm, b=0.470(7) nm, c
«» 04 =0.462(6) nm).
o2t A low-temperature structural nonuniformity common to
o all the materials of this group is the sharp localization of the

plastic deformation. It has been shown by the method of
quantitative electron fractography that the value of the defor-

M - guasiviscous

quasi-cleavage

V//////]= viscous

mation localized in microvolumes during fracture increases

markedly and that the deformable volume decreases with de-

FIG. 4. Distribution over areas of the structural components of the fracture . . .
of Fe—Cr—Ni—Ti alloys at different testing temperatur&s ié the area oc- Creasing temperature. The sharpest Increas%mby afac

cupied by the corresponding relief, asg is the total area of the fracture tOF of two) ‘_Nith decreasing temperatu_re from 2(_) to 4.2 K is
surface. observed in an NT-50 and Nb wire after intermediate
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mined by processes @gf— «” transformation, which accom-
panied by a significant volume effect and occurs by means of
an oriented shear. In addition, twinning contributes to the
increase of the plasticity of the quenched samglasthe
interval 160—70 K

To elucidate the causes of the anomaly on thgT)
curve, which is clearly expressed in wire samples of the
Ti—Nb alloys in the 20—4.2 K region, and of the decrease of
the level of plasticity of the quenched and drawn Ti—Nb
alloys in the region 77—4.2 K, we have considered the influ-
ence of the following factors: a viscobrittle transition, the
superconducting transition, the development of twinning,
and temperature dependence of the work hardening coeffi-
cient. As was shown above, a viscobrittle transition is not
observed in any of the materials of this group. Similarly, the
superconducting transition does not cause a lowering of the

1200\- ultimate strength of the alloys; twinning occurs only in the
800l 3 quenched samples of the Ti—45% Nb alffy.

At the same time, the substantial growthegf. and the
400 2 decrease in the volume of the active plastic deformation at a

&
=
=1
<)
1 temperature of 4.2 K are evidence that even at such a low
0 ' ' ' EEE— temperature the work hardening in the zone of active plastic
20 deformation is insufficient to restrain the localization of the
T 1 deformation and the transfer of slip to adjacent regions. In
°\°_ 10k such a case an accumulation of deformation defects, which
w 2 are sources of nucleation of discontinuities, occurs in a nar-
OM”—.\-: 3 row zone of active plastic deformation; this ultimately leads
50 100 150 200 250 300 to catastrophic failure of the material at an insignificant mac-
T,K roscopic deformation. This is apparently also the cause of the

FIG. 5. Temperature dependence of the mechanical properties of quenchgtpomalouS decrease of, in this temperature interval.

(1) and drawn(2) samples of the alloy Ti—45% Nb and the commercial wire

Ti—-50% Nb (3).
6 Nb(3) 3.4.2. Mechanical properties and the character of the fracture

of composite materials

anneals:!’ One notices the influence of the large absolute A study of the mechanical properties of a heterophase
value g,,.=3—6 characterizing the reserve of plasticity of multiflament composite consisting of a structurally unstable
the material in the microvolumes. “reinforcing” component—thin wires of the alloy NT-50 and

It has been established on the basis of the data of a copper matrix—showed that in the temperature region 9.5—
guantitative fractographic analysis that in the temperaturd.2 K there is a lowering of both the strength properties and,
interval 300—4.2 K, including in the region 20-4.2 K, especially, of the plastic properties of the material subjected
the leading micromechanism for the fracture of Ti—Nbto TMT with the use of intermediate anneals, whereas the
alloys (45 and 50% Nbp after all the TMTs is viscous plasticity of a hydroextruded composite is maintained at an
fracture by the formation, growth, and coalescence ofbrder-of-magnitude higher level in this same temperature re-
microdiscontinuities:*8 gion (Fig. 6).

A study of the character of the plastic deformation and  Structural studie§ have shown that the sharp decrease
the mechanical characteristics of bcc superconducting matéa plasticity of the composite at low temperatures cannot be
rials revealed the following features in the Ti—45% Nb alloy explained by a viscobrittle transition in the “reinforcing”
and the NT-50 wire in the interval 300—4.2 (Rig. 5: @ a  component.
change in sign of the derivativelr, /dT anddo ,/dT for It turned out that in the composites with a “soft” matrix
the quenched samples in the region 160—140 Kam in-  (obtained by technologies employing intermediate anmeals
crease of the plasticity in the quenched and drawn samplasultiple necking occurs in the “reinforcing” component, and
with decreasing temperature in the intervals 160—70 K andbreaks of the individual filaments appear in the necking re-
130-70 K, respectively;)ca nonmonotonic character of the gions at 30 K, and at 9-9.5 K the multiple breaks of the
o,(T) curves for all types of samples in the temperature“reinforcing” component are observed. At the same time, in
region 20-4.2 K; o pseudoelasticity and reversible stresscomposites with a “hard” matriXobtained without anneals
jumps on the deformation curve®(Al), manifested in an the deformation occurs in a macroscopically uniform manner
interval which depends on the TMT. in the filaments and in the matrix, leading to the simulta-

A comparison of the results of the studies of the me-neous failure of the composite as a whole.
chanical properties and structural state of the alloys sug- Our studies permit the assertion that the level of low-
gested that observed nonmonotonicity on thg(T), temperature plasticity of composites consisting of metallic
oo AT), P(Al), and&(T) curves of Ti—Nb alloys are deter- materials with different crystal latticgbcc and fcg, both in



Low Temp. Phys. 30 (4), April 2004 Yu. O. Pokhyl 339

The approach developed has turned out to be rather ef-
fective for developing criteria for estimating and selecting
structural materials capable of serving under extreme condi-
tions of service in cryogenic and aerospace technique and
800 - 2 — also for the development of unconventional methods of cryo-
600 - 1 B genic thermomechanical treatment of a number of mateials.
400 - In closing, the author expresses profound gratitude to
Prof. F. F. Lavrentev for many years of collaboration and to
V. A. Lototskaya, V. V. Sergienko, and I. N. Bogaenko for
assistance in preparing the manuscript for publication.
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2By structurally stable we mean materials that do not undergo a phase
FIG. 6. Temperature dependence of the ultimate strengtland relative transition of the martensitic type in the course of the low-temperature
elongations of composites obtained with the use of intermediate anrigals plastic deformation.
and by hydroextrusion with ultrafine filaments of diameter @2and 0.1 3The dislocation—dislocation coupling constant establishes a quantitative
um (3). relation between the deforming strassand the density of dislocations of
a definite typep; which have accumulated in the material as a result of the
plastic deformationo=~ 3 a;G;b;p}? (Ref. 9. The value ofa; character-

the case of structurally stable and in the case of the meta_izes the contribution of the given type of dislocation interaction to the
deforming stress and is determined by the energy benefit of the corre-

stable bcc component, is detgrmined by the relationship be-sponding dislocation reaction®.

tween the strength and plastic properties of the matrix and

the “reinforcing” fiber with the sharply growingas the tem-

perature is lowered from 20 to 4.2)Kocalization of the

plastic deformation of the latter taken into account. Ata high iy, o pokhyl, Metallofizika i Noveshie Tekhnologi21, No. 6, 3(1999.

strength of the matrix the localization of the plastic deforma- 2v. A. Moskalenko, A. R. Smirnov, V. N. Kovaleva, and V. D. Natsik, Fiz.

tion of the “reinforcing” component is suppressed by the Nizk. Temp.28, 1310(2002 [Low Temp. Phys28, 935(2002]. N

transfer of stress to the matrix, the deformable volume of 5: ! Verkinand V. V. Pustovalov,ow-Temperature Research on Plasticity
. . and Strength. Devices, Technique, and MetHau&ussian, Energoizdat,

which hardens locally, and the subsequent deformation of the pmescow (1982.
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Features of the low-temperature creep of a Nb—Ti alloy after large plastic
deformations at 77 K
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The low-temperaturé77 K) creep and the corresponding changes in the resistivity of a
niobium—titanium alloy subjected to plastic deformation by drawing at 77 K are investigated. It

is shown that after large plastic deformatiorss=99%) one observes anomalies of the low-
temperature creep which do not appear in tests of samples subjected to low and medium
deformations. The creep rate in the transient stage is significantly higher than would

follow from the classical ideas about the mechanisms of low-temperature @oggpithmic

law), and the time dependence of the creep deformations is described by a power law, which
corresponds to recovery creep. In the creep process oscillations appear on the resistivity
curves; these are especially pronounced after drawing in liquid nitrogen. Possible causes of the
observed effects are discussed. 2004 American Institute of Physic§DOI: 10.1063/1.1705444

The regularities of structure formation in metals and al-a special apparatisSome of the samples obtained in this
loys at large plastic deformations go beyond the descriptionvay were annealed for 10 hours at 675 K to permit the dif-
in terms of the mobility of individual dislocations. One of the fusive decay of the th@ solid solution and the precipitation
manifestations of collective effects in the dynamics of dislo-of particles of thea phase.
cations in such structures is the onset of structural instability, =~ Creep tests were carried out on the device described in
which can cause a number of macroscopic effects, e.g., Bef. 7 in a medium of liquid nitrogen and at 300 K, at ten-
nonmonotonic change in the mechanical properties as funsions c=0.905, Where o is the breaking strength of the
tions of the degree of deformation, étt.In niobium—  alloy for the respective temperature. Prior to the measure-
titanium alloys the maximally distorted structure, in the formments the copper sheath of the wires was etched off. For
of fine dislocation fragments and particles of the titanium-mounting the wire samples in the jaws of the device, copper
baseda phase(a-Ti) of large volume density, is formed in tips were grown on the ends of the samples by an electrolytic
deformations at cryogeni@7 K) conditions in combination method. The working length of the samples was 50 mm.
with heat treatment$As was shown in Ref. 4, such a struc- Measurements of the resistivity in the course of the creep
tural state is characterized by high critical currents andprocess were made by a compensation scheme using an
evolves under the influence of tensile stresses which arR-348 potentiometer.
close to the breaking strength, bringing about a process of
structural instability in the form martensitic phase RESULTS AND DISCUSSION
transformations. The latter is one of the main causes of an

effect that occurs in superconducting coils of niobium— . ;
titanium alloys in powerful magnet systems: degradation 0]put allowance for the instantaneous deformation, as a func-
’ tion of the testing time at 77 K for samples of the alloy

the critical current under.the mﬂu.enccle of tensile Iogds. Smc?\lT—SO after drawing at 77 K and also after drawing at 77 K
the scheme of mechanical loading in that case is close tQ

L and annealing at 675 K. Figure 2 shows the same data plot-
conditions of low-temperatureT(=0.2Ty,) creep, and there ted in the coordinatess —Int andAe—tY3. It is seen in Fig.

are no data in the'hterature on the low-temperature creep that the creep deformation attenuates with time and that the
alloys of the Nb—Ti system, the goal of the present study was

to investigate the features of the low-temperat(r@ K) value of A¢ is larger for the annealed sample. It is knéwn

. . that the dependence of the creep deformation on the testing
creep and the corresponding changes in the structural state O . : o
. . e time atT<<0.2T, in the transient stage obeys a logarithmic
wires of niobium—titanium alloy.

law e ~a Int. The data presented in Fig. 2 attest to the fact
that for the alloy NT-50 the logarithmic law is obeyed only in
the initial part of the transient stage, and ther Bt'3

The material investigated was the niobium—titanium al-which is typical of the so-called recovery creep. Thus one
loy NT-50 (48.5 wt. % T) obtained by electrospark melting. observes an anomalous character of the low-temperature
Single-filament wire samples were prepared by the pressingreep of NT-50 alloy samples that have an extremely dis-
of bimetal preformgNT-50 alloy in a copper sheatland a  torted structure after large plastic deformations.
subsequent drawing to a degree of deformatier99.4% at Figure 3 shows the dependence of the variation of the
300 K. Then a finishing deformation to 99.93% by drawingresistivity p during creep at 77 K for NT-50 alloy samples
at 77 K(in a medium of liquid nitrogenwas carried out on after they have been subjected to various kinds of action. It is

Figure 1 shows the creeke in the transient stage, with-

SAMPLES AND TECHNIQUES
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FIG. 1. Dependence of the creep deformationat 77 K on the time for ~ FIG. 3. Vvariation of the resistivity incrementp/p, for the alloy NT-50

the alloy NT-50 air=0.90 : 1—after drawing to 99.93% at 77 R—after  during creep at 77 K; drawing to 99.93% at 77tke inset shows the initial

drawing to 99.93% at 77 K followed by annealing at 675 K. part of theA p/p, curve for 0.5 h (a); drawing to 99.93% at 77 K followed
by annealing at 675 Kb).

seen that fot<<0.3 h the character of the\p/py)(t) curve
is predetermined by the structural state of the alloy. For exeesses that substantially influence the character of the devel-
ample, for alloy samples that had been subjected to drawingpment of the deformation during a hold of the material
at in a medium of liquid nitrogen and havirigs was shown under load. According to published d&talogarithmic creep
in Ref. 3 a highly distorted finely disperse fragmented struc-is described well in the framework of thermally activated
ture, nonmonotonicity of theXp/p) (t) curves appears, and mobility of individual dislocations in the slip plane. Viola-
the incrementA p/pg is fixed immediately after application tion of this law has been observed previously when there is a
of the load. At the same time, for samples annealed aftechange in the mechanism of dislocation motion, e.g., in
deformation, which have a relatively equilibrium structure,climb and transverse slip, and also when phase transitions
one observes only a monotonic decrease dmediately  occur under load® We note that under these conditions the
after application of the load. Fdr>0.3 h the general ten- violation of the logarithmic law was registered immediately
dency for all the samples is to have a monotonic decrease @ffter application of the load.
Aplpg after relatively brief (-0.3 h) holds of the material Let us turn to the results of a measurement of the resis-
under load. We note that in this case a transition from logativity, which to a significant degee reflects the character of
rithmic creep to recovery creep occurs earliatr Int~=4.8,  the structural changes in the material during the creep pro-
wheret is in seconds cess. It is knowf® that in pure metals the decreases in the
Let us analyze the data obtained. The change in the dereep rate and electronic resistance in the transient stage at a
cay law of the creep attests to the appearance of new pratress below the yield point are due to the mechanisms of
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FIG. 2. The data of Fig. 1 replotted in the coordinatednt ande—t (t is in secondk after drawing to 99.93% at 77 Ka,b); after drawing to 99.93% at
77 K followed by annealing at 675 Kc,d).
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dislocation creation and to a decrease in the degree of imper- 0.12
fection of the structure. In the present study, though, the

anomalous decrease in the resistivity is observed dor 0.10
>0.,. To link this decrease with a decrease in the degree of 0.08
imperfection of the material is impossible, since martensitic =~ &

transformations occur during the low-temperature deforma- < ¢.06

tion of the alloy NT-50. The phases that arise at these, e.g.,

" martensite, have a typical metallic conductivity with a 0.04

lower residual resistivity than for th@ matrix° and the

development of a martensitic transformation during the creep 0.02

process may be one of the causes of the decrease in the

resistivity p and of the change in the character of the creep. 0
Let us analyze the possible influence of the martensitic

tranSformatiQn on the resistivity during the Creep propess TOEIEG. 4. Dependence of the creep deformatinat 300 K on Int (t is in

samples which have been annealed after drawing, in WhicBecondsfor the alloy NT-50 after drawing to 99.93% at 77 K.

the structure of the alloy is rather equilibrium, since the ap-

pearance of the diffusive phageTi in the overstressed re-

gions(boundaries of fragmentas a result of annealing Ieads.the time dependence of the resistivity can be explained by

to_ processes of internal stress_ relaxation‘. During Ioac_iing "Mhe appearance of a martensite phase, but such an assumption
this case, processes of plastic deformation of fhsolid does not explain the fact that the damping law of the creep

solution develop, and there is a corresponding increase in ﬂ}%mains unchanged. If a martensite phase does not appear,
degree of imperfection of the structure and also a martensitifhen there must be another mechanism responsible for the

transformation stimulated by the deformation. The SUPerPOyecrease in resistivity during a hold of the material under

sition of the;e contribytions to the re.sis'tivity at a relatively|oad. An analysis of the results suggests the presence of an-
low level of imperfection of the matrix is reflected by the oer process that can lead to a change in the character of the
(Ap/po)(t) curves(Fig. 3b). o creep and the structural state of highly distorted systems.
Amor.e complex situation arises in thg creep of the unanThis process might be the appearance and development of
nealed, highly imperfect samples, since in those cases oscily|lective effects in a dislocation ensemble, which in this
lations of Ap/p, are observed, which reflect the substantialgse would be the predominant mode of plastic deformation.
structural instability of the alloy with respect to active load- T4 check this hypothesis we investigated the creep at 77 K of
ing. It appears that the main cause of the oscillations is th%ure niobium that had been deformed by drawing by 90% at
reversibility of the martensitic transformation under condi-300 and 77 K. It turned out that at= 0.90g (0>00,) in
tions of a markedly nonuniform distributiofin magnitude  the transient stage a transition from a logarithmic depen-
and Slgl) of the internal stresses in ﬂEmatriX and also in dence of the creep deformation to a power |agv\,(t1/3)
the higher-strength anisotropia” phase. The martensite occurs? This result also gives us reason to assume that in
phase appears at places where the stress concentration is higl case of a highly imperfect structure such manifestations
as a result of strong dislocation pileups. At places where ibf structural instability as processes of collective motion of
appears, a mutual orientation of the lattices of the initial anqjiskjcations are possib|e_ The deve|0pment of these pro-
martensite phase is realized which leads to relief of theesses is accompanied by a lowering of the average density
stresses, unblocking of the pileups, and lowering of the levepf dislocations.
of imperfection. The development of plastic flow in the creep  Thus the observed features of the low-temperature creep
process gives rise to new stress concentrators and repeatgdd the changes of the resistivity in highly distorted struc-
initiation of phase instability, a consequence of which will betures of the NT-50 alloy are formed as a result of large plastic
the observed oscillations of the resistivity. deformations at 300 and 77 K, which are due to the joint
Let us consider the possible causes of a change in thgction of processes of motion of individual dislocations, mar-
decay law of the creep; in particular, the influence of thetensitic transformations, and the development of collective
phase instability of thgg matrix on this effect. It is known modes of plasticity in thgg matrix, the contribution of some
that an increase in the deformation temperature to 300 Korocess or other to the observed effects being different under
suppresses the martensitic transformation almost completelgifferent concrete conditions. For example, in the initial
It is natural to assume that in creep testing at 300 K thestages of creep the mechanisms of deformation due to the
suppression of that transformation will lead to a change irstructural instabilityboth phase instability and the collective
the decay law of the creep in comparison with testing at 7/fmotion of dislocationscontributes relatively little to the de-
K. Figure 4 shows the results of creep testing at 300 K of arformation, since otherwise the recovery creep would be ob-
NT-50 alloy that had been deformed by drawing at 77 K. It isserved immediately after application of the load. The realiza-
seen that damping of the creep under these conditions ion of a logarithmic law means that in the initial stages the
described by the logarithmic law only, although the charactemain contribution to the deformation is due to the motion of
of the (Ap/py)(t) curves remains the same as in testing of anindividual dislocations not coupled into ordered ensembles.
annealed sample at 77 K—the resistivity decreases with inln cases of relatively equilibrium structural states the dislo-
creasingt. Moreover, the decrease pfafter creep at 300 K cations arise in the process of application of the load, while
is 1.5 times larger than at 77 K. The observed character ah highly distorted systems they have already been intro-




Low Temp. Phys. 30 (4), April 2004 Aksenov et al. 343

duced during the preliminary drawing and are located inside L. A. Chirkina, Fiz. Nizk. Temp20, 595 (1994 [Low Temp. Phys20,

the fragments. However, this mode of plasticity is rapidly 471(1994]. _
40. V. Cherny, Ya. D. Starodubov, O. I. Volchok, and G. E. Storozhilov,

exhausted, and at long times of holding under load the pro- . . L L : :

. . . Method of preparing a niobium—titanium superconductfiri Russiar,
cesses due to structural instability become the leading con-ykraine Patent No. 42487, Byull. No.(@002).
tributors, and that leads to the realization of recovery creepO. I. Volchok, M. B. Lazareva, V. S. Okovit, Ya. D. Starodubov, O. V.

Phys.27, 353 (2001)].

0. I. Volchok, I. M. Neklyudov, Ya. D. Starodubov, and B. P. Chdrny
Metallovedenie i Termicheskaya Obrabotka Metallov, No. 121993.

+
*Ié?rig;'s?/(éllchok@kharkov org “I.A. Gindin, V. P. Le_bedev, and_ Ya. D. StarO(_jubMachines and Devices
UThis résult will be considéred in detail in our next paper. for Testing of Materialgin Russian, Metallurgiya, Moscow(1971), p. 18.
' 81. A. Gindin and Ya. D. Starodubo®hysical Processes of Plastic Defor-
matoin at Low Temperaturdin Russiar}, Naukova Dumka, Kiey1974,
p. 322.

, 9N. K. Nechvolod, Creep of Crystalline Solids at Low Temperatjia
1E. E Zasimchuk,Collective Deformation Processes amd Localization of Russiaf, Vishcha Shkola, Kiey1980.

zDeformation[in Russiar}, Naukova Dumka, Kie(1989. V. A Lototskaya,Low-Temperature Mechanical Properties and the Struc-
V. K. Aksenov, O. I. Volchok, A. V. Mats, and Ya. D. Starodubov, Fiz.  tural State of Nb-Ti Alloys and Composites Based on ThemRussiar,
Nizk. Temp.21, 1246(1995 [Low Temp. Phys21, 954 (1995]. Author’s Abstract of Candidate’s Dissertation, Kharkd@®90.

3V. K. Aksenov, O. I. Volchok, V. M. Gorbatenko, V. A. Emlyaninov, M. B.
Lazareva, A. V. Mats, V. S. Okovit, Ya. D. Starodubov, O. V. Chernyi, and Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 30, NUMBER 4 APRIL 2004

ERRATA

Erratum: Fluctuation conductivity and critical currents in YBCO films
[Low Temp. Phys. 29, 973 (2003)]

A. L. Solovjov, V. M. Dmitriev, V. N. Svetlov, and V. B. Stepanov
Fiz. Nizk. Temp.30, 463 (April 2004)

1. The following phrase should be added to the caption of Fig. 2: For better visualization the vajy€g) dbr sample
W62 has been multiplied by 20.

2. Figure 3 should look as follows:

1000

T T T T

0.01 0.1 1
1-T/T

FIG. 3. Temperature dependence of the critical current densities
for samples W620), W136(0J), and W154(V) in double loga-
rithmic coordinates; the straight lines are plots of the equations
ic(T)=j(0)(1—T/T.)® for each sample with the same values of
the parameteri.(0) ands as in Fig. 2; the dashed line is a plot of
j(T)~t2. The arrows indicate the temperatutgsfor samples
W154 and W136 and. for sample W62.
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