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The manifestations of the skin effect during transient processes in systems with straight busbars
having cross sections of arbitrary shape and a general method for investigating this effect

are considered. The method permits direct observation of the dynamics of the variation of the
current density in busbars for any degree of manifestation of the skin effect in two-

dimensional problems. €997 American Institute of PhysidsS1063-784£97)00107-4

INTRODUCTION elementary conductors with very small cross secti®ps

The devel t of the technol f . ¢ assuming that the curreni(t) within thekth cross section is
€ development of the technology for using s ronguniformly distributed and that its density equals
pulsed magnetic fields raises the problem of creating effec-

tive methods for calculating the transient processes in elec-
tromagnetic fields with consideration of the skin effect in ()
massive conductors, including straight cables. An analytical s
solution of this problem(generally on the basis of the

Laplace transformatioris possible only for one-dimensional Clearly, the smaller are thg, , the smaller is the error of
systems with straight conductors having simple cross seassumption(1). The active resistance of theh elementary
tions: round and annular cross sections or cross sections gonductor is
the form of a half plané=* The application of finite-element

analysis requires large amounts of computer mentsirce |
not only the cross sections of the conductors, but also the R =——,
insulators surrounding them are discretigehd the machin- VS
ery for integral equations is in the development stage and . o
requires further researchThis attests to the inadequacy of Where , is the conductivity of thekth elementary conduc-
the general methodology for analyzing the skin and proxim-—""
ity effects in pulsed systems.

The present work examines an effective and convenie
method for analyzing the dynamics of the skin effect in
straight conductors with busbars and shields of arbitrar)? ) ) ;
cross section, which is based on the use of approximatglememary turns. In this case the analy5|_s of the field Wo_uld
equivalent circuits of massive conductors obtained by divid- e reduced to a calculation of the transient pracesses in a

ing the busbars and shields into elementary conductors und%ﬁ'rly simple circuit-diagram model with magnetic couplings

the following commonly employed assumptiongihe fields mutual ipductanc)ebet\{veen all the gler_nentary turns. The
are plane-parallel and two-dimensional; tBe bias currents problem is that such wires do not exist in the general case.

in the busbars and shields are negligibly small in comparison 'I;hef mlaln |dc?[a IS tto reprgfr:ant the busbars andtsgelds by
with the conduction currents, i.e., the transient processes i set of elementary turns with one common reveitsase

the conductors are quasistationary;tBe permeabilities of eIeTenta_erz con?uctor fo'r d ea((:jh. eII:gctrllcaIIy |tsqlatetsv SUbt')
the busbars and shields are equal to the permeability of Fysiem. 1he system considered in F1g. 1a contains two sub-
vacuumyz,, and the conductivities of the conducting ma- systems that are not electrically coup_le(_JI. The base elemen-
terials are functions only of the coordinate$tide number of tary conductor in the subsystem consisting of the busbars

busbars and shields is not restricted, and the shapes of tht Pd Bhyslggr)otgd biog’ .bThe t:?fﬁ elem%ntanli c?nducior n
cross sections are arbitrary. e shieldS is denoted byOs. € numper of elementary

conductors in busbak equalsn,, and the number in busbar
B equalsng, the number of elementary turns in the first
MODELS OF MASSIVE CONDUCTORS subsystem will bena+(ng—1). The number of equivalent
turns in the shield equalss— 1, whereng is the humber of

Let us consider the construction of the proposed equivaelementary conductors in the shield. There are magnetic cou-
lent circuits in the example of a systeffiig. 1a consisting  plings between all the elementary turns. The total number of
of a power sourcee(t) and a capacitoC, which are con- elementary turns in the approximate model of the system
nected to anR—L load through busbaré and B in the (Fig. 19 equals
presence of shiel&. The busbars and the shield have the
same length. We divide the busbars and the shield into N=na+ng+ng—2. 3

O (1) @

@

It follows from general physical arguments that if the
n§ystem were such that wires carrying forward and reverse
currents could be identifiec priori in its busbars and
hields, the elementary conductors could be paired to form
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FIG. 1. Discretization of the busbars and
shield of a conductofa) and its equivalent
circuit (b) for analyzing transient processes.

u, e

In Fig. lany=6, ng=4, andng=12; thereforen=20. tive resistances of all the elementary conductors in buBbar
The numbering of the elementary turns coincides with theexcept the base conductorRgs is the diagonal
numbering of the elementary conductors. The set of elemer(-(ns_ 1)- (ns—1)) matrix of the active resistances of all the
tary tums corresponds to an equivalent cirdfilg. 10, in elementary conductors in the shield, except the base conduc-
which all the turns are inductively coupled. tor; RS is a column(of dimensionn,+ng—1), all of whose

mo d-lc—a(l)(Fviwmlab)dvc\;évinntﬁgguSgltjr?(tel?glfov?/ifn thsotgtrigt:h'_t'g'?ﬁéam elements are equal to the resistaiieof the base elemen-
g g A tary conductor in busbaB; R is a column(of dimension

column (of dimensionn,) of the currents in the elementary i
currents of busbaA: ig is the column of thefs—1) cur- NS~ 1), all of whose elements are .equal tolth-e resistare
rents in the elementary conductors of busBaris is the of the base elementary conductor in the shiélg a column
column of the (is— 1) currents in the elementary conductors (0f dimensionn,), all of whose elements are equal to unity.
of the shieldS; R, is the diagonal 1f,-n,) matrix of the  According to the diagram in Fig. 1b, the following system of
active resistances of all the elementary conductors of busbégirchhoff's equations can be written in the state varialjgs
A; Rg is the diagonal (ifg—1)- (ng—1)) matrix of the ac- g, ig, anduc and the “algebraic” variables, ig, andi§ @
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is the current through the eleme@t which coincides with
the load current, anéf andi§ are the currents in the base
elementary conductors of busbrand the shield

M’A MAB MAS O iA
Mga Mg Mg O d| ig
Msa Msg Ms O dt| is
O O O C Uc
r-R, O O -1 0 O 1
_R(E)"
=l o -Rg O 0O O o)
o} O -Rg O O O -R;
L. o o o o0 1 o0 0 |
L
ig | [1]
is o
X[ uc |+ o -e(t). (4)
! 0
ig| L
5

In (4) R’ is a completely filled matrix formed frorR,
by adding the load resistanée of all of its elements. This
can be represented symbolically in the form

R,A: RA+ R. (5)

The matrixM', is formed fromM 4 by adding the load
inductancelL to each of its elementsM’',=M_4s+L). The
algebraic variables on the right-hand side (4f are easily
expressed in terms of the state variables

na na np—1 nsg—1
i=> ik, ig=2 ikt X iR, ig= 2 ik (6
k=1 k=1 k=1 k=1

Using(6), it is not difficult to transform(4) into a system
of equations in the state variables alone:

M,IA MAB MAS o

Mga Mg Mgs O| d|is
Msa Msg Mg Of dtf ig
o O O cC Uc
- o -171
—R’ ?A 1
ig O
= O Ol |tolem @
O O -R, O S
" o o o't 0

where[in analogy to the symbolic expressi¢s) |
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R, O

R = ,
O R}

+R8, R&{=Rg+R3.

The calculation results found for a certain discretization
of the cross sections of the busbars and the shield must be
compared with the solution of the problem for division of the
busbars and the shield into a larger number of elementary
conductors, and this process must be repeated until satisfac-
tory agreement between the new solution and the results of
the preceding calculation is attained.

The formation of the system of equatiof® is the cen-
tral part of the algorithm under consideration, since all the
characteristics of the transient process, including the tempo-
ral variation of the current density in the busbars and the
shield, the load current, the magnetic fluxes, the force inter-
actions between the busbars and the shield, etc., can be found
as a result of its solution in an assigned time interval. The
speed and reliability of the calculations depends significantly
on the correctness of the first attempt to discretize the cross
sections of the busbars and the shield, and thus the use of
approximate estimates of the character of the penetration of
the field or the current into the conductors is required.

ILLUSTRATION OF THE APPLICATION OF THE METHOD IN
A MODEL PROBLEM

To illustrate the reliability and accuracy of the circuit-
diagram models under consideration, let us apply them to the
solution of one-dimensional problems with known answers
in analytical form. One of them is shown in Fig. 2. The
capacitorC with an initial voltageV, is discharged into a
short-circuited system consisting of two copper busbars of
length I. To be specific, we seC=1 F, Uy=1 V,
D,=Dg=D=0.02 m, Dy=0, h=0.01 m,I=1 m, and
y=5.6x10" S/m. Before performing the main calculations it
would be useful to estimate the temporal characteristics of
the transient process, even if only on an approximate level.
This is most easily done for the case of a pronounced skin
effect under the assumption of an oscillatory, “almost sinu-
soidally damped” type of process. L&} be the approximate
“total period” of the oscillations of the discharge current,
and letwg=27/T, be its angular frequency. Then the active
resistance of one busbay can be calculated as the resis-
tance to a constant current passing along a surface layer of
the busbar of thickne8s

=N
" Vawouey Vmuey’

Therefore,
7o

¥To '

I |
rO: ’yhAo - H

and the internal inductance of each buslkander the as-

sumption of a pronounced skin effgequals
ro To

Lo=—=5—Tr0,
" wy 27 °
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FIG. 2. Variation of the current density in busbarnf a conductor short-circuited at one end for 0.01 m,D,=Dz=0.02 m,D,=0, and busbars divided
into na=ng=10 elementary conductofshe numbers on the curves correspond to the number of the elementary conductors, and the number of the base
elementary conductor is=20).

which allows us to represent a system consisting of two bus- The knowledge ofA, enables us to correctly discretize
bars and a capacitor in an approximation byRAnC circuit ~ the cross sections of the busbars in the initial stage of the

with a resistance 12, and an inductancel2), where calculations. The division of the busbars into elementary
conductors(for the numerical solutionindicated by the

_Z_Iw | THo oL :I_, /"LOTO dashed lines in Fig. 2 was made with consideration of the

h ¥V Ty “h N ym one-dimensional nature of the problem. To start we take a

value of the widtha, of each elementary conductor approxi-

The period of the damped oscillations in such a circuit
P P mately equal to half of the equivalent penetration depth, di-

equals
q viding the busbars intmpa=ng=10 identical elementary
\/ 1 (2r,)? conductors
T0:27T -
C(2Lo)  4(2L,)? Da_Ds
a= —=0.002 m.
SR oI o
Yy _. — 1,

h ym | 4\ T Thus, a,=0.4A,. The cross-sectional are& and the

which gives the following approximate estimate of the total'€sistance®, of all the elementary conductors, including the
period of the oscillations in the system for a pronounced skirP@S€ élementary conductor, are identical:

effect in the busbars Sc=a,h=2x10"5

m?,
25C?12
To=m% \/ ———°—0.0056 s. ® I .
hZy Re=Ro=—c =8.9286< 10740,

¥Sk
The equivalent current penetration defthe thickness
The total number of elementary turns equals

of the skin layer is found to be approximately equal to

To n=np+ng—1=19.
Ag= =0.005 m.
THOY i

We determine the self- and mutual inductances of the
SinceD,=Dg=4A, in the present example, it can be elementary turns in the busbars from the formulas
assumed that we are considering the case of a very prgk,g=1n)
nounced manifestation of the skin effect, for which an ana-
lytical solution is knowh* and can be used to evaluate the _ Mo a
accuracy of the proposed numerical method. h 3

, €)
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FIG. 3. Time dependence of the discharge current in the one-dimensional pr@&ilgn®). 1 — Dp,=Dg=D=4A;,=0.02 m,2 — D=A,=0.005 m,
3 — D=Ay/2=0.0025 m.

o a, equals
Miq=5p| Pkt Da= D= 5|, (k#0). (10 11 12 18 19
53 47 ... 11
27Tak 53 46 ... 11 5 2
When k,q=1,n,, the elementsM,, and M4 for the MAB=3><105 N T
symmetric matrix M, of dimension naXn,=10Xx10 3 47 ... 11 5 9
b2 o 10 53 47 ... 115 |10
112 107 ... 65 59 o ) ) ) )
106 65 59 | 2 The circuit-diagram model is obtained from the diagram in
= 2may ] o . Fig. 1b by eliminating the source(t), the load elementR
3%10° TR b andL, and the subdiagram corresponding to the shield. On
Symmetric 64 59 | 9 the basis of syster(v), the equations of state for this model
can be represented in the form
values 58 10
The self- and mutual inductances of the elementary turn M. M o ) -1
in busbarB are obtained from Eqs(9) and (10) when A AB d Ia —-R’
k,q=(na+1),n. In the case under consideration the matrix Mga Mg OF. T ig | = ')
Mg is of dimension fig—1)X (ng—1)=9x%9: o o C Uc T o o
11 12 18 19
52 47 ... 11 5 11 in
27y 46 ... 11 5 |12 x| ig |,
573%10° P Uc
Symmetric 10 5 18
values 4 19 ia(+0)=0, ig(+0)=0, uc(+0)=U,. (1)

The matrix of the mutual inductances between the el-  The order of systenill) equalsn+1=19+1=20. Af-
ementary turns in busbd and the elementary turns in bus- ter solving it by some numerical method, it is not difficult,
bar B, which has the dimensiomaX(ng—1)=10X9, according to Eq(1), to find and construct a plot of the time
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TABLE |. Results of the calculation of the discharge currefih amperes (Fig. 2 are commensurate with the approximate wave pen-
of a capacitor into an ideal bifilar consisting of short-circuited bustaics ; — D= i

2) of thicknessD ,=Dg=D=4A,=0.02 m for various values of the tinte etration d.epth IDA .DB D\AO)' The resuns of a numeri
n=20, and selection of the elementary conductor with the numpes the cal solution of this p_rObIem accordmg to th_e PmpOSEd
basis elementary conductodg) (uc(0)=1 V) method are presented in the form of cur2esnd3 in Fig. 3.
WhenD=A,, it is sufficient to divide the busbars into five

elementary conductors. It follows from curehatT=T, in

Numerical calculation Exact value

for D= this case. Whem =A,/2, the discharging of the capacitor

t,s t/T, ne=20 ne=15 no=11  (Ref. 1, p. 382 already has an aperiodic character, and it is sufficient to rep-
0 0 0 0 0 0 resent each busbar by three elementary conductors.

0.001 0179 —733.87 —733.88 —733.78 _795.38 In contrast to the one-dimensional problems considered
0.002 0.358 -330.54 —330.55 —330.48 —325.40 above, Fig. 4 presents a system in which the discharge cur-
0.003  0.537 41.49 4150 41.45 39.27 rent creates a two-dimensional electromagnetic field. The ca-
8-88‘5" 8-;;2 ig?-gg igg-gi 183-‘7‘2 igg-gg pacitor discharges into a short-circuited system of busbars
0.006 1074 26,89 26.89 26.89 26.62 of rectangular profile with the same height0.01 m as in

the systems in Figs. 2 and 3. The busbars are identical
(Dpo=Dg=D), and the gap between the busbars is vanish-
ingly small (Dy=0). The main steps in the solution of this
dependence of the current density in the middle part of throblem and the circuit-diagram model do not differ from the
kth elementary conductor, as well as of the current througfprocedure and the diagrams presented above for the one-
the capacitor, from Eq(6). dimensional problems. If the busbars are divided into el-
The results of these calculations were used to construgmentary conductors with cross sections of rectangular shape
the dependence of the relative current densities for the cenwith the sidesa, andb,), as is shown in Fig. 4, the formulas
ters of the elementary conductors in busharumberedl, 5, for calculating the self- and mutual inductances of the el-
8, 9, and 10. The valued,= yUy/2| was taken as the basis ementary turns take the form
value. As expected, the current densities at the centers of the
elementary conductors numbergd, 12, 13, and 16 in bus- o D2
barB coincide with the current densities of the 10th, 9th, 8th, ~ Mi=Lk=5_—In ==,

and 5th elementary conductors of busBarCurvel in Fig. 9ido
3 shows a plot of the current) =i(t)/i [it is assumed that “ D..D
i,=Uq/(2l/yhAg) = SphA,]; the currenti(t) being calcu- qu:2—° In Dko P©
lated from Eq.(6). It is noteworthy that, despite the very ™ kaJo

rough p'rellimlnary' discretization, the curve p'resented praCtIWhereDko is the distance between the centers of the cross
cally coincides with the current curves obtained when each

busbar is divided into doubled and quadrupled numbers 0§ectlons of thekth elementary_conductor and th? base el-
ementary conductor, andg,=0.2236@,+b,) is the
elementary conductors.

It follows from the curves in Fig. 2 that the maximum geometric-mean distance of the area of the rectangular cross

value of the current density in the first elementar conductofc'eCtion of thekth elementary conductor from itself.
y y The results of the calculations for three different busbar

is significantly, almost 15-fold, smaller than the current den-Widths D are presented in Fig. 4. When the busbars were

sity in the 10th elementary conductor. Therefore, it can be;; : .
i iscretized, the sides of the rectangular elementary cross sec-
assumed that the field scarcely reaches the outer faces of the . M L
: - 1ions did not exceed y/2. Curvel’ in Fig. 4 mimics curvel
busbars and that the case of a pronounced skin effect is re- _. . , : ;
. - . . In Fig. 3. A comparison of curve$’ and1 (Fig. 4), which
alized, permitting evaluation of the accuracy of the solution . . . . )
: S ; ere obtained for busbars with identical profiles
obtained by comparing it with the data presented in Table I, .~ _ _ _
D=4A,=0.02 m,h=0.01 m,Dy,=0), shows that neglect
(from Ref. 1, p. 382 The current curve calculated from the . .
. ! : of the two-dimensional character of the problem leads to
formulas in Ref. 1 for the system under consideration prac-

tically coincides with curvel in Fig. 3 significant errors.
y coincides 9.2 : Curve3in Fig. 4 was obtained fan/D =0.01/0.0025- 4
To distinguish the real range of the first current oscilla-

tion (with the negative and positive half waves of the curve (which corresponds to a tape-like buskand therefore prac-

from To, we denote it byT. It is seen from curvel in tically coincides with curve3 in Fig. 3 for the one-

) a ) . dimensional problem.
Fig. 3 thatT/To._l'ﬂ’ therefore, the error of approximate To provide an additional illustration of the possibilities
formula (8) in the present case amounts to

(To—T)/T-100%= — 15%. We note that, as expected, the of the calculation method described in this paper, Fig. 5 pre-

; ; sents plots of the time dependence of the discharge current of
results of the calculations scarcely depend on which of th L A
. he capacitor into a short-circuited conductor for several
elementary conductors is selected as the base elementa% . : . .
other (including asymmetricbusbar configurations.
conductor(see Table)l - .

In conclusion, we note that the accuracy of the solutions
obtained depends on the degree of discretization of the cross
sections of the conducting elements, the shapes and dimen-
The literature does not offer an analytical solution for sions of the cross sections of the elementary conductors, and

the case in which the thicknesses of the busbars in the systetine accuracy of the relations used to calculate the self- and

ANALYSIS OF THE DYNAMICS OF THE SKIN EFFECT
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FIG. 4. Time dependence of the discharge current in the two-dimensional problem=f6r01 m andDy=0. 1 — D,=Dg=D=4A,=0.02 m,
2—D=Ay=0.005 m,3— D=Ay2=0.0025 m.

CONCLUSIONS
mutual inductances of the elementary turns. These questions 14 approach considered is applicable to the investiga-

require separate investigations and have not been considerggy, of transient processes with any degree of manifestation
in the present work. of the skin effect in two-dimensional problems. The reliabil-
ity of the methodology is confirmed by the practically com-
plete agreement between the results obtained on its basis and
the solutions for one-dimensional problems having solutions
in analytical form. Owing to the clear-cut physical basis of
the method, it can easily be adapted to taking into account
the proximity effect in the analysis of transient processes in
systems of busbars running near not only real, but also ideal
shields.
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Theory of one-dimensional and quasi-one-dimensional heat conduction
S. O. Gladkov

N. N. Semenov Institute of Chemical Physics, Russian Academy of Sciences, 117977 Moscow, Russia
(Submitted February 26, 1996
Zh. Tekh. Fiz67, 8—12(July 1997

It is shown that the heat conduction process in a one-dimensional flow of a fluid moving with a
velocity V in a constant temperature field follows a law that is considerably more

complicated than an “ordinary” exponential law. It is demonstrated that in the quasi-one-
dimensional case the heat conduction process in an abstract space of dimehsiowHeree

varies from zero to unity, is described by a modified Fourier equation. Its solution for an
infinite space is found. €1997 American Institute of Physids$1063-78427)00207-9

Problems associated with the investigation of the physifluid to the shell surrounding ify, is the thermal diffusivity
cal properties of structures of fractional dimension have beef the shell, andv,, is the coefficient of heat transfer from
come crucially important in the recent period. Most of thethe shell to the fluid.
interest in them has been displayed since the foundations of It should be noted that consideration of the velodity
fractal theory, percolation theory, and renormalization groupmakes the last term in Eql) necessary. In fact, since the
analysis were laid= One of the most widely encountered characteristic ranges of variation of the temperature are
examples of a quasi-one-dimensional structure is a coastlinéx>1, wherel is the mean free path of the molecules, the
Its dimension is &, where the numbes is considerably condition that the second term on the left-hand side of Eq.
less than unity. One more example, but of a purely technicall) is smaller than the last term on the right-hand side can be
character, is a set of one-dimensional water pipes that aneritten in the form of the following inequalityy// X< a15.
randomly arranged in a plane and connected to one anothétence it follows thatéx>Vr,=VI/v+, and this condition
in an arbitrary manner. Such a quasi-one-dimensional stru@lways holds for alV<wv;. The latter calls for the consid-
ture is the subject of investigation in the present work. Theeration of heat transfer on the right-hand side of the heat
crux of the problem is to ascertain the features of the heatonduction equation when the fluid undergoes hydrodynamic
conduction process in systems of dimensiohsl, in which  motion. We stress once again that if the fluid is motionless,
a liquid (or gag moves with a velocity in a certain direc- the last term in Eq(1) vanishes.
tion x. The boundary conditions are as follows. At the inter-  Thus, the system of equations presented faithfully de-
face between the fluid and the external medium it is assumestribes the establishment of the temperature in a one-
that the external medium acts as a thermostat with a constadimensional flow of a fluid moving along theaxis when the
temperatureT,. Initially (at t=0), the temperature of the mutual influence of the two fluids on one another is taken
fluid is T(x). When concrete initial and boundary conditions into account. It should be noted that the problem formulated
are assigned, the quasi-one-dimensional problem can ba this manner has not been solved in any publication known
solved only if the solution of the one-dimensional problem isto us. For this reason, the solution of the system of equations
known. Therefore, we first study the heat conduction proces€l) and (2) is of interest in itself not only from a purely
for a one-dimensional flow of a liquitbr gas with a tem-  cognitive standpoint, but also from a methodical standpoint.

peratureT; moving within another liquid(or gag with a We choose the initial conditions in the following form:
temperaturer .
It is usually assumédhat the flow velocity can be taken T,(t=0,%)=Ty(1—tanh(x/d)), &)

into account by introducing it into the boundary conditions.

Let us imagine the following picture. In the initial moment a

fluid stream flows into another fluid, which is confined to a  lim Ty(t,x)=T,, t—oe, (4)
very narrow, but finite cylindrical reservoir of radius The

channel length. significantly exceeds that radius>r. The  \hered is a certain characteristic distance, to which the fluid
system of coupled equations that takes into account the ©fenetrates at the initial moment in time, afiglis the con-
change of heat between the two media can be written in thgiant temperature of the moving fluid at the initial moment.
following, highly general formisee, for example, Ref.)7 The solution of the system of differential equatiofis
and (2) can be sought in this case using the Laplace trans-

IT1 1t + VT 10x=x10°T119x2+ ayT,—T,), (1)  formation. The conditions for doing so are that the time in-
terval be assigned in the range from 0-te~ and that the
region for spatial variations of the temperature also be de-
fined by a semi-infinite interval.

Finding an expression foF, from Eq. (1) and substitut-
where T, is the temperature of the fluigg, is its thermal ing it into Eq.(2), we find the following fairly cumbersome
diffusivity, a,, is the coefficient of heat transfer from the equation:

(9T2/(7t:X2(72T2/(7X2+ aZl(Tl_TZ)' (2)
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(1+ a21/a12)(9T1/<9t+ a;21&2T1/&t2+VaIzlé'lelﬁt&X V< a%llz()(z—)(l)3/2(3)(2—)(l). (10)

—XzVaI2103T1/3X3+X1X2a521f94T1/f9X4 This condition corresponds, in particular, to a small
. ) 5 value for the expression under the radical sigk;ifqg). As a
+azaq; (VAT /9X— x19°T1/9x%) =0. (5 result,k, turns out to be
Ngxt, expanding the f_unctio'lﬁl(t,x) into a Laplace integral ki(q)=0.5qV+ qu2+(2qv(0_5a21— quZ))/(o[zl
using the transformations 5
N —(X2—x1d9. (11
otl%
Tl(t,x)=f _ eqXqu(t)dq/2wi, Substituting this expression into the integ(8), after the
oz replacement]= —1q we obtain a formula, which describes
Foo the evolution of the temperature of a one-dimensional flow
qu(t)=f e T (t,x)dx, of the fluid undergoing laminar motiosmall Reynolds
0 numbers,
we find the equation which describes the temporal evolution o _ _ )
of the temperature Tl(t,x)=f T1(0,y)dyf el P@tHia=y) = x1a%g g,
0 —
dleq/dt2+ (,qudqu/dt+quQ02: 0, (6) (12)
where where
P19~ apt asnt Vq_ (X1+X2)q2, QD(Q) = qV(05+(a21+ 2X2q2))/(a21+ (XZ_Xl)qz)(13)
_ 4_ 3_ 2
2= X1X20" VX0~ aaix1Q”+ VQaz;. ™ If the flow is motionless Y=0), (12) automatically

Let us consider the case in which the amount of heat trangransforms into the known expressibn.

ferred from the outer fluid to the moving fluid is small in To find the distribution of the temperature in the flow
comparison with the amount of heat transferred from thevhenV # 0, we should evaluate the exponent and isolate the
moving fluid to the outer fluid, i.e.q;,<a,;. In this ap-  saddle point. As is seen frofi3), the functione(q) varies
proximation the roots of the characteristic equation correin a  fairly narrow range from 1V to

sponding to Eq(6) are (0.5+2x,/(x2— x1)). Since the integrand achieves its larg-
K _0 2 Y est value whemg=0 (g=1/L, whereL is the linear dimen-
149 =05 (x1+X2)q"~ 1= V0] sion of the system ¢(q) can be replaced by 1g%. In such
H[(an—(x2—x1)9?)/2]* a case
_\/2g2 — v.2)211/4,0.52(q) w
V2G(0.501— x,0)%} 60 57(@), ®  Tyt0=To+ [ Ta0y)ay
where
2(q)=arctafi4iqV(0.5az— x20°)/ (@21~ (x2= x1)9%) - X f " Aoy rLsv et g
As is easily understood, only the rdot (the radical with -
the + S|gp) ha; physical meaning. In this case the solution of :T0+j T1(O,y)e*(X*V*l-f"“)z"‘h‘dy. (14
the equation is B
Tiq(t)=Cyqetal@", In the other limiting case, in which the velocity is large

whereC,4 is an integration constant. and satisfies the condition

According to the inverse Laplace transformation, we Vs a2(x,— x1)¥%(3x2— x1), (15)

have
the functionk, (after the replacemerg=iq) can be repre-

o+i ) sented in the form
Tl(t,x)=f e ki@t g/ 277,

oz k19=0.5iVa—(x1+ x2)9*— az1]
and with consideration of the initial conditid®) we find +{Vq(0.5ap+ quz)}l/zl (16)
T,(t%) = fmTl(O,y)dyJ'ﬁIwekﬂq”*q“‘*y)dq/27-ri, The maximum of this expression is found at
0 og—iw
| © do=(Vaz) Y251+ x2)*° (17

Expanding the exponent near the point gy, we find

whereT(0) is given by(3). that at large velocities

Unfortunately, the integral9) has a fairly complicated
form, and some limiting physical cases should be considered T,(t,x)=T,+ @~ 0-5axt+igex
to calculate it. To start, let us consider the case in which the
flow velocity V is small. More specifically, as follows from % J+w-|-1(O'y)e—iqoy—(x—y)2/4()(l+)(2)tdy_ (18)
(8), it should satisfy the inequality
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It should be noted that EQq(18) is valid provided It should be noted that Eq422) “works” for an infinite
T,.(t,x)>T,. It can concluded front18) that heat exchange space. Passage to a finite region of the space requires modi-
is considerably more intense at large flow velocities, sincdication of this equation and a different definition for the
the time for the establishment of a certain equilibrium tem-operator A. This problem will not be considered in the
perature is determined not by heat conduction, but purely bypresent paper.
heat transfer and corresponds in order of magnitude to We next assign the properties of the operatoin the
2ay. following manner: ] the action of this operator of(x) has

The problem posed of ascertaining the character of théhe fully concrete eigenvalues, i.e., Af(x)=\f(x); 2) the
establishment of the temperature in a flow of a ligiddgas  operatorA is a bounded self-adjunct operator, i&=A*.°
moving within another fluid raises the question of analyzing  According to Eq.(22), for the Fourier transform of the
the heat conduction process in systems with a fractional ditemperature we obtain
mension. Such structures include, for example, a system of R
randomly distributed pipes located in a single plane. Its di- T/ 3t=—xk* Ty (). 23
mension is H¢. Clearly, whene=0, the system simply Solving the equation obtained and performing the in-
becomes one-dimensional, and whea 1, it becomes two- verse Fourier transformation, we find
dimensional. The intermediate case of arbitrang of inter- o e
est in regard to purely methodical aspects of the case, whiclp(xyt)zf j T(g,o)e*)(tkz(l”)ﬂk(xfg)d kdé/(2)2.
will be analyzed below. —w J-o

It should be noted that the description of the character of (29

heat conduction in a quasi-one-dimensional system is of fun-  \ve calculate the integrals ovér Utilizing the saddle-

damental importance from the standpoint of simulating COMpoint method for this purpose, we find that the saddle point
plicated branched structures in order to adequately descrigyg at the value

how thermal equilibrium is established in such structures and

how the temperature is established. It is important to stress K=Ko=[(iy)"**29]/[2(1+ &) xt]"+*2%), (25
that ¢ is the only arbitrary parameter and that, once it iswhereyzx—g.

assigned, an attempt can be made to describe these macro- Substituting this expression into the integrand (24)

scopically complicated systems. and calculating the Gaussian integral obtained as a result, we

Before proceeding to a solution of the heat conductionying the following expression for the distribution of the tem-
equation in the quasi-one-dimensional case, we must U”de{)'erature in a quasi-one-dimensional space:

stand what the gradient operator represents in the present
case. We assign a certain operaoacting in a Hilbert space T(x,t)= IMT(g 0)e¥)cog Z(&))de/2( X () M2
of dimension H ¢ in the form of the following Fourier in- ' ' '
tegral (26)

—oo

where

+ o0
Af(x =f ikt eekxdk/2r. 19
=] i 19 X(e)={u'1*2)yt(1+e)(1+2e)

Whene =0, we obtain the ordinary result, which obvi- X cog mel(1+28)]H (1+g)2e/(1+22),
ously indicates thah is simply an operator of differentiation
with respect tax. It should be noted that the transition to the Y(e)=(1+2¢)cog m(1+e)/(1+2¢)]
purely two-dimensional case should be made not by means Xyt el A+2e) 501 4 g)[(1+e)]Y1H 2,
of (19), but by means of the two-dimensional expansion, i.e.,

Z(e)=tan(we/(1+2¢))—gutte)/(1+2e)

+ oo .
Af(x,y)= Iimf ik?~ ek xdk/(27)?, (20 X (1+28)/2(1+&)[(1+g)]MU2+22),
7=07 =%
oy £\2
where >0. u=(x=&2xt. @7
After defining the action of the operatérin the form of In the limiting case, i.e., when tends to zero and the

(19, we can now introduce the concept of a quasi-onespace becomes one-dimensional, we obtain a single expres-
dimensional heat flow. More specifically, assuming that  sion for the thermal conductiviy.An analysis of(26) for
several different values of is illustrated in Fig. 1.
q=—xAT(X1), (21) It should be noted that when two-phase structufes
example, a two-component composite or a structure of the
liquid+ gas type are treated, the thermal diffusivity can be
represented in the following approximate fofm:

we find the Fourier equation sought in the quasi-one
dimensional case

+o ,
aT/at:—Xf k2L e)glkxT, (1) dk/2ar, (22) X(P)=[P%x1+ (1= p)?x,)/[PC1, +(1=p)Cy, ],

where the concentratiop=V,/V,, V, is the volume of the
where y is the thermal diffusivity in a space of dimension impurity phasep; and x, are the thermal conductivities of
l+e. the first and second phases, respectivelyandc,, are their
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FIG. 1. Dependence of the temperature distribution on the coordinte

several different values of (¢,<e,<e3). FIG. 2. Dependence of the thermal diffusivity of a structure on the concen-
tration of the impurity phase.

isochoric heat capacities per unit volume, and the denomina- . . . o
: . ", . mum is achieved only in two-phase structures. In “ordi-
tor is obtained from the condition that the entropies of the N o
- nary” (single-phasesubstances the thermal diffusivity de-

two phases are additive.

More specifically, since the entropy of the entire Struc_pends only on the temperature and not on the concentration.

e 1S pS, (1), e can btan the denaminator |11 OVS Ue 0 1w e wnedeeal concson it e
sought by differentiating the entropy with respect to the temP 9 d . P .
perature phase structures at the concentrateap,,, takes consider-

In addition, the relation presented fp(p) is valid under ably more time than in any single-phase substaegard-

: ; ; less of their dimensignand that cooling is, therefore,
the assumption of a weak interaction between the two ) . :

. . slowed. This can be very important from the practical stand-
phases, for which the term proportional to the product

p(1—p) is small. It was shown in Ref. 8 that this condition point.

is realized quite frequently. _ 1K, Wilson and G. Kogut, Phys. Ref2, 75 (1974.
The minimum of the functiony(p) lies at the concen- 25 7 patashinskiand V. L. Pokrovski Fluctuation Theory of Phase
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2 2 12 4Yu. A. Izyumov and Yu. N. SkryabinStatistical Mechanics of Magneti-
X{(€5, 21+ CT,20) (21 + 25) }'%. cally Ordered System€onsultants Bureau, New Yok 988.

. . L. 5S. 0. Gladkov, Phys. Lett. A98 151 (1995.
The corresponding value of the thermal diffusivity is ®H. S. Carslaw and J. C. Jaeg@onduction of Heat in Solig2nd ed.,

Oxford University Pres$1959 [Russ. transl., Nauka, Mosco@964)].

in=2(C1,—Cp,) 2 7 :
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Spectral and angular distribution of slow electrons emitted by hydrogen atoms
in collisions with fast highly charged ions

A. B. Voitkiv
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The ionization of hydrogen atoms with the emission of slow electrons in collisions with fast
highly charged ions is considered. Analytical expressions are obtained for the singly and doubly
differential ionization cross sections and for a quantity which characterizes the angular
asymmetry in the escape of slow electrons. A unique feature of the momentum balance for
collisions that lead to the emission of slow electrons is discussed19€y American Institute of
Physics[S1063-78497)00307-3

The investigation of the collisions of atoms with fast in the ground state of the atom. We shall examine the ener-
highly charged ions is of interest both for several branches ofietic and angular distributions of the slow electrons
physics(atomic physics, solid-state physics, plasma physics(ve.=<vo, Whereuv, is the velocity of the emitted electron
etc) and for other closely related areas of scieiime ex- relative to the recoil iop and we shall briefly discuss a
ample, biophysigs The chargesZ of these ions are fre- unique feature of the momentum balance in such collisions
quently so great that, despite the large value of their velocitypn the basis of the analogy to photoionization.

v (V>vg, vo=1a.u=2x10% cm/9, the relationZ=v holds Let a hydrogen atom with a nucleus lying at the origin of
(here and below, atomic units are used, unless stated othegoordinates be initially in the ground state, and let a struc-
wise). The total cross sections for the single, double, andureless, highly charged ion move along the classical linear
multiple ionization of atoms in collisions with such ions have trajectoryR(t) = b+ vt, whereb is the impact parameter vec-
been the subject of numerous experimental and theoreticébr. We divide the entire range of values of the impact pa-
studies(see, for example, Refs. 1-4 and the literature citedameter G<b< into two subranges: )1 b<Z/v, 2)
therein. More detailed information on collisions between ab>Z/v.

fast highly charged ion and an atom can be obtained by In collisions in the first subrange considerable energy,
investigating the various differential cross sections. The imwhich significantly exceeds the ionization potential of the
mense progress that has been achieved in recent years dtom, is imparted on the average to the electron. In fact,
developing experimental techniques has made it possible twhen b=1, this energy can be estimated as
perform so-called kinetamically complete experiments on the:(b)=222/(b%?),” and it is already fairly high at
collisions of fast charged particles with atorfsjn which ~ b=Z/v>1 and increases rapidly as the impact parameter
not only the total ionization cross sections, but also the andecreasegfor example, for the ions witZ =24 andv =12
gular and energetic distributions of the electrons leaving theised in Ref. 6g(b=1)=8]. Whenb<1, the mean energy
atom, the momenta and energies of the recoil ions, etc. wergparted is even higher. Because of ttas well as the small
determined. Such investigations were performed for thevidth of the rangeb<Z/v), the contribution of the “hard”
single ionization of helium atoms in collisions with fast collisions to the emission of slow electrons is small, and
highly charged ionsZ=24,v =12) characterized by a small these collisions will not be considered beldfer informa-
amount of momentum imparted to the atgsuch collisions tion on the spectra of electrons emitted with a large momen-
will be called “soft” collisions below in Ref. 6, where the tum transfer, see, for example, Refs. 8—11 and the literature
characteristics of slow electrons with energies following es<ited therein.

cape from an atom that do not appreciably exceed its ioniza- In the range of impact parametess>Z/v>1 calcula-
tion potential, as well as the momentum balance in a systertions in various approximatiofs 4 predict that the ioniza-
consisting of a highly charged ion, an electron, and a recoition probability decreases rapidly with increasingnd be-
ion, were studied[a classical-trajectory Monte Carlo comes far smaller than unity already la=1.572/v —2Z/v.
(CTMC) calculation of such a collision process was also per-To describe the transitions of an atom in such collisions we
formed in that work. The study of the characteristics of slow use the scattering matrix formalism, in which the transition
electrons is of great importance, since they comprise the bul@mplitude of the atom has the form

of the electrons emitted by atoms in collisions with fast

highly charged ions in the range of valuesdfandv con- A= J
sidered. K

In the present work we investigate the ionization of hy-
drogen atoms in “soft” collisions with fast highly charged wheregy(r,t)= ¢o(r)exp(=it%2), ¢o(r)=m exp(—r) is
ions, in which the atoms emit slow electrons when the pathe wave function of the ground state of the hydrogen atom,
rameters of the problem are as followssZ<v?, v>v,, zpf(_)(r,t) is the wave function of the electron in the final
wherev is the characteristic orbital velocity of the electron state in the simultaneous presence of the fields of the nucleus

CarO WDl D), @)

-1/2
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and the highly charged ion, W(r,t)=2/ Z(vtz+by) ZR(D)r
|R(t)|—Z/|R(t)—r]| is the interaction of the atom with the W (r,t)=— =- =

field of the highly ch ' i i R¥(1) r3(t)
ghly charged ion, andis the radius vector of
the electron. 5
Let us estimate the relative influence of both centers on W, (r,t)= ——— — ———(vtz+by)2 3)
the electron in the final stat&{)(r,t) from the ratio be- 2R%(t)  2R%(1)

tween the classical forces exerted on it by the fast highly In Eq. (3) the z axis is directed along the velocity vector

charged ion.(:i) and the nl.JcIe.us of the gtorﬁ;)_ The field . of the highly charged ion, and theaxis is directed along the
of the fast highly charged ion in the region where the atom Iﬁmpact parameter vector. In accordance with the foregoing,

located has a maximum as a function of time with a center a{h . .
- 8 . e interactionV(r,t) has been expanded {8) to the quad-
the pointt=0 and an effective widtif=b/v (b>1, see Ref. rupole terms inf:lus?ively P @ g

15 and 7. In the range of impact parametdss-u the field The wave function?{)(r,t) of the electron in the final

of the highly czharged lon at the atom i_S not only already V€state in the field of the two centers satisfies the Sdinigrer
weak (whenv<“>2Z), but also adiabatically slowly varying, equation

and the ionization probability of the atom is then exponen-
tially small (see, for example, Ref. 12n the collisions with 0 A )

Z/v<b<w, which make the main contribution in the pres- 'ﬁq’k 37 W W, Wi )
ence of slow electrond;<1, i.e., at such values of the im-

pact parameter the field of the highly charged ion has a fairly ~ In accordance with the arguments presented above re-
sharp maximum at the timd$/ <T, at which ionization oc- garding the relative roles of the two centers in the final state,
curs for the most part. Then the distance between the protoffe take into account the interaction of the slow electron with
and the electron leaving it is estimatedE(t>0), where the nucleus of the atom precisely and the interaction with the

v is the mean velocity at which the electron passes througlt1IeId Of_ the_ faft highly charged ion in the zeroth sudden
: . - Yapproximation

the region of space~1 and which, for slow electrons, is

equal in order of magnitude to,=1. The distance between (+) (+) - (L, .

the highly charged ion and the electrontatO can be as- W) =¢y (rexp —ik t/2—lfimdt W(t')|.

sumed to be_proportional to the difference between their ve- (5)

locities: |[v—v|t=wvt. Thus, for the ratio between the forces

we haveF, /F .~ Zv3/v?=Z/v?Y whence it follows that for

Z/v?<1 the behavior of the slow electron in the final state is

“controlled” mainly by the field of the nucleus of the atom.

Here ¢(k+)(r) is the Coulomb wave function for the scatter-
ing of an electron on a proton, which, gt , is the result
of the superposition of the incident “plane” wave on the

Therefore, the influence of the Coulomb interaction of a fasfVerging sp?f)rlc?i;/vave an(j;s norm{ahzed according to the
highly charged ion with such an electron can be taken intgondition (| ¢y =(2m) ~>5(k—k’), wherek is the
account approximately. As will be seen below, the main ef-Wave vector of the motion .of the _eIectrqn relative to the
fect of this influence is asymmetry in the angular distributionUcleus of the atom. Whef) is substituted int¢1) we have
of the slow electrons, and the majority of them are dragged +oo
by the Coulomb attraction of the recoiling highly charged ion ~ Ay=—i < B (1) f dtW(r,t)exp( it
in the direction of its motion. o

There is another effect, which leads to asymmetry in the t
angular distribution of the slow electrons. Distributing the —if dt'W(t'))‘¢o(F)>,
interaction potential of the atom with the field of the highly o
charged ion Z/|R(t)|—Z/|R(t)—r|) as a function of the where w=(1+k?)/2 is frequency of the transition, and
coordinates of the electron and the time among monochrog{ )(r)=($)(r))*.
matic plane waves, we can easily see that the field of the Forb>Z/v>1 the termf' .dt’W(t’) at anyt is small
highly charged ion has a longitudingdarallel to the velocity compared with unity. Expanding the corresponding exponen-
of the ion momentumg,~ 1/ and that its absolute value tial function in(6) in a series and leaving the principal terms
and direction do not deperidhenZ # 0) on the magnitude in (6), we obtain
and sign of the charge of the impinging parti¢iieis impor- 4L AL Al
tant to note that if only the dipole term in the expansion of A=At At Ay @)
this interaction is taken into account, the calculated value ofe e
g, vanisheg The absorption of this momentum by an atomic

(6)

electron leadgsee below to additional asymmetry in the d_ ] (o f““ .
angular distribution of the slow electrons. A== i (1) e dtwy(r.tyexpiot)| do(r) ),

We represent the interactidf(r,t) in the range of val-

. . + oo

ues of the impact parametbr>Z/v>1 in the form Ad= —i<¢f<_)(r) f dtWs(r texpli o) ¢o(f)> ®)

W(r1t):Wl(r1t)+W2(r1t)1 (2)

are the amplitudes of the dipole and quadrupole transitions,

where respectively, and
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J‘+oc . d20' *°
__dtexgiot) mzzwfb .dbb(ZE)l’Zw(k(E),,b), (14

AL=—i<¢<k‘)(r>
whereb,i,=\Z/lv<v (\ is a constant of order unityis the
X(q(t)r)Wl(t)‘ ¢0(r)> ®  Jower bound of the range of impact parameters in which the
ionization probability is appreciably less than unity.
takes into account the principle term for the interaction of the  Performing the integration i§14) over the impact pa-
slow electron in the final state with the field of the fast highly rameter, we find
charged ion, wherg(t)=f" _dtE(t). . . " "
For the transition probability of an electron to a state 40 _;Z° 1 exp(— (4(2E)™")arctari 2E) ™)
with a definite value ofk in a collision with the impact dEdQ v2 (1+2E)° (1—exp(— 27/ (2E)Y?))
parameteb we have

X (sir ©® In B+cog ®—0.5 sirf ©
+23%EY?p)cosO(sir? O In B+cos D)

+2(Z/v?)cosO(In’B— 2 57EY4(sir? © In B
Using the explicit forms of the interaction®; andW, and n o :

of the Coulomb wave functions and averagiiyy virtue of cos 0.5 sirt®))). (19
the geometry of the problenthe probability(10) over the  where B=1.123/(bi(E+0.5))=(1.123A) (v?/Z)/(E
electron escape angleé (0<¢<2w, ¢ is the azimuthal +0.5).

w(k,b)=|A|2=|Af|*+2 Re AD Re(Al +Ay)
+2 Im(AD) Im(AZ+AL). (10)

angle in the plane of the impact paramgteve can obtain Since the paramete, which is determined to within a
1 (2 constant coefficient of order unity, contains the large cofac-
o 2 . . .
w(k,0,b)= — dw(k,b) tor v_/Z and appears unde_r t_he logarithm sign in ELp),
2w Jo we simply assume that=1 in it. We note that the accuracy

of the approach employed increases as the geometric dimen-
sions of the range of impact paramet&/s <b<v increase.

The energy distribution of the electrons is specified by
the differential cross section

Z%w?
= a(k)( 2K3(&)cog O +Ki(£)sir? ©
v

4

8k 2 ; 2
+FCos®(Kl(§)sm2 0+K§(£)(3cog O do 2o 2l; 72 1
d_E:fdeEdQ: 3 u2 (1+2E)°
4Z cos®
I g | KelKa(E) | O~ (41(2E) Parctan2€) ) ( 2252 )
wk (1—exp(—2m/(2E)Y?)) Z(1+2E))"
5 exp(— £)(2Ky(&)sir? © (16)

As follows from (16), the electron escape probability de-
+Ko(€)(3c020 — 1))) ) , (11) creases rapidly with increasing energy: the butk90%) of

the escaping electrons have energies that do not surpass the
ionization potential of the atoriy=0.5. We note that in the
approximation under consideration contributiong16) are
made only by the dipole transitions between the staigs
and | due to the interactiolV,(r,t) (which leads to elec-
tric monopole and quadrupole transitiprad that the tran-

4 sitions to final states distorted by the field of the highly
o7y 1 ex;{ K arctank charged ion, which are responsible for the asymmetry in the
= . (12 angular distribution of the slow electrons, do not make a

(1+k?)° (1—exp(—2m7/k)) contribution to(16) and, accordingly, do not influence the
total number of slow electrons emitted in the approximation
under consideration.

To obtain the angular distribution of these electrons, we

where the electron escape an@le(0=0 =) is measured
from the direction of the velocity vector of the highly
charged ion,é=wb/v, Ky and K; are modified Bessel
functions!’ and

a(k)

For the probability of ionization with the escape of a
slow electron in collisions with a fixed impact parameter we

have must integrate(15) over the energiesE in the range
Kimax 0=<E<Il,. However, since the electron escape probability
W(b)ZJ dkk* J dQw(k,0,b), (13  decreases rapidly with increasifig the upper bound of the
0 energy range can formally be set equal to infinity, and then
wherek.,=vo=1 anddQ =27 sin ®d0. we find
The doubly differentialwith respect to the escape angle 5 5
and with respect to the ener@y=k?/2) ionization cross sec- d_a - deE d°c =3(0.283 Z_ si? © In B
tion is defined by the expression dQ  Jo = dEdQ T2 !
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FIG. 1. Differential ionization cross section of hydrogen atoms with respect ?

to the energy in collisions with highly charged ions 66 andv=>5. . o . .
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+cog O®—0.5 sirf
following known causes. According to classical mechanics,
8(0.61 c0SO(Si? © InB,+cos 20) collisions with sufficiently large values of the impact param-
eter, in which the mean energy imparted to the atom is
smaller than its ionization potential, do not make an appre-
" 2_2 cosO(In? ,31+<|n2 w)—ln2 " ciablg contribution to the iorjization proce(sl;he contribution
2 of this range of values o is “classically suppressed?®).
On the other hand, according to quantum mechanics, just this
range of values ob makes the main contribution to electron
emission whemw>uv,, and in this case ionization takes place
—-0.5 sir?@))) ; (17 with the escape of slow electrons. This difference, in particu-
lar, leads to different asymptotes of the cross sections for
where single ionization at the collision velocitieas>v, (the sub-
scripts “cl” and “qu” refer to classical and quantum me-
B1=112%(Zw1), Br=1.12%/(Zw,), chanics, respectively

+

—270.61(sir? ® In B,+cos 20

ol ~?(Ref. 19, oglconst+In v) v 3(v>v9,2)

w = exp( fwdka(k)ln(w)/fwdka(k)) —0.71,
0 0 X (Ref. 20,

wzzex;{ f:dkka(k)ln(w)/J:dkka(k))=0,81, ogu(cons§+ln(l;2/Z))v—2 (Z~v>v)(Ref. 1).

In addition, as we knowsee, for example, Ref. 18 and
the literature cited therejn formidable difficulties arise
when an attempt is made to use classical mechanics to de-
) scribe the emission of slow electrons in directions corre-

In“w,=0.1. (18 sponding to large values &. Thus, the disparities between

Figure 1 presents a comparison of the differential cros®ur calculations and the data from 13 can be attributed to the
sectiondo/dE found from Eq.(16) with the CTMC data in ~ fact that the methods for calculating ionization based on clas-
Ref. 13 forZ=6 andv=>5. Our results for this cross section sical mechanics are inapplicable for describing “soft”
appreciably exceed the data from the calculation in Ref. 18ollisions?*
in the range of emitted electron energles5 eV. Figure 2 The asymmetry in the escape of electrons can be char-
compares the differential cross sectida/d{) calculated acterized by the parameter
from Eq.(17) with the data from Ref. 13 for the same values
of Z andv. The disparity between our results fbe/d() and n=
the CTMC calculation, which is not very appreciable at
small values of the electron escape an@lebecomes sig- w do\ 1
nificant as® increases. The disparity between our results for X f d® sin 0 dTl) : (19
the differential cross sectiondo/dE and do/d() and the 0
data from the CTMC calculation can be attributed to theFrom (18) and(19) we find

(Inw)= Edka(k)lnz(w)/f;dka(k):0.234,

dQ

de(a ned? f”d@ ned’
Sin _— Sin —_—
0 dQ  Jae
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183 7 1.62 Qo=1. At the same time, the field of the fast highly charged
n=——+—|15 Ir( Z )—2 87 ion contains the characteristic frequenci@s-v/b, which
v v are small in comparison with the frequencies of atomic tran-
2 sitions even whebh=v. Therefore, the ionization of an atom
+2.15 In‘l( (200 in collisions withb>Z/v is very similaf?>~?>?to the ioniza-

tion of an atom by the field of a light wave when the atom

It follows from Eq. (20) that the majority of the slow elec- absorbs a quantum, whose energy is sufficient for ionization,

trons are emitted by the atofivhenZ>0) in the direction  while its momentum is negligibly small. In the case of photo-

of motion of the fast highly charged ion. The first term in ionization by a field of not excessively high frequency, the

(20), which does not depend on the magnitude or sign of thenomentum of the escaping electron is balanced by the mo-

charge of the highly charged ion, and the second term, whicimentum of the atomic residue. The same situation clearly

depends on botfwhenZ<0, |Z| should be taken under the arises in the case of collisional ionization in the range

logarithm sign, are consequences, respectively, of the abb>Z/v>1, which leads to the escape of slow electrons, and

sorption of the longitudinal momentuqy,~1/v by the atom  was experimentally detected in Ref. 6 in an investigation of

and the dragging of the electron leaving the atom by thé'soft” collisions with helium atoms.

electric field of the recoiling highly charged ion, which were

discussed above. We note that the simple additivity of these

two effects in(20) is a consequence of expansiaif$ and o

(10), in which the terms that lead to the angular asymmetry’For electrons with a velocityv,<v,<v we have v=v, and

(but are not the dominant terms for the total emissiare F; /F~Zv2/v?~ZE/v?. Hence it follows that the influences of the two

taken into account in the first nonvanishing approximation, Genters become comparable at electron enefgies/Z and that the in-
For the contribution to the ionization cross section of fluence of the highly charged ions predominate&aty™/z.

hydrogen atoms from collisions in which slow electrons es

cape, from(16) [or (17)] we obtain
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Plasma parameters of a nonself-sustained microwave discharge created
by a programmed pulse

A. F. Aleksandrov, A. S. Zarin, A. A. Kuzovnikov, V. M. Shibkov, and L. V. Shibkova

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
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Zh. Tekh. Fiz.67, 19-23(July 1997

The kinetics of the electrons in the plasma of a nonself-sustained discharge formed at the focus
of a microwave beam when the gas is exposed to electromagnetic radiation with an

energy flux density that varies with time in a programmed-pulse mode are investigated. It is
shown that the temperature of the electrons in the plasma of the localized microwave discharge is
of the order of 1 eV and varies weakly during the pump pulse and as the air pressure is

varied, while the electron density is an order of magnitude or more lower than the critical density
and depends on the level of the pump generator power. It is shown that the degree of

ionization of the plasma can be regulated by altering the programmed-pulse mod€97©

American Institute of Physic§S1063-78417)00407-§

A freely localized microwave discharge appearing at thdow repetition rate are used, the discharge can be confined to
focus of a beam of electromagnetic enérdyis a compli- a given region in spack. However, the mean energy im-
cated nonlinear phenomenon, which includes nonstationargarted to the discharge in this case is small. It is known that
breakdown of the gas, propagation of the ionization frontghe repeated pulsed breakdown of air differs from the initial
interacting with the radiation, maintenance of the nonequibreakdown process, since the elimination of the charged par-
librium plasma formed at the focus of the beam by the inci-ticles after completion of the first pulse is not complete, and
dent energy flux, and excitation and heating of the moleculeslectrons, as well as positive and negative ions, remain in the
accompanied by deformation of the density of the neutrategion where the discharge existed when the next pulse be-
gas. It is known that if the electric field strength at the focusgins. Considerable variation of the principal components of
of a microwave beam exceeds the threshold value, breakhe gas associated with the appearance of long-lived elec-
down of the gas occurs in that region of free space. Aftetronically and vibrationally excited molecules and variation
breakdown, the plasma formed at the beam focus begins tof the chemical composition of the neutral gas is also pos-
rapidly absorb the energy supplied to the discharge, and thable. The specific energy imparted to the plasma can be
microwave discharge in a beam with a sufficiently small conincreased somewhat by increasing the pulse repetition rate
vergence angle has a tendency to move toward the radiatiarp to a certain limit. However, as the pulse repetition rate is
source by some mechaniéhia breakdown wave, diffusion increased, there is an increase in the linear dimensions of the
of resonant radiation, diffusion of charged particles, a regimaegion where the discharge exists, and, for example, the ef-
of slow thermal-conductive heating, and several other proficiency of the heating of the gas does not increase.
cessep At the same time, the zone of effective energy re-  To fix the location of an atrtificially ionized region in the
lease rapidly moves from the focus toward the energy fluxEarth’s atmosphere, several investigatét$?proposed cre-
precluding strict fixation of the position of the discharge inating such a region at the site of the intersection of two or
space, and the energy supplied to the discharge is distributedore microwave beams. The energy of each beam would
over a large body of gas. then be insufficient for breakdown of the gas, but the forma-

Many practical applications call for the localization of a tion of a self-sustained microwave discharge would be pos-
microwave discharge at a fixed position in space. There arsible at the site of intersection of the beams. In the case of
various techniques for localizing a microwave discharge in ahe pulsed sustaining of a discharge in intersecting beams,
focused beam. The formation of the discharge must takéhe existence of a thin plasma layer capable of reflecting
place with a minimum delay relative to the leading edge ofradio waves with frequencies up to 1 GHz is possible. The
the pulse of microwave radiation, and the leading edge of thénized region then acquires a definite structure, depending
breakdown wave must not deviate far from the focus duringon the geometry of the beams and the pressure of the gas.
the entire time of action of the microwave energy on the  Another method for stopping a microwave discharge,
plasma formed. As experiments performed by several investiz., the programmed pulsed method, was proposed in our
tigators in different systems have shown, the use of a rectadaboratory to localize a microwave discharge in a focused
gular microwave pulse of long duration and large amplitudebeam of electromagnetic waves at a fixed position in free
does not lead to the efficient introduction of energy at arspace®"The essential point of this method is that break-
assigned position in free space and, consequently, does ndbwn of the gas is effected by a short power pulse, during
lead, in particular, to efficient heating of the gas. which the discharge front does not manage to depart from

Let us briefly examine several techniques for localizing athe focal region, and the plasma is sustained by a second
microwave discharge in a focused beam. For example, ipulse of small amplitudéthe pump pulsg which is not ca-
short(of the order of microsecongimicrowave pulses with a pable of causing breakdown of the gas by itself, but if break-
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FIG. 2. Time dependence of the electron density in the plasma at a pressure
FIG. 1. Time dependence of the electron den@llid curvegand tempera-  p=3 Torr (dashed line —).
ture (dashed curvesin the plasma in a programmed-pulse moge;Torr:
1—3,2—5,3—13.

the pump generator. In the case of the localized microwave

down has already been effected, the microwave power of thdischarge created in a programmed mdgigs. 1 and 2the
pump pulse is sufficient for sustaining the discharge in alectron density in the plasma during the action of the pump
fixed position in free space for a long time. pulse was an order of magnitude lower than the critical value

The experiments performed in our laboratory showedor the second generator. It is also seen from the results
that the use of programmed pulses makes it possible, in prirebtained that the effective temperature of the electrons in the
ciple, to solve the problem of localizing a discharge createglasma of the localized air microwave discharg&is-1 eV
by a focused microwave beafstopping it at an assigned and varies only slightly with time and as the pressure is
position in free spade The experimental setuf,on which  varied, while the electron density decreases with increasing
the plasma parameters of a localized air microwave disexposure time and reaches a stationary level at the end of the
charge were studied by optical methods, included two pulsegump pulse.
magnetron generators operating in the centimeter wavelength  The low value of the electron density in the second pulse
range at\;=10 cm and\,=2.4 cm. The firsi{breakdown is attributed to the fact that the power of the pulse from the
generator produced a series(bm one to a hundredshort  pump generator in the experiment was so small that if break-
(r,=3 w9 powerful W; < 1 MW) microwave pulses, down of the gas was not caused by the train of pulses from
which appeared with a repetition rate of 400 Hz and effectedhe first generator, the pulse from the pump generator would
breakdown of the gas under investigation. The second gemot cause breakdown of the gas, i.e., the valug/gf for the
erator(the pump generatpproduced a pulse with a duration second generator was knowingly sm@éss than the break-
7,=160 us and a poweW,<200 kW, which immediately down valug. Hence the frequency; of ionization by the
followed the last of the series of pulses from the first gen-field of the second generator was small. Under the conditions
erator. of the experiment we obtaine@i,=0.9—1.2 eV. Such an

The electron density and temperature were investigatedlectron temperature corresponds to ionization frequencies
at a gas pressune<15 Torr using the method of simulta- »;/p=10'—10®s Torr .
neously determiningl, and T, in a nonisothermal nitrogen When the air pressure is greater than 1 Torr, the main
plasma from measurements of the absolute radiated intengdirocesses leading to the loss of electrons from the discharge
ties of bands of the second positive and first negative nitroare attachment, recombination, and diffusion. Electrons
gen system&®2* At higher pressures the electron tempera-which attach to oxygen molecules either depart from the dis-
ture was not determined, but the electron density washarge(negative ions can leave the discharge zone by diffu-
measured by microwave diagnostics. sion or recombine with positive ioh®r return to the dis-

The results for various air pressures are presented in Figharge as a result of detachment. According to estimates,
1. The measured electron density in the tenth p(ise last  under our conditions the negative-ion dengity is of the
pulse under the present experimental condifiaishe series  order of the electron density,, as is confirmed by the data
from the breakdown generator amounted toI0' cm 2 at  in Ref. 13, where it was shown experimentally that the
p=3 Torr, i.e., it was close to the critical density negative-ion density increases with increasing air pressure
Nec1= 10 cm™3 for the first generator. The electron density and reaches:_=n, at p=10 Torr. In this case it follows
measured when breakdown was effected only by a pulséom the balance equations for the charged particlésat
from the second generaté@he train of pulses from the first the main process maintaining the electron density during the
generator was absentwith W,=200 kW amounted to second pulse is electron detachment from negative ions,
2x10% cm 3 at the beginning of the pulse and to rather than direct ionization, i.e., the small temm, just
~6x10" cm 3 5 us after the time of breakdown, i.e., to a compensates the small differenegn,— v4n_ between two
value close to the critical density,,=1.6x10> cm 3 for  large quantities ¢, and v4 are the frequencies of electron
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2l ae=10"‘cm’s 1, which is in good agreement, for example,
- with the data in Ref. 8. It is also seen from Fig. 1 that the
- electron density achieves a stationary level at the end of the
B pump generator pulse and does not vary thereafter. This is
explained in the following manner. After the electron density
has dropped to a value 6f6.5x 10'° cm™2 in our case, the
subsequent decrease i, due to recombination is com-
pletely compensated by bulk ionization, i.e., the balance
L equation for electrons can be written in the forisince
VaNe=vgn_)

0

— 7
, 10 Zcms

| ) dne
dt

! 1 J 1
g 40 a0
t, us

1
720 =ViefNe™ aeffngz 0, 2
where v; = vi/(1+ n) is the effective ionization fre-
FIG. 3. Time dependence of the valuergf" in the plasma @p=13 Torrin  quency, which takes into account that some of the electrons
a programmed microwave pulse mode. attaching to oxygen molecules were, in effect, not created at
all: p=vylvy.
Hence, the frequency of ionization by the field of the
attachment and detachmgnidence it follows that the elec- second generator under the conditions of our experiment is
tron density in the second pulse under the conditions of our

experiment cannot be greater than the density created in the Vieff = Aefflle @)
plasma by the first generat@which is less than the critical According to the data from the experime(fig. 1),
density for the second genergtor when the air pressure equals 13 Torr, we obtain

To account for the recombination decay of the plasma inv;=7X 10° s~ 1. Using the formulas in Refs. 27 and 28, in
a glow discharge in aifan N,—O, mixture), it was theorized which the functional relations between the ionization fre-
in Ref. 26 that the loss of charged patrticles is determined bguency and the reduced fielefn were presented, we found
the resultant effect of electron attachment and detachment. the amplitude of the electric field strength in the plasma of a
was shown in Ref. 26, in which the decay of the plasma of docalized air microwave dischargEy=240 V/cm according
pulsed air discharge in a constant field was considered, thao the formulas in Ref. 27 anBy=300 V/cm according to
the decrease in the electron density with time must take placdae formulas in Ref. 28. These values are consistent with the
in two stages. In the initial stage of deionization of the maintenance of the pump generator power at a level that is
plasma, equilibrium is rapidly established between the elecinsufficient for independent breakdown in our experiment.
tron density and the negative-ion density, so that It follows from (3) that, since the ionization frequency
vane=vyn_, and in the second stage slow decay of thedepends orE/n, the electron densitg, in a freely localized
plasma as a result of electron—ion and ion—ion recombinamicrowave discharge created in a programmed-pulse mode is
tion takes place with maintenance of that equilibrium. Thena function of the electric field strength in the plasma
for slow decay of the plasma after the field is removed we

"
have® Ne=—" — f(E/n)~ (W), @)

dn Aeff

d_te: —aeﬁng, D i.e., the electron density in the second pulse depends on the

level of the pump generator power, as is confirmed by the

wherea4= a+ Bv,/ vy is the effective recombination coef- data from our experiment, which were obtained for different
ficient, which takes into account that apart from thepump pulse powersng=6x10" cm 3 for W,=200 kW
electron—ion recombination channelthere is another chan- andn,=6x10° cm 3 for W,=50 kW).
nel for the loss of charged particles as a result of ion—ion  The creation of a programmed-pulse mode with the same
recombinationgs. microwave radiation frequency in the first and second pulses

It is seen from the results of our experiméhig. 2) that and a study of the threshold characteristics of the repeated
at an air pressure of 3 Torr the electron density drops rapidlynicrowave discharge in a wave beam led to disclosure of
(within a time of the order of several microseconds at thefeatures in the formation of the ionization regions, their dy-
beginning of the pump pulse from a value ok20'* cm  namics, and their relative positioh§The amount of energy
~3, which is characteristic of the plasma created by the raimparted to the discharge during the second pulse influences
diation from the first generator, to a value 66x101°cm  the dynamics of the discharge processes so strongly that it
~3 and subsequently remains constant during the pumpeads to alteration of the final form of the microwave dis-
pulse, since in this case the electron attachment process d¢harge, in particular, in the appearance of a specific type of
compensated by electron detachment, vgn,=v4qn_, and  discharge, viz., a localized microwave discharge.
ionization compensates diffusion and recombination. As the  The possibility of controlling the electron density in the
gas pressure is raised, recombination begins to play an irplasma of a nonself-sustained discharge, such as a localized
creasingly greater role, and p&=13 Torr the decay ofi,  discharge created in a fixed region of free space by a focused
(Fig. 3 is described by the effective recombination constanimicrowave beam, is also confirmed by the experiméhig.
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Use of perturbing probes for plasma-jet diagnostics
V. |. Batkin and O. Ya. Savchenko
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630090 Novosibirsk, Russia
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Zh. Tekh. Fiz.67, 24—27(July 1997

The experience gained in using an array of cylindrical Langmuir probes as a perturbing body for
plasma-jet diagnostics is described. The plasma potential on a part of the probe is determined
from the ion-scattering minimum at that part. The potential values thus obtained are compared with
the results of an analysis of the probe characteristics. The conditions for applicability of the
method are discussed. A density marker is created by applying a voltage pulse with a duration of
30 ns to the probes, and time-of-flight probing of the plasma jet is performedl9%7

American Institute of Physic§S1063-784207)00507-2

A plasma jet created by a gas-discharge source is chaof the plasma jet and casts a shadow onto diode rithe
acterized by high directivity of the motion of the ions, and in potential of the probes influences the angular divergence of
some casé¢ the energy of the directed motion of the ions is the part of the ion beam located in the region of the shadow.
10° times greater than the energy characterizing the spread @it a certain potential the angular spread of the ions has a
their transverse velocities. These conditions make it possiblminimum value and coincides with the spread when the
to record the transverse perturbation which the ions experiprobes are removed. An example of the angular distributions
ence on their route along a plasma jet by observing the maoaf the ions is given in Fig. 2. Point$ correspond to the
tion of ions extracted from the plasma. If a cylindrical Lang- ion-scattering minimum at a probe potential equal to 31 V.
muir probe is placed in the plasma jet, the measurement ddistributions2 and3 are obtained, if the potential is shifted
its current—voltage characteristic can be supplemented b%4.5 V in the downward { 45.5 V) and upward ¢ 16.5 V)
observing the influence of the probe on the ions. The plasmédirections from that value. Here the distance from the anode
potential can be determined from the ion-perturbation minito the probes is 28 mm, and the current in the arc discharge
mum independently of the current—voltage characteristiequals 100 A. The potential corresponding to the ion-
1(U).2 In contrast to the method for determining the poten-scattering minimum is naturally identified with the plasma
tial from d?l/dU? (Ref. 4), this method for measuring it potential. The plasma potential at the sites of the filaments
utilizes the first derivative of the experimental dependencean be determined by isolating portions of the shadow of the
and is less sensitive to the temporal instability of the plasmaarray by the collimator. This technique for measuring the
the influence of the magnetic field, and the anisotropy of thdocal potential made it possible to make the probes heatable
plasma. The design of the heatable cylindrical probe is simwithout fabricating miniature shielded leat$.The condi-
plified, because there is no need for shielding.the present tions for applicability of this method and the mechanism of
report determinations of the potential from the perturbatiorion scattering are discussed in the appendix.
minimum are compared with the results of measurements Since the perturbation-minimum technique is not associ-
using the classical probe method. Static and pulsed prob&ted with a specific manifestation of the perturbation, differ-
measurements were performed on the plasma jet of an aent perturbation indicators can be used. In Fig. 3 the indica-
plasma generatdr’ tors are the angular spread of the iqesrve 1), the mean

The setup used to perform the measurements is shown imansverse velocity of the iongurve 2), and the current in
Fig. 1. A hydrogen-plasma arc generator hurls a plasma jethe grid diode(curve 3). Curvesl-3 are compared with the
from the hole in anodd onto grid diodes2 and 3, which  logarithm of the current—voltage characteristic of the probes
form a beam of protons with an energy of 6 keV. There is an(curve 4). The vertical line at 31 V illustrates the identical
apparatu$,which makes it possible to investigate the phasenature of results of the determination of the potential from
volume of the beam using slit collimat@rand multiple-wire  the perturbation minimum and from the current—voltage
pickup 8. Cylindrical probes4, which are actually 10 gold- characteristic of the probes. The measurements were per-
plated tungsten filaments with a diameter of @on at a formed in the absence of a magnetic field using a sufficiently
distance of 50Qum from one another, run through the cen- homogeneous plasma, so that the current—voltage character-
tral region of the plasma jet and are at a distance of 70 mnistic of the probes could be associated with the local proper-
from diode grid2. It is possible to move the probes acrossties of the plasma. Figures 2 and 3 depict the results of some
the plasma jet, and the plasma generator can be moved in tineeasurements.
longitudinal direction. The plasma jet is focused by the mag-  The perturbing probes were used to determine the axial
netic field of solenoid together with the electronic current distribution of the potential in a plasma jet with and without
on anode coveb (Ref. 9. The design of the ion-source focusing of the latter by a magnetic field. The data are pre-
expander and the solenoid were described in Ref. 9. sented in Fig. 4. The distan@eis measured from the anode.

When the array of probe&is located in the central part Points1 were obtained in the absence of a magnetic field and
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an electronic current in the expander walls. Poitsorre-
spond to the case in which a Iopgltudlnal magnetic f|eIdFIG. 3. Indicators of the perturbation minimum.
equal to 41 Oe was created at a distance of 10 mm from the
anode. In this case no focusing of the plasma jet was ob-

served, the increase in the density of the plasma was caused L L

by the accumulation of secondary slow ions. When an eleCplasma der_lsny is caused by the resultant variation of the
tron current equal to 0.7 A was created in electr6dBig. 1) ~ capture of ions by the probes. The current response of the
in addition to the magnetic field, focusing of the plasma jet©"S extracted from the plasma by the diode can be used to

occurred in the near-anode region and was manifested in tl%etekrmme (;heh mean veIoc;:Fyho-f the c%nter of theh density
longitudinal potential profile(points 3). Where possible Marker and the rate at which it spreads out in the ap
(casesl and?2), the determinations of the potential from the beltwgen tfhehprpbes and the ﬂlo?e. The form(re]r g'V?S the n;lass
perturbation minimum were supplemented by determining it/€/0City Of the ionsV;, and the latter gives the velocity o
from the current—voltage characteristic of the probsints |02n soundc, which characterizes the electron temperature
4 and5, respectively. The data presented in Fig. 4 illustrate © :Te/mi (R?f' 10. The typical oscillogram of the ion cur-
the good agreement between the two methods for determiftent in Fig. 5 illustrates the wave character of the spreading

ing the potential with considerable variation of the plasma®f e density marker. The temporal characteristics of the

density. current pulse do not depend on the amplitude of the analyz-

The use of perturbing probes permits the determinatiodd puls;e,hand tlhus the Ispreadirr]]g proclessli_s linear. Tr]:ehdu—
not only of the potential of the plasma, but also of its kine-'ation of the voltage pulse at the 0.5 level is 30 ns. If the
matic characteristics. For this purpose a pulsed negative volf1e|ay between the beginning of the leading edge of the cur-

age must be supplied to the probes, and modulation of thEENt Pulse and the beginning of the leading edge of the volt-
age pulse i§; and the time of the end of the trailing edge is

FIG. 1. Experimental setup.
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FIG. 2. Angular distribution of the ions. FIG. 4. Axial distribution of the potential in a plasma jet.
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FIG. 5. Current response of ions extracted by the diode to a voltage pulse on

the probes. The time is measured from the beginning of the voltage pulsé;!G. 6. Electronic branch of the probe characteristittsmm: 1 — 8,2 —

andl.=0. The oscillogram is inverted. 45,3 — 14,4 — 28; 1, 3 — without a magnetic field2, 4 — with a
magnetic field.

Vi=(UTy+1IT)12; c=(T—1Ty)/2. (1) extent, characteristic3 correspond to the Boltzmann distri-

The presence of slow ions in the plasma jet causes twhution of electrons withil,=4.5 eV. As the distance from
additional ion-sound waves having a velocity* ¢ instead the near-anode region increases, a low-temperature elec-
of ~V,*c to be excited. FoW;>2c the use of formulagl)  tronic component appears in the form of a step on probe
in the presence of slow ions with the same density as the fagharacteristic3 and then becomes dominant at large dis-
ions does not lead to appreciable distortionvgfand under-  tances. The temperature of this component is 2 eV. The
estimatesT, by <20%. The velocity of the ions when “hot” electrons are supplied by the anode orifice, and the
Z>1.5 cm corresponds to a kinetic energy equal to 28 eV. cold” electrons are secondary particles, which accumulate
The mean electron temperatufg calculated front depends N the potential trap created by the plasma jet. The predomi-
on the distanc& between the probes and the anode. Wherffance of the primary electrons having a small angular mo-
Z is increased from 4 to 25 mm, it drops from 3 to 2.4 ev, mentum supports the dynamic model of the focusing of a
and whenZ>25 mm, it drops to 2 eV. The duration of the Plasma jet in the near-anode regfomhich attributes the
pulse edgesl is significantly greater than the duration of the appearance of the electric field that focuses the ions to the
voltage pulse on the probes. This difference is naturally atheed to compensate the Lorentz force acting on the electrons
tributed to Landau damping of the short-wavelength compoin @ longitudinal magnetic field. The data on the energy dis-
nents of the spectrum @l . WhenT,=2 eV ande;=30 eV, tribution of the electrons obtained from the probe character-
the damping of the sound waves with a ratio of the frequencystics are consistent with the results of the estimate3 of
to the damp|ng coefficient equa| to 4-5 takes p|ace at érom the VEIOCity of the ion sound. The Boltzmann distribu-
longitudinal temperature of the ions0.5 eV, which is close tion, the values off ¢ measured here, and the picture of the
to the results of direct measurements of the spread of th@eometric dispersal of the ions provide an estimate of the
longitudinal velocities of ion3. longitudinal drop in the plasma potential that is close to the

The estimates of . obtained from measurements of the data in Fig. 4. At the same time, the ambipolar mechanism
wave velocity can be checked against the probe characterifar accelerating the ions does not account for their total ki-
tics. The electronic components of the probe characteristicBetic energy, which reaches 30-50 &¥.
are depicted in Fig. 6. The ion curreht, which was sub-
tracted from the probe current, was approximated by the forcONCLUSIONS

mula The method of determining the plasma potential from

li=ay|U|+BYUp,—U, the minimum of the scattering of ions by an array of cylin-
hereU and U ivelv. th b tential ddrical probes can be recommended for use in cases in which
wherel) andt, are, respectively, the probe potential andy, plasma flow has a sufficient degree of directivity and its

the p'as".‘a potenqal. . I . density is not excessively great. An array of probes can also
The first term is associated with ions moving away from, employed in time-of-flight plasma probing, which pro-
the anode orifice, and the second term is associated with tf'{ﬁ :

. o . N des quick information on the velocity of the ions and the
ions formed within the plasma jet as a result of ionization

A electron temperature.
and charge exchange. The ratif3 is close to 3/2. Curves$
and2 were obtained at a distance of 4.5 mm from the anode
and are distinguished by the absence and presence of a m
netic field, respectively. Curv@ was plotted forZ=14 mm
in a magnetic field, and curv was plotted forZ=28 mm If the plasma is not excessively rarefied, a potential well
without such a field. Characteristidsand 2 and, to some of widthr is filled by electrons during the characteristic time

°PENDIX SCATTERING OF IONS BY AN ARRAY OF
LINDRICAL PROBES
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t>(N/Ve)(D/r)?, where\ is the electron mean free path and and increase the transverse temperature of the ions after the
D is the Debye radius. Under these conditions, for the vicinprobes:
ity of the probes up to a distanceD, as well as a probe _ TRY
radiusR<D, the field of the probes is shielded at a charac- ATi=4.8To(D/H)(U=Uo)%,
teristic distance~D. When the distance between the probeswhereUy~0.64R/D)[1+4(D/R)*(T;/T¢)1%>.
H>D, the mutual influence of the probes can be neglected. WhenU>0.4, many-flow dispersal of the ions occurs,
In this case the electric field around each of them is assigne@nd it can be stated that the ions scattered by the probes
in a linear approximation by a modified Bessel function:undergo drift, which is weakly perturbed by the bulk field.
E~K1(x/D). The data in Fig. 2 were obtained fég~2 eV, T;~0.1

A calculation of the transverse velocity, , which an eV, D~0.1 mm, ande;~30 eV whenR/D~0.15 and the
ion acquires as it passes at a distandeom a probe under shadow effect is insignificant. The two-peaked distributions
the conditionv, /v <1, gives 2 and 3 correspond tdJ~=*=1. WhenT;=0, a single probe

v, lc=UF(x/D) disperses the ions with an angular distributietl/a. The

L : finite spacingH of the probes in the array causes the peak of

HereU =eq/[f(R/D) e To]; ¢ is the potential of the probe the distribution to be cut off at the scattering angle of the
relative to the plasma;=/T./m; is the velocity of the ion ions corresponding to a distaneeH/2 from a probe. Under
sound;e; and T, are the kinetic energy of the ions and the these condition$1/2=2.5D. The array of probes has finite

electron temperature in energy units; dimensions with an angle of vision corresponding to
" v, /c=0.2. lons with small scattering angles come from the
F(x) =X\/§f dyKy(VxZ+y2) [ x3+y? center of the array with a “cut-off” velocity distribution, and
0 the ions with large angles come from the edge of the array

with a 1k distribution. This effect is enhanced by the ambi-

~2.2 exg—Xx); o
=) polar diffusion of the plasma toward the shadow of the array.

f(x)=J Ki(t)dt; when R<D, f=2.
X
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Instability of Abrikosov vortices in a type-Il superconductor—ferrite structure
with a longitudinal electric field
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W. Wasilewski

Higher Technical School, Radom, Poland
(Submitted February 7, 1996
Zh. Tekh. Fiz67, 28—34(July 1997

The influence of the interaction of the Abrikosov vortices with the magnetization on the
longitudinal vortex instability in a layered type-ll superconductor—ferrite structure is analyzed. It
is shown that in the vicinity of the orientational phase transition in the magnet, where the
transverse susceptibility of the magnet is high, the longitudinal critical current in the structure can
be almost 1.5 times smaller than the corresponding value in the isolated superconductor.
Because of the influence of the nonlocality of the interaction between the vortices, such an effect
can be observed only in structures with superconductors that have weak or moderate

pinning. A structure is considered in which the thickness of the superconductor is significantly
greater than the London magnetic-field penetration depth and the wavelength of the

critical mode. © 1997 American Institute of Physids$S$1063-78497)00607-1

1. Most ferrites are semiconductors at room temperature  As far as we know, the influence of the magnitude of the
and can be regarded as insulators at liquid-nitrogen anttansport current on the instability of the ground state of
lower temperatures. Because of the small penetration deptigpe-Il  superconductor—ferrite structures toward low-
of the conduction electrons of a superconductor into a ferritefrequency excitations has not been investigated heretofore.
the exchange interaction between such layers apparentlijhe spectrum and damping of the high-frequency excitations
does not play a major role. In type-1l superconductor—ferritein such structures in the presence of a transport current have
structures with an electromagnetic interaction between thalso been inadequately studied, although experimental inves-
Cooper pairs and the electron spins in the ferrite, the expultigations have been carried out in that area. In the present
sion of magnetic flux from the superconductor leads to diswork we investigated the influence of the electromagnetic
placement of the transition point of the magnet from a ho-nteraction of the vortices with the magnetization in a type-I
mogeneous magnetic state to an inhomogeneous state towadperconductor—ferrite structure on the transition of the su-
lower magnetizing field5? and in the case of sufficiently perconductor from the nonresistive state to the resistive state
thin magnetic films it can render the domain structure enerunder the action of a transport current.
getically unfavorablé. The interaction of the magnetization The investigation of the transition of a type-Il supercon-
with the vortices can also alter the type of phase transition tauctor to the resistive state under the influence of a transport
the inhomogeneous state and the orientation of the domaicurrent is of great importance for practical applications of
boundaries with respect to the magnetizing fieliilom the  such materials, and the literature devoted to it is quite exten-
qualitative standpoint the role of the interaction of the mag-sive (see, for example, Refs. 14 and 15 and the literature
netization with the vortices is similar to the role of magne-cited therein. As a whole, the behavior of a system of vor-
tostriction in an isolated ferromagfetFinally, the magnetic tices in the case where the transport current reaches or ex-
field of the domains in a bulk magnet can create weak linkseeds the critical current for the transition of a type-Il super-
in a thin superconducting film adjoiningit. conductor from the nonresistive state to the resistive state is

Studies of the dynamic properties of superconductor-complicated and has not been solved hitherto. The case of
ferrite structures have focused predominantly on the analysi®ngitudinal vortex instability, in which the transport current
of the excitation and propagation of spin waves in the microis parallel to the direction of the vortices, has been studied
wave range. The dispersion and damping of surface and bulost thoroughly by theoretical methods.
magnetostatic waves in such structutésas well as the emf The longitudinal critical current in type-1l superconduct-
of the entrainment of electrons in the superconductor byrs having the shape of long thin cylinders was estimated
magnetostatic wavéshave been measured and estimatedwith allowance for the external stray field in Ref. 16. The
The efficiency of exciting spin waves by scattering an elec<ritical longitudinal current in thick superconducting layers
tromagnetic field on a lattice of Abrikosov vortices has beenwas calculated in Ref. 17 taking into account the influence of
analyzed theoreticalll’'** and the possibility of amplifying the stray field and of the bulk and surface pinning. The La-
magnetostatic waves by interacting them with vortices drift-busch modéf was used to describe the pinning. As was
ing under the action of a transport curréhias well as by  shown in Refs. 16 and 17, the stray field energy is positive
creating a negative differential conductivity in the and always leads to an increase in the critical current.
superconductol® has been evaluated. The main purpose of the present work is to ascertain to
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what extent the longitudinal critical current in a type-ll interaction of vortices with a transport current was obtained
superconductor—ferrite structure can be varied by varying then Ref. 22. The energy of interaction of magnetization with
amplitude of the magnetizing field and the magnetic paramthe vortices and the magnetic energy with the Meissner ef-
eters of the ferrite. In addition, it would be interesting to fect taken into account were found in Ref. 7. Here, however,
compare the role of the magnetic field in the ferrite with thewe must take into account the renormalization of the magne-
role of the electric field in an insulator with a large dielectric tizing field in the ferromagnet due to the field induced by the
constant in a layered semiconductor—insulator structuréransport current. As was established in Ref. 17, a long-
when the Gunn electric domain instability is suppres€dd.  wavelength mode is stable in superconductors with weak or
fact, the static magnetic susceptibility of ferrites in the do-moderate pinning; therefore, the continuum model of a sys-
main phas¥ and in the homogeneous phase can be considem of vortices can be used to calculate the critical transport
erable near the field corresponding to the transition from theurrent. Here we shall use the same approximation, but, in
homogeneous state to the inhomogeneous $tated, at first  contrast to Ref. 17, we shall neglect the nonlocal character of
glance, the drawing of magnetic flux into the magnet andthe interaction between the vortices. To find the longitudinal
accordingly, extension of the vortex instability can be ex-critical currentl, at which the system of vortices becomes
pected. However, as will be shown below, in the case undeunstable, it is sufficient to examine small static perturbations
consideration here the magnet has an influence on the longin the structure. In this case we need only the part of the
tudinal vortex instability that is the exact opposite of theenergy of the system which is quadratic with respect to the
influence of an insulator with a large dielectric constant onsmall displacementa of the vortices and the small devia-
the Gunn domain instability in semiconductors. As the pertions of the magnetizatiom from the ground-state values.
meability of the ferromagnet increases, both the magnetic The energyUg of the vortices in an isolated supercon-
field energy of the vortices outside the superconductor anductor with a longitudinal transport current eqdals

the threshold for longitudinal vortex instability decrease. The
value of the critical longitudinal current depends in a com-
plicated manner on the vortex pinning in the superconductorwhere U, is the energy of the interaction of vortices with
as well as on the magnetizing field, the magnetization, andther vortices and with image vortices

the magnetic anisotropy of the ferrite. The nonlocality of the

interaction of the vortices with one another has an appre- f f f d {[kzu s

ciable influence on the parameters of the critical mode at any YUo= 4)\2 Cu y K=k

values of the pinning constants in the superconductor.

US U + Usource+ Ustra + Upin+ U bind+ UI ) (2)

2. Let us assume that the superconductor—ferromagnet + (K= Auu?  Je~ MY - [k2ufuX,
structure consists of a superconducting half-spee® and a
ferromagnetic layer—L<y<0. The magnet has “easy- +(2—K2ufuY  Je Y 4 2uiuY ((1-e V)
axis” magnetic anisotropy. The direction of the anisotropy duf du*,

axis naHny. The structure is immersed in a tangential mag- +2eN\2
netizing fieldH.=H.n,, H.>H, (H,=BM, is the anisot-
ropy field, >0 is the anisotropy constant, amd, is the
saturation magnetization of the ferromagnetand
H:<<He<H_, (H;; andH_, are the lower and upper criti-

K2uyu  + —

dy dy } @)

UsourcelS the energy of the interaction of the vortices with the
external fieldH,

cal fields of the superconducjoiThe last condition makes it CyiHe
possible to use the London approximation to describe the U sourcé™ ~ f f—uyuy e v, (4)
\“B
superconductor. A small transport currdnflows near the
surface of the superconductor and is parallel to the magnéd g, is the stray field energy
tizing field (I||n,). The superconductor is in the mixed state,
the distance between neighboring vortices is much smaller :ic fwd dy
than the London penetration depth of the magnetic field in sy~ 52 -1 &Y
the superconductox, and the magnetizatioll in the ferro-
magnet is uniform K|n,). _ . . _ o f dk 2(}_ }) W e ) )
The energy of the systetd including the interaction of 472 2\ k k= =k '
the vortex and magnetic subsystems can be represented in
the form Upin is the bulk pinning energy
= . 1 o dk
U U.S+UM+U|nty | | | (1) UpinZEC]_lk‘z)JO dyf 4—7T2Uku_k, (6)
whereUg is the energy of the vortices in the isolated super-
conductor,Uy, is the magnetization energy with allowance U, is the surface pinning energy
for the Meissner effect and the additional external field in the
magnet induced by the transport current, &hgl is the en- U ==C f—k[k UX(0)u* ,(0)
ergy of the interaction of the vortices with the magnetization. bind™2 M1 | 4 2t I Tk
The energy of a vortex lattice in the absence of a trans-
port current was calculated in Ref. 21, and the energy of the +kouy(0)+u¥  (0)], (7)
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and U, is the energy of the interaction of the vortices with dk (o
the transport current Ua=27TQf FJ dym/m?’ ., 13
mcJ-L

. = dk .
U= _'Clltfo dyf ﬁkz]uﬁuxk- (8)  andU,, s the exchange energy

Here B is the magnetic induction in the superconductor; dk (o
g§=C1,/Cgq, Where C;; and Cqg are the bulk and shear UeXZZWDJ —zf dy
moduli of the vortex lattice in the local limik=(k,,0k,); 4mtJ-L

kf,:aL/Cll; a is the Labusch constarit; andk, are the dmﬁ dm§_k dmy m{k}

k2 (mfmé  +mlmY )

phenomenological surface pinning constants; Yoy av T dv dv (14)
r=(\"2+Kk)Y2 t=H,/H,; H, is the field induced by the y @y oy dy
transport current on the surface of the superconductor Here Qo=Ho/4mM,, Q is the Q factor, D= /4w is the
A inhomogeneous exchange constant of the ferromagnist,
Hi=—1 the axis in the Cartesian coordinate systefs,y,s}
associated with the total external field n/{H,),
wherel is the transport current through a unit of width of the ke=k, cos6—k,sing, g=arctant,/H), m=my(y),
superconductor and is the velocity of light in a vacuum; m,=my(y’), andm, is the Fourier transform of the devia-
u=uy(y); andu,=uy(y'), whereu, is the Fourier trans- tjons of the magnetization from the ground state. The energy
form of the displacement of the vortices. In the rangeof interaction of the vortices with the magnetization has the
of magnetizing fields under consideration the induct®n form

in the superconductor equalsB=H,—(®y/8m\?)
X[ —3.872+ In(®/A\’Ho)]=H, (Ref. 23. The stiffness ratio B dk k
g=H,/8Bx? in the London limit 1/2?<B/H,<0.3 for Uim=—2f £
superconductors with a large value for the Ginzburg-Landau A

parameterx>1 is small’? The spatial distribution of the (15
transport current in a superconductor was calculated in Refs.

24 and 25. It was shown that the dependep@e has the

0 ké ! ! !
& _imY Yeky' —71y
12 7_JrkJLdydy’( Mk |mk)uke .

Using the equation of state for the magnetization

form sU/ém =0 (16)
1(y)=ye %, ®  and the relation
wherey=\"1(1-B/H)=\"1. .
Taking into account the arguments in Ref. 22, we shall f dkj dvm. sU/ mu=2U+ U 1
henceforth regardy as an assigned parameter and use the -L Y : Mt 17

value y=\ "1 for estimates. The magnetic energy of the fer-

romagnetU,, equals we find the expression for the sum of the magnetic energy
nd the ener f interactiduy,; of the vorti with th
Uy =Uy+ Uyt U,+ Uy, (10) zgga;lec:i;ataoen:e gy of interactidu,; of the vortices with the
whereU; is Zeeman energy of the ferromagnet in the exter-
nal fieldHo=H.+H, Un+ U= Uind/2, (18
dk (o which simplifies the calculation of the total energy of the
UZEZWQOJ mf_Ldy(mEmf_k+m{m!k), (12) system. Since the magnetic energy in fields exceeding the
field corresponding to the transition to the domain phase is
Ugq is the dipolar energy positive Uy, >0), the conditions
0
Udzzwf ﬁf dy[m‘,{m{,ﬁi Uin<0, Uy+Up<0 (19
47%) L 2k
follow from (18). Inequalities(19) allow us to conclude that
0 A , . : . ; I
% f dy’[[kg mE mgk_ kzmiﬁ m, the interaction _of the yoruces with the magnguzatlon reduces
-L to a decrease in the influence of the stray field. Such a con-
, , clusion is natural, since the appearance of additional degrees
+2ik kmg m¥ sgr(y—y’)Je MYl of freedom as a result of such displacements of the vortices
(7—K) , / should lower the total energy of the system. Solving the
(kgmﬁ mé  +k2ml mY, equation of state for the magnetizatitk6), we can find the
(7+k) magnetization as a function of the displacement of the vor-
, , tices and eliminate the explicit dependence of the energy of
—2ikkmg mY e kY )} J : (12 the system on it. As a result, the energy of the systemill
be described by Eq92)—(9), if the stray field energy is
U, is the magnetic anisotropy energy preliminarily renormalized. Let the thickness of the ferro-
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magnetic layer be sufficiently largel&D?). Then, ex- Hstragk
pressing the magnetization in terms of the displacement of

the vortices and substituting it in{d5), we obtain ( inXkLT inzkiT—ny 2 B+ er)ke7 )
k2 k2 K%+ wopt
C dk [=
- 53] & [“ayayic
\2J 472)o ={ K K 0
1 1 / / (inxfﬂnzf—nyE kZ—(BX—}_BX,)keky'
X E—;)F(k)u}(’u’ike‘“y” ), (20) tH2PT
y<0,
\
where
whereB,+ B is the sum of the fields of the vortices and
[(k§+kzﬁo)z—kzqzﬁg]sinth th2e|r |r2nageszon the surface of the superconductor, and
F(k): 2 o= 2 o~ N = ’ p :(kZ—’_l'leX)/IL'LZ'
(kg—k“Qo)[ (kg +k“Qp)sinh gL +kaldy coshql ] The stray field appears because of the jump in the nor-
mal component of the magnetic induction on the supercon-
0,-0Q _ _ ductor surfacésurface “magnetic charges$.’It follows from
= —————(ki+K2Qy), 0o=0Q,+DK% (21)  the boundary condition on the normal component of the in-
Qo(Qp+1-Q) duction that, ifu,>1, the stray fieltHgyay~x; 2, and the

_ ) stray field energyJ o~ 1/u,. The other contributions to the
The quantityF (k) also contains a dependence on param-energy(2) of the vortices depend weakly gm,, and they
eters of the ferromagnet. The renormalization of the strayjetermine the instability threshold in the vortex system. As
field energy reduces to the additional multiplier fq)10ws from Eq.(23), whenu,—x, the sources of the stray
P(k)=[1—F(k)] in the integrand in Eq(5). Generally fie|d are completely compensated by the surface “magnetic

speaking, the influence of the magnetization on the criticafharges” created by the jump in the magnetization compo-
current increases with increasing thickness of the ferromaga,emmy on the surface of the ferrite.

net L; therefore, we confine ourselves to estimates for a | the case of Gunn domain instability, a mode with a
structure with a semi-infinite ferromagnet {-=). Then,  predominantly tangential component of the electric field in

from (21) we find the semiconductor is unstable. As a consequence of the con-
tinuity of the tangential component of the electric field on the
k 0y(0y—Q) semiconductor—insulator interface, the electric induction is
P(k)= TS5 a2 VE o A (22)  drawn into an insulator with a large dielectric constant
Vkz+k?Qq ¥ (Qot1-Q) e>1. The electric field energy of the unstable mode in the

) ) ) insulator is~¢ce? (e is the amplitude of the electric field of
The '”h_OITOQG_”fZOUS exchange constant for ferrites is smale perturbation in the semiconductor and the insulaad
(D~10"*-10"*?cn), so that under conditions for which significantly exceeds the electric field energy in the semicon-

the continuum approximation is applicable the inequalityq,cior ~e2. Thus the roles of the stray fields for the types of
Dk?<1 definitely holds in the range of external fields instability compared are different.

He~10°-10" Oe. Therefore, we shall henceforth set 3 Tq calculate the critical current and the structure of

Qp=Qy. the critical mode, we shall utilize a variational procedure, as
It is easy to see thatOP(k)<1. When{,—c, i.e., in Ref. 17. An exact solution of this problem is possible even
when the magnetization is completely held in place by theyhen the nonlocality is taken into account, but it does not
magnetizing field and the coupling with it can be neglectedhave any special advantages over the solution obtained by
P(k)—1; whenQ,—Q, i.e., when the field outside the su- the variational procedure, since the solution of the equation
perconductor can be disregardé(k)—0. The latter con-  of state for the vortices has the form of an infinite series in
dition is realized in the vicinity of the fielti =M, corre-  powers oft?. Let the displacement field in the supercon-
sponding to the transition of the magnet from theductor be described by the trial functions
homogeneous phase to the domain phase. Although the per-

meability componenu,, of the magnet is largeu,,>1) uﬁ,=2w2ae‘ NSk —K)+ (k' +K)],
near the critical field, suppression of the longitudinal vortex
instability does not occur. Conversely, the influence of the u{,szibe’“y[é(k’—k)— S(k'+K)], (24)

field outside the superconductor decreases, and the critical

field thus decreases. The reason for this becomes clearer,jfherea, b, 7, o, andk are parameters that can be deter-
we analyze the stray field in a structure consisting of a seMimined from the conditions for the minimum of the energy of
infinite type-ll superconductor and a magnet whose permeg,e systemJ and the critical current.

ability tensor u has the nonzero componenis,,= w1, Substituting(24) into (1)—(20), we bring the energy of
Myy= Mo, @andu,,= 1. For the Fourier harmonics of the stray the systenlJ into the form

magnetic field in the superconductor$0) and in the mag-

net (y<0), in analogy to Ref. 21 we obtain the expression 8U/C,;S=Aa%+Bb?—2tCab, (25
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where S is the surface area of the superconductor, and thef algebraic equations for determining the remaining inde-
coefficientsA, B, andC equal pendent parameters. Since this system can be solved exactly

) in its general form only by numerical methods, we shall

A= i K2+ g(K2+ 72) + +2Ky 7 henceforth confine ourselves to a simplified analysis, which
U/ g N7+ 7)? adl is valid in the case of a vortex lattice with a small shear
stiffness £<1). In addition, we shall neglect the depen-
1 1 (7+20) dence of(), ont, assuming that the critical curreng is
B= ;[ kot ekt o)+ N(rto)| 7 KHo®  small (=4l /cHe<1).
The longitudinal vortex instability thresholds at the sur-
ok? (7—k) face and in the bulk of a thick superconductor were com-
K - P|+2kyo ¢, pared in Ref. 17 for a distribution of the transport current in
a layer considerably thicker than the London penetration
2ly depth (y<<1) without consideration of the influence of the
C= (i) (26)  nonlocality. It was assumed that the results obtained can also

S . . be used for estimates in the caseyst1. However, accord-
Minimizing U with respect toa andb, we find the nor-  ing to Ref. 17, for superconductors with moderate or strong
malized critical current and the polarization of the critical pinning (k;2)>1 ork2>1) one hasy=1, and thus the local

mode at the superconductor surfacea/b as functions of  approximation is inapplicable in the general case. Taking the

k, o, and 7y nonlocality into account greatly complicates the calculation
of the instability threshold; however, whey=1, it can be
AB C Lo . .
t2=—, r=t—. (27) simplified for the most interesting cases of weak and moder-
c? A ate pinning k;<e~*, ki<e !, ki<e?) by settinge=0

on the right-hand sides of Eq&8) and (29). This approxi-

~ — — — mation enables one to find analytical expressions for the pa-
7= 17\, K=K\ Ve, kp:kp)‘/\/g’ ki=kiMe, and  rametersk, 7, and o and fort, andr as functions of the
k,=k,\/\e. We shall henceforth use only these normalizedpinning constant in many special cases.

quantities; therefore, the tilde over them will be omitted. As We present the asymptotic estimates of the parameters of

We go over to the normalized variables= 7\, y= y\,

a result, we obtain the critical mode for two limiting cases. If the magnetization
+ ot of5)? K2 and theQ factor of the ferrite are smalkf,>1, 0,>Q, and
oo gtatoNe)] . e P — P=1), the magnetization is held in place by the field, and
4y2k§77cr P X N2(7+ 7)? the structure behaves as an isolated superconductor. If the

external field is close to the field for passage of the magnet
2 2, 2 from the homogeneous to the domain pha€g£Q, and
+2k1n][kp+8(kx+a ) P=0), the influence of the magnetic field of the critical
mode outside the superconductor on the instability can be
(t+20\e) 2 neglected. In both cases thecomponent of the wave vector
T Keto of the critical modek,=0.
For a superconductor with weak pinningk;&1,

1
+
)\2(T+ 0\/5)2

okZ (1—ky/e) kp<1l, andk,<1) and P=1 the critical current and the
+2—— ———P|+2kyo, (28) olarization in the local limit equal
k T p aq
t281/2:2 r£l/4: 21/2 (30)
A (y+n+ a'\/;) ) 2 ¢ -
c- \/EW Kg+eks+ 7? and the remaining parameters are
z
(ky/2)Y2 for, k;#0, kp,=k,=0,
k? 2,0\ k. —
+ﬁ+2k177] (29) k= 77:0_: (Skp/4)13 f0r, kp¢0, kl—kz—o,
A7+ 7) (ka2 for, ky#0, k;=k,=0.
The wave vector of the critical mode increases with increas- (31)

ing pinning; therefore, the energy of the magnetic field out- ) o

side the superconductor, which is proportional to  FOr & superconductor with weak pinning aRe=0 the
(7—ky/e)/ T, decreases with increasing pinning. ComparingEXPressions for the critical current and the polarization with-
the relative magnitude of the terms in the square brackets iUt consideration of the nonlocality have the form

(28), which is pro.portionall td(ﬁ, we note that the relative @81/2:1, rel4=1, (32)
influence of the field outside the superconductor decreases ) )

with increasing pinning. For this reason, the estimates of th@nd the inverse spatial scales equal

criti.cal current and the structure of the critical mode for the (ky/2)Y2 for, k,#0, ko=k,=0,

region of weak and moderate pinning are of greatest interest. A8 for k K= ke
Minimization of the expressiof28) for the normalized k=n=0=1 (kp) or, kp#0, ki=kp=0, (33

critical currentt with respect tk, 7, ando leads to a system (ko/2)Y2 for, k,#0, ky= kp=0.
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The expressions for the critical current and the polariza-  k=g=(2k,)¥3, 75=1,
tion of the critical mode with the nonlocality taken into ac- > 1 va U6
count coincide with(30) and (32), and the parametels 7, tee ™ =2k, rett=(2ky)™, (393
and o can be obtained froni31) and (33) by making the k=o=k = (K2/3)1
replacement&; — 2k,, ky— 2k, , andk,— 2k,. Thus, taking 2 2 '
the nonlocality into account leads only to quantitative  t2¢~2=1.75k3)¥ re'4=(3k3)Y8 (39b)

changes in the spatial scales of the critical mode. The ratio
ges spatial s S - ! Comparing Eqs(343—(39a with (34b—(39b), we note

between the critical currents f&#=1 andP=0, as in the i, : "
that at moderate pinning the spatial scales of the critical

local limit, equalsy/2. : ; . .
If the superconductor has moderate pinning, in the Ioca'm)de with the nonlocality taken into account can differ from

limit (@ and with allowance for the nonlocalityb) for their values in the local limit not only quantitatively, but also
P=1 we have: in the range<tk,<s 1, ky=k=0 qualitatively. The longitudinal vortex instability threshold is

found to be lower in the nonlocal theory than in the local

k=o=(2k,/3)2 —1/3, theory. This is due to the decrease in the stiffness modulus
o=(2k/f3) 7 C44(k) with increasingk in the nonlocal theory. The ratios
26 12=8.71k) Y2, re=(2/3k,)Y4, (349  between the vortex instability thresholds in an isolated super-

conductor P=1) and in a superconductor—ferromagnet

- 1/2 —
k=o=(8k)™, #=1, structure near the transition point to the domain phase

1267 12= (32k,) 12, relA=(8/ky) ¥4, (34b) (P=0) fqr the non_local and local models do not differ
strongly, if ky or k, is large[compare Eqs(34)—(37) and
in the range Kkp<e*1’z, ky=k,=0 (35-(38)]. However, if k, is large, in the local limit
k~ o<k, [see Eqs(36a and(39a)], and the influence of the
k=1.2%,, o=1.6k,, 75=1, field outside the superconductor is smidhis can be seen
) P P " directly from the expressiofi28) for the critical current
tee 12=9.34,, re'=3.6¢7, (358  When the nonlocality is taken into accoukt- o~k, [see

(36b)—(39b)], and the thresholds differ by about 15%. We

- 5/3 — 2/3
k=o=(kp)™  7=(kp)™, also note that the longitudinal vortex instability threshold for

t26~12=2k,, rel=(8k,)S, (35  1<k,<1/e¥? and k;=k,=0 is proportional tok, in the
local limit and is proportional tda@’2 when the nonlocality is
and in the range &k,<g %2 ki=k,=0 taken into account, i.e., the threshold increases with increas-
ing Kk, significantly more slowly in the nonlocal theory than
k=o=k3"® 9=1, in the local theory. It is seen that in the region of moderate
2 1 v " pinningt,<1, and thus the variation of the external field in
tce 7 =2ky,  re”=(8ky) ™, (363 the ferromagnet due to the transport current can be neglected

_ — (1k2/19\ 14 (Qo=Q¢). When the inequality.<1 holds, the simplifica-
k=o=kaf2, 7=(kx/12)7 tions that were made in Eq&8) and(29) are automatically

t2e "12=2.2g9k3)¥,  reli=(123)"8, (36h  valid.

If the magnetizing field has a perpendicular component

Accordingly, for a superconductor with moderate pin- Q<H.<, thex component of the wave vector of the criti-
ning in a field close to the transition field in the magnetcal modek, is nonzero in the general case. However, nu-
(P=0), we have: in the range of pinning constantsmerical calculations are then needed to determine the insta-
1<ky<e ™t k,=k,=0 bility threshold and the parameters of the critical mode.
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Amorphization and shear microbands near grain boundaries in mechanically alloyed
metallic materials

I. A. Ovid’ko and A. V. Osipov

Institute of Mechanical-Engineering Problems, Russian Academy of Sciences, 199178 St. Petersburg, Russia
(Submitted March 7, 1996
Zh. Tekh. Fiz.67, 35—-38(July 1997

A theoretical model which effectively describes a novel micromechanism of solid-state
amorphization in mechanically alloyed metallic materials is proposed. Within the model the
amorphous phase nucleates as a result of the intersection of a grain boundary by a plastic-shear
microband. It is shown that the growth of a nucleus of the amorplhoug alloy near a

site on a grain boundary intersected by a shear microband is effectively controlled by the rate of
diffusion mixing of atoms of the mechanically alloyed metaland 8. © 1997 American

Institute of Physicg.S1063-78427)00707-1

INTRODUCTION which are effective stops for moving defedtsee, for ex-

The phenomenon of solid-state amorphization in me—ag plee, deefs.r;i%] SQSnigrligeiloa?)t\llf/)envegrrolljr?ge?rtieu:?fzg of

chanically alloyed metallic materials has been a subject oﬁ. bp y 9 L i ., .
igh tangential stresses, dislocations can “overcome” barri-

intensive theoretical and experimental resedsge, for ex- in the t arain boundari d thereby b bl
ample, Refs. 1-4 There is special interest in the study of €rs In the form of grain boundaries and thereby become able
Jo continue to move into the adjacent crystalline grain.

the micromechanisms of solid-state amorphization, whos o tth ib| for lattice dislocati ‘

disclosure is extremely important for determining the opti- ne 0,, c pESS' de ways orf ﬁ ce V\ﬁ]oca ions 1o

mum parameters of any technology for synthesizing amor- OVErcome: grain boundaries 1S as Toflows. €n a micro-
scopic shear band and a grain boundary intersect, the dislo-

hous metallic alloys by mechanical alloying.
P Mechanical allo);/ingyprovides a powdgr c?f an amorphouscations found at the edge of the shear microband enter the

metallic alloy (@— 8) as a result of the treatment of a mix- bouqdary(Fig. 1b. The core of each such di_slocation_is de-
ture of powders of the crystalline metals @ndg) in a ball  |0calized in the boundariFig. 1a. More precisely, a dislo-
mill for many hours. The micromechanisms of solid—s'[atecat'c_’n with a Burgers Iatt_lce vector Sp|IFS n th_e grain bound-
amorphization in mechanically alloyed materigis which ary into several new gra_ln-boundary _dlslocatlons W|t_h small
intensive diffusion and plastic deformation take plaeee Burgers vectors belonging to the displacement-shift com-

associated with diffusion and/or plastic deformation. Theseplete lattice of the boundarifig. 13 (such splitting of im-

amorphization micromechanisms include the specialP!anted dislocations is common in grain boundaedhen,

diffusion-induced migration of grain boundari&sthe split- ““‘?'er the gqtlon of the high tangential str(.as@sd. the d".('
ting of disclinations at three-way grain-boundary joifi8, fusional driving force; see belovthe new dislocations with
and the formation of high-density ensembles of pointsmaII .Burgers vectors pass into the ne|gh_bor|ng_ g(&ig.
defects'° This paper offers a theoretical model description 1d): Since the Burgers vector s of thg new dlslocatllons are not
of a novel micromechanism of solid-state amorphization jnjattice vectors in the cr‘y‘/stallme grain, a local reglon W'.th an
mechanically alloyed materials, viz., the diffusion-limited unordered structur@an “extended stacking fauly’forms in

growth of an amorphous phase near grain boundaries that a}ge grain pehmd the Ie_adlng edge of motion of such disloca-
intersected by plastic-shear microbands. tions and is naturally interpreted as a nucleus of the amor-

phous phaséFig. 10.

Thus, the type of intersection of a grain boundary by a
microscopic plastic-shear band just described leads to the
appearance of a nucleus of the amorphous phase near the
grain boundary. The nucleus of the amorphous phase is es-

The novel micromechanism of solid-state amorphizatiorsentially an amorphous microscopic plastic-shear band,
proposed in this paper is associated with both plastic deforwhich propagates from the grain boundary toward the inte-
mation and diffusion processes in mechanically alloyed marior of the grain(Fig. 1d, hatched arga
terials. Let us first discuss the role of plastic deformation in  Let us consider the character of the driving forces which
the nucleation of an amorphous phase near grain boundariest when an amorphous phase is formed according to the
in mechanically alloyed materials. above scheme in greater detail. The first driving fdfgehas

Treatment in a ball mill induces high degrees of spatiallya mechanical nature; it is the result of the action of the tan-
nonuniform plastic deformation in metallic crystalline pow- gential stresses on the dislocations. The second driving force
ders. Such deformation is often localized in crystals in nar¥ 4 has a diffusional character. In fact, intense diffusion mix-
row plastic-shear bands consisting of high-density groups oiihg of the atoms of the mechanically alloyed metalsaind
moving dislocations$!*2 As dislocations migrate in a poly- B takes place during treatment in ball milisee, for ex-
crystalline material, they intersect grain boundafiéig. 13, ample, Refs. 1-3 The metalsx andg participating in solid-

SHEAR MICROBANDS, DIFFUSION, AND NUCLEATION OF
AN AMORPHOUS PHASE NEAR GRAIN BOUNDARIES
IN MECHANICALLY ALLOYED MATERIALS
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The condition of simultaneous and thus effective action
FG. 1 Int ion of & sh roband with - bound of the driving forced~, andF 4 of solid-state amorphization
. L. Intersection of a snear microband with a grain boundary accompa- .
nied by amorphization, defines ?he growth rate of the amorphgmsﬁ phase(or,
stated differently, the rate of propagation of an amorphous
shear microbandas the velocity of the diffusion mixing

state amorphizatior(lthe formation of an amorphom_ﬁ front of the atoms ofx and,B. This feature will be taken into
alloy) exhibit the following experimentally discovered fea- account in the next section in describing the evolution of an
ture during mechanical alloyint® The heat of diffusion @morphous shear microband.

mixing of atoms ofa and 8 is negative in the case of a “

B crystal to amorphousy— g3 phase” transformation. In EvOLUTION OF AMORPHOUS MICROSCOPIC SHEAR

other words, such a phase transformation is a thermodynamBANDS IN MECHANICALLY ALLOYED MATERIALS

cally advantageous process, whose rate is controlled by the
diffusion rate of atoms oft in 8. This causes the appearance
of the diffusional driving forceF, for the nucleation and
propagation of a shear microbafi€ig. 1d having the struc-
ture of the amorphoua— g alloy.

More precisely, diffusion participates in the nucleation
and propagation of an amorphous shear microbangd in
the following manner. Since the grain-boundary diffusion
rate is many times higher than the bulk diffusion rete-
oms of @ (filled circles at first diffuse along grain bound-
aries of 8 (from the contact surface between particlesaof
and B into a particle of8) (Fig. 23. Then, at a site on a
grain boundary intersected by a shear microband, the ato
of « diffuse into the grain parallel to the motion of the lead-
ing edge of the shear microbairllig 2b). Here (1) the mi-
croscopic shear band has the structure of the amorpho
a— B alloy, and(2) the simultaneous effective action of the
driving forcesF,, andF4 in the nucleation and further evo-
lution of the amorphoug — B8 phase near the grain boundary

Let us investigate the characteristics of the evolution of
an amorphous shear microband propagating from a grain
boundary into the interior of a grain with the velocity of the
diffusion mixing front of the atoms of and 8. For simplic-
ity, we assume that an amorphous shear microband propa-
gates in one direction, which corresponds to the direction of
propagation of the origindl‘crystalline” ) microscopic shear
band before it intersected the grain boundary. This natural
assumption permits the effective use of the one-dimensional
model of an amorphous shear microband, within which such
a shear microband is described as a one-dimensional seg-
n@gentAB between pointA (which corresponds to a grain
oundary and pointB (which corresponds to the leading
edge of the amorphous microscopic shear balkiy. 20.
lB\éow the diffusion of the atoms of from grain boundary
A into the crystalline grain and the simultaneddgfusion-
controlled motion of the leading edgB of the amorphous
shear microband are described by the following system of

is ensured. equations:

Generally speaking, nucleation of the amorphausg an 92n
phase can occur near the boundary of a graip ohder the e D—., (&N
action of F4 at any site on the boundary. However, the ad- X
ditional action of the mechanical driving forde,, makes n(0,t)=n, @)
nucleation of the amorphous phase at the sites on the grain
boundary intersected by shear microbands preferable. In fact, N(I,(t),t)=nc, €)
at such sites on the grain boundary the driving force of the dl D an
nucleation of the amorphous— B phase i+ F4, while —= ) (4)

at other sites the driving force By<F,+Fg. dt ng x|, _,
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Here n(x,t) is the concentration of atoms af within the

amorphous shear microbanxl;is the coordinate along the

direction of motion of the amorphous shear microb#hid).

For the range of typical values/n—1<6 we have
u<<1l. Then

D(p)~2m Y2 (1-u?3), (109
(10b)

Substituting(10) into (9), we obtain the following ap-
proximate analytical expression for:

exp(u?)~1+ u?.

1/2
;F? ‘3—1(¥—1)+1—1 (11
From Egs.(6) and(11) we obtain
I(t)=[(\/3V4n,/n.—1—3)Dt]*2 (12)

We use Eq(12) to estimate the mean rate of motibf
of the leading edge of the amorphous shear microkand

2b); t is the time;D is the diffusion coefficient of the atoms stated differently, the growth rate of the amorphous phase

of @ in the amorphousgr— B8 phase(in the amorphous shear near

microband; n. is the concentration of atoms af at the

leading edgeB of the amorphous microscopic shear bandwe obtain

the grain boundary intersecting the original
microscopic plastic-shear bandAt first, from Eq. (12
I=6—130 A for the typical values

(or, stated differently, the concentration corresponding td~102'—10 m?.s™ %, ny/n,~2-3, andt~600 s. Thus
equilibrium between the amorphous and crystalline phasesl/t~0.01-0.2 A/s.

Nng is the concentration of atoms at grain boundanand| is
the length of the amorphous shear microbaikig. 2b.
Equation(1) describes the diffusion of atoms affrom grain

boundaryA in the direction of propagation of the amorphous
shear microband. Equatiori®) and (3) are the boundary

conditions for the concentration of atoms ef at grain
boundaryA and leading edg®, respectively. Equatioré)

describes the diffusion-controlled motion of the leading edg

B of the amorphous shear microbatat, stated differently,

DISCUSSION OF RESULTS. CONCLUSIONS

There are convincing data indicating that the micro-
mechanisms of solid-state amorphization in crystalline mate-
rials during thermal treatment and mechanical alloying are
similar! At the same, the range of concentrations of the

fomponentsy and g of an amorphous alloy synthesized by

mechanical alloying is broader than in the case of thermal

the motion of the boundar between the amorphous and treatment. The similarity and differences between the amor-

crystalline phases
The solution of system of equatiokis)—(4) has the fol-
lowing form:

n(x,t)=ng—(no—ne) f[x/2(Dt)?], )
[(x,t)=2u(Dt)¥2 (6)

where i is an unknown dimensionless constant.
We use the following procedure to find. First, from
Egs.(2)—(3) and(5) we obtain the system of equations

?f _ df
E—Fsz—Z—O, (7)
f(0)=0, f(u)=1, €S)

wherez=x/2(Dt)¥?= ux/I(t) is the argument of (z).
The solution of system of equatio#) and (8) is

f(2)=®(2)/P(n), where CI>(2)=2771/2fZexp(—y2)dy
0

phization processes taking place during thermal treatment
and mechanical alloying are naturally explained in the fol-
lowing mannef° There are diffusional micromechanisms of
solid-state amorphization, which are basic and identical for
the cases of thermal treatment and mechanical alloying. They
account for the similarity between the solid-state amorphiza-
tion processes taking place during thermal treatment and me-
chanical alloying. At the same time, along with the diffu-
sional micromechanisms of amorphization, in mechanical
alloying contributions are also made by “additional” micro-
mechanisms, which have a mechanical chara@ter, are
associated only with plastic deformatjaor have a “mixed”
(mechanical and diffusionatharacter. They account for the
difference between the solid-state amorphization processes
taking place during thermal treatment and mechanical alloy-
ing.

It has been shown in this work that one of the “addi-
tional” micromechanisms of amorphization operating during
mechanical alloying is the diffusion-controlled propagation
of an amorphous shear microband. This micromechanism,
which is simultaneously associated with diffusion and plastic

is a standard error function. With consideration of this resultdeformation, is characterized quantitatively by the mean rate
from Eq. (4) we obtain the following nonlinear equation for of motion I/t of the leading edge of the amorphous shear

J7
72 uexp( u?)®(u)=no/ne—1. 9
The exact numerical solution of E) is presented in

Fig. 3.
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microband. To estimate the contribution of the micromecha-
nism under consideration to solid-state amorphization during
mechanical alloying, it would be natural to compare the
characteristic ratel/t and the experimentally measured

growth rate of the amorphous phase during mechanical al-
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loying. However, as far as we know, there are no data in th®@3807 and the International Science Foundati@@rants
scientific literature from direct experiments aimed at measurNos. R4F000 and R4F300

ing the g_rovvth rate of the amorphous phase during mechanliw_ L. Johnson, Mater. Sci. Eng7, 1 (1988

cal alloying. Under these circumstances we can only com-2L, schultz, Mater. Sci. Engd7, 15 (1988.

pare the model ratd't~0.01-0.2A-s™* (see the preceding ’K. Samwer, Phys. Refl61 1 (1988.

: . . I. A. Ovid’ko, Defects in Condensed Media: Glasses, Crystals, Quasic-
sectior) Only with t_hle eXpe”menta”y measur’éqt;ro_wth rate . rystals, Magnets, and Superfluifis Russiant Nauka, Leningrad1991).
|/t~0.01—0.7A-s™! of the amorphous phase in metallic 5| . Ovid'ko, J. Phys. D2, 2190 (1991).
materials(“‘sandwiches”) during thermal treatment. °I. A. Ovid'ko and A. V. Osipov, Fiz. Tverd. TeldLeningrad 34, 288

Within the ideas regarding the similarity and differences 7(:9330[3%\, F;hnﬁs'l S:"do\ﬁé"?‘g“’ :s;(fhgy?' /54, 517 (1962
between the amorphization processes taking place duringu. yu. Gutkin and I. A. Ovidko, Philos. Mayg. O, 561(1994.
thermal treatment and mechanical alloying presented abovéM. Yu. Gutkin, 1. A. Ovid'ko, and Yu. I. Meshcheryakov, J. Phys. Ill

. . . ~ . (Parig 3, 1563(1993.
(m_ the present sect|_()ra comparison of/t an_d |/t provides 1o o ovigko, J. Phys. D27, 999 (1994,
evidence that the diffusion-controlled motion of amorphous!R. w. HoneycombeThe Plastic Deformation of Metal$t. Martin, New
shear microbandéFig. 2b can make a significant contribu- 12‘8(01" élg,e& [R;.SSI' trinSI"S'\tmr’ tM °S°°“ffg7§ ) d Crystdlm Russia
. . . . . iy . I. Smirnov, Dislocation ructure an raere rystgls Russiarj,
tion as. an. amorphlza_tmn mpromechamsm to §0I|d state Nauka, Leningrad1981).
amorphization in metallic materials during mechanical alloy-130. A. Kaibyshev and R. Z. Valiewsrain Boundaries and Properties of
ing. Metals[in Russiaf, Metallurgiya, Moscow(1986.
14 .
This work was performed with support from the Russian < Samwer. H. Schroder, and K. Pampus, Mater. Sci. Bg63 (1988.

Foundation for Fundamental Resear@rant No. 95-02- Translated by P. Shelnitz

751 Tech. Phys. 42 (7), July 1997 I. A. Ovid’ko and A. V. Osipov 751



Features of the two-dimensional modeling of drift injection magnetosensitive structures
M. A. Glauberman, V. V. Egorov, N. A. Kanishcheva, and V. V. Kozel

Instructional, Scientific, and Industrial Center, I. I. Mechnikov Odessa State University,
270063 Odessa, Ukraine.
(Submitted May 7, 1996

Zh. Tekh. Fiz.67, 39—41(July 1997

The correctness of the two-dimensional description of the transfer of injected carriers in the base
regions of drift injection magnetosensitive structures is substantiated. A criterion for

selecting one of these models in accordance with the technological—design parameters and the
electrical regime of the structures is obtained. 1897 American Institute of Physics.
[S1063-78497)00807-9

Magnetotransistors incorporate all the basic physical feathe following expression for the excess concentration of mi-
tures of drift injection magnetosensitive structures and are, atority carriers on the basis of systgft) under the assump-
the same time, the simplest magnetosensitive structures ion that the base is electroneutral
this category. Therefore, we shall analyze the physical pro-
cesses in them in the case of a magnetotransistor or, more, Pp  #’p  9*p ap ap

| _ —t—+— 27]L—+27]L(,u +ur)B—
precisely, a geometrically symmetric modification of a two 2 20 552 n p’= gy

oX J
collector magnetotransistor using the scheme shown in Fig. y
1. E,L2 ap
A rigorous mathematical model requires solving the t oer 207 Jz =97 @

equation for the current density of the carriers of both signs
together with the continuity equation of the minority carrierswhereL is the diffusion length of the holeg and,u are
(holes in the present cased-or the stationary case, a weak the Hall conductivities, andy=E,L?%/2¢+ is the field coef-
magnetic field fu,, u,<B™ 1), and a low injection levejun-  ficient.
der the condition of uniform conductivity in the basecan The determination of the three-dimensional concentra-
be written in the forrh tion field, according to Eq(2), is a difficultly solvable(to-
tally unsolvable in analytic forjnproblem; therefore, a two-
) 3w ) dimensional approach has been taken universally to model
Jp=€pupE—eprupVp— —-epuy(BX E) drift magnetotransistoréDMTs).23=° It was assumed with-
out rigorous proof in the publications just cited that
d"9z"=0 (n=1,2). As a result, several three-dimensional

3
- 2
+ 8 e@rup[BXVp], effects that are obviously significant were completely ig-

nored.
37 In two-dimensional modeling, instead of the butkree-
in=enu.E+eeru,Vn+ ?en,uﬁ(BX E) dimensional concentration of the injected holes we naturally
consider their surfacéwo-dimensional concentration
+ 3w 2(Bx Vn)
_e(PT/“’L n 1 Z()
8 " P(x,y)= JO p(x,y,2)dz €)
div j,+p/7=g. (1)

and automatically eliminate the problem of taking into ac-
count the hole concentration distribution along.@hen Eq.

Heree is an elementary charg@, n, u,, and u, are the (2) in coordinate form becomes

hole and electron number densities and mobilitiess the
resultant vector of the electric fields in the bage=kT/e is

g e . 9’p 9*p JP JP
the temperature potentiaB is the magnetic induction; and |2 —t |27t —+2nL(un+up)B——P
7 and g are the lifetime and flux density of the minority- ax*  ay? 2 ay
carrier source. _
=—TI7, 4

It is very difficult to obtain a solution of system of equa-
tions (1) in a general form. However, as the experiment inyyhere
Ref. 2 shows, the influence of the components of the mag-
netic induction that are parallel to the surface of the structure ap i
can be neglected, and the treatment can thereby be simpli- I'= _M‘»"TE|ZZOEJS/9 (43)
fied. Then, in theXY Z rectangular coordinate system, in
which the & axis is perpendicular to that surface and theis the surfacdtwo-dimensional flux density of the injection
0X axis is parallel to the accelerating fidig), we can write  sourcegthe number of injected carriers created on a unit of
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FIG. 1. Drift horizontal magnetotransistor with a transverse magnetic axis T
a — top view b — cross section aA—A; B*, B~ — contacts of the base; r
Em — emitter;C,, C, — collectors;E, — accelerating electric field. —\
. 4 .
the surfacez=0, or, stated differently, the componejntof E

the injection current density normal to that surface per el- . - . .
FIG. 2. Calculation of the potential in the near-emitter region of the base:
ementary charge

e . a — cross section of the emitter in the=const planeb — emitter model,
Here it is natural to consider the case of the absence of — model for calculating the potential.

bulk injection sourcesg=0). In addition, it is assumed in
Eq. (49 that 9p/9z=0 atz=2z,. Under real conditions this
corresponds to a DMT structure fabricated on a single crystal ] o ) ) ]
or in a semiconductor layer on an insulating substrate. FofUrrent density of the majority carriers we hgve E, which
DMTs fabricated in an epitaxial layer on a semiconductor@/!OWs Us to rewrite the continuity equation in the form
substrate of the opposite type of conductivity, the extracting V24=0.
influence of the layer-substrape junction can be taken into
account by introducing an effective lifetime instead of the ~ Supplementing it with the boundary conditions &nd
bulk lifetime. ¢ are, respectively, the radius vector and the polar angle in

To correctly use Eq(4) in practice we must now de- Cylindrical coordinates
scribe the injection process. P

. . . ¢

Figure 2a presents a cross section of the emitter of a —| _,=0, ¢(p=»)=—Egp cosé¢,
DMT in the Y=const plane. It is assumed here that the emit-
ter is formed by diffusion or implantation of an impurity we obtain a mathematical formulation of the problem posed.
through the window (). The regions where the impurity |ts solution has the form
penetrates beneath the mask are modeled here by the sectors -
of radius r in accordance with the generally accepted ¢=—[1+r“/p“]Eep cos¢
approactf:” To determine the injection parameters in the re-o; in Cartesian coordinates for the surface of a cylinder
gion 0 < x < r, following Ref. 8, we model the emitter by an (p=r)
injecting semicylindefFig. 2b.

To determine the potential of the accelerating field in ¢=—2EpX.
the near-emitter region of the base, we supplement the con-
figuration depicted in Fig. 2b by its mirror image relative to
thez=0 plane. We do not obtain the problem of the flow of
a current around an insulating cylind@tig. 29. The transi-
tion from one configuration to the other in Fig. 2 is perfectly
legitimate, becauséj/dz=0 atz=0. Under the assumptions
that the base is quasielectroneutral and homogeneous, for the p(x)=p(0)exp(2Ex/¢1). 5)

Taking into account the exponential dependence be-
tween the bulk carrier concentratign and the bias in the
emitter junction(we neglect the component of the emitter
current created by recombination in the space-charge rggion
we obtain
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a When y>1, practically the entire flux of injected carri-
z, 0 z ers will clearly emerge from the cylindrical part of the emit-
ter, and the flux from the flat part can be neglected. Since
r, which amounts to a single micron or a fraction of a micron
in practice, is small compared with the other parameters of
the structure(which are equal to tens or hundreds of mi-
crong, the error in the values of in the range from O to
Z _Eo_> can be neglected, and it can be assumed that the emitter is
confined to the portion of the=0 plane at 0< z < r (the
vertical emitter model, Fig. 3a
‘ When y<1, we can neglect the carrier flux emerging
b from the cylindrical part of the emitter and consider only the
injection from the flat portion, assuming that the emitter is
Ty Ti 0 z concentrated in the=0 plane(the horizontal emitter model,

11

' \ Fig. 3b.
S— It is clearly advisable to use the former emitter model to
calculate structures with heavy doping of the emitter region
Je and the latter model to calculate structures with shallow dop-
—_ . ing. Assigning the valueg=10 and 0.1 in the former and
—> latter cases, respectively, to consider concrete cases and us-
ing Eq. (6), we find that the vertical emitter model can be
used for structures with a diffusion emitter when the accel-
erating fieldsEy>100 V/cm (we selected ~3.8 um) and
~ the horizontal emitter model can be used for structures with
an implanted emitter wheBy<100 V/cm ([ ~0.23 um).

FIG. 3. Models of the emitter of a drift horizontal magnetic structure: a
vertical model b — horizontal model.

Let us determine the number of injected carriers in the
base region at the boundary with the emitter junction per unltll' M. Vikulin, M. A. Glauberman. and N. A. Kanishcheva, Fiz. Tekh.

of its length along & (the linear densit)/for the cylind.rical Poluprovodn11, 645 (1977 [Sov. Phys. Semicond.l, 377 (1977].
(0 = x =) andflat k<0) parts of the emitter. For this pur- 2. M. vikulin, M. A. Glauberman, G. A. Egiazaryast al, Fiz. Tekh.

pose, in the former case we integrate E5). in the range Poluprovodn.15, 479 (1981) [Sov. Phys. Semicond.5, 274 (1981)].

E ; : -3L. W. Davies and M. S. Wells, Proc. IREE Austf), 235 (1971).
indicated, and in the latter case, assuming that the electrlgwl Allegretto, A. Nathan, and H. P. Baltes, MACECODE V, Proceed-

field is unperturbed at<0, we integrate the expression ings of the 5th International Conference on the Numerical Analysis of
_ Semiconductor Devices and Integrated Circuiiteland, 1987, pp. 87—-92.
P(x)=p(0)exp(Eox/ ¢1) 51. M. Vikulin, M. A. Glauberman, and V. V. Egorov, Elektron. Tekh., Ser.

in the range— Sx<x<0, wheresx=V,/E, is the width of 2 Poluprovodn. Prib(1), 9 (1990.
9 0°=0 6S. M. Sze Physics of Semiconductor Devic@ad ed. Wiley-Interscience,

thel|nje9t|ng Pportion of tht_a emitter and is the bias on the oy vork (1969 [Russ. transl., Mir, Moscow1984), Vol. 1].
emitter junction at the point=0. 7S. V. Gumenyuk, inAbstracts of Reports to the Scientific-Technical Con-
As a result, for the ratioy between the linear densities in  ference “Sensors Based on Microelectronics Technologf@sRussiar,

: Moscow, 1989, pp. 85—-87.
>
the two cases WheVO ¢ We obtain 8V. S. Lysenko, R. N. Litovskii, Ch. S. Roumenin, and N. D. Smirnov,

exXp(2Eor /1) —1 Rev. Phys. Appl18, 87 (1983.
X= 5 : (6)

Translated by P. Shelnitz
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Formation of multilayer strained-layer heterostructures by liquid epitaxy. I. Theoretical
aspects of the problem and mathematical model

R. Kh. Akchurin

M. V. Lomonosov Moscow State Academy of Fine Chemical Technology, 117571 Moscow, Russia

D. V. Komarov

Institute of Chemical Problems in Microelectronics, 117571 Moscow, Russia
(Submitted July 13, 1995; resubmitted May 14, 1996
Zh. Tekh. Fiz67, 42—49(July 1997

Problems concerned with the formation of multilayer strained-layer heterostructures by

“capillary” liquid-phase epitaxy with forced hydraulic replacement of the solutions in the growth
channel are analyzed. It is shown for short contact times between the solutions and the
crystallization surface that the character of their flow in the channel plays an important role in

the achievement of uniformity in the physical characteristics of the layers grown.

Theoretical estimates of the hydrodynamic stability of solutions moving in narrow channels are
performed for several IlI-V systems. A mathematical model, which permits simulation of

the conditions under which strained-layer heterostructures are fabricated, is developed. It takes into
account diffusive and convective mass transport in the liquid for various flow regimes in the
capillary and the displacement of the heterogeneous equilibria in the system under the influence of
elastic stresses. @997 American Institute of Physid$1063-78427)00907-0

INTRODUCTION The need to maintain elastic stresses in the epilayers requires
consideration of their contribution to the displacement of the
The fabrication of multilayer strained-layer heterostruc-heterogeneous equilibria in the systems under consideration,
tures is one of the effective methods for controlling the fun-and the absence of thermodynamic equilibrium between the
damental physical parameters of the semiconductor materiatontacting solid and liquid phases during heteroepitaxy re-
used, in particular, in optoelectronits’ The thicknesses of quires the use of preliminarily supercooled solutions to pre-
the epilayers forming such heterostructures must not exceedude local dissolution of the preceding layers. In the case of
the limit corresponding to the transition from the elasticallylow-temperature epitaxy preliminary supercooling of the so-
stressed state to the relaxed state with the formation of misflution is also conducive to more successful formation of a
dislocations and thus lie in the range from several to huneontinuous layer under the conditions of short contact times
dreds of nanometers in most cases. Ultrathin epilayers argetween the liquid and solid phases.
presently widely obtained by metalorganic vapor-phase epi- The purpose of the present work was to develop a math-
taxy, as well as by molecular-beam epitaxy. The developematical model, which would make it possible to find the
ment of processes for depositing ultrathin layers from a lig-optimum (according to the criteria for achieving the required
uid phase has run into a number of serious problemscharacteristics of the epilaygrsonditions for the reproduc-
Nevertheless, the possibilities of the successful growth otble fabrication of multilayer heterostructures with consider-
such layers by liquid-phase epitayPE) have been demon- ation of the phenomena just described.
strated in numerous experimental studisse, for example,
R(_afg. 4—-6. However.,.some theorgtlcal.aspects of LPE P 5 ESCRIPTION OF THE PROCESS
taining to the deposition of ultrathin epilayers and the fabri-
cation of multilayer strained-layer heterostructures have not Let us consider the scheme of the process leading to the
yet been adequately developed. formation of a multilayer structure consisting of alternating
The obvious areas for developing LPE for use in thelayers of the compound AB and the solid solution
solution of the problems indicated are confined to loweringA; ,_,B,C,D on substrates of AB. We assume that the ep-
the growth temperature, shortening the growth time, and retaxial deposition process takes place under isothermal con-
ducing the volume of the liquid phase used for epitaxy. Thaditions on two parallel, closely arranged substrdtég. 1),
most effective way to realize such processes is epitaxy fronthe gap between whictihe growth channglis successively
solutions placed in the thin gap between two parallel subfilled by preliminarily supercooled solutions of appropriate
strates with replacement of the solutions by forcing themcomposition having the same temperatliteThe amount of
through capillary channelgapillary epitaxy). The problems initial supercooling of the solutions must be sufficient to pre-
of the uniformity and reproducibility of the composition and vent local dissolution of the substrates or the previously
thickness of the epilayers over their area and across thegrown epilayers over the entire contact surfaae low-
thickness are directly related to the hydrodynamic conditiondgemperature epitaxy this condition can be satisfied for most
in the solution and the influence of convective phenomena osemiconductor systemsThe solutions are replaced under
the mass-transfer processes accompanying heteroepitaxire action of the hydraulic pressure created by pumping them
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I I o tive fluxes in LPE supports this assumption. If the concen-
tration gradients are much stronger than the thermal

— /Z AN S _ gradients, the hydrodynamic stability of a quiescent liquid is
! ' determined by the Rayleigh numbgta.), which, as applied
Uy :, i to our case, can be expressed in the following form
-._"[_; ------------------ S Ra,=gB:H3AN/wD, 1
1’
"' I whereg is the acceleration of gravityd.=(dp/dC)p 1 is
T L | the coefficient of the concentration dependence of the den-
f'ﬁ / - sity of the solutionH. is the thickness of the growth chan-
g nel, AC is the variation of the concentration of the dissolved
1 componentD is its diffusion coefficient in the liquid phase,
and v is the kinematic viscosity.
FIG. 1. Schematic representation of epitaxy in a growth charhek Using the similarity criteriaRa,/H¢) for binary Il1-V

substrates? — channel wall. HereL is the length of the segment for - gemjconductor systems in Ref. 7, in a first approximation we
hydrodynamic stabilizatiorl,, is the length of the substratddy is the flow oy agtimate the limiting thicknesses of the growth channels,
velocity of the liquid phase, anl. is the thickness of the growth channel. .
values above which can lead to the appearance of natural
convection in the type of epitaxy under consideration. It

through a capillary channélorced convectiop whose cross should be noted here that since the values of the similarity
section is similar in size and shape to the growth channegriteria in Ref. 7 were obtained for growth temperatures that
Contact between the supersaturated solution and the suBre traditionally employed in the LPE of 1ll-V compounds
strate surfaces results in elimination of the supersaturation ignd the cooling temperature difference was assumed to be 30
its near-surface regions and the growth of epilayers. AK, these values are in need of considerable refinement. The
stream of the liquid phase forms in regibnand epitaxial ~use of low-temperature regimes for epitaxy carried out from
growth occurs in regiofi. The latter can take place either in preliminarily supercooled solutions under isothermal condi-
a relaxation regime with a cessation of flow or in a regime oftions, should decrease the values of these criteria by factors
continuous flow of the solution in the channel. The usedof 10—15, according to approximate estimates. This is be-
(spenj solution enters regiotl, in which the processes tak- cause the amount of initial supercooling of the solutions used
ing place no longer have any influence on epitaxy. Let udn LPE is generally approximately three times smaller than
assume that the growth channel is symmetric relative to théhe cooling temperature difference adopted in Ref. 7. More-
plane which is perpendicular to the normal between the subever, most 1lI-V systems are characterized by a three- to
strates and passes through its midpoint. This makes it pogivefold relative decrease iaiN/JT, which causes a corre-
sible to consider the phenomena taking place in it only in thesponding decrease iC in Eq. (1), in the low-temperature
portion between the substrate and the symmetry plane. As gortion of their phase diagrams that is acceptable for solving
whole, epitaxial deposition can be described by the followingthe problem under consideration.
set of processes:) asupply of the original solution to the Plots of the dependence of Ran Hg calculated with
growth channel by forced convection in accordance with theconsideration of this situation for various 1lI-V systems are
assigned temporal parameterg;niiass transport of the com- presented in Fig. 2. It is seen that the range of growth-
ponents of the material being deposited from the bulk of thechannel thicknesses that conform with the absence of natural
solution to the substrates) epitaxy proper, i.e., passage of convection lies at the valued <200-500 wm in most
the solute onto the substrate surfaces; antethoval of the cases. However, since a regime of stationary regular convec-
depleted solution from the growth channel. tion that causes a significant difference between the growth

The description of the epitaxial process should thus intates on the upper and lower substrates appears only when
clude mass transport in the liquighatural and forced con- Ra>10°, appreciable natural convection should hardly be
vection, as well as diffusignand distribution of the compo- expected in the process under consideration even when the
nents of the material being deposited between the originatalculated values dfl. are exceeded somewhat.
liquid and the crystallizing solid phases during epitaxial It is noteworthy that the presence of an interface in the
deposition on the substrate. Let us consider the role of eactapillary channel between two solutions of different compo-
of these phenomena in the process under consideration. sition intended for alternate supply to the growth channel

1) Natural convection. Since the variation of the tem- can, in principle, create the conditions for the appearance of
perature at the phase boundary during epitaxy can be nenother type of natural convection, viz., interfacial convec-
glected because of the negligibly small latent heat of theion (for example, Marangoni convectiph However, with
phase transition, the process under consideration can be corensideration of the brevity of such contact, the small size of
sidered isothermal. Therefore, in evaluating the probabilitthe contact area, and, as a rule, the similarity of the physico-
of the appearance of natural convection, only the concentrachemical characteristics of the solutions used to create het-
tion variations in the solution must be taken into accounterostructures, in most cases the phenomenon of interfacial
The analysis performed in Ref. 7 of the relative contributionsconvection can be regarded as a minor process and ignored.
of the temperature and concentration gradients to the stabil- 2) Forced convection.Under the conditions of brief
ity of the liquid phase and the appearance of natural conveaontact with the substrates the hydrodynamic features of the
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FIG. 4. Relation between the flow velocity of the liquid phase in a growth
FIG. 2. Values of Raas a function of the thickness of the growth channel channel and the difference between the pressures at its entrance and exit.
for various binary systems — In—InAs, 2 — In-InSbh,3 — Ga-GaAs, Calculation forT=573 K, L, ,Lq=3 cm, andH. =100 (1), 300 (2), and
4 — Ga—-GaP5 — Ga—-GaSb and In—-InP. 500 wm (3); solvents for IlI-V: solid lines — Ga; dashed lines — In, Bi.

solution stream entering the growth channel play an excep- 1€ ranges of the parameters of the liquid stream that are

tionally important role in ensuring the uniformity of the MOSt acceptable for use in LPE processes are obvious from

properties of the epilayers being deposited. However, hithFi9: 3. For éxample, the region of nonstationary flow outside

erto practically no attention has been focused on these issu8& the two curves(region ) is unsuitable for carrying out

in the literature devoted to LPE processes. epitaxial processes by its very nature. Processes which re-
The character of the solution stream entering the channé{Uire vigorous mixing of the liquid phase, for example, low-

is determined both by the physicochemical parameters of thigMperature epitaxy under the conditions of poor wettability

liquid phase and by the flow velocity. Here the stability cri- PY the substrate melt, can be carried out in the region of
terion is Ra, and the dimensionless characteristic of theStationary turbulent flowregionll). In this case the epitaxy

stream is the Reynolds numb@e,=UH. /v, whereU, is chaqnel is like an ideally stirred_reactor, sincg, with the ex-
the mean flow velocity of the solution in the channdlhe ception of the _thln near-wall region of the Iamllnar sublgygr,
relationship between these numbers determines the type the concentrations of the components are uniformly distrib-
flow (Fig. 3. It should be noted that the characteristic valuegted throughout the volume of the chanﬁ%iHowever, when

and relations between the criteria were obtained from th&€ iS of the order of 2000, even if a relatively narrow epitaxy

general laws of hydromechanics and do not depend on thghannel =300 um) is used, the flow velocities in this
physical parameters of the system and its components. ~ '€gion are found to be very large/g>100 cm/$ and lead to
unjustified consumption of the materials. Therefore, such a

regime can be useful only in exceptional cases. At small

values of the criterigregionlll) the flow is laminar, and the
Rec, 1 flow profile does not vary with time. This region can be
unequivocally recommended for application in LPE. This re-

AV_\ gime is described using relations from boundary-layer
10,11

—— 2 theory:
7708 It can be shown that the mean flow velocity of the liquid
in our case is given by the relation
I Uo=APH%32sL, )

where 7 is the dynamic viscosity of the liquid ankP is the
difference between the pressures at the entrance to the cap-
0 3 illary channel and its exit.

2320 9400 Req Taking into account the strong degree of dilution of the
FIG. 3. Stability regions of a moving streaf*I, Il — regions of nonsta- s_olutlons In Iow-temper_ature_ LPE, for apprquate calcula-
tionary and stationary turbulent flow, respectively;— region of laminar tI_OnS we can set the viscosity of t_he solution equal to the
flow; wave vector:1 — not equal to 02 — equal to 0. viscosity of the solvents used. Figure 4 shows plots of

=
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Uo(AP,H,) for the main solvents employed in the epitaxy thickness of the epilayers along the substrate, since the solu-
of IlI-V semiconductors(the viscosities of Ga, In, and Bi tion at sites more distant from the entrance to the channel is
were calculated fof =573 K on the basis of the data in Ref. more depleted, and the replacement by fresh solution is
12). It is seen that flow velocities sufficiently high to provide slowed. The mathematical model developed in the present
for repeated replacement of the solution in the growth chanwork takes into account both profiled and unprofiled flow
nel during short time intervals develop alreadyAd®=10° regimes. Only the alternative in which the velocity profile
Pa in channels of thickne$$.>200 um. completes its formation in the segment containing the sub-
The problem of determining the velocity profile in a strates is excluded, since it leads to high nonuniformity not
channel is not a direct problem of boundary-layer theory, bubnly of the thickness, but also of the composition of the
can be solved by its methods. The so-called internal problenepilayers.
i.e, flow within a channel, is considered here, and the rela- 3) Diffusive mass transport. The driving forces of dif-
tions presented below, including the semiempirical relationsfusive mass transport in a solution are the concentration gra-
are valid for channels of any shape, not just for the pipes fodients that appear with the onset of crystallization. It is de-
which they were derivedf As the thickness of the boundary scribed by diffusion equations written in the differential form
layers increasesthe distance along the normal from the
channel wall to the point where the velocity differs by no 9C; aC;  dC;
more than 1% from the velocity in the region of potential Di_2+U7: ot ()
flow is taken as the thickness of the boundary layére o
I(j())/:;sr T;miﬂet;y rt::ré?I.Srtﬁgﬁgncgt:‘hifctnaengzgvnﬁlrli ?:rcﬁ;]_v%hereDi_ is the diffusion _coefficient of componehti_n the
drodynamic stabilization is defined as melt, _Ci is the concentration of that component: and the
velocity of the phase boundary along the coordinater the
L,=0.065/ReyH.. (3)  one-dimensional case.
The boundary conditions for the system under consider-

If L (Fig. 1) is greater than this quantity, the flow is ation (Fig. 1) are as follows

stabilized, and the distribution of the velocity over the

radiusr of the channelin the present caseis the distance . 4C
from the channel axis along the normal to the growth sur- ﬁ_tl f=+05H_ >0~ &—t' =—f, (8)
face has the form r=-085H,,t>0

U, =Ug(1—4r?/H2), (4)

wheref is the rate of epitaxy.

which corresponds to a Poiseuille velocity profile. As is seen ~ Let D; be independent of the concentrations of the other

from Eq. (4), the distribution of the flow velocity in the components in the solution. Then the number of diffusion

channel does not depend on the properties of the liqui@quations is one less than the number of components. As-

phase. It is determined explicitly only by the mean flow ve-suming that the concentration gradients in planes parallel to

locity and the geometry of the channel. the substrate surfaces are negligibly small, we can legiti-
If L<L,, the boundary layers next to the substrates ddnately confine ourselves to the one-dimensional case with

not merge, and the model can be represented in the form éespect to the spatial coordinates.

two independent plates over which the solution stream flows. 4) Heterogeneous equilibria. The formation of

The thickness of the boundary layéron each horizontal —Strained-layer heterostructures initially presumes that there is

wall of the channel along the coordinatas!? no relaxation of the stressed state in the epilayers. One con-
sequence of this is the displacement of the heterogeneous

6=4.64\Re, (5)  equilibria in the system, which is caused by the variation of
where Re=Ug(Lo+L)/v. the activities of the components in the elastically stressed

The thickness of the boundary layer increases regularly©lid phase and requires taking into account the epitaxial
with increasing distance from the entrance to the channel t§70CesS in the model. It is taken into account by introducing
its limiting value, which corresponds to the moment whenadditional terms for the “elastic” component of the activity
the boundary layers formed by the opposite walls of thecoefficients into the equations describing the equilibrium be-
channel merge. In this case the distribution of the velocity?Ween the .phasé§. o _
with respect to the coordinatesandr is described by the A detailed description of the method for calculating the

expressioht influence of elastic stresses on equilibrium processes was
given in Ref. 14. The system of equations for calculating the
Uyy(X)=0.5¢Ug(3— x?), (6)  activites of the components of a solid solution
wherey=(H,— 2r)/é. A;_x—,B,CyD that is coherently associated with the sub-

As the distance from the point of entry into the channelStrate in the case under consideration has the form
increases, the boundary-layer thicknésiicreases, and the s s s 5 s 5
flow velocity at a constant distance from the substrate surR TN(7agXag) =RTIN(1—X—Yy)+ apg_acX"+ a@ap- Y
face decreases.

From the standpoint of practical implementation, this re-
gime provides poorly for uniformity of the distribution of the +o(a—ag)(2asg—a—ay),

S S S
+(aag-acT @¥aB-AD ™ Xac-aD)XY
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RTIN(YacXac) =RTIN(X) + adg ac(1—X—Y)? £3

& -

+aac_apY Tt (@ag-act @ac-ap N T T R~~~
— apg_ap)Y(1—x—y)+o(a—as)(2anc \
—a—ay), \\ ¥ i

RTIN(YApXap) =RTIN(Y) + @ag_ ap(1—X—Y)? N )y

S 2 S S
+ apc-apX T (@ag_apT Xac-aD

— &g ac)X(1—x—y) +a(a—ag)(2axp &
_a_as)v (9)

where theyf‘j are the activity coefficients of the respective
binary components and the parameters of their interaction in
the solid phase; the® are the mole fractions and crystal FIG. 5. Introduction of a working net in the space of the growth channel
lattice periods of the respective binary componeatsa,,  from the substrate to the symmetry axis.
anda;; are the lattice periods of the unstrained solid solution,
the substrate, and a binary component, respectively.
The parameter is defined by the relatidft Assigning the corresponding initial and boundary condi-

~ o~ ~ tions for the concentrations of the components, we obtain the
3N44(N11+2N15)Npa .
o= (10) correct boundary-value problem with respect to the concen-

2(Nyy+ 2N+ 4N, | trations of the input components for the growth process from
whereN,, is Avogadro’s number, an@,;, Cy,, andCy,are & homogeneous liquid phase entering the growth channel.
the elastic constants of the respective material. For the growth of each succeeding layer we must assign the
It should be stressed that it is correct to use Egsonly initial c_ondl_tlor_ls as the distribution of the components in the
for epilayers of subcritical thickness. preceding liquid phase. Because of the complexity of such a

formulation of the problenfone of the boundary conditions

is the epitaxial procegsit is very difficult to obtain an exact

analytical solution. Therefore, to construct a model it is help-
CONSTRUCTION OF THE MATHEMATICAL MODEL OF THE ful to use a finite-difference approximation, which is the sim-

PROCESS plest route in the present case.
The combined epitaxial process described can be repre- Since there are several independent processes in one sys-

sented by the system of equations of the concentration iffM: Py dividing the entire time interval into short time pe-
Cartesian coordinates riods we can consider the processes independently after a

number of such divisions that is sufficiently large to ensure
p(f7_Ci+ka9_Ci — —divi+ 9, (11) the as_signed accuracy of th_e output parameters. The spatial
at IXk coordinates can be treated in the same manner.

We introduce a uniform three-dimensional spatiotempo-
ral net with the dimensiongJ,;Q, ;Q,), wherer is the time
coordinate. Let the origin of coordinates be on the symmetry
axis of the growth channeFig. 5. There is no need to
consider the processes with respect to the third spatial coor-
dinate, since the distribution of all the parameters of the sys-
tem is homogeneous with respect to it.

The introduction of the net divides the entire space of

wherep is the density of the liquid phas€; is the concen-
tration of theith component in the liquid phasey, is the
velocity of the medium along the coordingtek e {x,y},
and9; is the resultant flux due to mass exchange ofithe
component with the medium.

The total diffusion flux of the components is defined as

n

I= —szl DikVCi, (120 interest into a large set of cells located in three characteristic
_ _ regions(Fig. 5). In regionl molecular transport of the mate-
wheren is the number of components in the system. rial by forced convection and mass transport due to diffusion

~ Bearing in mind the unit matrix of the diffusion coeffi- operate. Regiofi (the surface layeris subject, in addition,
cients and the zero values of the velocity components thab the mass-draining action of the substrate or the growing
are orthogonal to the direction of motion of the stream, weepilayer. In regionlll, which is before the entrance to the

obtain growth channel, only the effect of molecular transport is
9C. 9C. manifested. The number of cel®, in the net in the direc-
p(a_tl+WX(9_x|) =pD;AC;+9%. (13)  tion of the normal to the substrates is determined from the

solution of model diffusion problems with complete relax-
The mass fluX)t; of the ith component to the drain is ation of the supersaturation in the liquid phase. The approxi-

determined by the epitaxial process and the hydrodynamimation Ay=+DAr is too rough for the present model;

transport of the material in the epitaxy channel. therefore, it is helpful to use the results of direct detailed-
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balance calculations of the relaxation to determine the relax- Solving system of equatior{45) and(16) for each of the
ation time. elementary sets d@, andQ, cells (Fig. 5 with variation of
When the processes taking place in the solution and othe time 7, we obtain the concentration distribution, which
the substrate surfaces are systematically modeled, the followsaries only as a result of diffusive mass transport.
ing approaches are used for each longitudinal cell in the net To calculate the heterogeneous equilibria, the ‘“direct
in accordance with its classification. Diffusion within the problem” is solved, i.e., the parameters of the solid phase
growth channel is treated on the basis of the already existingnd the liquidus temperature are determined from the con-
distribution of the concentrations of the components in thecentrations of the components in the liquid phase. This pro-
liquid phase. Only processes governed by concentration grazess serves as the boundary condition for diffusion influ-
dients that are orthogonal to the substrates are taken intnced by the interface. To describe the compositions of the
account. Epitaxy is a general boundary condition of the difdiquid and solid phases on the phase boundary we use the
fusion equations. The combined solution of the heterogesystem of equations of the “coherent” phase diagram men-
neous equilibrium and diffusion equations is used to find theioned above, which is closed by the mass balance equations
concentrations of the components of the solution in the nearat the crystallization froff
boundary cells of the growth channel and in the epilayers , , s
deposited, as well as the thicknesses of the layers growing X=i— Xoi T Ne(Xoi = Xoi), (17)
during a step along _thg time coordinate. Thg convectivgyherex;, x5;, andx(, are the atomic fractions of thigh
transport of the material in the growth channel is considere¢omponent in the respective phaste subscripts 0 ane
for two hydrodynamic regimes: profiled flow correspondingyefer to the phase boundary and the bulk of the liquid phase,
to a Poiseuille velocity profile and independent flow at theregpectively, and N is the mole fraction of the deposited
substrates. A combined modification is not allowed. The possgjig phase.
sibility of epitaxial deposition is considered for both continu- |y our case we obtain a system of six equations, which is
ous flow of the solution in the channethe continuous solved by the Newton-Kantorovich linearization method by
pumping regimgand for flow with a pause to achieve more means of expansion into a Taylor sertésThe solution is
complete removal of the supersaturatighe “relaxation”  determined in each of th@, elementary surface cells.
regime. Since the epitaxy and diffusion processes are assumed to
Let us examine the model of the processes which arge independent, such an approach is applicable to a discrete
included in the scheme. Thus, diffusive mass transport igyrface layer of the liquid phase. The thicknésg of this
considered only in the direction orthogonal to the substratefyyer is determined from the required accuracy of the calcu-
for each of theQ, cells along the substrate. Letbe the |ation, and the time for complete relaxation of such a layer,

spatial label of a cell measurindy, and letj be a label, \hich depends on it, can be expressed as
which reflects the nhumber of layers along the time coordi-

nate. Then we can construct an approximation relation for an ~ Trelax=KAY?/D™", (18)

explicit or implicit sc_h_eme that is_bilay_er with respect jio . wherek is a coefficient, which can be determined from the
The use of the explicit scheme, in which the concentrationq s of the calculation described apd™ is the smallest

values in ea_ch St.e'AT along the time coo@nate are eX- .t the diffusion coefficients of the components of the solu-
pressed explicitly in terms of the corresponding values in the.

preceding step, imposes restrictions on the length of the step i< 1alaxation time is also taken as the step along the
Apr=DA7/AY?<1/2. (14)  time coordinateA 7= Tgjay.
The forced convection process used to replace the solu-

A violation of this gond.mon mfluences the convergenceyjons proceeds in accordance with the assigned temporal pa-
of the method. ApproximatioflL1) is absolutely stable when ameters. It imposes a restriction on the step along the
the implicit scheme is us_éﬁ,a_nd unconditional convergence |ongitudinal coordinate, which is parallel to the velocity vec-
follows from the approximation and the stabilyThe re- tor. This step must be such that during the tithe the el-
currence relation of such a difference scheme for the concesmentary cell located at the substréte., where the flow
trations has the fori velocity is smallest moves over the distancéx. Then all
)\iji—(1+2A)C{+l+ )\CH%: —C{'. (15) the remain?ng cells move over a Iarger distan(_:e. Additivity
of the motion operates here, i.e., if the solution does not
The closing conditions on the boundary without consid-manage to traverse a whole number of cells during the time
eration of the epitaxial processes, i.e., for drainless flow, ar@ 7, this fact is taken into account in the next temporal step,
Cj+1|- _ci+t and the accuracy of the calculation is thereby increased.
imalisie The boundary condition for forced convection is the sup-
CHﬂizQ =Ci*t, (16)  ply of a solution stream in which the concentrations are
y knowna priori (regionlll in Fig. 5). Before the beginning of
System (15) with boundary conditions(16) and the the process, the velocity profile is determined from the geo-
known initial concentration distribution is a three-diagonalmetric configuration of the epitaxy channel using E8).
matrix equation, which can be solved by the eliminationThe distribution of the flow velocity of the melt along the
method!® a modification of the Gauss method for systems ofspatial coordinates of the net is constructed from @&yin
three-diagonal equations. the case of profiled flow or from Ed@6) in the case of un-
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profiled flow. Each of the @,;Q,) elementary cells has its on cyclic permutation of the processes showed that permuta-
own linear flow velocity, and it depends only on the vertical tion leads to results that are equivalent to within the rounding
coordinate in the case of a Poiseuille profile. errors.
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channel with the required accuracy along the coordinates inss, k. Godunov and V. S. Ryabenkijfference Schemes: An Introduction

dicated. A finite-difference approximation is used to solve to the Underlying TheoryNorth-Holland, Amsterdam—New Yord987).
the computational problems. 7. 1. Turchak,Principles of Numerical Methodsn Russiaf, Nauka, Mos-

. . . cow (1987.
The processes considered in the model can occur in any w (1987
sequence. Test measurements of the mutual errors appearingnslated by P. Shelnitz
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Formation of multilayer strained-layer heterostructures by liquid epitaxy. Il. Simulation
of the fabrication of heterostructures based on indium—arsenic—antimony—bismuth
solid solutions
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The formation of InAg_,_,ShBi,/InSb and InAs_,_,ShBi,/InSh Bi, strained-layer
heterostructures by “capillary” LPE is simulated. The laws governing the dependence of the gap
width E4 and the thicknesd of the epilayers on the conditions of the process are revealed.

It is shown that because of the sharp increase in the rate of epitaxial deposition as the LPE
temperature is raised, the successful growth of epilayers of subcritical thickness is possible

only up toT<550 K. The influence of the rate of laminar flow of the liquid in the growth channel
in a relaxation regime and in a continuous pumping regime on the uniformity of the

distribution of E; andd in the epitaxial heterostructures is analyzed. Effective combinations of
parameters for carrying out the process, which ensure the achievemggt=@X1 eV (77

K) in the active layers with variable-band-gap layers of minimal thickness, are established.
© 1997 American Institute of Physidss1063-78497)01007-9

INTRODUCTION initial concentrations of the components in the liquid phases
(solutiong, and the substrate material; bydrodynamic pa-

Solid solutions based on indium arsenide antimonideameters, viz., the geometry of the growth space and the

bismuthide(InAs, _,_,ShBi,) are of considerable interest velocity profile of the solutions in the growth channeltiee

as a material for far-infrared photosensitive devicestransient times of convective mass transport and nonconvec-

Epitaxial layers (epilayer$ of InAs, , ,ShBi, with a tive relaxation for the growth of the active and buffer layers.

long-wavelength fundamental optical absorption edge at 8.9he output data include the spatial distribution of the physi-

um at 77 K have been obtained for the composition correcal parameters of interest to (is the present case they are

sponding tox=0.82 andy=0.0018 on indium antimonide the thicknesses of the epilayers and the gap widths of the

(InSb) substrates by liquid-phase epitakyAccording to  solid solutions in the multilayer heterostructure.

the theoretical estimates in Ref. 2, the fabrication of

InAs; _,,ShBi,/InSb strained-layer heterostructures can

brlng abOl_Jt a S|gn|f|(_:ant decrease in the gap width of _theORIGINAL ASSUMPTIONS

solid solutions and displacement of the fundamental optical

absorption edge at 77 K to 12—}4m. a) Preliminarily supercooled solutions are used in the
The purpose of the present work was to evaluate th@rocess. The amount of initial supercooling is sufficient for

influence of the principal phenomena accompanying the epensuring that the driving forces of crystallization exceed the

itaxial process, as well as the technological parameters of theriving forces of dissolutichover the entire contact surface

process, on the output parameters of the epitaxial heterdsetween the liquid and solid phases.

structures on the basis of the mathematical model described b) The rate-limiting step of the epitaxial process is the

in Ref. 3. Heterostructures containing alternating principalsupply of the components to the interface. Although the

(active) InAs, _,_,ShBi, layers and auxiliarybuffer) layers  boundary of the kinetic region, in which the main rate-

of InSb or InSk_Bi, are considered. limiting role is played by the processes on the growth sur-
The model has the form of a “direct substitution prob- face, can be established only on the basis of experimental

lem,” i.e., the assigned values are the input parameters, aridvestigations, the basis for this assumption is the use of

thus corresponds to the processes in reality. A solution of theolutions having a sufficiently high degree of initial super-

inverse problem might have advanced the search for the besaturation in the process.

parameters, but in view of its great complexity such an ap- c¢) Diffusive mass transport takes place only in the direc-

proach is not the optimum method for solving the problem agion perpendicular to the substrates. Its other orthogonal

a whole. This, however, does not rule out the existence ofomponent is negligibly small throughout the epitaxy chan-

inverse frequency problems. nel, with the exception of the thin near-wall region, where a
The assigned parameters of the process generally irdifference in the diffusion fluxes along the substrate is pos-

clude: 3 thermodynamic parameters, viz., the temperature ofible. Therefore, allowance for the longitudinal component

the process, the amount of supercooling in the system, thef the diffusion can be reduced to a smoothing of the calcu-
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lated data. The diffusion coefficients are concentrationepilayers, which are coherently associated with the growing
independent and, therefore, remain constant over the coursgyers. For solid phase compositions that produce layers with
of the entire isothermal process. the required output parameters it has a value of about 10 K at

d) The only component of molecular transport in the T=673 K and is smaller at lower temperatuféEhe permis-
system under consideration is the transport of the material bgible amount of supercooling has an upper bound of the or-
forced convection, whose rate vector is parallel to the subder of 15-20 K due to the increase in the probability of
strates. Actually this implies the neglect of interfacial con-spontaneous crystallization in the bulk of the solution, as
vection and the local phenomena caused by the nonunifowwell as the large growth rates of the epilayers.
mity and imperfect symmetry of the epitaxy channel: in The (111) orientation of the substrate is most stable to-
particular, the phenomena appearing on the substrate edgeard random fluctuations of the crystallization conditions. A
are not consideredt is assumed that the channel walls and small normal and a large tangential component of the growth
the working surfaces of the substrate are smooth and parallehte are then ensured, which have a favorable effect on the
to their respective partners quality of the surface of the strained layers.

e) The distance between the substrates does not vary The dimension of the substrate in the direction of motion
with time, i.e., the epilayer is assumed to be infinitely thin inof the solutiongthe length of the substratelays an impor-
comparison to the thickness of the liquid phase. It should béant role in the process under consideration, since the prob-
noted that this assumption can be less than fully correcbility of the appearance of heterogeneous distributions of
when a large number of epilayers must be created in a hethe output parameters of the epilayers is highest specifically
erostructure. In such a case the motion of the phase boundagyong the substrate. A length of 1 cm was chosen here as the
in the diffusion description and the corresponding variationmodel value.
of the velocity profiles must be taken into account. This can  The thickness of the epitaxy channel is restricted from
be done quite simply when it is assumed that the thickness ¢fpove by the possibility of the appearance of free
the epilayers is uniform along the substrate. convectiof and was assumed to be equal to 500. If all

f) The flow of the solution at the entrance is laminar. the other parameters are constant, the effective volume of the
This condition is always satisfied for reasonable values of thep|ution increases as the thickness decreases. Therefore, it is
velocity of the liquid phasé. technologically advantageous to carry out the process in nar-

@) The flow in the channel is stabilized, i.e., when therow capillaries; however, when the process is carried out in
solution enters the space between the substrates a Poiseuigactice, it is more difficult to ensure a parallel arrangement
velocity profile is formed. This is not a restriction of the of the substrates in this case. A value of 106 was taken
calculation, since the model contains alternative algorithmsgs the Jower limit of the capillary thickness, although sys-
for distributing the velocity however, a dependence of the tems with a distance between the substrates equal (R&0

profile on the longitudinal coordinate causes higher nonunis) and even 50um (Ref. § have been described in indi-
formity in the distribution of the output parameters along theyiqyal experiments.

substrate, which is undesirable in the case of the growth of The mean flow velocity of the liquid phase at the en-
thin epitaxial structures. trance to the growth channel is formally restricted only from

h) The processes occurring in the liquid phase which hagpaye, but in practice only from below. When the velocity of
passed through the growth channel do not influence the oufne incoming stream is high, it undergoes turbulization, and

put parameters of the layers deposited. undesirable inertial phenomena appear. However, the values

of such critical velocities are very high: for channels with a
CHOOSING THE WORKING REGION OF MODEL thickness of 50Qum they are in the vicinity of 200 cm/s, and
PARAMETERS

they increase even more with decreasing channel thickness.
To ascertain the character of the dependence of the ouBuch high velocities lead to an extremely low efficiency for
put parameters of the epilayers on the input parameters, the process and can hardly be employed in practice. On the
working region must be chosen in the multidimensionalother hand, as will be shown below, the flow velocity must
space of the data on the basis of preliminary calculations. be sufficient to ensure a homogeneous distribution of the
The limits of the temperature range selected were 52®utput parameters along the substrate. Moderate velocity val-
and 573 K. The upper limit is stipulated by the strong in-ues in the range 2—100 cm/s were used in the numerical
crease in the growth rate of the active and buffer layers as thexperiments. The appearance of nonuniformity along the
growth temperature is raised and, therefore, by the equivasubstrate at smaller velocities and a low deposition efficiency
lent decrease in the precision of the method. The lower limitat higher velocities demonstrated that the range of optimum
is specified by the significant decrease in the arsenic concerelocities is completely covered.
tration in the solution, which has the same consequences. In  The time of the epitaxial process is restricted from below
addition, the appearance of kinetic restrictions on the growtloy the accuracy and reproducibility of creating an assigned
surface, as well as restrictions associated with expansion dime interval and by the response time of the instruments
the immiscibility region in the solid phase, is possible at lowthrough the relationship of the ratio between the thicknesses
temperatures. of the active and buffer layers to the required gap width of
The choice of the amount of initial supercooling of the the solid solutions in the active regions of the heterostruc-
solution reduces to determining the minimum value neededure. From practical considerations it should be less than 1 s.
to prevent local dissolution of the substrates or the precedinghe upper bound is set by the need to grow thick pseudo-
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TABLE |. Thermodynamic parameters of binary systett&® TABLE II. Crystal lattice periods 4), coefficients of thermal expansion
(@), and elastic constant€Cf;, C;,, andCy,) of binary compound$?°

Melting Entropy of Interaction

System point, K fusion, J/moK parameters, JJ/mol  Compound a, nm «-10f, K™* C,;, GPa Cj,, GPa C,, GPa

In-As 1215 60.80 171+726.631 InAs 0.60584 5.04 83.3 45.3 39.6

In-Sb 798 59.95 1356549.451 InSb 0.647937 5.19 62.7 36.7 30.2

In-Bi 383 37.67 8686 18.5T InBi 0.6672 - - - -

As—Sb - - 3140

As—Bi — - 6985 aThe period relative to that of the sphalerite latfieeas used. The values of

Sb—Bi _ _ 2700 the elastic constants and the lattice periods are given for a growth tempera-

InAs—InSb - - 6450 3.85T ture of 573 K.

INAs—InBi - - 46515

InSb—InBi - - 12700

The simulation of the formation of strain-layer
] _ ) ) N InAs; _,_,ShBi,/InSb and InAs_, ,ShBi,/InSb, _,Bi,
morphic epilayers at comparatively high flow velocities.  peterostructures was aimed at reaching a long-wavelength

The physicochemical data used in the calculation arg,ngamental optical absorption edge of the active layers cor-
presented in Tables | and II. responding to 12um at 77 K. We note that the solution of
this problem would make it possible to obtain wider-gap
materials. The data in Ref. 2 on the critical thicknesses of the
epilayers of the required composition and the dependence of
the gap width of the active layers on the concentration and

Calculations were performed according to the following geometric parameters of the heterostructures were used in the
scheme to analyze the dependence of the epitaxy results @alculation.
the initial data and parameters. A certain intermediate point, The assigned calculated parameters of the basic calcula-
for which the results of the calculation were at least accepttion regimes for the heterostructures indicated are presented
able in the context of the problem posed, was selected in thiam Table Ill. Relaxation-free epitaxy regimésegimes with
parameter space. The corresponding set of parameters dssntinuous pumping of the solution through the growth
fined a basic calculation regime. Then the changes in thehannel were considered in both cases. The distribution of
outcome of the problem following local variation of each Egy(d) for these regimes is presented in Fig. 1.
parameter at constant values of the other parameters were Only a slight difference in the distribution of the output
analyzed. An analysis of the data on the nature of the influparameters between the first artti heterojunction of the
ence of each parameter revealed the appropriate relations baultilayer structure was revealed during the calculation;
tween them in the context of the solution of the problemtherefore, the resultant distribution of the gap width across

DEPENDENCE OF THE DISTRIBUTION OF THE OUTPUT
PARAMETERS OF THE EPITAXIAL LAYERS ON THE LPE
CONDITIONS

posed. the thickness of the epilayers at the beginning and end of the
TABLE Ill. Data on the basic calculation regimes.
Parameter InAs ,_,ShBi,/InSb InAs, _,_,ShBi,/InSb, _Bi,
system system
Growth temperaturd@, K 523
Growth channel thicknedd., um 300
Flow velocity at channel entrandg,, cm/s 20
Diffusion coefficientD, cné/s:
for As 1.0x10°*
for Sb and Bi 8.x10°°
Thickness ratio of the active
and buffer layers 0.32 0.52
Solution pumping time for formation
of the active layer, s 1
Solution pumping time for formation
of the buffer layer, s 0.25 1.04
Initial concentrations in the solution,
atomic fraction: In—As—Sb-Bi:
As 0.00005
Sb 0.00720
Bi 0.49270
In-Sb-{Bi]:
Sb 0.0235 0.0092
Bi 0 0.4420
Critical thickness of the active layer, nm 140.2
Plot of the resultant distribution d&, across
the thicknesd of the heterostructure Fig. 1a Fig. 1b
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FIG. 1. Distribution of E; (77 K) across the thickness of T,k
InAs, _,_,ShBi,,/InSb (a) and InAs_,_,ShBi,/Sb,_,Bi, (b) hetero-
structures for the basic calculation regimes at the begingipgnd end(2) FIG. 2. Dependence of the thickness of the active layer on the LPE tem-
of the substrate. perature for InAs_,_,ShBi,/InSb (a) and InAs _,_,ShBi, /InSb, _Bi,

(b) heterostructures at the beginnify and end(2) of the substrate.

substrate is shown for only one cycle of the process.

It is seen that the results of the calculations for the twocal parameters of the renewed solutions, which are main-
regimes differ significantly. In one cag€ig. 19 consider- tained practically constant, also sharply decrease the prob-
able nonuniformity of the values of the output parameters ofbility of the appearance of interfacial convection.
the layers along the substrate is observed. The variation of The calculations showed that an increase in the tempera-
the depth of the active layer in the portion of the substratdure of the process leads to a sharp increase in the growth
farthest from the entrance to the growth channel is attributedate of the epilayers. For example, in the case of the forma-
to the small near-surface longitudinal rate of molecular transtion of InAs, _,_,ShBi,/InSb structures, the thickness of
port. Consequently, at the end of the substrate the laydahe active layers reaches the critical value already at 550 K
grows from the onset exclusively as a result of diffusioneven after very short contact timéSig. 2). The nonunifor-
from the central part of the channel, where the rate of momity of the total thickness of the epilayers along the substrate
lecular transport is several orders of magnitude greater. Thimcreases significantlyFig. 3). In the case of the formation
ratio between the thicknesses of the epilayers at the opposit# InAs, _,_,ShBi, /InSb; _,Bi, heterostructures the unifor-
ends of the substrate amounts~d.6, which can be attrib- mity of the deposition process along the substrate is consid-
uted to the small degree of relaxation of the liquid phase. Foerably higher, but the dependence of the growth rate on the
the same reason there is some variationEyy which is  temperature remains practically unchanged.
caused by the influence of the ratio between the thicknesses Thus, itis clear from the calculated data presented that it
of the active and buffer layers on the variation of the gapis wise to fabricate the required strained-layer heterostruc-
width due to the pseudomorphic effect. tures at temperatures no higher than 530-550 K using

In the other caséFig. 1b the uniformity of the thickness InSh, _,Bi, solid solutions as the material of the buffer epil-
of the active epilayers increases significantly, and the thickayers. Therefore, in the further discussion we shall confine
ness of the variable-band-gap layers decreases. The obvioasrselves to this group of heterostructures. It should be noted
reason for this is the sharp decrease in the absolute value bére that lowering the temperature of the process to a level
the concentration gradient of the components in the liquidbelow 500 K could hardly be beneficial both because of the
phase when the solution is replaced because of the similarityossibility of the kinetic limitation of epitaxial growthand
in composition(Table 111). It should be noted that the physi- because of the poorer wetting of the substrate. In addition,
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FIG. 3. Dependence of the nonuniformity of the thickness of the activer;; g Dependence of the thickness of the active layer of an

layer along t'he substrate on the temp_erature of . the - process foIrnAsl,X,ySbABiy/InSbl,yBiy heterostructure at the end of the substfaje
InAs, _yShBiy /InSb (1) and InAs -, SBi, /InSb,_Biy (2) hetero- 5,4 the nonuniformity of its thickness along the substtajeon the flow
structures. velocity of the liquid phase at the entrance to the growth channel.

the absence of reliable data on the parameters of the interac-
tion at low temperatures lowers the reliability of the calcula- ~ The variation of the mean flow velocity at the entrance
tion results. to the growth channel is also noticeably reflected in the
The dependence of the thickness of the epilayers on thihickness of the active layer§ig. 5, curvel) and in the
thickness of the growth channel for the continuous pumping/niformity of its distribution along the substrat&ig. 5,
regime is illustrated in Fig. 4. The increase in the thicknes$urve 2).
of the layers as the distance between the substrates decreases It is noteworthy that the distribution of the output param-
is caused by the alteration of the flow velocity profile in theeters across the thickness of the heterostructures has a
channel. As the thickness of the capillary decreases, the lirfsharper form at high flow velocities. This is due to the domi-
ear rate of molecular transport of the solution at the sam&ance of the convective transport over the weaker diffusive
relative distance from the interface increases, the absoluféansport, which consequently leads to comparatively small
values of the concentration gradients of the components ifhicknesses for the variable-band-gap layers. At the same
the liquid phase increase, and the total rate of epitaxial depdime, the thickness of the variable-band-gap layers varies
sition consequently increases. The decrease in the nonunifopnly slightly as the volume rate of flow of the solutions,
mity of the thickness of the layers along the substrate igvhich is proportional to the mean flow velocity, increases.
expected, since this nonuniformity is caused by the smalill herefore, in the context of the problem under consideration
rates of molecular transport near the crystallization surfacehe smallest flow velocity that provides for the assigned ho-
From the practical standpoint, a decrease in the thickness #fiogeneity of the distribution of the output parameters of the
the growth channel also promotes an increase in the effectiv@ilayer should be chosen.

volume of the solution, since the epitaxial process is charac- Processes in which epitaxy takes place in a regime with
terized by a higher deposition efficiency. continuous flow of the solutions in the channel have not been

considered hitherto. The simulation of relaxation-free pro-

cesses as simpler process will help us to better describe the
160} character of the variation of the output parameters as the
input parameters are varied. At the same time, as the calcu-
lations showed, these processes are plagued by several sig-

120 nificant deficiencies. They are characterized, in particular, by
fairly high nonuniformity of the thickness of the active and
5 buffer epilayers along the substrate and, as a consequence,
s 80F by a spread of values d,. The more complicated relax-

ation processes with stopping of the flgw pausg after the

replacement of each successive portion of the solution in the

4or growth channel for additional removal of the supersaturation

have their own special features. We shall now examine some
. . ; S of them, calling the duration of the pause the relaxation time

%100 200 Joo 400 500 by convention.

He 5 pm Let the conditions of the process be distinguished

FIG. 4. Dependence of the thickness of the active layer of anfrom the ~basic regime for the formation of

InAs; _,_,ShBi, /InSh,_,Bi, heterostructure on the thickness of the InASl—x—ySb(_Biy“nSbl—yBiy structures only by the pres-
growth channel. ence of a period for relaxation of the supersaturated solution
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| the relaxation period as a result of enrichment of the solid
240 phase with arsenic due to the higher rate of diffusion of its
atoms in the solution from the central region of the growth
200t channel. As the liquid phase becomes depleted of arsenic, its
concentration in the solid phase decreases with a resultant
g increase ingy, and the growth rate of the layer slows. As a
~3 160} result, the growth of the layers according to the complete
relaxation scheme leads to the formation of the characteristic
“well” on the E4(d) curve.
120 It should be noted that the use of relaxation regimes
provides for a considerably more homogeneous distribution
' . . of the output parameters along the substrate even when
80 2 ¥ 6 5 10 InAs; __,ShBi, /InSb structures are formed. Another posi-
Tretez > S tive feature of these processes is their high efficiency with
. _ respect to the materials being consumed. On the other hand,
FIG. 6. Dependence of the thickness of the active layer of anyq ya|axation regime requires an increase in the contact time
InAs, _,_,ShBi, /InSb, _,Bi, heterostructure on the relaxation timg.y. L . L .
of the liquid phase with the crystallization surface, which
(with consideration of the restrictions with respect to the

after it is supplied to the growth channel. The general formma;?qTur;ﬁperlr?|SS|.bI?hth.|cknest§ 0]; _the Iepllayterr?n create
of the dependence of the thickness of the active epilayer oﬂe wge 'f'fhu I€s I ¢ %'r prac |ca;h|mt[:r)].erknen a |c]>cr][.h i
the relaxation time is shown in Fig. 6. It follows from it, in ne orthe ways 1o decrease e thickness of Ine epray-

particular, that in the present case this time is restricted fro rst n th'? ct?]se rrr:ay ble 'tl% IOWEr the roth.veIO(]‘:ltt)r/] atmth i
above by the possibility of exceeding the critical thickness oftntrance 1o the channel. The inhomogeneities ot the thick-

the active layer. Plots d&y(d) for the maximum permissible nesses along the su_bstrate appearing in this @%‘99.5) are
relaxation time &3 9 are presented in Fig. @©urvesl and smoothed to a considerable degree in the relaxation regime

2). When the active layers are grown according to a schem8f ;hf ttapltt)amal procesls_, ETd the”norr:unnl‘ormlt_y _along the
with complete relaxation and maintenance of the elasti¢upStrate becomes negligibly small when IpSfiiy is em-

stresses in thenwith consideration of the approximate na- ployed as the material .Of the buffer Ia}yers. It _is also e xpedi-

ture of the calculations ofl,;), a characteristic “well” is ent to carry .OUI the ep|t§X|aI growth in a regime .Of incom-

observed on the calculated plotBg(d) (Fig. 7, curved). It plete relaxation by selecting a pause QUratlon which ensures

is seen that there is a decreaséjat the very beginning of th'a.t the layer achieves an assigned thickness smaller than the
critical value.

-

CONCLUSIONS

0.18t1 The laws governing the variation of the physical
Ty parameters of the epilayer&( and d) on the conditions
of the formation process have been revealed and analyzed
as a result of the simulation of the formation of
InAs; _,_,ShBi,/InSb and InAs_, ,ShBi,/InSb; _,Bi,
strained-layer heterostructures by LPE.

It has been shown that as a result of the sharp increase in
the rate of epitaxial deposition with increasing growth tem-
perature, the successful growth of the epilayers of subcritical
thickness is possible only <550 K.

An increase in the rate of laminar flow of the liquid
phase in the growth channel and the use of relaxation growth
regimes promote a more homogeneous distribution of the
thickness of the epilayers along the structure. On the other
hand, to increase the degree of utilization of the solutions it
is best to restrict the thickness of the growth channel to 100—
300 pm.

0.10, :imZbﬂ w00 500 00 1000 The formation of InAg_ ., Sh,Biy /InSb; _,Bi, hetero-
d, nm structures is preferable for achieving uniformity of the physi-
cal parameters of the active layers. A significant decrease in
FIG. 7. Distribution of E; (77 K) across the thickness of an the thickness of the variable-band-gap layers is provided in
'?QS{—x—ySbéBiy(/l'”;b;—nydBiy hetelgjsst(fg)dgjﬂigstfinfg'za’r‘;}é?’loegteag’lf‘ this case, as in the case of an increase in the rate of laminar
gndebggeliarl:ningsof ’the sub;rtergie, respectively; whgp,= 10 s, the curves flow of the IquId "? the growth channel. .
In conclusion, it should be noted that the main problems

for the beginning and end of the substrate coincitig,yis the beginning of ' g " b
the relaxation period. in the practical implementation of the process considered are

‘
-
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Acoustooptic 2 x 2 switch for radiation with different wavelengths as an element
of a fiber-optic gyroscope
V. M. Kotov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 141120 Fryazino, Russia
(Submitted September 6, 1995; resubmitted May 28, 1996
Zh. Tekh. Fiz67, 57—-62(July 1997

Planar acoustooptic>22 directional couplers that switch optical rays with different wavelengths
are considered. A method for calculating the angular and frequency characteristics of such
switches is developed, and the parameters of a switch based on a planar Ti;LsNbQure are
calculated. Experiments employing bulk acoustooptic diffraction in Ta@ performed,

confirming the basic theoretical assumptions. It is shown experimentally that the best conditions
for switching optical rays directed into optical fibers can be provided nearly always by

varying the diffraction angles and the frequencies of the sound waves. The functional possibilities
of the 2X 2 directional coupler investigated in a fiber-optic gyroscope are described.

© 1997 American Institute of PhysidsS1063-7847)01107-0

Acoustooptic (AO) 2X2 switches are considered the different directions when it interacts with two collinearly
most promising devices for a number of fiber-optic systemgropagating acoustic waves. Figure 1 shows a vector dia-
(laser Doppler anemometers, regulated multiplexorgram of the interaction in Ti-LiNb@ The original TE-
demutiplexors, fiber-optic gyroscopes, gtsince they make polarized optical rays with the wavelengths and A,
it possible not only to switch optical rays, but also to shift (\1>\), whose wave vectors are denoted Kyand T,
their frequency by the frequency of the acoustic wave.  respectively, interact with acoustic waves propagating or-

In Refs. 1-3 AO X 2 directional couplers based on the thogonally to &’. The rayK diffracts on the acoustic waves
AO diffraction of two rays with identical wavelengths on 91 andd; in the K; andK, directions, respectively, an@i
two intersecting acoustic beams were investigated. The fundiffracts on the acoustic waveg andq, in the T, and T,
tional possibilities of such switches in a fiber-optic gyro- diréctions, respectively. The diffracted rai§ andK, as
scope were investigated in Ref. 4. A modified AO switch, inWell asT, and T, have TM polarization. We note th&t,

which the optical and acoustic waves propagate in a singl@"dT1 (as well ask; andT,) are collinear to one another.
plane (the “planar’ modification of an AO X2 switch This is the condition for the 2 AO switching of two rays

was described in Ref. 5. This modification is the most interK @nd T with different wavelengths that overlap in tié,

esting from the standpoint of implementation in integrated(Tl) andKé(TZ) gﬁrec:}ions. ¢ h switchi h
optics. The development of such switches is urgently needed, Let us determine the parameters of such switching. The

because the employment of integrated-optical elements jffoss sections of the wave vector surfaces of a negative

fiber-optic gyroscopes is presently considered highlyunlaX|aI crystal are described in our case by the following

H ,9

prospective. equationg
This paper presents the theory of planar AQ 2 direc- KK
z X

tional couplers, which make it possible to switch optical ra- ™z
diations with different wavelengths. Such switches permit K%
the transmission of two different radiations through a single

loop, i.e., the production of two independent Sagnac signals k2 K2=K2 for TM polarization. (1
associated with passage around the loop. A method for cal-

culating the switches in widely used planar structures is de-  For 3 positive uniaxial crystal Eq¢l) change places.
SCI’ibed. EmphaSiS iS placed on the investigation Of SWitChing{ere KZ and KX are the projections Of the ||ght wave vector
in a planar TI-LINbQ structure, which is considered the onto the @' and OX axes, where thed' axis is the projec-
most promising material for tasks involving the AO switch- tion of the & optical axis onto the waveguide surface of the
ing of optical radiatior!,since it has been found to have very crystal; the angle between Z0 and Z equals B;
small light lossegless than 1 dB/cim as well as a high AO  K,=2mny/\; Ke=2mn./\, wheren, andn, are the prin-

+—=1 for TE polarization,
e

quality constant. cipal refractive indices of the film; anid;=27nz/\, where
We note that switches which handle two-color radiation

can be created only on the basis of the AO interaction. Ng=nNgne(ng sir? S+nZ cog B) 2 @)
Let us consider the interaction M-cut Ti-LiNbO; in-

clined at a small anglg relative to the @ optical axis of the We shall henceforth assume that the optical radiation

crystal. The proposed modification of an AOX2 direc-  with a wavelength\; has the refractive indices, and n,
tional coupler is based on anisotropic Bragg diffraction,and that the radiation with the wavelength has the refrac-
which permits diffraction of the original radiation in two tive indicesNy andN,.
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FIG. 1. Vector diagram of an AO22 directional coupler switching optical
rays with different wavelengths.

Let the angley, betweenK and the @' axis be as-
signed. Then, from Eq(1) it is not difficult to obtain the
wave vectorsK, K4, K,, g, and g, participating in AO
diffraction (Fig. 1):

-1/2

cog 7, . Sir? v,
2 2
K2 K

e

K1: K2: Ko,
2

K
Sir? y;=1— —; cog vy,
KO

3

g,=Kj sin y1,—K sin y5, ;=K sin y;+K sin v,.

0 X

FIG. 2. Vector diagram of the AO interaction of optical radiation with
acoustic waves propagating at an angléo the @' axis.

calculations. Let us consider AO diffraction with J&TM,
mode conversion. Diffraction takes place on the transverse
wave. LetB=5°. Then, assigning, for examplegy=0.85°,

we can easily find the remaining parameters of the interac-
tion: y,=1.65°, f;=121 MHz, f,=374 MHz, f;=468
MHz, and f,=156 MHz. Heref,, f,, f5, andf, are the
frequencies of the acoustic wavgs q,, g3, andq,, respec-
tively, which are related by the spectruin= q;u/2m, where

u is the velocity of an acoustic wave. It was assumed in the
calculations thau=3.84x 10°cm/s. We note that all these
frequencies can be generated by a single piezoelectric trans-
ducer, as is done, for example, in the AO elements used in
laser printer¥ to independently control six optical channels.
As for the frequency band of the transducer, there are pres-

After y; has been determined, it is not difficult to obtain ently planar AO deflectors, whose band is~a860 MHz on
the AO diffraction parameters for the radiation with the the 3 dB level(from 120 to 480 MH2' and thus completely

wavelengthi ,:

T= \/Té cog y,+ T2

Tl:TZZToi

T
tan y,=Te\/1— = cog y;-(Ty cosy;) L,

B
qz=T; Sin y,+T sin y,,

T2
1- T—g cos y1> ,
B

q4:T1 sin 'yl_T sin Y2,
4

WhereTOZZ’JTNol)\z, T2:27TNe/)\2, TBZZWNBI)\z, NB iS
specified according to expressi@®) after the replacements
ng—Ng and n.—N,, and the anglesy,, v;, and y, are
indicated in Fig. 1.

covers all the frequencies needed for the functioning of the
2x 2 switch described here for handling two-color radiation.

Another modification of the AO X 2 switching of two-
color radiation, in which two, instead of four, switching fre-
quencies are fully satisfactory, is possible. This modification
is realized in the case of oblique propagation of the acoustic
waves relative to the X axis. Figure 2 shows the vector
diagram of the AO diffraction that is the basis of such trans-
ducers. Incident optical radiation with the wave veckor
diffracts on the collinearly propagating acoustic wavgs
andq, in the K; andK, directions, respectively. The waves
g; andg, propagate in the crystal at the angieto the X
axis.

The AO diffraction parameters are determined using
the following procedure. We draw the straight line
K,=Ky-tan a+ K (wherea is the angle between the acous-
tic vectors and the R axis andK, is a certain parameter

As an example, let us calculate the parameters for thdhis straight line intersects the wave vector surfa@@sat

2X 2 switching of radiations with the wavelengthg=1.0
pum andx,=0.8 um in a Ti-LiNbO; structure. Since the
refractive indices of the Ti-containing layer on the LiNPO

crystal do not differ very strongly from the refractive indices

of LiNbOj itself (the differences are of the order of 0)0lve
shall use the values of, andn, of a LiNbO; crystal in the
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FIG. 3. Dependence of the frequendy of the first harmonic on the k|G, 4. Optical scheme of the experiment.
anglea.

) The procedure described above for determining the param-
K. —— KpKe tana eters of AO 2<2 switching is perfectly acceptable in each
23 K2 tarf a+K3 concrete case.
Acoustooptic diffraction with mode conversion has been
. \/ K2Kg tarf (K5—K3)K3 © observed in many planar structures. For example, anisotropic
- 2 2\ 2 2" diffraction in a film of amorphous TefOgrown on a quartz
(Ke tarf atKp K tar? atKp substrate was investigated in Ref. 11. Mode conversion of
Here the K,; are numbered so that the relationsthe TE=TM, type as a result of AO diffraction in an
Kx,>Kx,>Kx,>Ky, would hold. From(5) we find the am-  As,S; film grown on a LiNbQ substrate was considered in
plitudes of the acoustic wave vectors Ref. 12. The diffraction efficiency was 93% for an electrical
power of 150 mW, a wavelength of the optical radiation
equal to 1.153um, and an acoustic frequency equal to 200
As in Ref. 5, we can setj,=3q;, i.e., both acoustic MHz. The AQ interaction in Ti-LiNb@ was investigated in

waves are generated by the same transdugeis generated Refs. 7, 13, and 14. TheX22 switch in such a structure was
at the frequency of the first harmonic of the transducer, anénvestigated in Ref. 13 in a somewhat different geometry, in
g, is generated at the frequency of the third harmonic. Anwhich the acoustic waves propagate noncollinearly to one
analysis reveals that the conditiap=23q, can always be @another. A high AQ diffraction efficiency was observed with

Satisfied by adjusting the parameteﬁ for anya priori as- a |-0W IeVeI Of int.erfe.rence .bet.WGen the Channe|S being
signed value of the angle. switched(the polarization extinction ratio was greater than
Figure 3 presents plots of the dependence of the fre40 dB). As was noted above, Ti-LiNb{structures are pres-
quencyf, of the first harmonic on for the type of diffrac- ~ €ntly very promising for the AO switching of optical radia-
tion under consideration when the conditigp=3q, holds  tion.
and B=5°. Curve 1 was constructed for radiation with The foregoing ideas were tested experimentally in the
\,=0.8 um, and curve2 was plotted foir ;= 1.0 um. These example of bulk AO diffraction in a TeQsingle crystal.
values are perfectly adequate for determining the parametefdgure 4 presents the optical scheme of the experiment. The
of the AO 2x 2 switching of two-color radiation on the same Optical radiatiork with the wavelength ; impinges on crys-
acoustic waves. For this purpose, we construct cuye tal 1 at the angle®;. Acoustic waves generated by trans-
which is a mirror image of curve relative to the vertical ducer2 propagate within the crystal. The radiatis dif-
axis. This curve intersects cundeat a point, whose projec- fracts on acoustic waves with the frequendiesindf, in the
tions onto the horizontal and vertical axis give the angle directionsK, andK,, respectively. The radiatiofi with the
and the frequencyf, of the first harmonic by which the Wavelengthh, (A;>X;) impinges on the face of the crystal
2x2 two-color switching of rays with the wavelengths 1 at the angle®, and diffracts in the crystal on acoustic
A;=1 um and\,=0.8 um takes placdin our casea=6°  Waves with the frequencids andf, in the T, andT, direc-
and f,=212 MH2). It was assumed in the calculations thattions, respectively. The crystal measurek <10 mm
the velocity of the sound wave does not dependxon along the[110], [110], and [001] directions, respectively.
The proposed types of>22 switching of two-color ra- The transverse acoustic wave generated by LiNb@ns-
diation can be realized in most planar structures. They reducer2 propagated alonf110] with a direction of displace-
quire that AO diffraction with mode conversion ment along 110]. The “planar” modification of the X 2
(TEQ=TE,, TEg=TM,, etc) can occur in the structure. In  switching of two-color radiation with the wavelengths
this case the cross sections of the wave vector surfaces will;=0.5145 and\,=0.488 um (radiation from an Ar laser
be described either by circles of the forj+ K2=K3 or by  was realized. All the AO diffraction parameters were appro-
ellipses of the formK2/K5+KZ/KZ=1 [where K, K,,  priately recalculated for TeQ The vector diagram in Fig. 1
Kz, andK, were defined in Eqg1)], or by a combination of was used to select the frequencibs f,, f;, and f,, by
circles and ellipses, as in the case under consideration henahich 2X2 switching of the two-color radiation took place.
the values oK, K, andK, varying from mode to mode. The calculations show that, if, for example, the switching

01=|Ky, =Ky |/ cosa, @,=|K, —K,|/cosa. (6)
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: i ;Z' FIG. 5. An AO 2x2 directional coupler in a

fiber-optic gyroscope.

frequenciesf; =32 MHz andf,=3f,=96 MHz are chosen and6 (all the frequency changes are easily traced using the
for the radiation ah 4, the radiation ak , will be switched by  vector diagram in Fig. 1 After passage around fiber lodp

the frequencie$,=41 MHz andf;=97 MHz. The frequen- in opposite directions these rays reenter AO swigchnd
ciesf, andf, are covered by the band of the first harmonicdiffract on the same acoustic waves: the radiation atif-

of the piezoelectric transducer, ahglandf; are covered by fracts onf, andf,, and the radiation at, diffracts onf, and

the band of the third harmonic. The experiment showed that,. As a result of the repeated diffraction, two rays with the
2X2 switching by these frequencies is, in fact, observedwavelength; and the frequencw; propagate in direction
The corresponding diffracted rays propagate collinearly to)’ (the acoustic frequenciefy and f, in this case are sys-
one another in the crystal. At the exit from the crystal theSQematicaIIy deducted as a result of double diffracticFhese

rays are not parallel, the angle between them being of thgays interfere in photodetect8 which is placed on the path
order of 3-5’. Some additional experimental investigations gy ray 1'. Two rays at \; with the frequencies
revealed that a situation in which the diffracted rays leaving,, ;- (f,—f,) also propagate toward sourteTwo rays with

the crystal propagate parallel to one another, K&.,and  the wavelength, and the frequency, propagate in direc-

Ty, as well asK;, and T,, merge with one another, can be {ion o' Here, too, the acoustic frequenciés and f, are
achieved fairly simply by adjusting the angles and frequenygy gtematically deducted. These rays are directed to photode-
cies. Such a situation was realized, in particular, fipr 32 tector9. Two rays with the frequencyw,+ (fs— f,) propa-
MHz, f2.298 MHz, f;=110 MHz, andf,=36 MHz. The gate toward sourc®. The radiations returning to the sources
freqqenmes‘l aqdf4 are covered by the frequency band of do not disrupt their generation, since they have different fre-
the first harmonic of the tra_msducer, qf‘giandfg are cov- guencies. Thus, photodetectdsand 9 detect the Sagnac
e.red by the band O.f the third harmon|c. This makes It p.os%ignals associated with passage around the loop at the differ-
sible to ensure collinear propagation of the switched optica )

: . . : . “ent wavelengths\; and A,. We note that raydl and 1

rays even when there is a medium with a practically arbitrary

refractive index(for example, the glass shaping optics of an pr(:rﬁ)agart]elsgnmeRtrlcaI;y rre]:j""g‘,’e tro thémorr?x,:ﬁ’ I.e,nzt ttI:] €
optical fibe)y after the AO cell. In other words, there is a same angles,. Rays< a are Symmetric, -a ey

possibility for creating the best conditions for switching op- propagate at the angl@z. Diffracted rays5 and®, as Wel.l
tical rays propagating along the fiber-optic loop of a gyro_as rayslOand11, which do not undergo repeated diffraction,
scope. propagate at_gqugl aqgl&;. _ _ _

Let us examine the functioning of ax2 directional The modification just described permits the creation of
coupler in a fiber-optic gyroscope. Figure 5 presents the opth® Pest conditions for the entfgeparturg of the radiation
tical scheme of a gyroscope. The original optical radiationt A1 @nd the radiation at; in the fiber-optic loop by inde-
with the wavelengtha.; and\,, whose frequencies are, pendeptly adjusting the_ intensities and _frequenmes of .the
and w,, are generated by sourcdsand 2, respectively. acoustic waves and optimizing the conditions for detecting
These radiations are directed at AO directional couplat ~ them in photodetector8 and 9. This modification permits
the angles®, and @, to the @' axis of the cell, respec- the use of the “zero” method for each radiation on an indi-
tively. Acoustic waves generated by transdudet the fre-  Vvidual basis and correction of the drift of the zero and pro-
quenciesf,, f,, f5, andf, propagate within the cell. Radia- vides for frequency “decoupling” between the radiations of
tion 1 diffracts onf, andf,, and radiatior? diffracts onf; ~ the sources and the radiations propagating in the fiber loop.
andf . The corresponding diffracted rays are collinear to one  The question of the efficiency of the AO interaction in a
another; they propagate in directioBsand 6 at the same planar structure is important. We assume that a Rayleigh
angle®; to the @’ axis. When all the acoustic frequencies wave propagates iX-cut lithium niobate along th& axis.
are generated simultaneously, rays with the frequencieshe incident and diffracted rays propagate in a planar wave-
w,—f, and w,+ 4, which form as a result of the AO dif- guide near theZ axis. The efficiency of the diffraction of
fraction of the radiation ak,, as well as rays with the fre- optical radiation propagating in a planar structure at the
guenciesw,+ f3 and w,— f,4, which form as a result of the Bragg angle to a surface acoustic wave is given by the
diffraction of the radiation ah,, propagate in directions  expressiof?
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28 2L (N;Ng)¥?

_ A
h=sir? No A 4cos® | (7) on(X)—m[PnSDL P15S:],

Here &, is the amplitude of the displacement of the trans-
verse component of the Rayleigh wavwe; and A are the
wavelengths of the light and sound, respectivelyjs the
AO interaction lengthjN; and Ny are the refractive indices
of the incident and diffracted waves, respectively;
cos®=/cos0;cosB4y, where®; and®,4 are the angles be- A Py—Pg,
tween the incident and diffracted waves and the acoustic ~ fao(X)=5—=———Ss,
wave front; and- is the overlap integral, which is defined as 0

A
feo(X)= mrzzez- (12

For TM— TE diffraction the corresponding expressions
are

A
0 -
f E () f(0)E;(x)dx feo(X) =~ 55,27 221 (13
F= = = : ®) To obtain the concrete form of all the coefficients in
\/J |Ed(x)|2de' |E;(x)|?dx fao and fgo we must know the distributions of the strains

S, and the electric fiel@; with respect toX, which, however,
Here E; and E4 are the electric fields of the incident and can be obtained only by numerical methods and thus present
diffracted radiations, anéi(x) is a function which takes into @ problem in themselves. A preliminary estimate shows that
account all the mechanisnteffects that influence AO dif- the diffraction efficiency in our case will be about 10 times
fraction. When lithium niobate is employed, this function smaller than the diffraction efficiency in the geometry that is

equals presently widely useda Rayleigh wave propagating in
Y-cut lithium niobate along th& axis and an optical wave
f(X)=Ffao+ feot fsr, 9 propagating along thX axis).

wheref o is the component that takes into account the direct _ T1is is perfectly acceptable for many proble(particu-
elastooptic effectfg, takes into account the piezoelectric larly for the switching of radiation in systems of fiber-optic

effect, andf < takes into account the surface strégurface  9YroSCopes . _
perturbatiof of the medium The following conclusions can be drawn on the basis of

the results of this work. A method for calculating the param-
eters of planar AO X 2 directional couplers that switch rays
with different wavelengths has been proposed. The angular
and frequency characteristics of AOK2 switches based on
a planar Ti-LINbQ structure have been calculated. The ex-
periments performed using bulk diffraction in Te®@ave
A(n?—1) confirmed the basic theoretical assumptions. The functional
for(X) = ——— 5(X). (100  Possibilities of an AO X 2 directional coupler that switches
2NNy rays with different wavelengths in a fiber-optic gyroscope
have been described. A method for calculating the efficiency
of the AO interaction in planar structures, which takes into
account both the direct elastooptic effect and the piezoelec-
tric effect, has been described.

A
fao(X)= F(SOPUSJ(X),

A
feo(X)= mﬁkek(x),

Here P,; is the matrix of elastooptic coefficientS; is the
distribution of the strain along th&X axis caused by the
acoustic waver , is the matrix of electrooptic coefficients;
e(x) is the electric field appearing as a result of the piezo
electric effect;n is the refractive index of the medium; and
8(x) is a Dirac delta function. In most practical cases

fsr<fao., feo: therefore, V\_/e can sdi;g=0. . . 1S, N. Antonov, Yu. V. Gulyaev, V. M. Kotov, and P. V. Poruchikov,
In our case(a Rayleigh wave propagating iX-cut Radiotekh. Elektron(Moscow 32, 623 (1987).

lithium niobate along the axis and light propagating in a .S:N- Antonov and V. M. Kotov, Radiotekhnik8), 22 (1983.
. . - 3V. M. Kotov, Zh. Tekh. Fiz.63(1), 180 (1993 [Tech. Phys.38, 44
planar waveguide along thé axis), only the strain compo- (1993].

nentsS;, S,, andS; and the electric field componergg and 4y, m. Kotov, Pis'ma zh. Tekh. Fiz19(15), 1 (1993 [Tech. Phys. Lett.
e, are nonzero. Hence, we can determine all the componentsl9, 475(1993].

of f(x) using the method described in Ref. 15. In particular, 531“3' AT”JSQ‘)ES”S‘;Q"l“!l‘;‘{SJJ@]Z“ Tekh. Fif0(10), 166(1990 [Sov.
on the basis of formUIaﬂO)’ for TE—TE AQO diffraction we 6A. )llvl Savel'ev yand’ T. I. Solov'eva, Zarubezhn. Radioelektrt®), 55
have (1982.
;R. V. Shmidt, IEEE Trans. UltrasoisU-23 22 (1976.
V. V. Lemanov and O. V. Shakin, Fiz. Tverd. Telaeningrad 14, 229
fao(¥)= 5= [Pa1S1+ P22,], (1972 [Sov. Phys. Solid Stated4, 184 (1972].
0 9T. Tamir (ed), Integrated Optics Springer-Verlag, Berlin1975 [Russ.
A transl., Moscow(1978].
feg(X)= =—=T 85. (11) 10H. Koebner(ed), Industrial Applications of LasersWiley (1984.
276y 11y, Ohmachi, Electron. Lett9, 539 (1973.
12y Ohmachi, J. Appl. Physt4, 3928(1973.
For TM— TM diffraction we can write 13E. M. Korablev, V. V. Proklov, G. V. Titarenko, and Yu. L. Kopylov,

773 Tech. Phys. 42 (7), July 1997 V. M. Kotov 773



Pis'ma zh. Tekh. Fiz12, 465 (1986 [Sov. Tech. Phys. Lettl2, 189 15, Xu and R. StroudAcoustooptic Devices. Principles, Design, and Ap-

(1986)]. plications Wiley, New York (1992.
“Integrated Optics: Proceedings of the 3rd European Conference
ECIO’'85, Berlin, 1985, pp. 169-173. Translated by P. Shelnitz

774 Tech. Phys. 42 (7), July 1997 V. M. Kotov 774



Electron-beam-induced fluorescence of carbon dioxide clusters. Il. Molecular beam
with clusters

S. Ya. Khmel’ and R. G. Sharafutdinov

Institute of Thermal Physics, Russian Academy of Sciences, Siberian Branch, 630090 Novosibirsk, Russia
(Submitted February 8, 1996
Zh. Tekh. Fiz.67, 63—71(July 1997

The fluorescence of C{xlusters excited by an electron beam in a molecular beam formed from

a free jet expansion of carbon dioxide is investigated. Data on the fluorescence of the

clusters are obtained by comparing the electron-beam-induced fluorescence with the signal
appearing in an electronic-fluorescence detector as a result of reflection of the cluster beam from
an obstacle placed after the electron beam, as well as with the intensity of the cluster

beam. It is established that, unlike a jet expansion, fop ClOsters in a molecular beam the
fluorescence vyield from a cluster decreases significantly with increasing cluster size and is very
small for clusters of large size. It is concluded on the basis of the results from an investigation

of the fluorescence of C{clusters that the electron-beam-induced fluorescence technique can be
used for measurements in molecular beams with ClOsters. ©1997 American Institute

of Physics[S1063-78497)01207-3

INTRODUCTION the values of the terms of the ground and excited states of a
certain molecule can be altered by the action of the remain-
In our preceding papérwe examined problems con- der of the cluster on that molecule.
cerned with the use of the electron-beam fluoresc¢€BB&-) To study the fluorescence of clusters in a molecular
technique in free jet expansions, i.e., gas flows with clusterdpeam, the optical signal must be compared with a quantity
However, the EBIF technique is also employed in moleculatthat is proportional to the total density of the gas-condensate
beams formed from free jets to measure the gas density andixture, i.e., the total number of molecules in a unit volume
the populations of the rotational levels of the molecdlés. in the free and bound states. The fluorescence of clusters in a
In a molecular beam with clusters, as in a jet, the influ-jet was investigated in a similar manner, and the x-ray signal
ence of the clusters on the results of electron-beam measureras employed as the quantity that is proportional to the total
ments, particularly on the electron-beam-induced fluoresdensity in Ref. 1. In the present case we propose using the
cence of the clusters, must be taken into account. On the ornietensity of the molecular beain(the number of molecules
hand, the contribution of clusters to the emission of a mo4intersecting a unit area of a transverse section of the beam
lecular beam can lead to distortion of the results of measurgeer unit timg. This quantity is measured by an intensity
ments of the parameters of the monomer and, on the otheensor, even in a molecular beam with van der Waals
hand, it can be used to obtain information on the clusterslusters
themselves.
This paper examines van der Waals clusters, specifically | =NMmUm+ Nev - @

CO, clusters. Because of the small binding energy in Sucr]—|erevm anduv are the velocities of the molecules and clus-

clusters, each molecule retains its own “individuality” ) .. .
within the cluster and its fluorescence can be regarded iters,nm andng are the number densztles of the monomers in
most cases as the fluorescence of an individual mcﬂecule o) € gas phase and in the bound state,, in clusters and
which the remainder of the cluster 266 ' r'i]c,zzNNnN, where N is the cluster sizgthe number of
) . monomers in the cluster ang, is the number density of the
As we know, the EBIF technique is based on a sequenc m y

f pr volving excitation of the molecules by elecUSters Of Sizé\
Of processes involving excitation of the molecuies by elec In a jet expansion the velocity increases due to the re-

ﬁ%’ise of the heat of condensation into the ffofaor example,

B e s S s a4 s shoun n Res 9 and 10 it a e backing pressure
excitation-emission processes. The following dis:similaritiesvarles n the rangd30=$—§o9_kPg the velocity of the
are possible. First, the excitafion cross section of the mol[’nonomers n a carbon dioxide Je.t increases by about 22%,
eculesin a cl'uster ;:an differ from the excitation cross sec:tior"fmd t_he velocity of the clusters is _not much less than the

velocity of the monomers and also increases to a small ex-

of the free molecules. Second, the fluorescence intensity P€Lnt. Accordingly, we have a similar picture in a molecular
cluster molecule can differ from that of the free moleculesbeam which meé\ns that

for the following reasons: changes in the transition probabil-

ity from the excited state of a mole_zcule ina clust_er, quench- |~ (n +ny)v,~nV, )

ing of the fluorescence of an excited molecule in a cluster,

and ejection of an excited molecule from a cluster upon fragwheren=n,+ n is the total density an¥ is the velocity of
mentation. Third, the fluorescence spectrum can vary, sincthe gas at low pressures before the onset of condensation.
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Thus, the intensity of the molecular beam is, in fact, [N, liquid

proportional to the total density of the gas-condensate mix- | ” %
ture to within the variation of the velocity. 7 g

Let us briefly describe some features of the formation of Th—
a cluster beam from a jet expansion. The fraction of the JJ ‘J 74 8
condensate and the cluster size in a jet expansion are deter-— "~ AL~ ~ :;F_j" ‘‘‘‘‘ 1@' —— >
mined by the stagnation parametd?s and T, and by the jr‘ g 1 I3 Pump
nozzle diameterd, .}'2 The fraction of the condensate, 2 %
even at high pressures, or, as is said, in a regime with devel- (i ,//(///,
oped condensation, is of the order of 30% and increases only ¥ J
slightly as the pressure rises further. The cluster size can -1 ~ CAMAC
increase without bound as the pressure is increased. These Elektronika-60

parameters depend weakly on the distance to the nozzle, if it

is appreciably greater than the nozzle-condensation front digG. 1. Experimental setup.

tance. In the molecular beam formed from a jet expansion,

the mean cluster size is somewhat greater than in the jet, and

the fraction of the condensate is significantly higher due to

enrichment of the beam with clusters as a result of the dif- . . . . .

. . s working regimes with consumption of a gas. Technical-grade
ferences in the thermal dispersion of the monomers and clusc-arbon dioxide was emploved as the working aas without
ters, i.e, the light and heavy components. Its intensity in- dditional purification ploy 99
creases sharply for the same reason. The fraction ot AO al pul cz on. ¢ installed within th K
condensate in a molecular beam generally exceeds(86&o mojecuiar-beam system was instatied within the work-

ing chamber of the VS-4 facility for time-of-flight measure-

Refs. 8 and 1Bat sufficiently large values d®,. This is the >
main advantage of using a molecular beam to investigate th@€nts. The molecular beam was formed from the jet by

fluorescence of the clusters in front of a free jet. The mairpkimmer3 and collimator4 The diameter of the skimmer
disadvantage is the weakness of the signal. (the conical diaphraginwas 3.23 mm, and the collimator

The electron-beam-induced fluorescence gfdiusters  had a rectangular shape and measured<2.6 mm. The
in a molecular beam was first investigated in the mannefme-of-flight analysis was carried out according to an ordi-
indicated above in Ref. 4. This method was subsequentij@ry scheme. Beam choppgra disk with two slits rotating
developed in several studiés'® of the fluorescence of at 180 Hz, sliced out bunches of molecules, which were
CO,, N,O, H,0, and N clusters excited by a low-energy Picked up by a detector after traversing a definite distance,
electron beam in a molecular beam. In Ref. 10 the opticayhich is called the time-of-flight base.
signal of a CQ cluster beam excited by electron impact was In the present case an electronic-fluorescence detector
compared with the theoretical value of the total density. Théhat we developetiwas used instead of the traditional ion-
fluorescence of clusters can be excited not only by electroization detector. It consists of electron beéniits diameter
impact, but also by photon irradiation. Therefore, we mends ~1—2 mm, the energy of the electrons is 5.5 keV, the
tion a review of the work performed on the fluorescence ofcurrent is=20 mA, and the distance from the point where
inert gas clusters in molecular beams excited by synchrotrothe beam emerges from the electron gun to the collector is
radiation® >190 mm), optical system7 for collecting the radiation,

The purpose of the present work is to investigate thavhose parts were made from quartz, andJFEBA photo-
electron-beam-induced fluorescence of GO applied to di- multiplier 8. The distance between the beam chopper and the

agnostics in a molecular beam with clusters. electron beam, or the time-of-flight base, was equal to 220
mm, and the distance between the skimmer and the beam
EXPERIMENT chopper was 245 mm. The photomultiplier was mounted on

The experiments were carried out on the VS-4 low-@ fWo-component coordinate placer, which made it possible
density gas-dynamic facility of the Institute of High- O adjust it and to obtain transverse profiles of the molecular
Temperature Physics of the Siberian Branch of the RussiaR€@m. The optical system and the photomultiplier provides
Academy of Science®. The equipment used in the present for the detection of radiation in the spectral range 200—600
work is schematically represented in Fig. 1. nm.

Gas sourcel was an axisymmetric sonic nozzle with a It is seen from this description that the employment of an
diameterd, =0.95 mm. The pressure in the prechamber orelectronic-fluorescence detector is equivalent to the use of
the backing pressure was varied in the range 8—609 kPa, tiiBe EBIF technique in a molecular beam. The main difficulty
nozzle temperature being held at the room-temperature levarising here is the low level of the effective signal, the
and monitored using thermocoup The gas from the signal-to-noise ratio usually beingl. It was overcome by a
source expanded in the vacuum chamber, which was evacsgignal accumulation system. An accumulation system based
ated by booster pumps with a throughput of 35 000 liter/son a multichannel analyzer in a standard CAMAC crate con-
and a liquid nitrogen cryogenic pump with a throughput fortrolled by an Bektronika-60 minicomputer permits the accu-
CO, as high as 20 g/s. This enabled us to maintain the presnulation of 1000 signals during 1.5 min, the time-of-flight
sure in the vacuum chamber at the 0.1-1 Pa level in thsignal being divided into 1000 temporal channels.
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FIG. 2. Evolution of the form of the time-of-flight signal as a function of the e
backing pressure in a molecular beam formed from a carbon dioxide jet 100 600
expansion.d, =0.95 mm; T,=293 K; nozzle—skimmer distance, mm

(Po, kPa: a — 65(8.5), b — 230(101), c — 360(608.
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FIG. 3. Evolution of the form of the time-of-flight signal as a function of the
detector geometry. Electron-beam/lens distance — 80, b — 158, ¢ —
158 mm(a plate of quartz glass was placed at a distance of 37 mm between
RESULTS the electron beam and the lgnd, =0.95 mm,T,=285 K, P,=608 kPa,
x=360 mm.
A time-of-flight system with an electronic-fluorescence

detecto? was used in the present work to investigate the
electron-beam-induced fluorescence of,@Misters in a mo-
lecular beam. Plots of the dependence of the amplitude of theeam formed from the jet. Under such conditions the time-
time-of-flight signal(i.e., the radiation excited by the elec- of-flight signal shifts toward shorter flight times, and, in ad-
tron beam on the backing pressure, the nozzle—skimmer disdition, at pressures above a certain value a second signal
tance, etc. were obtained. This technique is similar to moduappears at flight times longer than those of the first signal. In
lation of a molecular beam with synchronous detection at thehese measurements the nozzle—skimmer distance is varied
modulation frequency. so that the influence of the skimmer interaction and scatter-
In the case of electron-beam excitation, the fluorescencimg on the background gas on the form of the signal would
spectrum of the rarefied carbon dioxide, including the conbe eliminated”
densed CQin the jet, contains only bands belonging to the Figure 3 shows the variation of the shape of the bimodal
molecular iort®~?2The spectral characteristics of the optical time-of-flight signal as a function of the detector geometry.
system and the photomultiplier provided for the simulta-The first signal corresponds to a small electron-beam/lens
neous recording of the fluorescence in the X and B—X distance, the second signal corresponds to a large distance,
band systems of CD. and in the third case this distance was also large, but a trans-
When an electronic-fluorescence detector is used, the olparent quartz plate was placed between the lens and the
stacle placed after the electron beam makes it possible toeam. It is seen from the figure that as the electron-beam/
record the cluster component of the molecular béarhe lens distance is increased, the second peak in the time-of-
clusters striking the surface of the obstacle undergo fragmerilight signal vanishes. However, when there is an obstacle
tation, and the monomers and lighter clusters formed flybetween the electron beam and the lens, the second peak
back from the surface, enter the electron beam, undergo exeappears. Thus, an obstacle placed at a small distance after
citation, and emit radiation, causing the appearance of a sethe electron beam can, in fact, serve as a probe for the cluster
ond peak in the time-of-flight signal. This peak is alsocomponent of the molecular beam.
present in an ordinary molecular beam, but it is very weak, The first peak of the time-of-flight signal is formed by
and the presence of clusters sharply enhances it. Let us dertiie emission of the monomers and clusters, the contribution
onstrate this. Figure 2 presents the dependence of the timef the latter, unlike that of the monomers, being unknown.
of-flight signal on the backing pressure. In this case the len¥he second peak in the time-of-flight signal reflects only the
of the optical system for collecting the radiation served asehavior of the cluster component. By comparing the depen-
the obstacle. At low pressures we have an ordinary time-ofdences of the amplitudes of the first and second peaks on the
flight signal?® As the pressure is increased, condensation bebacking pressure, the nozzle—skimmer distance, the back-
gins in the jet'%1®2and clusters appear in the molecular ground pressure, etc. we can qualitatively estimate the con-
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FIG. 4. Dependence of the amplitude of the firSt,(O) and second$%,, +) peaks of the time-of-flight signal on the distanced, =0.95 mm,T,=293 K;
Po, kPa: a — 8, b —101, ¢ — 203, d — 608.

tribution of the clusters to the emission of the molecularcreases by nearly 10 fold. We recall that the second peak of

beam. the bimodal signal reflects the behavior of the cluster com-
Figure 4 presents plots of the amplitudes of the firstponent of the molecular beam. Thus, it follows from the data

(S;) and second%,) peaks as functions of the distance for presented above that the first peak of the bimodal time-of-

several pressures. All the values are presented in relative, bflight signal is formed predominantly by the emission of the

comparable units of measure. The first of these pltg.  monomers, while the contribution of the clusters is insignifi-

43 corresponds to an ordinary time-of-flight signal consist-cant. Thus, when a molecular beam with L£€lusters is

ing of one peak. Its amplitude at first increases with increasexcited by a high-energy electron beam, it can be concluded

ing distance, but after a maximum has been achieved at that the clusters make a smaller contribution to the emission

certain distance, it begins to decrease quite sharply. Suatetected than do the monomers. If it is taken into account

behavior of the amplitude of the time-of-flight signal corre- that the fraction of the condensate in the molecular beam

sponds well with the literature d&f#®and is attributed to exceeds 90% at fairly large values ®f, the intensity of the

the influence of the skimmer interaction at small distance®lectron-beam-induced fluorescence per cluster molecule is

and the influence of scattering on the background gas at largauch smaller than the analogous value for the free mol-

distances. A bimodal time-of-flight signal is observed for theecules.

remaining pressure@igs. 4b—d. The behaviors of the am-

plitude of the first peak of the bimodal signal and the ampli-

tude of an ordinary time-of-flight signal are similar to one s

another, but differ fundamentally from the behavior of the

amplitude of the second peak of the bimodal signal over tht

entire range of pressures. The amplitude of the second pe: :
o l

decreases monotonically with increasing distance an
scarcely depends either on the skimmer interaction or ol 4y t
scattering on the background gas. { s
'Y ¢

T

(o]

units

9
]

Figure 5 presents plots of the dependence of the ampli’
tude of the first §;) and second%,) peaks of the time-of-
flight signal on the pressure of the background Bgs Con-
ditions with a fairly pronounced bimodal type of signal were
selected here, the skimmer being at a distance from the3
nozzle at which scattering on the background gas alread °
begins to influence the amplitude $f. For clarity, the figure T L l 1 1 L
shows the evolution of the shape of the time-of-flight signal 2 J ; _,03'5 Pa g 7
as Py is varied. Just as in the preceding cdba. 4), the " ?

second peak is significantly more conservative toward scat:; - Dependence of the amplitude of the firs{,(O) and second$,,

tering on the background gas than the first peak. Also, while. ) peaks of the time-of-flight signal on the pressure of the background gas
S, decreases by about 1.5 fold as the pressure rijede- Py, d, =0.95 mm,T,=293 K; Py=354.6 kPax=550 mm.

383, arb.

N
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nozzle—skimmer distances at which they were measured.
This distance is variable for curv it increases with in-
creasing pressure, and it is greater than the distance in Refs.
14—16 abovePy~24 kPa. This means that in Refs. 14-16
the molecular beam formed under conditions with a signifi-
cant skimmer interaction a@@,>24 kPa(compare Fig. %
However, this does not introduce a large error into the mea-
surements of the intensity in the cluster beam, since more
than 90% of it is determined by the cluster component at
sufficiently high values 0P8 and the cluster component
\Q\ is conservative toward the skimmer interaction.
\J To correctly compare the values dfandl (curvesl and
Y 4) in Fig. 6, we correct the values of the optical signal, i.e.,
0.7 Lul Lol X I we adjust them to the distanse=100 mm. This correction
L 00 1000 can easily be made using the results of measurements similar
o> kPa to those presented in Fig. 4, but taken figy~285 K. We
FIG. 6. Dependence of the intensity) and the optical signa2-5) of the ta.'ke the amp“.tUdeS of the first pe&k of th.e tlm.e_Of_ﬂlght
molecular beam formed from a G@et expansion on the backing pressure signal at the distance=100 mm as the optical signal. Curve
(2 — visible region of the spectrun®-5 — ultraviolet region of the spec- 5, which corresponds to the data indicated, is appreciably
trum, arrow —P, for N~600; x, mm: 3 — 100,4 — 65-360,5— 100;  |ower than curvel. This is a consequence of the strong skim-
1-3 — data from Refs. 14-16} and5 — data from the presentwork-  mar jnteraction, which primarily influences the light compo-
nent of the molecular beam and significantly reduces the

This result can be obtained by another, more general angenSIty of the monomers in it.

exact method, which was mentioned in the Introduction, viz., It fO"(_)WS_ from_ the resul_ts presented that, & in-
by comparing the optical signal with the intensity of the creases, its intensitfcurve 1) increases sharply when con-

molecular beam. The latter was not measured in the prese Fnsation begins in the jet and clusters appear in the molecu-

work. However, the optical signal that we obtained can b ar bea_m formed from that jet, while the optical signal is
compared with the intensity data of other investigat8rs® approximately constant or even decrea@sves4 ands).

In general, such a comparison must be made for conditions

that are free of the skimmer interaction and scattering on the

background gas. In those measurements the nozzle—skimmeIscusSION

distance was adjusted so that the influence of both factors on ] ] . o

the form of the signal would be eliminated. A procedure for ~ The intensity of the optical emission from a cluster beam
determining the conditions under which the influence ofJax iS Specified by the expression

these factors is insignificant was described in Ref. 24. Ap- 3, = g(n.+any). 3

proximately the same conditions exist at the distances corre-

sponding to the positions of the maxima on the curves ifHere B is the fluorescence intensity per molecule of the gas
Fig. 4. phase;3=(Ja) /n)o, Where the subscript O refers to the gas
Figure 6 presents plots of the dependence of the opticdlhase; is the fluorescence yield of the clustdtge fluo-
signalJ of the molecular beam measured in the present work€Scence intensity per cluster molecule normalized to the
(curve 4) and the total intensity of a molecular beam Value for the gas phageand a=(Ja\)a/NcB, where
formed from a CQ jet (curve1)**~1on the backing pressure (Jan)q is the cluster component of the intensity of the optical

Po. The zeroth moment of the time-of-flight signal served as®Mission of the gas-condensate mixture.

the optical signaf2® This is preferable to using its ampli- Th_en we can express the rat|o_0f the optlca_l signal to the
tude. An electronic-fluorescence detector scheme whicH!ensity of the molecular beam in the following manner,
eliminates the appearance of the second peak was chosen f8King into account Eqs3) and (1) and the normalization

170.0

1.0

Jand [, arb. units

AN
-
N\

¥

these measurements. used in Fig. 6:

In the figure all the amplitudes “merge” with one an- Jan  (np+ang)V
other atP,=8 kPa in the absence of condensation. The ex- =~ = Nt N (4)
periments in Refs. 14—16 were carried out under the follow- m¥m* el

ing conditions:d, =1 mm, To~280 K, P,=8—300 kPa, If the insignificant variation of the velocity with, is
d<=3.5 mm, andx=100 mm. In the present work the con- neglected, theW~v,~v, and Eq.(4) can be rewritten in
ditions were as follows:d, =0.95 mm, T,~283 K, the form
Po=8-609 kPad,=3.23 mm, anck=65—360. As we see Jan Nyt ang
the conditions are fairly similar. I = ﬁ> a. 5)

It was noted in the Introduction that the total intensity is m*
approximately proportional to the total density of the mo-  This ratio can be used to obtain an upper estimate of
lecular beam. Thus, the only obstacle to correctly comparingy, since it follows from the data presented above that
the values of andJ in Fig. 6 is the difference between the a<1.
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Thus, it follows from the plots presented in Fig. 6 that confirmed experimentally in Ref. 29, where the kinetics of
a<<1 at sufficiently large values d?, and that for clusters the phase transition of nitrogen clusters in a jet were inves-
of sufficiently large size the intensity of the electron-beam-tigated using coherent anti-Stokes Raman spectroscopy
induced fluorescence per cluster molecule is much smallgiCARS), as well as in Ref. 30, where similar investigations
than the analogous value for the free molecules. An estimaterere carried out for carbon tetrachloride clusters using elec-
based on the stagnation parameters, the use of the similaritson diffraction analysis in a jet. Thus, GQlusters appar-
relations in Ref. 11, and the data from the electron diffrac-ently form in the liquid state in a jet. Then, as they move
tion measurements in Refs. 26 and 27 shows that the meaway from the place where they formed, a phase transition
cluster size at the maximum value Bf, is N~7000. The begins in them, and in the molecular beam they exist in the
cluster size is known to increase with increasing'! There-  solid state.
fore, it also follows from Fig. 6 that the fluorescence vyield of Therefore, the observed difference in the fluorescence
the clusters in the molecular beam decreases as their sig#eld can be described within the proposed process for the
increases. This finding is qualitatively consistent with themechanism of the appearance of emission by clusters with
data in Refs. 14—17 on the fluorescence yield of,ClDsters  fragmentation. In a jet expansion an excited molecular ion
in a molecular beam. We note that the only significant dif-formed within a cluster has sufficient energy to leave the
ference between our data and the data in Refs. 14-17 is ffliquid” (weakly bound cluster upon fragmentation, as oc-
the energy of the exciting electron beam: 5.5 keV as opposecurs. In a molecular beam this energy is insufficient for a
to 90 eV. cluster of the same size, since the cluster is in the solid state

It was established in the preceding sthdyat the CQ and additional energy is needed to deform the lattice. As a
clusters in a jet expansion emit at the wavelengths of theesult, the ion remains within the cluster, and its electron
monomers with a fairly high efficiency per molecule excitation decays nonradiatively. However, if a molecular
(a~0.5-0.7) when they are excited by an electron beamion forms from the surface of a cluster, it can apparently
with an energy of 14 keV. The size dependence is insignifidetach itself from the cluster and make a contribution to the
cant. For example, as follows from Ref. 1, the fluorescencemission. Under the condition of equally probable position-
yield of CO, clusters with an average sike~600 is equal to  ing of the charge in the bulk of a cluster, its fluorescence
~0.5-0.7 in a jet, but according to the plot in Fig. 6, the yield should decrease as its size increases, since the ratio of
value for clusters of the same size in a molecular beam ithe surface of the cluster to its volume decreases in inverse
much less than unity. In both cases the mean size was estioportion to the size. Thus, the fluorescence yield of the
mated from the stagnation parameters using the similaritglusters in a molecular beam dependence on the cluster size
relations and results in Ref. 27. and is small for fairly large clusters. On the other hand, if

Thus, there is an inconsistency between the results isuch a dependence exists at all in a jet, it is significantly
Ref. 1 and the present work. Let us try to account for it. Itweaker, and the fluorescence yield depends primarily on the
was shown in Ref. 1 for a jet expansion that a mechanism fophase state and the temperature of the clusters.
the appearance of emission by a £€uster involving the Apart from these two reasons for the fluorescence yield
ejection of an excited molecule from the cluster upon fragto be smaller in a molecular beam than in a jet, there is one
mentation operates when it is excited by electron impactmore reason. The mean cluster size is greater in a molecular
The same mechanism for the appearance of fluorescenteam than in a jet at the same backing pressure. This is due
from clusters apparently operates in a molecular beam. Jugb the dissimilar thermal dispersion of clusters of different
this mechanism accounts for the results of the investigationsize in a molecular beam, which becomes enriched with
of the fluorescence of CQclusters in a molecular beam in heavy clusters! However, in our opinion, this effect is not
Refs. 14-17. It was established in Ref. 4 that the fluoresstrong enough to cause such a radical difference in the fluo-
cence spectrum of a cluster beam of nitrogen excited by ele¢escence yield. For example, the size of Ar clusters is
tron impact does not differ from the fluorescence spectrum o0& 50% greater in a molecular beam than in a jet at the same
the gas phase. This is also an argument in favor of th@acking pressure in the range of cluster sizes from 500 to
mechanism with fragmentation. In our opinion, the strong20003!
difference between the fluorescence yields of,Clsters in It was pointed out above that our results are qualitatively
a jet and a molecular beam is due to the change in the phagensistent with the data from Refs. 14—17. Let us now try to
state of the clustergthey pass from the liquid to the solid compare them quantitatively. However, we first point out a
statg and possibly to the change in their temperature. methodical error which was made in Refs. 14—16 in calcu-

Carbon dioxide clusters in a molecular beam have 3ating the fluorescence yield of the clustersthe latter is an
crystalline structure when their size excedtds 50, and their  intermediate quantity, which was used in Refs. 14-16 to
temperature falls in the range~110-120 K and does not determine the emission probability of a molecule excited in a
depend on the stagnation parameters or the cluster size, if tlibuster ¢ after taking into account the excitation cross sec-
molecular beam formed from a jet of the pure §a€n the tion o a~ ¢o). Expression(5) was used to calculate it. The
other hand, van der Waals clusters form in the liquid state irvalue of the monomer density used was obtained in the fol-
a jet, and only afterwards can they become solid as they codbwing manner: the gas-dynamic parametgmsmarily, the
in the jet as a result of heat exchange with the gas and evapdensity of the moleculgsn the jet expansion were first cal-
rative cooling?® while in a molecular beam they are gener- culated, and then the usual model for the formation of a
ally in the solid state due to evaporative cooling. This wasmolecular beaf??>®> was used to determine the monomer
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density in it. However, this cannot be done for the following quency, as was done in Refs. 14-16. In view of the small
reasons. First, the model of the formation of a moleculammplitude of the effective signal of the molecular beam, this
beam presumes the absence of perturbing factors. In Refean be a serious problem. We note that a long-focus electron
14-16 the beam formed under the conditions of a strongun was used in the present work; therefore, there were no
skimmer interaction. This has already been pointed out irsolid surfaces in the region of the electron beam in the field
describing Fig. 6. Second, it is known from the same modebf vision of the optical system.
that Let us now turn to the electron-beam-induced fluores-
- o1 22 cence diagnostics of molecular beams with,Qlusters. As
Np=ng(r</L%)s", follows from the present work and Refs. 14—17, the clusters
make a contribution to the emission at the wavelengths of the
monomers; however, the fluorescence yield decreases sig-
nificantly as the cluster size increases, and it is very small for
clusters of large size. The small fluorescence yield of the
clusters in a molecular beam makes the use of the EBIF
technique in it far more productive than in a etlere the
main contribution to the fluorescence is made by the mono-
mers.

whereny, is the density of the monomers in the molecular
beam in the region of the detecto, is the density of the gas
in the jet before the skimmer,is the radius of the skimmer,
L is the skimmer-detector distanc®js the velocity ratio in
the jet in the region of the skimméequilibrium or “perpen-
dicular,” depending on the flow regimeS?=mV?/2kT, m

is the mass of the monomék,is Boltzmann’s constant, and
T is the temperature.

The calculations of the gas-dynamic parameters in a jet erlen t:e EBIF tefch;uq?e |shused N ;:]Iluster bigms, Iwe
expansion performed in Refs. 14—-16 were one-dimensiongi®" taxe advantage of the fact that, roughly speaxing, clus-

and did not take into account the lack of equilibrium between 'S do not emit, while monomers do. Thus, the problem of

the monomers and clusters. This could have led to a Iarggeparatiqg the monomer and clgster 3‘9”?"5 is solved. In
error in the value of the velocity ratio and thus in the calcy-IIme-of-flight measurements the signal obtained corresponds

lated value ofn, . Apparently, taking this circumstance into to the monomer component of the cluster beam. This permits

account, Vostrikowt al}4-®have abandoned this procedure Measurement of the wvelocity distribution function of the
in their more recent work’18 Therefore, the value for large monomers in a molecular be_am with clusters and, therefore,
CO, clusters in Ref. 17 differs from the data in Refs. 14-16"M the jet expansion _fro_m Wh'Ch the_beam fornied.
by an order of magnitude. Unfortunately, the specific method . The measured distribution funct|oq can b.e used to deter-
used to determine the monomer density in the cluster bea ine the monomer component of the intensity Of. the cluster
was not indicated in Refs. 17 and 18. be_am. If t_he totgl intensity Qf the cluster begm is reporded
In our opinion, this problem can be solved using theUSing an intensity sensor S|m_ulta.neouslly with the time-of-
time-of-flight method proposed in Refs. 8 and 13v Jf and flight measurements, the relative intensity of the monomers

vy are additionally measured by the methods from RefsO" clusters(the fraction of monomers or condensate in the

8-10, the fluorescence yield of the clusters can be correctl@ux) can be found, in analogy to what was done in Ref. 8.
determined using expressic4). Finally, the last example regarding the use of the EBIF

Thus, only the primary data in Refs. 14—-16 and th ftechnlque in a cluster beam is the measurement of the veloc-

present investigation, particularly the optical signals obtained of the clusters according to the method proposed in Ref.

in the two cases, can be compared. As we have alreacg/lo' Itt wazpomted out above that tge fobst;]acle; pI?ced after thet
pointed out, this possibility exists, because the experiment ectron beam can Serve as a probe lor the cluster componen

conditions are sufficiently similar. In Fig. 6 the correspond-o.f a molgcular begrﬂ.‘l’herefore, recordmg_ the t'me'(.)f'ﬂ'.ght
ing optical signals for a nozzle—skimmer distance 100 signal with and without an obstacle permits determination of

mm are represented by curv@sand 3 (Refs. 14-16, the the velocity of the clusters.

visible and ultraviolet regions of the spectrynas well as

curve5 (the presen_t yvod< All three _values “merge” with CONCLUSIONS

one another at a minimal pressure in the absence of conden-

sation. As is seen from this figure, the data obtained in Refs. The fluorescence of CQxlusters excited by electron im-
14-16 are markedly greater in amplitude than the results gbact in a molecular beam with clusters was investigated in
the measurements in the present work. In our opinion, suchthe present work. For this purpose, the electron-beam-
situation is possible for the following reasons: first, becausénduced fluorescence was compared with the signal appear-
of the difference between the energies of the exciting elecing in an electronic-fluorescence detector as a result of re-
trons, and, second, because of the background illuminatiorlection of the cluster beam from an obstacle placed after the
In Refs. 14—16 the electron gun unit was located in the fielcelectron beam, as well as with the intensity of the cluster
of vision of the photomultiplier. This could have resulted in beam.

background illumination due to the cathodoluminescence It has been established for G@lusters in a molecular
caused by collisions of the electrons with parts of the elecheam, as opposed to a jet expansion, that the fluorescence
tron gun unit. These electrons can be primary electrons scagield of the clusters decreases significantly with increasing
tered on clusters and secondary electrons formed in clustersluster size and is very small for clusters of large size. This
as well as other types of electrons. In this case the bacldifference between the fluorescence properties of the clusters
ground cannot be “cut off” using modulation of the cluster in a molecular beam and a jet is apparently attributable to the
beam and synchronous detection at the modulation freehange in their phase stafthey undergo a transition from
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the liquid state to the solid stateand possibly to the change *°A. A. Vostrikov, V. P. Gilyova, and D. Yu. Dubov, Z. Phys. R0, 205
in the temperature of the clusters. lG(Al9A93>\-/ o V.. Gil 4D, Yu. Dubov. Zh. Tekn. FBRL) 60
On the basis of the data obtained on the fluorescence of oo, E)ssérxlx.ogﬁyé. T'ec;f‘l’;;y""s'} o (1“9'93‘3_ ov, Zh. Tekh. FE2(1),
CO, clusters it has been included that the EBIF techniquera a. vostrikov, I. V. Samoilov, and D. Yu. Dubov, ii5th International
can be used in a molecular beam with clusters to measure thesymposium on Molecular Beams. Book of Abstra@srlin, 1993,

velocity and temperature of the monomers, as well as thepp- E13.1-E.13.4.

velocity of the clusters within the time-of-flight method.
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Thermoluminescence of corundum containing anion defects following ultraviolet laser
and x irradiation

V. S. Kortov, A. |. Syurdo, and F. F. Sharafutdinov

Ural State Technical University, 620002 Ekaterinburg, Russia
(Submitted February 14, 1996
Zh. Tekh. Fiz.67, 72—76(July 1997

The thermoluminescence of single crystals of corundum containing anion defects following x-ray
and laser excitation is investigated. Its features in the luminescence bands of &md-

Cr* centers are studied. Synchronous measurements of the thermoluminescence and thermally
stimulated exoelectron emission are performed by the fractional glow technique following

x-ray and laser excitation of the samples. It follows from the results obtained that several traps
are active in the temperature range of the principal dosimetric 23500 K. The

spectral sensitivity curve contains maxima corresponding to absorption bands of &pdr A[*
centers. A possible mechanism for the recombination luminescence of F centers is discussed.

It is found that the material exhibits high sensitivity to small doses of ultraviolet laser radiation.
© 1997 American Institute of Physid$S1063-784£97)01307-X

INTRODUCTION X irradiation was carried out at room temperatii€o
anode, 50 kV, 10 mA An LGI-21 nitrogen laser X =337

_The role of optical, |.nclud|ng !aser, radlat_|on n techno- nm) and a DDS-30 deuterium lamp were employed for opti-
logical processes, medical practice, and scientific researc | excitation

has increased considerably in the recent period. The broa The spectral distribution of the TSL and its excitation

spectral range and the great diversity of the temporal angpectra was measured by previously described methags

power characteristics of the radiation employed make it d'.f'ing an SDD-2 system and an MSD-1 monochromator. The

ficult to measure them by the most widely used electronlcl.SL excitation spectra were corrected using a fluorescent

_method_s and have stlmu!ated the _development of miniaturg, e of guanta. The luminescence spectra were corrected
integrating detectors. Various physical effects can be used sing a standard lamp. The thermoluminescence measure-

detect optical radiation using such detectors. Measuremen ents were performed with a constant heating rate on a spe-

of high-intensity optical fluxes can be performed by utilizing cially adapted ENDOVA-50 system. In the comparative ex-

the photochromic effect, photorefraction, and electron Sp"beriments the heating rate was 2 K/s. AnUFEO6 (or FEU-
resonance. The detection of small dosssattered radiation 39A) photomultiplier operating in the photon-counting mode

presgpts a great dange'r in practlcal workquires hlghly' . served as the radiation detector. The luminescence bands at
sensitive detector materials. Since one of the most sensitiv;

d relativelv simol thods for obtaining dosimetric inf f.8, 3.0, and 3.8 eV in the TSL spectrum were isolated by
and refatively simple metnods for obtaining dosimetric INfor-;,io farence filters with a maximum transmission equal to
mation is thermally stimulated luminescen€ESL), it is

terable t lect fh tal Bhosoh loved 30—35% and a half-width of the transmission band equal to
preterab’e 1o select one of the crystal pnosphors eémployed ifly 15 nm, as well as by an MSD-1 monochromator. Syn-

TSL do_S|metry as the detector matena]. . chronous TSL and TSEE measurements were performed us-
During the last 20-25 years aluminum oxide has been

- . .~ ing the fractional glow technique on a previously described
repeatedly proposed as a sensitive medium for umav'OIeéxperimental apparatds
(UV) radiation*? It was noted in Ref. 3 that detectors based '
on corundum containing anion defects can be used in the

dosimetry of UV radiation. Some experimental evidenceRESULTS

supporting this was obtained in Ref. 4.

The purpose of the present work is to study the featureﬁhS
of the TSL and thermally stimulated exoelectron emission33
(TSEB of corundum containing anion defects after optical
(including laser and x-ray excitation, as well as its dosimet-
ric properties on UV laser irradiation.

Crystals of corundum containing anion defects exhibit
L with a dominant peak at 460 K after laser irradiation at
7 nm. Its intensity and total light yield correlate with the
dose of laser radiation. The spectral distribution of the TSL
peak at 460 K is predominated by violg3.0 e\) and red
(1.8 eV) luminescence. The luminescence at 3.0 eV is caused
by F centers, and the luminescence at 1.8 eV is caused by the
chromium impurity*’

The spectral composition of the principal dosimetric

Single crystals olx-Al,O5 without specially introduced peak at 430 K after x-ray excitation is dominated by the
dopants were investigated in this work. Oxygen vacancietuminescence of F centers. In addition, there is luminescence
were created by growing the crystals in a strong reducindrom F" and CF* centers(3.8 eV).” Figure 1 presents the
medium. Their concentration in the samples investigated SL curves recorded in each of these luminescence bands of
amounted to~ 10" cm 3, a-Al,0; after x-ray excitatior(curvesl, 2, and4) and in the

SAMPLES AND MEASUREMENT METHOD
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FIG. 2. Temperature dependence of the maximum intensity and the mean
activation energy in fractional glow cycles following x-ray excitation of the
sample.
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0\
350 400 TKMo 500 similar to the(E+g )(T) curve for the x-irradiated sample,
’ but the mean activation energy decreases smoothly on the
FIG. 1. Thermoluminescence curves®fAl,O; in the temperature range of hlgh-temperature side of the peak at 440_45&%' 3,
the principal dosimetric peak for a constant heating rate of 2 K/8, 4 — curve?).
x-ray excitation,3 — laser irradiation. Position of the band, €1/:3 — 3.0; An examination of the reproducibility of the results of
2—384—18 the TSL measurements with a constant heating rate revealed

a decrease in the intensity of the pe&d60 K) for the

. _ samples subjected to laser irradiation. Figure 4 shows the
band at 3.02 eV after excitation by laser radiationrve 3). decrease in the PTSk vield in successive measurement
The TSL peaks of the x-irradiated sampl_e _in the bands at 3'9ycles(the dose of laser radiation was 250 mIApmAfter

eV (XTSL;g and 3.8 eV(XTSLsg exhibit second-order gignt cycles, the intensity of the PTSL peak decreased more
kinetics (the geometric factop=0.56). The shape of the nan 50 fold. The sensitivity was partially restored after the

TSL curves recorded in the band at 1.8 eV after x irradiationsammes were annealed at 900—1000 K. However, complete
(XTSL, g and in the band at 3.0 eV after photoexcitation oqioration of the sensitivity is possible, if the samples are

(PTSLsg), including laser excitation, corresponds to first- g iacted to x irradiation, which leads to filling of all the

order kinetics 920'42_0'4_'6)' It should be noted that at trapping centers, before each photoexcitation cycle. The
equal total emitted light yields the PTgk peaks have a gpajiow traps are emptied when the samples are heated to

temperature at the maximum that is 10-25 K higher than thgq pyring subsequent photoexcitation, the charge carri-

corr_equnding yalue for the XT3l peaks, an(_j the PTSL g5 migrate from the trapping centers that have a large ther-
a.g Yield is considerably lower than the XTgh yield.

Figure 2 presents plots of the temperature dependence of
the maximum TSk (curve 1) and TSEE(curve 3) intensi-
ties in cycles obtained by the fractional glow technique, as 2.0
well as plots of the temperature dependence of the meal
activation energy for TSEE(Ersgp, curve 4) and TSL 16
((Etsp), curve?2) after excitation of the sample by x radia-

[2]
tion. The TSEE peak is shifted 10 K toward higher tempera- - 12 0.6 §
tures relative to the TSL peakErsep equals 1.56 eV and €™ g
remains constant over the entire temperature range of thﬁ ©
peak, and(Ers) reaches a maximum &t=385-395 K vas 04 e
(1.56 eV} and decreases to 0.57 eV &t=455 K. In the
temperature range 440-450 K tEyg )(T) curve has a 04 0.2

segment with a practically constant activation energy
((Ets)=~0.7 eV). It should be noted that at comparable TSL /) SN IS T S T R 1
intensities the samples irradiated by laser radiation have 392 404 418 430 443 455 467

lower exoelectron emission activity than the x-irradiated K

samples_, making it d|ff|c_ult to perform _measur?me_ms usmgFIG. 3. Temperature dependence of the maximum intefs}ty(curve 1)
the fractional glow technique to determine the kinetic paramzpg the mean activation enerdly) (curve2) for TSL in the 3.0 eV band in
eters. The E+g )(T) curve recorded after laser irradiation is fractional glow cycles following laser excitation of the sample.
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FIG. 4. Dependence of the TSL intensitl) (following laser excitation on 0’ pdfem
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FIG. 5. Dependence of the emitted total light yiel) (on the dose of laser

radiation Q).

mal activation energy to the levels responsible for the prin-
cipal dosimetric peak of corundum containing anion defects.

To determine the x-irradiation dose needed to com-and recording of the thermoluminescence, there is a signifi-
pletely fill the deep traps, we investigated the dependence @fant decrease in the concentration of F centacsording to
the TSL yield of laser-irradiate?50 J/cri) samples on the optical absorption measurementdong with a decrease in
preliminary x-ray excitation dose. It was found that thethe TSL yield in the band at 3.0 eV, which is possibly attrib-
samples preliminarily irradiated by a dose greater thahRLO utable to destruction of the F centers by the electromagnetic
have the greatest sensitivity. field of the laser radiation. Displacement of the temperature

The dose dependence was investigated on samples pref the XTSL, g maximum to 495-500 K is observed. The
pared in accordance with the conditions indicated abovetrap responsible for the XTSlg peak is apparently a 4/
Scattered laser radiation was used to measure doses smaligiter’'° whose thermal activation energy decreases, if an-
than 25 mJ/crh In the range of doses of laser radiation atother defectpresumably an F centeis located nearby.
337 nm from 0.4 to 1000 mJ/cthe intensity and the total The nature of the traps responsible for the principal do-
light yield in the TSL maximum at 460 K were found to be simetric peak at 430 K cannot yet be considered precisely
linearly dependent on the dose in log—log coordindkeg.
5). This finding attests to the fundamental possibility of us-
ing corundum crystals containing anion defects to detect la-
ser radiation in the UV range.

To ascertain the functional possibilities of the proposed 16
detectors of UV laser radiation, we studied the dependence
of the TSL yield at 460 K on the wavelength of the UV light 1%
for a constant dose of UV irradiatioffrig. 6). A significant

increase in the sensitivity of the detectors was observed at 2
wavelengths smaller than 280 nm. The features recorded on
the TSL spectral sensitivity curve at 205, 225, 255, and 305
nm coincide with the maxima of the absorption bands of

corundum containing anion defects and are produced by
F(205 nm), F" (225, 255 nm, and A] (305 nm) centers-®

3

§, arb. units
o @

DISCUSSION 4
The plots of the dependence of the XT,Slpeak on the 2
x-irradiation dose and the heating rate, as well as the position
of the maximum and the shape of the peak, differ from the ) T ———
200 240 280 J20

analogous dependences of the XEghand XTSL; g peaks. It

can be theorized that another trap is responsible for this peak.
In addition, it was discovered that after several hundredg. 6. pependence of the emitted total light yie) on the wavelength of
cycles of x irradiation, thermal annealing, laser excitationthe exciting light §).

A, nm
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established. Additional difficulties are caused by the anoma- The nonelementary dependence of the TSL yield on the
lous behavior of the mean activation energy and the frewavelength of the exciting lightFig. 6), as well as the com-
qguency factor. plicated spectral composition of the PTSL peak, indicate that
The hole nature of the trapping centers postulated in th&oth electrons and holes are released when a sample prelimi-
model of a “two-step” Auger proces8 is not consistent narily excited by x radiation is irradiated with light. Apart
with the experimental results indicating photoinduced migrafrom the release of the charge carriers from the deep traps,
tion of the charge carriers. the F centers undergo photoionization, which causes the TSL
Gimadova et al1? proposed a model associated with spectral sensitivity to rise as the energy of the quanta of the
structural changes induced by thermal fluctuations, in whiclexciting light approach the absorption maximum of the F
the recombination and trapping centers are single complexasnters. The features found near the absorption maxima of
and charge transfer takes place without the participation ofhe F* centers can be attributed to the conversion of the
bands. Within this model there are difficulties in interpretingF* centers into F centers, which is accompanied by the re-
the differences in the temperature dependence&Egf:p lease of the holé§ that are subsequently captured in the
and (E+g), the shapes of the PT§h and XTSL; g peaks, traps responsible for the principal dosimetric peak. The
and the temperature positions of their maxima. maximum at 305 nm is attributed to optical destruction of the
Anomalously high values of the activation enefyand  corresponding color centets.
of the frequency factos are observed not only for corundum The decrease in the emitted total light yield in the
containing anion defects. It was shown in Refs. 13 and 14PTSL; g peak in comparison to the XT3k peak with iden-
where samples of LiF:Mg and LiF:Ti were investigated, thattical PTSL and XTSL vyields in the band at 3.0 eV can be
recombination followed by the trapping of charge carriers ofattributed to the fact that the ratio between the concentrations
opposite sign with simultaneous emptying of electron andf holes and electrons captured in traps upon the photoexci-
hole traps can, in principle, lead to overestimated values ofation of @-Al,O5 is smaller than the ratio for x irradiation.
E ands. It can be presumed that conditions under which the  The shift of the PTSk, peaks toward higher tempera-
recombination process can be described on the basis of sutlires in comparison with the XTSly peaks(with equality
a model are created in corundum containing anion defects ibetween the emitted total light yields attributed mainly to
the temperature range of the principal dosimetric peak. the competitive influence of the deeper traps, which are emp-
The interaction of an F center with a hole leads to thetied by the laser radiation. Additional experimental confir-
formation of an F center in the ground or excited state mation is provided by the fact that the XT${-peaks can
(F**). An F** center has a mean lifetime of several nano-have maxima at higher temperatures, if the sample is sub-
seconds, and it is unlikely that it can recombine with anjected to laser irradiation before x irradiation.
electron during that time. Conversely, if an F center captures
an electron, an F center forms. The existence of such a CONCLUSIONS
center has been postulated in experimental reséam it
was concluded in the theoretical study in Ref. 15 that th%he

additional electron occupies a local level located at a depth 1. Detectors for picking up optical, including laser UV,

chl) es\é) (()) rKIess ;rom thte bpttombofbtlhethcondu”cnon tt)agld. ':tradiation(in both the direct and scattered fornan be de-
o such a center Is probably thermally unstable. r\‘/eloped on the basis of single crystals of corundum contain-
estimate of the mean lifetime of an Feenter using the for-

ing anion defects.

The following conclusions can be drawn on the basis of
results of the investigations performed:

mula 2. The principal dosimetric TSL peak at 430 K is non-
r=s 1. exp E/KT) (1) elementary. It is associated with the emptying of at least
three traps.
for E=0.5 eV,s=10'"% 1, andT=450 K givesr~0.4 us. 3. When the samples are optically excited, the same

If over the course of this time the Fcenter captures a hole, traps which cause thermoluminescence after x-ray excitation
the reaction F+e"—F*—F+hv (3.0 eV) will take place. are responsible for the TSL peak with a maximum at 450 K,
Recombination of one of the electrons of the F center  but their relative populations are different, and the competi-
with the incoming hole is assumed here. The possibility of aive influence of the deeper trapping centers increases.
similar interaction of the ¥ center with a hole with the 4. A number of experimental findings can be explained,
formation of an F* center has not been ruled out. Another if the possibility of the capture of a charge carrier of opposite
recombination mechanism, which leads to the formation okign is allowed.
an P center is the capture of an electron by ah &enter.
Obviously, the reaction Fe~+e* —F +e*—F* cannot  1G.Pp. Summers, Radiat. Prot. Dosi8).69 (1984
alter the concentration of F centers, while the other mecha-zW- G. Buckman, Health Phy€2, 402(1972. _ _
nism F*+e~—F* should lead to an increase in the number g"z' SlsA(‘I;‘;'g’d' V-'S. Kortov, D. J. Kravetsigt al, Radiat. Prot. Dosim.
of F centers and a decrease in the number 0fdenters 4 oger b. Weiss, and N. Kristianpoller, J. Phys. 7, 1 (1994).
during thermoluminescence. However, measurements of theL. v. Levshin and A. M. Saletski Luminescence and it Measureméint
corresponding optical absorption bands during isochronouseRussiaﬂ, MGU, Moscow(1989. - _
annealing' show that this does not occur at 400—-500 K. Y. Kirpa A. S. Kuz'minykh, and V. V. Popov, iRadiation-Stimulated

. . .~ _Phenomena in Solids. An Interinstitute Collection, No[irb Russiar,
Therefore, it can be assumed that the competitive reactiongyergiovsk, 1983, pp. 33-38.

F+e"—F"*—=F"+hv (3.8 e\) takes place. 7J. H. Crawford Jr., Nucl. Instrum. Methods Phys. Re2a8, 159(1984).
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Amplification of monochromatic short-wavelength radiation during the stochastic
deceleration of a relativistic electron stream in an incoherent pump field

Ya. L. Bogomolov, N. S. Ginzburg, and E. R. Golubyatnikova

Institute of Applied Physics, Russian Academy of Sciences, 603600:NNpivgiorod, Russia
(Submitted March 5, 1996
Zh. Tekh. Fiz67, 77—-81(July 1997

The use of incoherent multiwave pump radiation or randomly varying magnetostatic fields
(stochastic undulatoygor improving the energy conversion efficiency in free-electron lasers based
on stimulated wave scattering and the stimulated undulator emission of relativistic electron
beams is proposed. It is shown within the quasilinear approximation that the electronic efficiency
increases in proportion to the width of the pump spectrum due to enrichment of the

spectrum of combination waves which are synchronous with the electron beam and realization of
a mechanism of stochastic particle deceleration when the signal wave is monochromatic. At

the same time, the efficiency scarcely depends on the spread of the beam parameters, making the
use of the method promising for improving the efficiency of free-electron lasers powered by
intense relativistic electron beams. ®97 American Institute of Physics.
[S1063-78497)01407-4

INTRODUCTION on stimulated wave scattering and stimulated undulator emis-

sion are identical, since in the accompanying reference sys-
The use of coherent pump radiation to heat a plasmaem each relativistic electron perceives a peridditdulatoy

during stimulated scattering was proposed in Refs. 1 and 2nagnetic field as an electromagnetic pump wave. Develop-

In this case the increase in the temperature of the electroniag this analogy, we arrive at the conclusion that in the case

component is proportional to the width of the spectrum ofof undulator radiation the randomly periodic magnetic field,

scattered incoherent radiation. The present w@de also whose use has the advantages mentioned above, can serve as

Ref. 3 examines a situation, which, in a certain sense, is théhe incoherent pump radiatidh.

opposite of the case considered in Refs. 1 and 2. More spe- In the present work a quasilinear approximation is used

cifically, the use of low-frequency incoherent pump radia-to describe the amplification of a monochromatic wave dur-

tion, which is backscattered on a relativistic electron beaning the scattering of incoherent pump radiation on an REB.

(REB) under the conditions of the inverse Compton effect, isThe characteristic lengths of the interaction space, in which

proposed for effectively amplifying monochromatic rf radia- the stochastic electron deceleration process develops and a

tion. The advantage of incoherent pump radiation over theufficiently high (up to 20% efficiency is realized in con-

traditional monochromatic pump radiation used for such sysverting the energy of the REB into the energy of short-

tems[which are called Compton lasers or free-electron lasersvavelength(particularly submillimeterradiation, are deter-

(FEL)*~"] is the expansion of the spectrum of combinationmined using numerical simulation.

waves that are synchronous with the electron stream and the

consequent realization of a mechanism of diffusive stochas-

tif: deceleration of thg beam particles. As a r'esult, the efﬁ-BASIC EQUATIONS

ciency of the conversion of the beam energy into the energy

of short-wavelength scattered radiation is proportional to the  Let a monochromatic signal wave propagating together

width of the pump spectrum and can significantly exceed thevith an electron stream be assigned by the vector potential

values realized in the case of monochromatic pump radia- ]

tion. It is of fundamental importance that the conversion ef-  As= REXoAs(Z)expli (ost—ksz))].

ficiency scarcely depends on the width of the translational |, the amplification scheme under investigation the fre-

velocity distribution function of the electrons. The lack Of%uency of this wave is assigned by an external source. The

criticality toward the parameter spreads renders the use Qjump field has the form of a set of discrete lines with phases
incoherent pump radiation plausible, first of all, for FELS inat are not correlated with one another. Thus

whose power source is an intense REB formed by exploding
cathodes. Having considerable powers and current densities, e{

©

> XoAn(2)expi(wint+kin2) |,

such beams have large parameter spreads, which generally Ai=R ~

preclude their use in the efficient generation of short-

wavelength radiation. the distance between the individual harmonidls being
Attention should also be focused on the following aspecimuch smaller than the total width of the pacltk;. The

of the problem. It is generally knowisee, for example, averaged motion of the relativistic electrons in the signal and

Refs. 4 and bthat to within effects associated with depletion pump fields can be described using the kinetic equation for

of the pump radiation, the physical processes in FELs baseithe one-dimensional distribution function
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where
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FZ:_ZR 2 iKcnAAT (2)expli(went—Kenz))
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is the ponderomotive force, k.,=kst+k;, and
wen= ws— Wi, are the wave numbers and frequencies of the

ensemble of combination waves, anp,=mv,y and

e=mc?y are the longitudinal momentum and energy of the

electrons

After averaging over the ensemble of combination

waves, which is traditional for the quasilinear
approximatiorf’,‘11 the equation for the slowly varying dis-
tribution functionf(z,p) takes on the form

af

I ifoun]
= Zy |
ap; P20,

0= f2(p,) 3

V2797
with the diffusion coefficient

3a4-21,2
8m e cokel l;

=72 2 2
wsoi (v +C)e ki=ke(c—v,)/(c+v,)

Here@(pz) is the initial longitudinal momentum distribu-

tion function of the electrond=|A¢|2w?/8mc is the inten-

sity of the signal wave, antj =|A|?w?/8mcdk is the spec-

tral intensity of the pump radiation. The variations of these

guantities are described by the equations

dly 7%? wp ls (=1, of 0
a5 f dkii s|z 0~ |
dz m05 ks a) (9p -

4
di; w0 | |S( af 1) -
Az me ko2 Copf| T
wherev.= w./K; is the phase velocity of the combination

waves,w,= (47-re2N /m)¥2 is the plasma frequency, is
the electron flux density, arld is the length of the scattering
region.

The system of equation8)—(5) has the integrals

K—IS+J I;dk; = const, (6)
0

OCIidki |s

—— — — =const, 7
JO I(i ks ()

which are, respectively, the conservation laws of the energy
and the number of quanta in a scattering process. Here

K=Noy/fgv.e f dp, is the kinetic energy flux of the electrons.
As follows from Eqgs{(6) and(7), when the frequency change
is large fiw>1%w,;), the energy supplied to the radiation is
drawn mainly from the electron beam[;=AK), and the
depletion of the pump radiatiofwhen its intensity is suffi-
ciently large can be neglected. In the approximation of fixed
pump radiation in the ultrarelativistic limit =1,

789 Tech. Phys. 42 (7), July 1997

p,=mcy) the system of equation@) and (5) takes on the
following form after passage to dimensionless variables:
JF _ J 5 JF F _F 8
&Z_&y ay)’ |z:0_ o), 8
dPg st ~ JF 0
o ﬁ a—yd% Pslz=0=Ps 9

whereD =4PPk%y?/ 7, F(y,2)= f -mcis the electron en-
ergy d|str|but|on functlonPS IS)\ilP* is the power of the

signal wave in absolute power unit®{=m?c®/e?*=8.7
GW) passing through an area equal ta2, and
Pi=1i\ /P* is the spectral power of the pump radlatlon in

the same normalization.

NUMERICAL SIMULATION RESULTS

The initial electron energy distribution function was as-
signed by the expression

- cos2

T
(u-1 % (10

in the intervall — 6/2,6/2] in the vicinity of the energy of the
central fraction? where 5=A7/7is the electron energy
spread, andi= y/?is the normalized energy variabl(i is
assumed thafFdy=[5Fdu=1).

The spectral distribution of the pump field was approxi-
mated by the Gaussian line shapes: 11 g(k;), wherel{* is
the total(integrated intensity of the pump radiation, and

= L p( (ki—ﬁz)
i)= xXp — .
(k)= e

Ak?

We rewrite the normalized function describing the spec-
tral distribution of the pump field in the dimensionless vari-
ables used in the form

2
) /o2

where o= Ak; /k is the width of the pump spectrum, and

y,/y (vi= Vkd/4k;) characterizes the center of the spec-
traI band of the pump field in energy space.

To carry out the numerical simulation with consideration
of energy conservation la¥é), it is convenient to transform
Egs.(8) and(9) into a single diffusion equation containing a
minimal number of independent parameters:

g(u)=

F
(n+pdg(u)u —)

-— 11
ag au (1)
where
_ngsﬂggﬂ O:2P2w§
47c? Pi ® Wwf,?
77=1—f uFdu (12)
0
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FIG. 1. Dependence of the electronic efficiengyon the length of the u=7/r
scattering regiori for an initial particle energy spread=15%. The shift
between the center of the spectral band of the pump radiation and the center ) o )
of the distribution function of the particles=1—u; is optimal; o, %: 1 — FIG. 3. Evolution of the distribution function of the electron$:+=15%;

10,2 — 20,3 — 30,4 — 40;e: 1— 0.07,2— 0.15,3— 0.22,4—0.28.  ¢=20%;{:1—0,2—10,3—12,4—18,5—20.

is the electronic efficiency of the conversion of the REB 4re determined by the width of the pump spectrum, as well
energy into signal wave energ)_/. . . . as by the distancén energy spagebetween the center of the

. The results of the numerical simulation .presen.te.d Ir'pump field line and the center of the particle distribution
Figs. 1 and 2 show that the energy-conversion efficiency,n tion. The pump intensity and the flux density mainly
increases as the characteristic widtfof the pump spectrum g ence the growth rate and the length of the scattering
increases. Thus, when the relative width of the pump Specr'egion.
trum is 40%, the maximum efficiency reaches 15%. Atthe ™ o 5 evaluate the possibilities of utilizing the mecha-

same time, an increase in the width of the pump Spectrumysy, ynder consideration to efficiently amplify submillime-
leads to a drop in the growth rates, and, accordingly, thge; ragiation by an intense REB with a current density

length of the interaction space, in which the maximum effi-j:104A/sz7 a mean particle energy equal to 1.5 MeV

ciency is achieved, increases. It is important to stress that the—_ o i
results of the numerical simulation confirm the assumption&z 4), and an energy spreai=30%. A backward-wave

. : . "™ relativistic generatdf operating in the self-modulation sto-
made above that the method for increasing the efﬂc'en%hastic reg?mb" can inpprincipglle serve as the source of in-
under investigation is not critical toward the quality of the o X
electron beam over a broad range. As is seen from a Comc_oherent pump radiation. Let the mean wavelength of the

' ump field bex;=3 cm, let the width of the spectrum be

parison of Figs. .1 and 2, the.maX|mum efficiency Scarcel)}2)0%, and let the integrated intensity of the pump field be 2
depends on, which characterizes the spread of the param- . L
: GW. In the case of monochromatic pump radiation, such an

eters of the electron stream. We also note that in the stochas- . S
: : : Iy . intensity corresponds to an electric field strength of 0.5 MV/
tic deceleration regime the efficiency is very weakly depen- ) .
. cm. The maximum pump field strength was selected here on

: : C fhe basis of the restrictions imposed by the development of rf
electron flux density. In fact, gain saturation is caused by th%reakdowr? We assume that the waveguide in which the

formation of a plateau on the electron distribution function . :
. X . . scattering process takes place has a cross-sectional area of
(Fig. 3), whose width and, therefore, maximum efficiency L . .
~3 cn?. Gyrotrons, whose emission power in the submilli-

meter range reaches 100 kW, can serve as the source of the
input signal with a wavelength ;=0.9 mm** The depen-

16.00F 4 dence of the energy-conversion efficiency on the longitudinal
8=30% . . L -
3 coordinate for the case under consideration is shown in Fig.
12.00} 2 4 (curvel). In the linear stage the growth rate equals 0.02
o cm 1. The maximum efficiency of~-5% is achieved when
. the length of the scattering region+is2 m. The gain equals
& so0f 40 dB, and the output power of the radiation is 0.8 GW.
As was noted above a similar mechanism for improving
1 the efficiency can be realized using stochastic undulators
4.0
whose magnets are separated by a distance that varies ac-
' cording to a random law. An undulator can be considered
0 20.00 40.00 60.00 stochastic when it satisfies the condition
&
Ah; 1
FIG. 2. Same as in Fig. §=30%; 0, %:1— 20,2 — 30,3 — 40,4 — —> N’
50;e: 1 —0.1,2 — 0.23,3 — 0.3,4 — 0.36. h;
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= d q’max 1 2m .
12.00 g J,F(V,)d¥,, J,,=—f e '?d0,,
dg =W max TJo
8=30%
- +¥ dw, Re(a€®»)
— =W , p—— V’
8.001 dé v v dé¢
< &
°. I 0,|;=0=00e[0,27], W,|;~0=0, a|;—o=a,. (13
& I Here we have used the dimensionless variables
4.00¢ —
§=hSZC_l, a=,uasaiC_2, W,,=‘y_7vﬁ;
y C
1 2 _
"J;"J - ) 2 1 3\ :Mﬁ
g  100.00 200.00 300.00 4%00.00 "oy C

Z, Ccm . . . . .
’ is the detuning from synchronism for the fraction with the
FIG. 4. Comparison of the energy-conversion efficiency of the electron€N€rgy v,

stream in the case of incohergsblid curve$ and coherentdasheg pump 2 1/3
radiation. Pump radiatiort, | — multiwave;2, Il — undulator. e wp_la |2)
2 i
4 a)s ry

C:

is the gain;,u=7+ aiz is the inertial bunching parameter;
where Ah; is the width of the spectrum of wave numbers, and a,;=eA;; /mc?/\/2y. The electronic efficiency is de-
h;=2=/d is the mean wave number, alN=L/d is the fined by the relation
number of characteristic undulator periodighat fit into the Cj
n=—
)72

Wmax
total lengthL.

The amplification of a monochromatic signal wave in an
FEL with a stochastic undulator is described by diffusionwhereF (¥ )=V .02/ ¥ ., is the initial distribution
equations which coincide with Eq$3) and (9). A broader function of the detuning of the electrons from synchronism
(in comparison with both microwave generators and opticalcompare Eq(10)], and ¥ ,,,=ud/2C.
laserg wave-number spectrum of the pump field can be ob-  For an electron beam with the same characteristics as in
tained in the case of a stochastic undulator. At the same timehe first of the examples considered above under the assump-
because of the lack of restrictions associated with a gap, thgon that the pump field is monochromatic and has a strength
oscillator frequency acquired by electrons in the pump fieldequal to 0.5MV/cm, the gail©t=7.6x10 3, the bunching
can be increased. parameteru=7.6x 10”2, and the maximum detuning from

As an example, let us consider the case of the amplifisynchronism¥,,,=3. The electronic efficiency found by
cation of radiation with a wavelength;=0.3 mm by an  numerically integrating Eq412) is plotted in Fig. 4dashed
intense REB with a current densify= 10°A/cm? and a par-  curvel). For a second example, the energy-conversion effi-
ticle energy equal to 4.5 MeVYz 10) passing through a ciency in the case of a regular undulator with a period equal

stochastic undulator with a characteristic perides3 cm 0 3 cm and a magnetic field strength equal to 3 kOe

and a magnetic field strength equal to 3 kOe. We choose €= 7-2X10"%, u=2X10"2, ¥;,,,=3) is depicted in the

cross-sectional area of the interaction region equal to 0.§ame figure by dashed curgeA comparison of these curves

cm?. The dependence of the efficiency on the IongitudinaIW'th_the results of the preceding analy§|s leads to the con-

coordinate for the case of an electron energy spread equal fusion that for an electron beam with large parameter

30% and a width of the longitudinal wave number spectrurrSPreadsiup to 30% the use of incoherent pump radiation

of the pump field equal to 30% is depicted by cutvin Fig. ~ With a relatively small decrease in the growth ratey a

4. The maximum efficiency of-10% is achieved when the factor of about 2 in the examples consideretakes it pos-

length of the interaction region is 3 m. The output power ofsible to increase t_he energy-conversion efficiency by at least

the short-wavelength radiation is 1.2 GW, which correspond@n order of magnitude. o _

to a gain equal to 40 dB when the input power is 100 kW. We thapk the EC-DG III/ESPRIT Commission for its
In conclusion, let us make a comparison with the resultSuPpPort(Project No. ACTCS 9282

of the simulation of the amplification of monochromatic

radla.'tlon t?y an REB having a t.)road energy .Spread anqAt the present time, the most fully developed method for increasing the

moving ina monochromatic pump field: A, efficiency of an FEL is the use of the synchronous adiabatic deceleration

=R xgAiexpl(wit+k2)]. Separating the beam into indi- regime(the inverted accelerator regiimeén which electrons are captured

vidual fractions that differ with respect to the initial energy by a synchronous combination wave, whose phase velocity then siowly

; ; . comparison to the period of the phase oscillations of the partides
of the particlesy,, we describe the amplification process creases as a result of the variation of the period of the undulatorfield.

using the following system of equatioisompare Refs. 4,5  jgpever, sufficiently complete capture of the particles can be achieved
and 15 only for beams having smafbn the scale of the amplitude of the combi-

2m
f w, F(¥,)dO d¥,,
0

=¥ max
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Sasers (sound amplification by stimulated emission of radiation) in the nonlinear
operating regime with various emitters

S. T. Zavtrak and 1. V. Volkov
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The operation of a sas¢sound amplification by stimulated emission of radiationthe

nonlinear regime is considered. A liquid with gas bubbles is chosen as the active medium. Pumping
is effected by a variable electric field. The processes leading to amplification of the active

mode in a flat cavity are investigated analytically for the cases of homogeneous and
inhomogeneous size distributions of the bubbles. 1897 American Institute of Physics.
[S1063-78497)01507-9

INTRODUCTION sion occurs along theaxis, andL is the cavity length in that

The theoretical scheme of the acoustic analog of a freedirection. The active medium is immersed in a variable elec-
electron laser, i.e., a sas@ound amplification by stimulated tric field, which plays the role of the pump waV&he vol-
emission of radiationhas recently been proposed in a seriesimes of the bubbles vary because of electrostriction. The
of paperst™ A liquid insulator with dispersed particles ho- resultant pressure acting on the bubbles can be represented in
mogeneously distributed in it was chosen as the active mghe form P(r,t)=Peexp(wt)+P'(r,t) (the static pressure
dium. These particles can be gas bubbles, produced, for eRas been omittgdwherePegexp(wt) is the pressure associ-
ample, by electrolysis. A pump wave is created in the activédted with the action of the electric field ami(r,t) is the
medium, which is enclosed in a cavity, by a variable electricPressure of the active mode.
field™~3 or by mechanical vibrations of the cavity wafldhe The dynamics of the gas-liquid medium are described by
spatial distribution of the particles is initially homogeneous,the following system of equatiorts?
and their total emission is equal to zero, but they subse-

2p’

guently begin to group together under the action of the AP’—i& P —(a+iB)P’=(a+iB)Pg expiwt)
acoustic radiation forces. This leads to autosynchronization c,2 Jt2 E '
of the oscillating particles and amplification of the active (D)
mode.

The autophasing of the gas bubbles in the initial stage of £U=(ReA)V|P[>=i(Im A)(P*VP—PVP*), @)
operation of a saser was investigated, and the starting condi-
. . . . . an
tions for the onset of generation were investigated in Refs. — +div(nU)=0 3)

n .

1-4. It was shown that losses of two types must be overcome

for generation to begif.The first is associated with the dis-

sipation of energy within the active medium, and the secon%ub

is due to the radiation losses on the end plates of the cavity.

It was assumed in Refs. 1-3 that all the bubbles have th&

same radius and are far from the resonance region. The more o

realistic case of an inhomogeneous size distribution of the a=a(r,Ro,t)=—47TJ (ReA)n(r,Ro,t)dRy, (4)

bubbles was considered in Ref. 4. The starting conditions 0

found for that case turned out to be similar to the conditions -

previously obtained. B=pB(r,Ry,t)= —47rf (Im A)n(r,Rq,1)dRy, (5)
It was assumed in all the preceding studies that the 0

changes in the spatial concentration of the bubbles and ﬂ\ﬁhere

active mode are small compared with the initial values of the

Equation(1) is the wave equation for a liquid with gas
bles. Here, is the velocity of sound in the pure liquid;
and B are described by the following equations

concentration and the pump wave, i.e., the initial stage of R
. . 0
operation of the saser was considered. In the present work A= B (6)
we shall dispense with that assumption and consider the op- ﬁ—lﬂa
eration of a saser at arbitrary moments in time for the cases w?

of homogeneous and inhomogeneous size distributions of the _ . _
bubbles. For simplicity, we shall consider a saser schemis the amplitude of the scattering of sound on a bubble with

with a flat cavity and electric-field pumping. a radiusR, and a resonant frequeney,, and J is the ab-
sorption constant.
BASIC EQUATIONS The quantityn(r,R,,t) is the distribution function of the

A schematic representation of a saser is presented in Fipubbles. It is assumed that, initially, all the bubbles are dis-
1. The active medium is confined between two planes. Emistributed homogeneously in space. Equatighdescribes the
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FIG. 1. Schematic representation of an electrically pumped saser
active medium;2 — solid walls of the resonator3 — electromagnetic
system, which creates a periodic electric fieddi— active acoustic mode;
5 — sound radiation.

translational motion of a bubble in a sound field. Heras
the rate of translational motion, and the coefficiértas the
form

£=4p Ry, (7)

P w0 2iw 9 s P (a' +i8"P
P C_|2 C_Izﬁ ag—iBo|P=(a’+iB")Pg,
(12
an’ NoPe Aazﬁ o p 9P (3
ot ¢ P 9z% |

In deriving these equations it was taken into account that
|ag+iBo|<w?/c?.1? We seek an expression for the active
mode in the form of a standing wave

P(z,t)=Pq(t)cogk 2), (14)
wherek, =(7m)/L, andm=1.2, ... .
Then, substitutind14) into (13), we find
an’  noPgk?
= L (APE +A*Pg)cogk, 2). (15)

gt ¢

Differentiating Eq.(12) with respect td and substituting
expressiong14) and (15) into it, we obtain the equation

wherep, and u, are, respectively, the density and viscosity Which specifiesP(t)

of the pure liquid.

Equation(3) is the balance equation for the number of

particles in the phase volume elemeafirdR, (we neglect
any coagulation of the particles

Let us investigate the one-dimensional solutions of the

system of equation&l)—(3) (i.e., let us assume that all the where

parameters vary only along tlreaxis). We explicitly sepa-
rate the rapidly oscillating multiplier exp{t) in P’:

P'(r,t)=P(r,t)expi wt). (8)

Substituting(8) into (1) and(2) and then(2) into (3) and
applying  the Bogolyubov-Mitropol'skii  averaging
procedure to the high-frequency component eiq), we
obtain the following system of abridged equations:

T A9 e g (PP ©
— 4 ——— —|P=(a+i ,
922 ¢t ¢ dt :
n__AJ P+P oLl + 10
ERT n( B, | Tec (10

ANALYSIS OF THE EQUATIONS IN THE FIRST STAGE OF
GENERATION

2 2 _ 2iw d |dPy A2 Pk
C_|2 L—ag— 1B C—Izaﬁ— mPek{(11Pg
+1,Py), (16)
»NpA? =noAA*
R R | dR, @
o ¢ o ¢&

The calculation ofxry and 8y and integralg17) requires
knowledge of the explicit form of the distribution function
no(Ry) at the initial moment in time. Let us consider the
cases of homogeneous and inhomogeneous size distributions
of the bubbles.

Homogeneous distribution.In this case all the bubbles
have the same radilgy, i.e.,ng(Rg) =Ngd(Rg—Rg). Then
Eq. (16) takes the following form:

w_z_kz_a_iﬂ_ﬁ_wiﬁ:_% *
2 b TR0 dt) dt 47Noé " ©
+Po),

whereag+iBy= —47mAN,.
During the derivation of Eq(18) it was assumed that the
bubbles are far from the resonance region and the dissipation

(18

Let us investigate the amplification of the active mode inof energy in the active medium is small, i.88,|<|ag|. We
a closed cavity with absolutely solid reflecting walls in the seek a solution of this equation in the form
initial stage of operation of a saser. We introduce the devia-
tion n'(r,Ry,t) from the initial distribution function
no(Ry), i.€.,

Poh=Atexpio't)+A exp —iw'*t). (19

Then, under the conditiofA™|<|A*| it is not difficult

N(r,Ro,t) =Ng(Ro) + ' (r,Ro 1), (1 foobtin
2/ 2
, RS oLw

and Re( )N_Z_(?_ao kE): > (20)

a=agta’, B=py+p. !

) , — ) ) c2 2,2p2

Setting|n’|<ny and|P|<Pg, we linearize the system Im(w’)~—| 8 agK PE (21)
of equationg9) and(10) with respect tan’ and P: 20| "° AN éRew') '
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The real part ofw’ [Eqg. (20)] specifies the detuning of 2 2iw d o
the angular pump frequenay from the resonant frequency {—Z—kf— @ Po(t)= —87TP0J’ Any,dR,
of the cavityw, =c¢, \/k2L+ ag, and the imaginary part ab’ I G 0

[Eq. (21)] gives the gain of the active modé. Since »
Bolag~ 8, it is easy to prove from Eq21) that the condi- _SWPEJ AndRy, (28
tions 6, >0 and 0

where

1
Pe> PstZk—L\/4P|M|w25| Re(w')| (22 n;=n(t)=(n(z,t)cosk z),
n,=n,(t)=(n(z,t)cod k z),

must be satisfied for generation to begin.
Here P, is the startingthreshold pump pressuré?
Inhomogeneous distribution.As a rule, the experimen- .
tally observed size distribution of bubbles is characterized by Ni= ni(t)=(n(z,t)cos k z).

the following relation Substituting Eq(14) into (10) and multiplying Eq.(10)
no(Ry)~aR: ® 29 successively by cdgz cogkz..., etc., after averaging
o(Ro)~aR, %, over z we obtain an infinite hierarchy of equatioflike the
where the constara specifies the local gas content in the Bogolyubov—Born—Green—YvonBBGKY) hierarchy in
liquid. statistical physicy
_It was shown in the prgcgding stitihat in the case of oy kE
an inhomogeneous size distribution of the bubbles the main i E[(A* Po+APj)Pe(ng—ny)
role is played by the bubbles with resonant frequencies close
to the pump frequencw. In fact, since the dissipation of +(A+A*)PyP? (N —n3)], (29

energy in the medium is small, i.e., sin&<1, the inte- 5
grands in Egs(4), (5), and(17) have a sharp maximum at any 2_k|_

[(A*Po+APg)Pe(n;—n3)

w=wo. When this is taken into account, it is not difficult to gt &
calculate the asymptotic forms of these integrals des0 . .
(Ref. 4). As a result we have +(A+AT)PoPy(n2—ny) . (30)

Several assumptions must be made in order to analyze
this infinite system of equation&he hierarchy is usually
mo(R,)RS terminated at some leyelln an approximation we replace

oo (250  the guantity co¥ z by 1/2 in the expressions fam, and
n;. Thenn,~ngy/2, andny~n,/2. As a result, instead of Eq.
(29) in an approximation we have

ag=0, Bo=~2m?R3ny(R,), (24)

=0 1 R

whereR,, is the radius of a bubble with the resonant fre-

quencyo. an, KE(A+A%)  KkfPeng .

Substituting expression®@4) and(25) into Eq.(16) and Tt 28 PoPoni~ 2¢ (A*Po+APY).
seeking the solution dfL6), as in the case of a homogeneous (31)
distribution, in form (19), we obtain expressions that are i o o
analogous td20) and (21): Separating the oscillating multiplier iRq(t), we have

22 5 Po(t)=explio't)D(t), (32)
w w
Re(w')~— 2_|( Py kf) =- LT (26)  wherew’ is a frequency shift, which will be defined below.
|

Substituting Eq(32) into (31) and averagind31) with
respect to the phas¢=w’t, we find

(o)~ S| gs 2T PEKLN(RR, 21 .
M(w')~— n=aexpio't)+a*exp —iw't), 33
20| B iR )5 Re(e) 1=aexgio’t) H—io't) (33)
where
It is easy to see that the starting conditions following from 5
(26) and (27) coincide with those obtained in the preceding kino®oPeA* 34
case. ikP(A+A*) .

itw'| 1+ ——————|d|?
€ 20 | D

NONLINEAR SASER OPERATING REGIME The funptiopnl charqcterizes the inhomogeneity of the
spatial distribution density of the bubbles. Express{88)
Let us now consider the operation of a saser at arbitrarghows that this density oscillates with an angular frequency
moments in time. We seek the dependence of the pressure equal to the pump frequency shift’ .

the time and the coordinates, as before, in fofid). Multi- If we substitute(32)—(34) into Eq. (28) and average it
plying Eq. (9) by cosk z and averaging over the spatial co- with respect to the slow phaské='t, we obtain an equa-
ordinate we obtain tion for the frequency shift
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w2
—+
cf

20w’
cf

2mPEK(|®o|?

1 (39

and an expression for the growth of the active mode

dod c? 47P2K2

o_ Bt ELF, |0, (36)
dt 20 \ o' Bo

where

B NolA|2(A+A*)
Fl_fo K2(A+A*) 7y 4R, 37
El 1+ | ————[®y|?
2fw’
e,
§<1+

In the initial stage of generation, in which, is small,
Egs.(35) and (36) give (F,~15)

nolAl? dR,
K(A+A*) | '
———— (|

(39

w'=—5 wl2, (39
ddy Boct PZ

The expression$39) and (40) obtained are valid in the

initial stage of operation of a saser both for the case of a

homogeneous size distribution of the bubbles and for th
case of an inhomogeneous distribution. Equati®) clearly

In the case of a homogeneous size distribution of the
bubbles we have

2 14 12
IPomal = Pel — —1 (M—Ol) (41)
Oma E Pgt BO .
Sinceﬂ~ 1 Eq. (41 gives
Bo O
2 1/4
E _
|P0ma>J:PE(P_2_1) ) 1/2- (42)
st

In the case of an inhomogeneous size distribution of the
bubbles, it is not difficult to calculate the asymptotes of the
integrals in Egs(37) and(38) for 6—0:

mo(R,) RS
F1=~0, Fp=~ T (43
0
S&(R,,) P, +4
When this is taken into account, we have
PE 4 1/4
|P0ma>J = \/EPE( (P_st - 1) . (44)

CONCLUSIONS

Thus, a saser achieves a saturation regime during its op-
ration. This effect is similar to saturation in the theory of
ree-electron lasers.
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Electromagnetic waves in a round rod in the presence of an arbitrarily directed external
magnetic field or anisotropy axis

Yu. F. Filippov

Institute of Radiophysics and Electronics, Ukrainian National Academy of Sciences,
310085 Kharkov, Ukraine

(Submitted January 10, 1996

Zh. Tekh. Fiz67, 86—91(July 1997

A rigorous theory of the propagation of electromagnetic waves in round anisotropic and
semiconductor rods in the presence of an arbitrarily directed anisotropy axis or external magnetic
field is developed. New types of independent waves are discovered. Exact dispersion

equations are obtained for them, which define the dependence of their spectral characteristics on
the parameters of the semiconductor or anisotropic crystal and on the magnitude and

direction of the constant external magnetic field. The results of numerical investigations for rods
made from a semiconductor or a uniaxial crystal are presentedl9%€7 American

Institute of Physicg.S1063-78407)01607-3

The spectral characteristics of electromagnetic wavesmetry axis of the rod in the 1-3 plane, and theare the
propagating in anisotropic and semiconductor rods have beasomponents of the dielectric tensor whér=0.
investigated only for cases in which the direction of the ex-  In particular, in a uniaxial crystalquartz, ruby, or leu-
ternal magnetic fieldH, or the anisotropy axis is parallel to cosapphirgthe latter equal
their geometric axis. Establishment of the relation between
the components of the dielectric tensor and the spectral char-
acteristics of waves for arbitrary orientations is of great cur-and in a semiconductor immersed in an external magnetic

€117 €207 €33, £10= €21= €137 €317 €23~ €32=0,

rent interest. field we have
THEORY 811=822:8L<1—E w'zmlﬂa),
. . . a
Let us consider a round homogeneous rod, which is
bounded atr=r, by a vacuum and made from a material = g;=g4,=£,3=£4,=0,

whose electrical parameters are described by the components

of a dielectric tensor of the following form : 2 -
g €10 _82l:|8L2 Wpa@Ha(®L),) L
o

a;; A a3

e=| A1 QAx QApz|. 1) 833=8L(1_2 co,zm(w+iva)1/w), 2
a3 azz Aas3 “

Here where Qa=(w+iva)2—wﬁa; g_ is the lattice constant;

wp,, WHe andv, are the plasma frequency, the cyclotron

— 2 2 —
an=e1C+ 6335+ (6137 23)SC A=, frequency, and the collision frequency of the particles of

a;,=61,C+e3S,  an=e,C+ &S, Ei)::ﬁ)ssa; and the summation is carried out over all the par-
a15= (233~ £1)SCHe1C?— 5%, It is more convenient to seek the solution of the system

of Maxwell's equations K= w/c)
curl E=ikH, divH=0,

a31= (833~ £1) SC+£3,C*— 2155,

a33=82dC—£21S, azp=83C—25,

Ag3= 1,52+ £3:C2— (£13+ £37)SC, curlH=—ikeE, diveE=0 3)
S=sin®, C=cos0, is the angle of inclination of the for a round rod in theAcyIindricaI coordinate system
external magnetic field or the anisotropy axig to the ge-  (t,¢,2), in which the tensoe takes the form

0,10 Coty.S —0-StyCo—y- aCitazs
e=| —0-S+y:Coty.  0,-0 Coty, S, @Ci—aisS |, 4
a31Cy+azS; azCi—aszS; ass
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where andn is the azimuthal mode number. Using the recurrence
relations between the Bessel functiahgx) and their prod-
ucts (here and below, a prime denotes the derivative with
Sp=sin(me), Cpr=cogmey). respect to the argument

20.=ap*ay, 2yL=apta,

The dependence of the components of this tensor on the  xJ;(X) =NJn(X) —XJy_1(X) = =N, (X) +XJp 4 1(X)
azimuthal anglee complicates .the mves’uga’uop S|gn|f|- it can be shown that
cantly. However, an exact solution can be obtained in this
case, too. For monochromatic waves which have a depen- p W (r,¢)=%»¥, . (1),
dence on the time and the axial coordinate of the form N N

Q(Z t)ZEXF[i(kZZ—wt)] (5) ét\Pn(ri‘P):%Z\PniZ(ri(P)- (8)
an investigation of systert8) is carried out to find solutions The influence of the operatots. andg.. on the wave
of the coupled differential equations for the axial field com-functions¥q(ri¢) leads to alteration of only the azimuthal
ponents of the form mode numbers. o

A A Substituting (4) into (3), taking into account5), and

LyH,=—kA.E,, equating the coefficients in front oF ,(r;¢), we obtain a

q g n I
. system of algebraic equations relativeAp andB,,:
LeE,=—k3A_H,, (6)
(L—22V)A,+ 2°k3(PLA,_,+P_A,,>)
where

=kx[S,Bpi1+S_B,_1—ik,x

Ly=L+VA, +Kk¥P,g,.+P_g.),
X(Bp-2P+=Bpi2P-—v-Bn)],

Le=Kk*T+(L+Kk2V)A, —k?k3 (P, g, +P_g_
E (L+keVIA —Kke(P.g.+P-g-) [K2T = 5%(L+K2V) |B,— #2Kk2(P . By_p+ P_Bps )

—ik K[ (S; +G4)By1—(S-+G_)Byy1]
=xk)[G, A, 1+G_A,,1—ik,x
X(PiAn_ 2= P_Apqiaty-Ap)l 9

For the class of solutions

+ik,K (S, +G, )b, +(S_+G_)b_],
A is the transverse Laplacian operator
A.=8,b. =S b_+ik[P. g, —P_g-*y A],
V=0'+k2—k§, 2P.=0_Fvy,,

T=agl —k?[ (2310151 832019 K A_1=&A 11, Bn_1=£Bhs1 (10

—(a158311+ ay53239) kg], this infinite system separates, whé&n = 1, into independent

_. 2 _. 2 blocks of the form
2S. =(813+ 1 019K~ (azFiazg)ky,

7AN= 71 Byt 75 By,

2G .. = (853171 D139 K* — (aqr™ 123D KS o Y i
7eBntikk (7 +X1)Bni1=K (N Anr1— 72 An),

Sike=QjjAke— Qiedxis  L=Lygl oo+ (y2 —95)K%

. . . . . 77HAn+1:§7]IBn+77;Bn+1a
The influence of the azimuthal nonuniformity appearing

in the components of upon passage to the cylindrical co- NeBni 1+ i1 EKK( 77 + N1 )Br=K2(ENT A= 75 Anin),
ordinate system on the characteristics of the propagating (11)
waves is described by the operators where

b,.=eTle iil_i nu=L—sx?7_, 77E=k2T—%2(L+k§T+),

- ar rde)’
. Tt:Vth—kzi )\tzy—igy+1

O —ei2i<PA _E 1_|i i—l—l_i + + . 2

9= LT dol\ar 7t ag) | 1 =Kx(S_*ES,), ny=ikkpe N,

We seek the solution df3) in the form N =kx(G_*£(GL).

A nontrivial solution of(11) exists when
[nmet K (n; my —Eni NP

E,=> B,V (r)Q(z). 7) =EKKNL 75 — 75 75 +iKy( 7y TN 1) 7% (12

. This equation defines the radial components of the wave
Here A, andB, are constant¥ (z,¢)=J,(xr)e"¢, » and  vector. From(11) we note that coupling appears in the rod
k, are the radial and axial components of the wave vectorbetween the partial modes characterized by consecutive azi-

H,=2 AW, (rie)Q(zt),
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muthal mode numbers, i.e1,andn+ 1. Below we shall say spect toA,, 1j, A,j, Bny1j, andB,;. The condition for the
that a nonaxial orientation of the anisotropy axis or the ex-existence of nontrivial solutions leads to the dispersion equa-
ternal magnetic field leads to an interaction between thesgon

modes. Independent waves, which we call symmetric when 4

&=1 and asymmetric wheg= — 1, then appear in the struc-
ture. The radial components of their wave vectors are deter- m
mined by the solutions of Eq12). The tangential compo-

2T =0, (15
=0

here

nents of the wave fields must be continuous on the surface o

the rod. To satisfy this condition, two solutions must be con-
sidered. The solutions of systef®) which are finite on the
axis of the rod and satisfy the Sommerfeld condition at in-

finity can be represented in the form of the expansions

where thex; are specified by the solutions @2), the index

D ALY r=rg,
HZ:Q(Z,t)E eln(p 7 njYni-j
" GaHM (xor) =T,

] 2 Bupda(gr)  r<ry,
FZ:Q(Z,t)E gine ] nj¥nt7®j 0 (13)

" RyH Y (xor)  r=rg,

j takes the values 1 and 2, ang=k>—k2.

Using (8) and (10), we can easily show that the azi-
muthal componentg, andH,, are defined by the following

expressions:

E¢=Q(z,t)§n: eine

; [af)jAnj—bE;Bni1j—ihE;By /L,
X
[koeoGrHY (2¢or ) — iNKRyH (5608 ) 1/ 22,

H,=Q(z,t)> e
n

> [@Baj+igE Basaj+infAn L,
X -, .
[KooRyH (2608 ) +ink,GnH W (508 ) 1/ 23,

(14

where

ap; =K 7_2;dp—ink?\ _Jy,;/r],
bg;=K[S_Jns1j— £S:In-1],
Ei=K N7 dn /r—iN K221,
ag;=k{[(a;a— 7+)k2—(7+—§r,)k§]x3r’1j
—ink\;Jp;/r},
O =KK[S_Jns1j+€S:dn-gj],
hiyj =k n7_Jnj/r —ik*N 2} ].
The expressions obtained after substitutihg and(14)

Fo=(Ru2) = @x(T12,Riot B1G12) + B1{R12,G12
—a1Ry) + £z Ba(Ryy Ro) + (@f + £a5)(T 1)
+(B1+B2)(G1a) ~ (Ror, aa( BT+ £B3)G1o)
—(Ro1,1(BI+EB3)Gro— Bi(al+Ead) T
+(af+ £ad) (BI+ EB3)(Ray),

§F 1= ayf B1(R22,S12) +(S12, T12~ B1Ran)
+B1(T1oP20) + (B1+ €83) ((Ra1, P1)
—(R22,P10) ]+ Bal(R12,@1S:1— P21) +(Ru1, P22
— 1S9 + a1(T1p,Po)) — (af+ £ad)(T12,S20)],

EF 2= (S10) — a1[ B1(S11,S20) + (BT +EBS) (P21, So)
—(P11,5:2) 1+ B1l[{P22,S12) = (P12,512)]

+ £aaBol (T1o,Ku) +(S12, Son) 1+ (af + Ea)) (B
+£B3)(So0) + (BI+ £BD)[(P12) +(Par)
+(P11,P1p)],

Fa=—(K12,85S10% aa( Bi+ £B5) o),

Fa=(B1+EB5)(K1a),

(Lipp=LiLi™,  (LijGkm =LiGim +Li G,

Rinj: Iljii Ej_ Ei Ej! szzﬁlvﬂz_zﬂzvﬂuy

Pl =Zgbg;+Veige;, Ki,=bgigg,—bggE;,

S =Z{iggj+ Viibg;, 12=Zg1 Ve~ Zg,VEr

Z5i=xgag— kL,

8= 20r oMY (sor o) HP) (2ot o),

Vgi=xohgi—nkLdni/to, o= me+ &S (ny +A1),

1= M=y 2= =710 =

B1=K*(memy —iEkkA 1) (71 + @y 7ol o=y,

Bo=[me\1 —ikkzmy (171 + ay) 1K 7o) = -

Solutions (12) and (15) define the dependence of the
spectral characteristics on the parameters of the problem of
independent symmetric and asymmetric waves in a round
homogeneous rod. The latter is made from a material whose
electrical properties are specified by the components of ten-
sor(1). One interesting feature is that these waves form as a

into the boundary conditions indicated above and relationsesult of the interaction of partial modes with consecutive
(11) form a complete system of algebraic equations with re-azimuthal mode numbers.
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FIG. 2. Dependence of the retardatignof symmetric waves orkr, for
n=5 and®=0 (a), 0.37/2 (b), and 0.357/2 (c).

N ., 8 As was noted above, crossover of tHeand E modes
/% /2 occurs on the surface of the rod. Either waveguide modes
then appear in the structure,kf>k, or whispering gallery
FIG. 1. Dependence of the retardatigon the angle of inclinatio® of the modes appear, K,<k. The influence of the curvature of the

anisotropy axis fon=5 andkro=2.5. rod surface leads to partial emission of the latter into the
vacuum. The latter decreases as the azimuthal mode index
increases.

The re;ults obtained.above can be _generalizeq to the | the case of symmetric waves<£1), system(11)
case in which the properties .of the material from which theseparates into independent blocks of the form
rod is made are also determined by components of the per-
meability tensofa ferrite or a ferromagnetic semicondugtor (L= %) An= xkagsBn 1, (18)
In the general case the dispersion equation can be inves- 5 2 2 _
tigated onl%/ by numerical metl?]ods. Be?ow we present the [LoA(11855K" —83dkz) ~ £11L 117" 1Bn 1 = #kByfAn
results obtained for the propagation of waves in a rod made The nonaxial orientation of the anisotropy in this case
from a uniaxial crystal in the presence of an arbitrarily ori- leads to an interaction of the partial modestoindH po-
ented anisotropy axis, as well as for axially uniform magnedarization with consecutive azimuthal mode numbers. Sym-
toplasmon modes in the presence of an arbitrarily orientedhetric waves appear. The partial components of their wave
external magnetic field. vectors equal

x1=\Los  xy=[e1183Ke—agki] ¥ ey (19

When xi and %g are positive, they are waveguide and

Figure 1 presents the results of a numerical investigatiogvhispering gallery modes. It is seen from Fig. 1 that they
of the dependence of the retardatign k,/k on the angle of  exhibit a zone of opaqueness with respect to the angle of
inclination of the anisotropy axi® for n=5 andkro=2.5.  inclination and nonuniqueness of the phase velocity at small
The rod was made from a uniaxial crystal of leucosapphiresalues ofkr,. This is due to the appearance of low-frequency
(11=82,=9.4, 833=11.51). It is seen from the figure that waveguide modes when the anisotropy axis deviates from
two asymmetric waved/, propagate with different phase the direction of the geometric axis. The dependence of the
velocities in the structure whe@ is not equal to 0 or 90°.  retardation¢ on the dimensionless paramekeay, at values of
They appear as a result of the interaction of two partiakhe angle of inclinatior® equal to 0, 0.&/2, and 0.3%/2 is
modes ofE polarization with consecutive azimuthal mode presented in Fig. 2a, and the dependence on the angle of
numbers. In fact, wheg=—1, system(1l) separates into inclination forkr, equal to 2.2, 2.3, and 2.5 is presented in
independent blocks of the form Fig. 3. In an axially anisotropic rod{=0) the waveguide

(Lyy— %2)A, =0 modesV, exist only for o> w, (Fig. 23. Their critical fre-

22 n ’ . . .
guencyw, is determined from the equation{= wr¢/c)

HY (xe)In(Ve1Xe) = HE (Xe) In( Ve 1Xer)- (20)

) ) ) The low-frequency brancheg, andV, appear for even
where 6= g118 33K — agdk; —ayx”. _ ~a small deviation of the anisotropy axis from the geometric
On the basis 0f16), we note that partial modes, viz., axjs (Fig. 2b). Their spectral parameters at smii, are

oneH (E,=0) mode and twd (H,=0) modes, appear in  getermined by the solutions of the equations
the rod. Their radial components are equal, respectively, to

ANISOTROPIC RODS

5Bn: - 2ia13%k28n+1,
8By 1= 2ia axk,B,,, (16)

. L3,=(k tan ©)7[ (e1:Ksx, tan ©)2+ Loy Loyt 23) ],
x1=Lop  Aypx; =[e1se3al ool a1k, . 17 (21)
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FIG. 3. Dependence of the retardati®of symmetric waves on the angle of
inclination ® for n=5 andKr,=2.2(a), 2.3 (b), and 2.5(c).

where x, was defined in Eq(19).

These waves also exist below the critical frequency and
depend weakly on the radius of the rod. An increase in the
angle of inclination leads to an increase in the phase velocity -0.5 g
for V; andV, and to a decrease in it fov;. The region co”/wp
where the latter exist shifts to lower frequencies, and the
phase velocity of the low-frequency modes depends signifiFIG. 4. Dependence of the resonant frequendw, of surface modes on
cantly on the angle of inclination. All this leads to the ap- the cyclotron frequencyy /w, for =60, © = /4, andy =20.
pearance of the features indicated above in the behavior of
the dispersion curves.

Symmetric and asymmetric Whispering ga”ery modesround semiconductor rod have been studied only when it is
were observed experimentally in Ref. 1 in a disk cavity madémmersed in an axial magnetic field. A need has arisen to
from |eucosapphire with an anisotropy axis |y|ng in the p|anegeneralize the results obtained to the case of an arbitrary
of a transverse section of the rof) € 90°). orientation of the external magnetic field.

When 2 and »2 are negative in the structure al is For axially uniform modes K;=0) system(11) sepa-
not equal to 0 or 90°, a symmetric surface wageappears. fates into
Its amplitudg decreages expo_nentially on bqth sides of the [epak’— (0. — £ ) %2 A, = xK(7, — £7_)Bps 1,
surface. An increase in the azimuthal mode index leads to a
decrease iné and the disappearance of this wave. This &1l £33 k?—a1%°]By 1= xk(7 — E7_)A,, (22)
wave does not appear on a flat interface. Surface waves ajgare
observed on the latter in the optical range near the absorption
bands? er=euteiden, ar=eCl g,

The insulating rods employed in light guides and lasers
are fabricated predominantly from uniaxial crystals. The
strains appearing in them during the formation of the rod
texture and under the influence of mechanical stresses have a w/w,
significant influence on the operation of these devices. They 0.9
also lead to alteration of the values of the components of the
dielectric tensor and to the appearance of off-diagonal com-
ponents in it. The simultaneous performance of measure-
ments of the spectral characteristics of the modes appearing
and the investigation of the solutions obtained above make it
possible not only to detect these strains, but also to investi-
gate their parameters.

0.5

&,=0

SEMICONDUCTOR RODS

The magnetoplasmons appearing in semiconductor
structures are utilized in the diagnostics of the surfaces of
conducting materials and the creation of solid-state devices
that are controlled by an external magnetic field. The propa-
gation of waves at an angle to the latter gives rise to effects
which permit the creation of structures with new functional g, 5. pependence of the resonant frequency of surface modes on the
properties. The characteristics of waves propagating in angle of inclination® for n=60, y= 20, and|wy| = w,/4.

9.8
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27.=—Yliege 076, (33— &17)C]. e£;=0. As the azimuthal mode index increases, its fre-
quency approaches the frequency of the surface magneto-

t\{\'/e noft?hfrom(ZZ) i_ha;_ tr|1(;a Imﬂ(;Jer:cethof a nonaxial 0”]: plasmon existing on a planar boundary between a semicon-
entation of the magnetic field leads to the appearance of ag ... 2n4 2 vacuum

interaction between the partial modes®fandH polariza-
tion with consecutive numbers. Symmetri¢=1) and w=[e (e, +1) 1+ 03/4]"*— wysgn(n)/2.
asymmetric £=—1) axially uniform modes appear in the
structure. The radial components of the wave vectors of th
symmetric modes do not depend on the angle of inclinatio

A nonaxial orientation of the magnetic field leads to the
%ppearance of the symmetric surface maegsin the struc-
n[ure, which exist in the region correspondinggp<0 and
%lz\/g_fk, %=1 e3K. a,,<0, and the asymmetric modefg+ when £¢;<0. Here

This d d ¢ i des f PJ-+ is the branch of modes fas,>0, andP; is the branch
IS dependence appears for asymmetlric modes 106¢ nodes forwy<0. The dependences of the resonant fre-

which guencies on the strength and angle of inclination of the ex-
2311%5,22{(83# ag)ey+[(s33tag)?e?; tgrnal mgg_netig fielltlj are qualitatively different. .The.frequen—
oo cies exhibit a significant dependence on the direction of the

—4e3e 1181081 ] VK. magnetic field (nonreciprocity. The latter is absent in a

Figures 4 and 5 present plots of the dependence of thsansverse magnetic fieldsf = w; ).
resonant frequencias/ w, on the angle of inclinatio® and
the cyclotron frequenCWH /w; of the carriers for a single- ., Ya. Kirichenko, Yu. V. Prokopenko, Yu. F. Filippcst al, Radiotekh.
component semiconductor plasma, =17, n=60, and Elektron. 33, 300 (1989.
x=w,r,/C=20. In an axial magnetic field§=0) a series  ?Surface Polaritons: Electromagnetic Waves at Surfaces and Inteffaces
of bulk magnetoplasmons exists in the structure when V- M. Agranovich and D. L. Mills(eds), North-Holland, Amsterdam
. 1982 [Russ. I, Nauka, M .
£:>0. When ,;<0, there is a surface magnetoplasmon (-982 [Russ. transl,, Nauka, Mosco985]
(dashed curvé,), which transforms into a bulk mode when Translated by P. Shelnitz
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INTRODUCTION FORMULATION OF THE PROBLEM

The solution of problems related to the generation of L&t US investigate the propagation of a surface electro-
microwaves in plasma waveguides requires knowledge of thE'agnetic waveSEW) near the boundary of a homogeneous
spectra of eigenfrequencies for the respective waveguidlasma cylinder of radiu®,, which is separated from the
structure. This is because the excitation of waves is modf'€tal chamber by an insulator with a dielectric constant
efficient2 near the eigenfrequencies. Slow-wave elements’ =1. W_e sha_II consider the case of a free cold plasma,
viz., combs, disks, etc. are often used in the beam excitatioWhose dielectric constant equals
method. They make it possible to prolong the interaction of

— 2 -2
the beam particles with the corresponding eigenwave of the &~ #0 ; Qpo%, @
structure and, as a result, to increase the efficiency of rf _ _ _ _
generators 3 whereeg, is the dielectric constant of the crystal lattice of the

The creation of multicomponent waveguide structuresSémiconductofin the case of a gas plasmeg=1), o is the
has provided additional possibilities for designing efficientTéauency of the wavel),, is the Langmuir frequency, and
devices for rf electronic:® The presence of various plasma ¢ 1abels the type of particles: ions, electrons, or holes.
and insulating inserts in a metal waveguide leads to an in- W€ assume that the waveguide is uniform along the axis

crease in the number of eigenwaves and, thus, to physicz?lf the cylinder:39/9z=0. The cross-sectional shape of the

effects associated with their propagation and interaction‘."""“’eguide is assigned by the following dependence of the

This is reflected in the design of divers radio-electronic de—radIUSR2 of the metal chamber on the azimuthal angle:

vices for various purposes in plasma and semiconductor

electronics:*® Ro=R;
The possibility of using an annular electron beam to ef-

ficiently excite microwaves that propagate azimuthally near For the magnetic fieldH, of the SEW in the plasma

the surface of a plasma cylinder separated by a vacuum ggp<R,), from Maxwell's equations we obtain

[’

1+ }_}l h,, sin(ng)|. 2

from a coaxial metal waveguide was demonstrated in Ref. 7. )
It is fairly simple to extract the energy of these azimuthal Eir ‘9HZ_ 2 3‘9_ H.=0 &)
surface wave$ASW) through an insulating window of small ror or Py2gp2) *

angular dimensions in the metallic skin of the wavegide.
. where x,=k/|e| andkc=w.
The advantages that an rf power generator employing the L
excitation of ASWs would have over generators that utilize The components of the electric field of the SEW are
o . . gene .. expressed in terms &1, in the following manner
longitudinal beams include, first of all, their short longitudi-

nal dimensions and high efficienéyThis is the reason for i d
the urgent interest in the problem of calculating resonant T ekr @HZ' S
multicomponent slow-wave structures. .

The slowing of electromagnetic waves propagating azi- _~id 5)

muthally near the surface of a plasma cylinder separated by ¢ gk dr %
an insulating layer from a metal waveguide of noncwcularWi,[hin the insulator Ry

cross section is investigated. The distribution of the fields O(Nell as ofE, andE,,, on the spatial coordinates is specified
r @

these waves is studied. The correction to the eigenfrequen% Eq.(3) and by expressiong}) and(5) after the following
of an ASW caused by the small deviation of the cross SeCtiorﬂeplacement is made in them:

of the waveguide from a circle is determined. It is shown that

the periodic variation of the curvature of the surface of the €—¢&g: (6)
metal chamber along the direction of propagation of the o the basis of the symmetry of the problem, we seek a
wave leads to removal of the degeneracy of the frequency ofgytion of Eq.(3) in the form

the ASW with respect to the sign of the wave number, if the

2??#ela\:vg$2.od of this variation is equal to half of the period Hz:% H<Zm>(r)exr(imgo—iwt), @

<r<R,) the dependence ¢i,, as
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wherem is the azimuthal mode number ardis the azi- H, of the magnetic field of an ASW within the plasn(at

muthal angle. r<R,) is expressed in terms of the modified Bessel func-
The following boundary conditions are utilized to obtain tions I ,,(£):2

the dispersion relation: confinement of the fields to the SEW (M) o — ()

in the volume under consideration; continuity of the fields HZ 7 (1) =C1 m(rxp), (12

E, andH, on the plasma-insulator boundary, i.e., WhereC(lm) is a normalization factor.

E,(Ri+0)=E,(R;—0), H,(R;+0)=H,(R;—0); The solution of Eq(3) which satisfies the boundary con-
(8)  ditions (8) on the plasma—insulator boundary fdr, within
1the insulator Ry<r=R,) is expressed in terms of the Bessel

and equality of the tangential electric field on the surface o . . X )
d y g functions of the first kind,({) and the Neumann functions

the metal to zero, i.e.,

g Nim(£)

2

(ET(Rz)och(qo)E¢(Rz)+Er(Rz))W HY™ = 0.5m4RoCaL (%), (13
E.(R,)=0. 9) where

Assignment of the cross-sectional shape of the wave- Lm(%gr)=G1Im(2gl) —GoNp(2gr), (14)

guide by Eq{(2) makes it possible to simulate any shape of a _ ,

transverse section of a waveguide, for example, a rectangular C1~ Veg!|e[1n(3pRo)Nm(26R0)

shapé or the shape which is characteristic of the ;urfgce of +1m( 2pRo)N(24R0), (15)
the anode section of a magnetron. However, to simplify the

p_resentatioq of the material, we shall confine ourselves at GZZ‘/8g/|8||r,n(%pRO)Jm(%gRO)+Im(%pRO)‘Jr’n(%gRO)y
first to consideration of the special case (16)

Ro=Ry[1+hy sin(Ng)], (100 a prime denotes the derivative with respect to the argument,

and afterwards we shall generalize the results obtained to trRNd %= k\/s_g- o

case of an arbitrary waveguide cross secfiein. (2)]. The ~ In the zeroth approximatiorhg=0) the boundary con-
choice ofR,(¢) in the simplified form(10) is also of impor- dition (9) for the tangential component of the electric field of
tance in itself. WherN=1, this relation describes the off- &1 SEW on the insulator—metal boundary takes the form
center displacementthe violation of coaxiality of the E¢(R%3=0. Hence we obtain the dispersion relation of an
plasma column relative to the metal chamber. The case ASW

N=2 describes an elliptical chamber, aNe= 3 corresponds , , ,

to a slow-wave structure with an angular periog/al. The  2m#aRo)Nm(¢gR1) ~ Jm(7¢gR1)Nin(¢Ro)
values ofh,,, which specify the maximum deviation of the Jm(2gRo)Np(%gR1) —In(2gR1)Nm(24Ro)
radiusR, of the metal chamber from its mean valRe, are
assumed to be smallh{<R,R,'—1<1). We solve the
problem by successive approximations, utilizing the theory
of ASWs in Ref. 10 as the zeroth approximation.

17

1
i)z Ir,n(%pRo)
2] Tm(#pR0)

Its solution in the approximation of a narrow insulating
layer was studied in detail in Ref. 10; therefore, we shall not
analyze it here. We note only that the dispersion of an ASW
is linear (its frequency increases with the azimuthal mode

Surface electromagnetic waves propagating azimuthalljpumbey , and, in contrast to the case of a waveguide con-
in circular isotropic cylindrical plasma waveguides havetaining a magnetically active plasni these waves are
been termed azimuthal surface wav@sSWs). They are complementarythe frequencies of ASWs propagating in op-
E-type waves with the componeng , E,, andH,, and Posite directions are identigal
their properties were studied in detail in Ref. 10. Here we  Azimuthal surface waves with different values of the
present only the basic information needed for the ensuingzimuthal mode numben propagate independently; there-
investigation. The dispersion properties of ASWs and thdore, we shall assume that only one harmonic with the azi-
topology of their fields differ significantly from the proper- muthal mode numbeM exists in the zeroth approximation.
ties of surface waves propagating in planar plasma
waveguides. For example, ASWs are electromagnetic waves,
unlike the surface potential waves that propagate along girsT APPROXIMATION
straight plasma boundary.

In the case of a free cold plasma, ASWs exist in the In the first approximation with respect to the small pa-
following frequency range rameterhy the magnetic field of the SEW in the region

202,02 Ro<r <R, is found in the form of the sum of the fundamen-

2o < Qe 07 (1D tal harmonic [which is proportional to exp{l¢)] and

The solution of Eq(3) which satisfies the boundary con- two satellite harmonics [which are proportional to
dition on the axis of the waveguide for the axial componentexp((M=N)¢)]:

ASWs IN A WAVEGUIDE OF CIRCULAR CROSS SECTION
(THE ZEROTH APPROXIMATION)
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H,=0.5m%4RoC1{L (24 ) eXp(iM @) Expression22) for the correctiom wy to the frequency
) of the SEW does not depend on the sign of the azimuthal
tHAnLvn(gr)exdi(M+N) ¢] mode numbem. This is typical of oscillations in isotropic
+H_hyLy_n(gHexdi(M—N)eltexp —iwt). (18) plasma v'vaveguidéfé“. Using recurrence re'lations. and the
o . ] ) asymptotic expression for the Bessel functibheie find ap-
and(5) for the electric fields of the ASVivith consideration (%g.0R1>|m[) and narrow f, ,R;<1) waveguides.
of the replacemen()], we find that in order foH, in form ‘At short wavelengths KRO< 1) Awy<0. We present

(18) to satisfy the boundary conditic9) on the noncircular  the asymptotic expression for this correction
metal surfacg10) of a waveguide to within terms that are

first-order with respect to the small parameter, the coeffi-  Aw) —hﬁlAsg|8| m?(m+N)(m+ N)! / 2 \2+N

cientsH_ appearing in(18) must have the following values: oo =~ Amele] +2e(1t |8|)\ xgR1 ;
_ iiLm(ngl)(mZimN— #R7) | 19 (23
- 2xgR1Lmon(2gRy) whereA =1—-Ry/R;.

Consideration of the first-order small terms does not al- This parameter, which characterizes the thickness of the

ter the eigenfrequency of the SEW determined as the solu'(pSUIatmg layer, was assumed to be small. Ap analysis of Eq.
) . . i 22) provides evidence that reversal of the signAaby can
tion of dispersion relatiorf17).

occur for sufficiently broad waveguides, i.e., whep— o,
A wy becomes positive. This occurs when the inequality

SECOND APPROXIMATION RoQe

kRoeg
N . >1>A
In the second approximation with respect to the small c |£p|1/2

parameterhy the expression foH, contains not only the

terms in Eq.(18), but also small satellite harmonics that areis satisfied.

o hﬁ exp((M=2N)¢). We shall not present the expression However, it should be kept in mind that the frequency of

for the amplitudes of these harmonics here, since they arie SEWs under investigation decreases to zero wWRen

cumbersome, and, moreover, these harmonics do not make@nds to infinity and that the applicability of the analytical

contribution to the first correction to the frequency. expression(22) for the correction to the frequency of the
After separating the terms in boundary conditi¢®) SEW is determined by fulfillment of the inequality

which are proportional to exiM ¢), but are not higher than |A@n|<wo. Therefore, within the method of successive ap-

second-order with respect to the small parameter, we obtaiBroximations used here the results obtained, primarily the

(29)

the dispersion relation of an SEW in the form expression21) for the correctionA wy to the frequency of
(0) 1 (2 _ the SEW, have a restricted range of applicability in the case

DT+D=0, (200 o ARy>c/Q,. If conditions (24) are not satisfied
whereD@~h2D(©), and the dispersion relatidd@=0 in  (1<AkRoeglzp| 9, i.e., if (%4R0) is large, forAwy we
the zeroth approximation coincides with EG7). can write

From the solution of dispersion relatid@0) we deter- A h2
mine the frequencyw of.the SEW in the for of the sum ON N89(1+A)x2Ri-(kR1>1). (25)
w=wot+Awy, Wherewy is the eigenfrequency of the SEW (on) —4 g
in the absence of corrugatiof®(®)(w)=0]. The term

Comparing(23) and(25), we should note two significant
differences between short-wavelength and long-wavelength
perturbations. If f4Ro) <1, the magnitude dfA wy|/wq de-
creases as, increases and the number of corrugations in the
is the second-order correction to the frequency of the SEWvaveguide, i.e.N, decreases. The rate of slowing of long-
due to the deviation of the cross-sectional shdyi® froma  wavelength SEWs does not depend om and N, and

aD(O) -1

Awn=—D@
“N Jw

(21)

w=wo

circle. [Awy|/wg = sé. When kR;>1, the frequency correction
The expression foA wy has the following form: |Awy| decreases as, increases.
It is seen from the foregoing treatment that the magni-
2 2 2.2
AwN:hN(m T+ Rixg) L”:( #gR1) tude of the correctiol wy does not depend on the presence
4xgR1 dLp(%gR1) of small terms that are sin(ng) (n # N) in the equation of
dwg the metal surfac€2). Therefore, in the case of the arbitrary
) - waveguide cross sectiof2), the eigenfrequency can be
« Lmen(%gRy) (M™+mN—2gR7) found in the form
L n(2¢gR1) m?+ x2R% .
w=wy+ Aw,, (26)
L n(%gR1) (M2—mN—x2R?)?2 ) O T
Lm-n(%gR1) m?+ x5RY where the correctiond w,, are defined by Eq(22).
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FIG. 1.

Aw,=0 being displaced toward larger values of the effec-
NUMERICAL ANALYSIS tive wave number. In general, an increase jrdecreases the

amplitude of an SEW and its frequency, i.e., its propagation

The results of a numerical investigation of the magnitudeconditions worsen. A decrease Mfrom 0.3 to 0.1(without

of the correction fw,/Q) to the frequency of an SEW gjtering the other parametg¢rsauses a slight decrease in the
caused by the deviation of the waveguide shape from a Cyleigenfrequency of an SEW, but the correctiaw,(Ke)|
inder as a function of the effective wave numberincreases by approximately seven fold for the SEW with
Ket=(mC)/(Ro()e) are presented in Figs. 1 and 2 for the ;=1 and by two fold for the wave witm= 2. This increase
cases ofN=1 and 4, respectively. The numbers of thejn the absolute value of the correction to the frequency of an
curves correspond to the mode numberTo make the fig-  SEW becomes less significantlag and the azimuthal mode
ures clearer, the parameter of the problem was selected equfimberm increase. It should be noted that theo,,(Kef)
to unity: h,=1 (as was noted, th&, should, in fact, be cyrves become more gently sloping Asdecreases and that
smal). The following values of the waveguide parametersthe apsolute value of the correction increaseskas in-
were usedA =0.3,e4=1. The numerical calculations show creases. An increase in the number of corrugation periods
that the thickness of the insulating layer, i.e., the parametefihe parameteN) leads to stronger slowing of the SEWs.
A, has the greatest influence on the magnitude of the correc- The topology of the field of the SEW within a wave-
tion Awy(ker). For example, an increase i, from 110 5 guide forA=0.3,m=3, e;,=1, ande=0 is shown in Fig.
(without altering the other parametprsauses an approxi- 3. The amplitude of the SEW is defined here in relative units,
mately twofold decrease in both, and Aw,, the point  and the radial coordinate is normalized to the mean value of
the waveguide radiuR;. Since the surface waves investi-
gated are electromagnetic, the magnetic component of the
field is greater than or of the order of the electric component,

Ma: if the frequency of the surface wave lies in the middle of the
0_20:_ /\—— range for the existence of ASWs. An increase dn of
- course, leads to an increase|h,|. WhenR; is increased,
0.00 - J |H,| decreases together with the frequency of the SEW. We
o note that the fieldE, has its greatest magnitude in the region
o -o.zoi of the insulator Ry<r<R,) (it does not tend to zero as
N - r—Ry), while the fieldE, induced by the surface charges
3 C reaches a maximum on the boundary of the plasma cylinder
N 04p with the insulating layer(=R).
-a60F 1
- SPLITTING OF THE SPECTRA OF ASWs
~0.80 The spectra of the ASWs for isotropic waveguides are
-1005 T degenergte relative to the sign wf. For this reason, V\_/hen
" 0.00 0.40 .80 1.20 160 the relationN=2|M| holds, the treatment performed is not
Ko applicable. For example, the expressi@2) for the correc-
tion A wy to the frequency becomes meaningless in this case,
FIG. 2. since its denominator contains the quantitigg. \(%4Ry),

806 Tech. Phys. 42 (7), July 1997 V. A. Girka and I. A. Girka 806



which vanish by virtue of the dispersion relati@tv) in the
zeroth approximation. Applying perturbation theory to the
case of degenerate spectra, we obtain an expression for tl
resonant correcti0|z1\w(1i)5iAwr to the frequency of an g0
ASW in this case:

o.70

hamibm(%gR) o 5, [dLy(xgRy) | 7 0.50F

= + - - . -

Aw, 2gRy (M?+xgR7) dag .
27 o4k

This expression is simplified in the case of a plasma -
cylinder of large dimensions4,Ry>1): u
0.30

h2\m| ARy 1 6 \z _1 X

=——2 2 - 4 "

Aw, 7 1+ 5 € m AR CHES (28 s.20F
Here 6=c/Q,. As we see, periodic variation of the curva- o
ture of the metal surface along the direction of wave propa , ;[

gation results in splitting of the frequency of an ASW. The
resonance correction to the frequency is proportional to th

. 00002 Loy Loy vy by by |
first power of the small parameted (o, < hy|,). As a con- 0.00 0.50 1.00 1.50 200 2.50

sequence of the resonant interaction with the nonunigene: Kot
of the surface, the ASW harmonics that arexp(|m|¢) and
o exp(—i|m|¢) exist in the form of two standing waves with FIG. 4.
two different frequencies»=wo* Aw,. Accordingly, with
consideration of the terms that are first-order with respect to
the small parameter, instead @) the distribution ofH, in
the regionR,<r <R, takes on the form been investigatefsee Eqs(18), (19), (29), and(30) and Fig.
] 3]. It has been shown that the spectral composition of the
H,=0.5m%4Ro exp(—iwt) SEWSs propagating in the metal chamber of a waveguide can
X{CpLm(%gh)[EXpime) =i exp(—ime)] be regl_JIated by adjusting its shape. The dependence_ of the
correction to the frequency of an SEW due to the deviation
+ Cr+L3(xgr)[exr(i 3me) i exp(—i3me)]}. of the shape of the metal chamber from a circle on the wave-

(29) guide parameters has been analyfmsk formulag22), (23),
and(25), and Figs. 1 and R It has been shown that periodic

HereCy; is a normalization factor, and variation of the curvature of the waveguide along the direc-

i)y Ll #gRy) tion of propagation of an SEW leads to splitting of the fre-

C/ =- 7 RL R (3m?—x5R%)Cyy. (300  quency of the SEW, after which the angular period of the
xgg 3m(%g 1)

fundamental harmonic is two times greater than the period of
Figure 4 presents plots of the dependence of the correghis variation[see Eqs(27) and(28) and Fig. 4. In this case
tion to the frequency of an SEW normalized to the plasmahe SEW exists in the form of the standing wave described
frequency ¢ Aw, /) in the case oN=2|m| on the effec- by (29) and(30).
tive wave numbekey. The numberd—3 correspond to the The electrodynamic structure investigated in the present
azimuthal mode numben, the solid curves are plots of the work and its eigenwaves can be utilized in various radio-
dependence ofdg/{)e) on kek, and the dashed curves are electronic devices, for example in rf emitters and generators.
plots of the dependence of-(Aw,/().) onkes. The calcu-  If an antenna in the form of a wire is placed along the sym-
lations were performed for the following values of the wave-metry axis of a waveguide and the radius of the wire is small
guide parameterssg=1, h,=0.5, andA =0.3. The numeri-  (this condition is necessary so that its influence on the elec-
cal analysis confirms that the resonance correction increas@®magnetic properties of the waveguide could be neglected
as the thickness of the insulating layer or the dielectric consuch a structure should be regarded as an antenna with a
stant of the insulator decreases. plasma covering. The use of a plasma covering in antennas
has been known for a long time and is employed in practice.
For example, calculations of the radiation of a spheroidal
CONCLUSIONS antenna with a plasma covering were presented in Ref. 15.
The presence of this covering results in an increase in the
The influence of the deviation of the cross-sectionalradiated power. The presence of a plasma in the working
shape(2) of the metal chamber of an isotropic plasma wave-volume of a standing-wave electronic tube leads to an in-
guide from a circle on the dispersion properties of extraordicrease in the power of the generatbihus, the results ob-
nary surface electromagnetic waves propagating azimuthalltained in the present work are of interest for plasma electron-
has been studied theoretically in the present work. The disics, radiophysics, and the development of radio-electronic
tribution of the fields of the SEWs within waveguides hasdevices.
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Relativistic particles in a quadrupole waveguide
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121357 Moscow, Russia
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A solution is obtained for the equations of motion of a patrticle in the field of a traveling
electromagnetic wave propagating between two pairs of metal surfaces of hyperbolic shape. The
motion of the particle on excitation of the waveguide by monochromatic and pulsed

voltage sources is considered. The possibility of applying a quadrupole waveguide to beam
focusing and the separation of particles according to their specific charge and longitudinal velocity
is investigated. ©1997 American Institute of Physids$51063-7847)01807-2

INTRODUCTION The solution of Maxwell’'s equations for the electric field
strength and the magnetic induction is represented in terms

Only a few integrable problems of relativistic mechanicst the potentials

associated with the motion of charged particles in the field o
an elelctror.nagnet}c wave are presently known. A s_olutlon fqr E—_ l ﬁ _VA,, B=curlA. o
a particle in the field of a plane wave was found in Ref. 1; c at
the more complicated problem of a particle propagating
along a uniform magnetic field in the field of a wave of
circular polarization was solved in Ref. 2. An exact solution
of the problem of the motion of a relativistic particle in the G
field of a plane wave in a medium with a refractive index AO:E'
n>1 was obtained in Ref. 3.

In the present work we obtain a new analytical solution
for the equations of motion of a particle in the field of a
transverse-electromagneti@dEM) wave propagating in a
guadrupole waveguide. The stable motion of particles is in- o
vestigated both in the case of a monochromatic wave and in  G(t,x)=— —2(x2—y2)f f(&)d¢, (©)]
the case of excitation of the waveguide by pulsed voltage R
sources. In the former case the solution is represented byhere¢é=t—oz/c, f(£) is an arbitrary functiong=1 cor-
bounded aperiodic Mathieu functions, and in the latter case itesponds to a wave propagating in the positive direction of

is described by bounded piecewise-continuous functionshe z axis, ando=—1 corresponds to a wave travelling in
The solutions obtained enable us to determine the conditione opposite direction.

for the passage of a particle beam through a waveguide, as From Eqs.(1)—(3) we find
well as to examine the conditions for focusing and the sepa- ) )
ration of particles according to their specific charge and lon- _ _ o

gitudinal velocity. There is special interest in the motion of E(tx)= E(—x,y,O)f(f), B(t.x)=~ E(y,x,O)f(g).
relativistic particles injected in the direction opposite to the ) ) )
direction of wave propagation. In this case it becomes pos- W€ nextrestrict ourselves to the case in whi¢h) is a
sible to suppress the contribution associated with the spredtftiodic function. Then the intensity of the wave propagating

of the transverse velocities of the beam particles to the amil the waveguide is determined by the mean value ofzthe
plitude of the oscillations. component of the Poyntlng vector

For a transverse-electromagnetic wave these potentials
are specified by the Hertz potentia(t,x):

190G
A=10,0

Al £ 2

The functionG(t,x) satisfies the scalar wave equation
and the boundary conditions on the waveguide surface. For
the fundamental wave

C
2mR?

P,=al, I=

jgds(xz—yz)<f2>-

ELECTROMAGNETIC WAVEGUIDE FIELD

The electrodynamic system is formed by two pairs of
metal surfaces described by the equatighs x*—~R* and  gepapATION OF VARIABLES IN THE EQUATIONS OF
y“=x“+R". A fundamental TEM wave, whose critical fre- \151i10n
guency is equal to zero, can be excited in this system. This
wave will propagate in the waveguide with the velocity of In relativistic mechanics it is convenient to assign the
light at any frequency of the field excitation source. A uniqueequation of a trajectory in the parametric fortt(7),
feature of the open system under consideration is the fact that=x(7), where 7 is the proper time of the particle. The
the configurations of the field of the fundamental wave andequations of motion of a particle of chargeand masan
the field in the static case coincifle. have the form®
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(4)

mct=ex-E, mx=etE= S(xxB),

A PARTICLE IN THE FIELD OF A MONOCHROMATIC WAVE

Let the functionf (&) have the formf =V coswé, where

where a dot denotes differentiation with respect to the propeY SPecifies the intensity of the wave. Going over to the di-

time.
According to the definition of four-velocity,

(ct)2—x?=c2.

(5

We choose the initial conditions in the forb0)=0,
X(O): (XO!yO’O)! t(O): Y, X(O): 7(v1102103)1 andU3>O,
wherey=(1—v;v;/c?) ~ Y2 Substituting the expressions for
the fields into(4), we obtain the system of equations

mz=— o(xx—yy)F(£),
(63)

mct=— (xx—yy)F (),

mx=—Ccx¢F(§), my=Ccy£F(é), (6b)

whereF=2ef/cR?.

A separation of variables must be performed to integrat(g

system(6) in quadratures. Owing to the symmetry of the
field, the first integral follows from Eqg6a):

. g. ag
t=52=9, 9=v1- s (@)
Therefore, on the trajectory of the particle
g
t— cZ=9n €S))

Taking into account relation&) and (8), from (6b) we
obtain the equations

X+ %(7)x=0, (9
y—%(1)y=0, (10
wherex(7)=gF(gr).
From the first integral$5) and(7) we find
t 1(1+ )+ ! (x2+y?) (12)
= —| — — (X ,
2\g "9 2gc? Y
= )+ (Z+y?) 12
—7=—{—— X )
c¢*"2lg 9 2gc? Y

Thus, after integration of linear equatio® and (10),
the functionst(7) and z(7) are determined from Eq$11)
and(12). Transforming(11) and(12), we obtain the equiva-
lent relations

. 1 . . . .
t=y+ ——[X°+y? =Y (vi+vd)], z=yustac(t—y).
2gc

It follows from (11) and (12 that for |x/c|,
ly/c|>\2yg the kinetic energy of the particle
T=mc?(t—1)>ymc. In this case the components of the
velocity v=x/t take the valuesv,/c|, |v,/c|<+g/2y, and
v,~ac. When |x/c|, |y/c|<\2yg, the kinetic energy
T~ymc2.

810 Tech. Phys. 42 (7), July 1997

mensionless quantities= wg7/2 and b=4eV/mgw?R? in
(9) and(10), we obtain the equations

d?x

e +2b cos Zx=0, (13

d2

12 —2b cos Zy=0, (14)
which are special cases of the Mathieu equation

@4-(/1,4— 2qg cos B)u=0.

ds?

It is known from the theory of Mathieu functions that the
arameter plane(,q) contains regions corresponding to
ounded and unbounded solutidhé.In the stability region
the solution is an aperiodic function. When=0, the solu-
tions are stable in the ranges<®<0.92, 7.5kb=<7.58,
21.308<b=21.312.... These conditions hold when the
parameters of the wave are appropriately selected. Repre-
sentingb in the formb=(eV/img)(\/7R)?, we find that
in the case of an electron beam the wavelength equals
A=2.22X10°R\/bg/V and that for a beam of ions with the
mass numbeA we havex =10°R\bgA/V, wherex andV
are numerical values in Sl units.

a) Let us first consider the region<Ob=<bg, by=0.92.
The first stability region in theg,q) plane lies to the right
of the curveu,=—0q%2+7q*128+ ... and is bounded
by the curveu.;(q)=1—q—q?/8 for g>0 and by the curve
Ms1(9) = e (—q) for g<0. A uniformly convergent expan-
sion of the solution of the Mathieu equation is obtained using
averaging in the Hamiltonian forfhin the vicinity of the
transitionalwqo(q) curve we obtain

u(s)=U 1+gcosz)—gWsin25+
Olu—W 1 d | —Uqg sin 3+ 15
ds- —Ecos —Uuq sin (15

Here the evolution of the variablé$ andW is specified by
the averaged motion

B
U=A cos®s+ —

sin Os,
0

wedu
-

where® =\ u— u, andA andB are constants.

In accordance with Ref. 9, one of the linearly indepen-
dent solutions on the transitional.o(q) curve contains the
multiplier s. We note that the solution of the Mathieu equa-
tion obtained within the Gaponov-Miller gradient potential
model®!!or by the Kapitsa methdd contains only the first
term in (15 u(s)=U(s), and u.o=—q?%/2. Settingu=0
andg=b in (15), we obtain a solution of Eq13); if w=0

Pavlenko et al. 810



andg= —b, we have a solution of Eq14) with the coeffi- On the transitionaj= ug; curve we haveé +k=0, and
cientsA’ andB’. Taking into account the initial conditions, on the curveu= u.; we havel —k=0. Settingu=0 and

we find g=b in (16), we obtain the solution of Eq13)
A=Xq 1+E 71, B= 2701( —9)1, X(7)= Acosns—Esinns F.
2 g 2 r
b\ ! 2yv, b\ ! —(Ar sinns+B cosns)F,, (17
A'=Yol 17 E) - B= ®g ( 5) whereF;=ReF andF,=Im F are periodic functions with

the periodr.

If we setu=0 andg= —b and perform the replacement
r=r"=n/(l—K) in (16), it becomes the solution of E¢L4).
It is noteworthy that the extremum valuesxdfr) andy(7)

The realization of stable motion requires that all the
beam particles satisfy the inequalitielx(7)|<R and
ly(7)|<R. In the utlrarelativistic case, i.e., when~c and
lgv(l(i _ 1';2';;;’ an?jg(lrs= _stlrgnzgél))// Tﬂ?::fr;(::nitn tr?en ;se increase in the vi’cinity ofb~b,, since in this case
of a wave propagating toward a beam, there is a possibility ~" ~ VP —bo andr’~1/yb—b,. The constants are found
for suppressing the contribution caused by the spread of ths°M the initial conditions:
transverse velocities to the amplitude of the oscillations. -1 8yv, b\t
From the  inequalities |B|/@,<|A|<R  and A:4Xo(5— 5) , B= 03 (3+ 5) ,
IB'|/©,<|A’|<R (©,=by2) we can obtain estimates for

the upper bound on the initial values of the transverse veloc- Al—a 5+9 -t B,_SVUz _E -
ity components = %Yo 2] T wg 2
vy 4 The realization of stable motion requires fulfillment of
"~ <2ab(2-b)|xo|[A(2+b)2] 72, the conditiongB|/r <|A|<R and|A’|r'<|B'|<R.
A regime of velocity confinement of the beam is pos-
U2 3 1 sible in the stability region under consideration.|df; /c|,
c <2mb(2+b)|yo|[M2 b)\/i] ' lv,/cl<1, the beam of ions of chargée, passing through

the waveguide in the case of=1 will consist of particles
whose initial longitudinal velocities satisfy the condition
ve=<cB(w) with B=(u*-—0*%(0*+Q5) 1 where
02=4ZeVImbR, Q%=4Ze,V/ImbyR?, and Q>Q,. As
the frequency increases in the range
Qo<w=<Q0y(2/e—1)Y* B takes values in the range
0= pB=<1-—e¢. If this beam passes through a second wave-
I&uide, where w'=w and o=-1, ions for which
v3=CcB(w') appear at the exit.

1 ¢) In the stability regionb, <b<bg, whereb, =7.51
u(s)=5 Re[ (ArY+iBr %) (a;F + aF *)exp(ins)]. andbg=7.58, the initial values of the longitudinal velocities

(16) of the particles passing through a waveguide with a fixed

frequency in the case af=1 satisfy the condition

where|X|, |yo| <R.

SettingR=10"°m, V=10 V, andb=0.125, for elec-
tions in the Stanford Linear Collider with an energy of 50
GeV we obtail\=11 m and|v,/c|, |v,/c|<5x10°.

b) Let us now find the solutions of Mathieu’s equation in
the vicinity of the ug;(q) and u1(g) curves forb~bg by
the averaging method. The uniformly convergent expansio
of the general solution has the form

Here A and B are constants;s=u—1; r=n/(l+Kk);

n=yI1“—k* is the characteristic exponent; U3
P Bu(w)=—=pyw),
P P) ¢
A==t p+gt. ..., 2k=q(1—§+ ) where Bi=(w*—Q}/(0*+Q}), Q2,=4ZeVImRb g,
andw=Q;.
al,z=rfllzirm, The parameterB, can be represented in the form

Bo,=pB1+AB, and
2

Fz(l—é)exp(—is)—gexp(is)+gexp(—3is)+ 1 b?
AB= 5(1—b—2)(1—3§)25><10‘3(1—[3§)-
R

4

The solution in the instability region follows frorfi6)

after the replacememt— —ik?—12. In this approximation We note that for w=Q(2e—1)"* we have
the derivative equals Bi=1—c¢.
du_1 Im[(Ar2+iBr ~Y?)(a;G+ a,G* )exp(ins)]
ds 2 1 2 ' MOTION WITH PULSED EXCITATION OF THE WAVEGUIDE
S . q _ q Let us now consider the motion of a particle in a wave
G=|1+ 4 exp(—is)— ZEXD(IS) + g whose structure is shaped by a periodic sequence of pulses of
opposite polarity with the amplitudeg,; and V, and the
Xexp(—3is)+ .... durationst; andt,. Let t;, t,<T, whereT=27/w is the
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period of the wave. In this very simple case the function
f(&) can be represented in terms of a Di&éunction:

o3|

N N
f(&)="f, n; 6[§—<n—1m—f2n21 8 -

wheref;=t;V,
Then in Egs(9) and(10) we have

N
x(7>=—(f1 2 r—(n—1)Tg]
mR2 n=1
N 1
1,3 8| n-2|Tol],
n=1 2 FIG. 1. Stability region.

whereTy=T/g.

The solution of Eq(9) is a piecewise-continuous func- ] ] N -
tion. The magnitude of the break in the derivative is deterWhich satisfy tP4e conditionsP{=P;, P;P,=P,P;=0,
mined by integrating the equation in the vicinity of the pointsand Pi+Py=1."" Since M= N iPi, we have C=M"
(n—1)T, and (1— 1/2)T,. Taking into account the boundary =M1P1+A5P or
conditions, forn=1 we find

Ciyi=——=[My; sinns—sin(n—1) 4],

3 sin 6
x(1)=A""Vy(r,n—1), (n——)Tosrs(n—l)To, _ _
2 e sinné B sinné
1 12— lZma 21— ZIW,
x(7) = ap A" Pu(7,n), (n—l)TOsrs(n— 5) To,
. Cor= sn 5[M22 sinnd—sin(n—1)§]. (19
x(1)=A"ui(7,n), (n— E) Tos7=nT,. (18 The solution of Eq(10) follows from expression$18)

after the replacementa(”=B{" =C,,A{”, B{”=y,, and
Hereu (7,n)=1, uy(7,n)=7/Tg—n+1, Ai(”)= MikAf(“_l), B(°)= yu,/Ty. The elements o€’ —(M )n are specified by
the matrix My =gjajk, ap=ap=1, ay=-2b, Eqs (19), whereM' is the matrixM in which the replace-
ayp=1-2b;, PBy1=1-by, B,=—by/2, Br1=2bh,, ments b,=—b; and b,=—b, have been made; accord-
Boo=1+D,, and theb;=4ew?V;/mgsw?R? are constants, ingly, 5= &', where 2 cosy’ =TrM.

wheres;=T/t; is the off-on time ratio. Because of the initial The common stability region of the solutions of E¢@).

conditionsA 0)—xo and A= yu, /T, and (10), which is specified by the system of inequalities
It is clear thatA{" = C;A(”), where the matrxC=M" 1 1

and detM=1. To calculateC and investigate the behavior 1-by+by— Eblbz <1, ‘1+ by—b,— §b1b2 <1,

of the solution, we find the eigenvalu&sof the matrixM:

has the form of the curvilinear quadrang@L MR in the
My=1+bib,—b,, M=1+b;b,— §b2, (bq,bs) plane(Fig. 1), which is bounded by the straight lines
2 b,=2 and b,=2 and by the curvesb,=h(b;) and

b,=2b,/(2+b;), whereh(b;)=2b;/(2—b,). It is note-

M21=—=2(b;=b;—b;by), worthy thatd= /2 atb,=b,=+/2 and that the solutions of

M ,p=1—2b,+3b,— 2b;b,. AE{_Iq/sg (9) and (10) are periodic functions with the period

A similar problem arises in finding the regions for the A pulsed regime in radio-frequency mass spectrometry
transmission of optical radiation by multilayer medf&srom  was considered in Ref. 15 for nonrelativistic ions. For the
the equality det 1 —X\1)=0 we obtain straight lineb,=kb, we havek=f,/f,, i.e., the angle of
inclination of the working line is determined only by the
parameters of the rectangular pulses. The optimum operating
regime is realized in the vicinity of points and R. When
k=2-—¢, the straight line cuts off the regiohBL from the
stability diagram in the vicinity of point.. From the equa-
tions h(b;)=kb, and 2=kb; we find the coordinates of
points A and B: bya=2/k=1+¢/2 and by;g=2(k—1)/

1/2

1 ) 1
)\1Y2=§TrMi| 1- ETrM

The condition for the bounds on the functiafr) has
the form |TrM| <2 . Setting TM=2 coss, we have
A1 ,=exp(*id). We next introduce the projection operators

Pi=(M—=Xol)(A;— o)7L, k=1—¢/2, which specify the range of permissible values of
b,. The experimental valuex,, andy,, of the functions
Po=(M—=X\) (N —Np) 3, x(7) and y(7) depend on the values of§ and
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FIG. 2. Plots ofx(7) (solid line) andy(7) (dashed ling for b;=1 and
b,=1.75.

5'. Whenb;=b;,, we haves=\2e and 8’ = 7. Therefore,
for the same initial conditions, in the case lof~b;, we
obtain |y,|>|x,l. On the other boundary of the stability
region atb;=b;g we find =0 andé’ ==+ /6¢. Here we
have |y, <|xm for b;~b;g. Figure 2 presents plots of
X(7)/R (solid line and y(7)/R (dashed ling for the mid-
pointb;=1 whene=0.25,xy=Y,=0.1R, andv,=v,=0.
Let the values ob; 5 andb;g for an assigned frequency
of the wave correspond toja=4m2V,/s;b;a0’R? and

ng= ma+An. Then all the ions which satisfy the condition

Ayl na<(2—Kk)/(k—1)=¢ enter the collector. All the ions

with different values ofy must successively enter the stabil-

wi=47V,/7s:b;4R% Then, as the frequency of the wave
is varied in the range wa<w<wg, Where
w5=4m2V,/5s,b;gR?, the ions with the corresponding
value of » intersect the stability region.
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damental Research.
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Method for the self-consistent description of the dynamics of electron beams
in cyclic systems

N. D. Naumov

(Submitted January 31, 1996
Zh. Tekh. Fiz.67, 103-107(July 1997

Equations describing the envelopes of an electron beam in a modified betatron en@ an

stellatron are obtained on the basis of a self-similar solution of the dynamic equations of a charged
fluid. It is shown that the poloidal motion of a beam caused by a toroidal magnetic field

consists of rotation of the beam as a whole and internal movement of the fluid with elliptical
current lines. ©1997 American Institute of Physids$$1063-785(17)02007-1

INTRODUCTION order of ¢, where the characteristic small parameter

2 : )
The need to develop self-consistent models of the mo? /14 (Ref. 7). _In this case the momentum of t_he .ﬂu'd
tion of flows of charged particles in external fields stemsk~ M7V, wherey is the relativistic factor of the longitudinal

from practical problems in the formation, acceleration, andmotion of the particles. Then the equations of motion of a

transport of beams and electron rirfgs.Definite informa- charged fluid in a cylindrical coordinate systen (©,2)

tion on the behavior of beams of charged particles is con'Eake the form

tained in the envelope equations, which are usually obtained gV, J g Ve 0 9
on the basis of a solution of the kinetic equafibor by the Gt m Vit T e Ve |V
method of moment5® However, the application of these
methods to a theoretical analysis of the behavior of electron V(%) e 19p
beams in cyclic systems with a longitudinal magnetic field - T+ my eE+ E(VGBZ_VZB@))_ norl @
(for example, in a modified betatron or a stellajraformi-
dable, and for this reason the simpler problem of the motion dVg 1 e
of individual electrons in a combination of external and self- ~ dt  r rV®:m_'y e+ L (VB = VB, 2
fields has been considered for these systéms.

This paper proposes a method for the approximate solu- %_ i E 4 € V.Bu—VaB.)— } 5_9 3
tion of the self-consistent equations of motion of a thin an-  dt  my e+ c(ViBo=VeB)— 1 5| ®

nular beam in an external f|eId._The method is apphc_able t?NhereE andB are the intensities of the sum of the external
low-current beams, where the influence of the self-field o

the longitudinal motion of the particles can be neglected. Enek.j and the self-field, ang is the pressure caused by the
. - ; emittance of the beam.

macroscopic description of the transverse motion of the Setting for a linear beam

beam is achieved on the basis of a self-similar solution of the

dynamic equations of the charged fluid. This makes it pos- 1 9A,, 1 9A, dA; dp

sible to obtain the equations describing the envelopes of an E,=-— c oot ST Bo=— ar toz

annular beam of elliptical cross section, as well as to estab-

lish the relationship between the angular rate of poloidal rofor the functionlI=(V,+eA,/ymc)/u from Eq.(3) we ob-

tation of the beam as a whole and its internal transvers&in

motion. This relationship is a consequence of the conserva-

tion of the sum of the longitudinal components of the vortic- a0 =0 (4)

ity and the magnetic field. '

i.e., the functionlI is conserved as the beam moves. Here
LONGITUDINAL MOTION OF A BEAM u is the characteristic value of the longitudinal velocity of

The main difficulty in the approximate solution of the the particles, and,=A.,+As;, whereA., andA;, are the
dynamic equations of a charged fluid is associated with thgompone_nts of the ve_ctor potentials of the external field and
choice of the approximation of the collective effects, sinceh® self-field, respectively. S
the self-field of the fluid is not knowa priori and since, on If the function I is initially identical at all points, it
the one hand, it influences the motion of the fluid and, on thd®Mmains everywhere identical and invariant with time as the
other hand, it itself depends on that motion. In this sectiorluid moves. In this case, fov, we find
we consider the conditions under which the influence of the e
self-field on the longitudinal motion can be neglected. V,=u———A,. (5)

If the beam current is much smaller than the limiting yme
Alfvén currentl o, the transverse motion of the beam has a  Thus, in the present case the longitudinal velocity de-
nonrelativistic character, i.e., the ratio of the transverse vepends on the coordinates. Therefore, the model of a homo-
locity of each particle to the longitudinal velocity is of the geneous distribution of the longitudinal velocity over the
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beam cross section is applicable only under certain assump- Thus, for low-current beams the influence of the self-
tions. For example, for a uniform cylindrical beam field on the longitudinal motion of the particles can be ne-
eA,/ymcu=—Ir?/a’l, atr<a, wherea is the radius of glected in the linear approximation with respect to the small
the beam. It then follows from E@5) that the uniform-beam parameter. We also note that E¢®. and(7) can be regarded
approximation and, accordingly, the neglect of the influenceas a consequence of the choice of a distribution function
of the self-field on the longitudinal motion of the particles is whose dependence on the integral of motion, i.e., the longi-
justified only to first-order terms with respect4a(provided tudinal component of the generalized momentum of the par-
eA.,/ ymcu~¢). These estimates are consistent with the exicle, is assigned in the form of a delta function within the
act stationary solution of the self-consistent equations for &inetic description. The averaging of that component of the

beam with a sharp boundat?. generalized momentum on passage to the hydrodynamic de-
In the case of an annular beam scription leads to the result§) and(7) obtained above for
1 9Ag oA 1 orAg the longitudinal velocity.

" ¢t T 9z T r o

Then for the function TRANSVERSE DYNAMICS OF AN ELECTRON RING

II=

e r . .
Vo+ —A@)—' (6) As a concrete problem, let us consider the motion of an
yme “/uR annular beam in a modified betatron, in which along with the
whereu andR are the characteristic values of the rotationusual betatron field having the potential
rate of the particles and the radius of the ring, &)leads to

; 2
conservation law4) and thus to an expression analogous to Ae:EJ Bg(x)xdx— z isﬁ,
(5) for the azimuthal component of the hydrodynamic veloc- rJo 2 ar
ity there is a toroidal magnetic fieldB.=B,R/r. Here
C e Bs(r)=B4(R/r)"; andn, R, B;, andB, are constants. The
Vog=————Ag, (7) characteristic value of the longitudinal velocity of the par-
r ymc : X L ! i .
ticles in the ring is clearly proportional to its radius. For the
where the constart is determined from the initial condi- class of self-similar motions under consideration, the trans-
tions. verse velocity components are proportional to the distance to
Let us consider an annular ring of elliptical cross sectionthe beam axis! Therefore, here the small value sfsigni-
s 2 fies a small ratio of the transverse dimensions of the beam to
(Xt = ( _O %) , (8 its radius. Approximate solutions of the self-similar type can
2m2abr d?2 b2 be constructed for a thin beam by expanding the terms with

the azimuthal velocity in Eqg(1) and (3)'? and restricting

ourselves to the terms that are linear with respect to the small

parameter. Thus, the external magnetic field for performing
he . X
s%lch a procedure should be weakly nonuniform, while the
0 2 !
components of the external electric field can be linearly de-
aPendent orr andz.

It is convenient to consider the transverse motion of a

%eam of elliptical cross section in the coordinate systgm

whereN is the number of particles in the ring,andb are
the semiaxes of its cross sectidfi(7) is a Heaviside step
function, andq; is the coordinate system associated with t
beam axis and the symmetry axes of the transverse section
the beam.

For a thin beam the scalar potential and the azimuth
component of the vector potential of the self-field have th

form® associated with the symmetry axes of the cross section. We
[ Lq, . go over to this coordinate system in two stages. First, in Egs.
P=20IL=Po- o+ @(5%—%)1, (1) and(3) we make the replacements
L r=s+p, z=o0+{, V,=s+V,, V,=c+V,,
Aso=B| D+ E(Q% a3 |- where a dot denotes differentiation with respect to time; the

functions of time,s and o characterize the position of the
HereL=In[16R/(a+b)], B=ulc, and® characterizes the beam axis; an¥, andV, are the components of the velocity
potential of an infinitely long charged cylinder of elliptical of the fluid relative to the coordinate system that is associ-
cross section with a constant charge density. Hence it is seexted with the beam axis and has the same unit vectors as the
that, as in the case of a linear beam, the contribution of theriginal coordinate system.

self-field to the azimuthal motion for a low-current annular ~ Since the axial oscillations of the beam take place near
ring is quadratic with respect to the small parameter. Nethe z=0 plane,z/s~¢. Then, under the condition that the
glecting the terms of order?, we find that the distribution of ~azimuthal velocity of the fluid on the beam axis is initially
the longitudinal velocity of the fluid in the ring is inhomo- equal tou, we find the following expression fdrg from (7)

geneous over the cross section to within the accuracy adopted:
Vo= o & A 9 Ve(r,t)=U|1-2 R
0= T T Jmcleo 9) o(r,t)= 5/ el 5]
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The following notation is used here and in the following: 9 9 5 )
wi=eB/ymc, U=usy/s+ w4 (s3/s)(R/sp)"—s(R/s)"]/ E"'Via_q_ Vot 20V, —00°~ 0,0
(2—n). After linearizing Egs.(1) and (3), we obtain the '
following equations for the coordinates of the beam axis: =F,+G;cosV—-G, sinV¥. (14
) R R\N U2 1+ B2 In the new coordinate systery /a andq,/b are self-
s+ wza——wlu(—) -——= 55 —2), (10 similar variables. The transverse motion of the fluid in this
S S S S c coordinate system also includes movement with elliptical
current lines; therefore, the expressions for Yhehave the
.- . R ol R n_hL - form
T— WyS g—nw1U§ S —? a, (11)
- Qg a2 - 0z a1
whereh=2c?I/1 4. Visa g -wags, Vp=brteb, (19

The first term on the right-hand side of EG0) is due to i ) , i N
elongation of the ring along the larger radius, and the seconwherew IS a _certaln fgnctlon_of time. We r_10t_e that in _th's
term, like the first term on the right-hand side of Eg1), ~ C2S€ the particle densit®) satisfies the continuity equation.

reflects the increase in the electron effective mass in thE!U99ing the expressiond?) into Egs.(13) and (14), we
ring If these terms are omitted, Eq.0) and (11) become L_lltlmately obtain a system of equations for the functions of

the equations of motion of a single charged particle near thiMe & b, @, and{} introduced:

z=0 plane. . s o _ _
a—(w?+Q%+T; cogy—A sin 24+, sir? )a

The terms which depend on the coordinagesand ¢ (@ 1 4 2p+ 1y )

define the equations for the velocity components h H hL

2
=200b—wy(wb—Qa)+ ———+ —— —,
d d 9 2 (a+tb)y? a® ¢&?
gt Ve, TVigz | Ver= Rt Gog

at (16)
R R - _ 2 2 ) )
Gp=pF1—w2Vgg, Gg=w2Vpg—2pA+§F2, (12) b—(w?+Q2+T, co Y+ A sin 2p+T; sir? )b
H hL
whereF, and F, are determined by the emittance and the =20w(la—wy(wat+QOb)+ TJF §+ et
self-field of the beam, (at+b)y s
: 17
I'1=w,0R/S?~3U%/s*~ wy(R/s)" . o
w(a?—b?) +2w(aa—bb)
X[(3+n)U/s+ w1 (R/S)"],
R .

To=nwi(UIS)(RIS)", A =w,sR/2s%. :(wzg—m (ab—ba)+ab[2A cos %

Since the orientation of the peam cross section canvary +(T';—T) sin 2], (19
as a consequence of the poloidal motion of the fluid, the o
introduction of the coordinateg; associated with the sym- . Rws\[a b
metry axes of the cross section corresponds to passage to&" | *~ 55 /l2 7 b
coordinate system, whose unit vectors are turned through a
certain angleW relative to the unit vectors of the original 1 d

i : =— — w,— —w(a’+b?

coordinate system: 2abdt] ?s ’

gi=p cos¥+{sin¥, qg,=fcos¥V—psinV¥. whereH = (uE/7)?, E is the emittance of the beam, and the

terms containind. are due to the curvature of the beam.

Accordingly, V, and V, should be represented in terms of The equation fo) can be integrated in a simple man-

the velocity componentg; of the fluid in the new coordinate

ner:
system
_ . R(U2 2 2 sz
V,=V; cos¥ -V, sin V-, Q= —~+| wo(@g+bg) + 2agho| Qo— 25
V=V, cos¥+V; sin¥+pQ, 1
- . , , —w(a?+b?) |—. (19
whereQ) = is the angular velocity of the poloidal rotation 2ab

of the beam as a whole. Then from Egs2) for the V; we As we have already noted, in the framework of the self-

obtain similar approach the influence of the longitudinal magnetic
J ) field on the rotation of the beam as a whole and the internal
S Vi a) Vi—20V,— 07— q,Q motion of the fluid can be determined from a general rela-
! tion, which is a consequence of the dynamic equations of a
=F;+G, cosV+G; sin¥, (13)  charged fluid:
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d RVS which depends on the azimuthal angle to the right-hand side
ain 0. of (12) will clearly be of the order o£?, if the motion of the

n
beam near the axis of the field is considered, i.e., if
Here R=W+eB/ymc; W=curlV is the vorticity;n is the  (s—R)/R, ¢/R~e.

denSity of the ﬂU|d, and is an arbitrary fUnCtion, which is In this case a model of a r|pp|ed annular beam can be
conserved as the fluid moves. constructed for an electron beam inlan2 stellatron. As in
In particular, the function for an annular beam is the case of linear beams in periodic focusing systefse-
t dr glect of the influence of the self-field on the longitudinal
S= 5(r—s)6<—fov(9(s,r)s(—7) 8(z— o). motion of the particles is possible, if the beam current is

small in comparison with the Alfue current and significant
Then, from the condition of the conservationRVS/n  variation of the transverse dimensions occur at distances con-

during motion of the fluid we obtain Eq19). siderably greater than the lengths of the semiaxes. Then from
Equations(16) and(17) simplify in the case of an ordi- (9) we find

nary betatron. As can easily be seenwif=0 and there is

initially no poloidal motion of the fluid, such motion does V®=U(1— 3) —w1p,

not appear later on. Omitting the terms caused by the curva- S

ture of the beam for simplicity, in this case we have whereU =usy/s+ w;(s3/s—s)/2.

If we introduce the variabley=® — ut/R instead of®,

A+ xa= L+ ﬂ b—T,b= 2h + ﬂ (20) then, to within the accuracy adopted the dynamic equations
(at+h)y* a° (a+b)y* b? do not contain terms with a derivative with respectjai.e.,
wherex=3U2/sz+wl(R/s)”[(3+n)U/s+ w1(RIS)"]. the dependence of the characteristics of the transverse mo-

A further simplification is possible under the condition ton Of the beam on this parameter has a parametric charac-

that the radial oscillations of the beam take place near th&" This dependence is defined for each cross section of the
axis of the external field, i.e. st R)/R~e, and if the par- beam by the initial conditions. Following the scheme de-
ticles initially rotate on the axis of the field with the cyclo- Scribed above, for the coordinates of the beam axis we ulti-

tron frequency, i.e., iti= — w,R. Then, settings,, s=R in  mately find equations analogous (t0) and (11)
(20) in accordance with the accuracy adopted, we find } 'R u U2
St wy0 —+wy=[(S—R)cOSp+ 0 sin ¢]— —=0,
2h H s °R s

atwi(l-na=——+—,
il ) (a+b)y? ad

. . u
T— wy0o g+w2§[(s— R)sin ¢ —o cos¢]=0,
2h H

bnwb= ———+ .
Y (a+b)y?  bd

whereo=k(#n+ut/R) and the terms due to the self-field of
the beam have been omitted for brevity.

The angular rate of poloidal rotation of the beam as a
whole is specified by Eq19), and the variation of the char-

If the system under consideration does not have axiafcteristics of the transverse motion of the beam is given by
symmetry, relation4) does not hold. In this case, including Egs.(16)—(18), where
the axisymmetric part of the external field in functi® we .
obtain r,=

RIPPLED ANNULAR BEAM

o 2 u
wzﬁ—wl—3(u+w1R)§—F2,

d1l
——=e(ymcuR 1(V,B/-V,B,), (21) :
dt w5S

u u
+w3§ sin ¢, Fzzwgﬁ COS .

where the terms of the field that depend on the azimuthal A= 2R
angle are marked with a prime.

Hence it is seen that the expressi@ for the azimuthal
velocity can also be applied to systems that do not have axi
symmetry, if the right-hand side of ER1) is proportional
to a small parameter raised to the second power.

For anl =2 stellatron, whose magnetic field can be rep-

resented in the form

Thus, the proposed method makes it possible to obtain a
ﬁystem of ordinary differential equations that describe the
ransverse oscillations of an annular beam of charged par-
ticles in an external field. The solution of this system of
equations is a separate problem.

This work was performed with support from the Russian
Fund for Fundamental Research.
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Determination of the final equilibrium radius and the increase in the emittance of a
nonequilibrium relativistic electron beam during transport along an external magnetic
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An equation describing the evolution of the transverse energy of a segment of a paraxial
axisymmetric relativistic electron bea(REB) propagating in a gas-plasma scattering medium

along an external magnetic field is used to find the equation relating the final equilibrium

radius of the beam to its initial nonequilibrium value. An analytical expression for the increase

in the mean-square emittance of an REB during transport up to achievement of the

equilibrium state is found for the case considered. The dependence of the final equilibrium radius
and the corresponding increase in the mean-square emittance on the density of the scattering
medium and the induction of the external magnetic field is investigated19@¥ American
Institute of Physicg.S1063-7847)01907-7

In the recent period researchers have shown increasingation occurs with a factof,,. In addition, for simplicity,
interest in the dynamics of the transport of relativistic elec-we assume that there are no energy losses from the beam
tron beamgREBS in gas-plasma media in a self-pinching particles over the REB transport distances considered and
regime!~1° An initial deviation of the beam parameters from that the neutralization fractionf, and f,,, the total beam
their equilibrium values has frequently been observed in exeurrentl,,, and the induction of the external magnetic field
perimental and numerical investigations of the propagatiordo not vary time, i.e.,
of REBs in such media. In particular, a small deviation of the
radius of an REB from the equilibrium condition on injection d_7 _ d(%Ts) _ & _ 0
can lead to the development of resistive sausage instability of dt ' dt Toodt '
the beam, which is characterized by rapidly growing radial 5. _ _
pulsation€*®°However, as numerical simulations and the Where *=(1—"fm) =(1—1c)/5% B=v,/c (v, is the longi-
analytical theory have shown, the sausage mode is Su?ydlnal velocity of the glectron beqm, ands the velocity of
pressed over a broad range of parameters of the beam and %‘t); Tg=eply,/(2c) is the effective Bennett temperature,

background gas-plasma medium, and the beam achieves ich charactgriz_es the self-pinching _of the beam by its own
certain equilibrium stat&®1°For this reason, there would be €'€ctromagnetic field();=eB,/(ymc) is the cyclotron fre-

definite interest in theoretical predictions of the final equilib-dUency of the beam particles in the external magnetic field

rium radius of an REB, as well as the increase in the mean2o; andm ande are the electron mass and charge.
square emittance of such a beam during its evolution toward W€ Shall henceforth assume that the doubled root-mean-
the final equilibrium state. This problem was previouslys’_quare beam radiug; on injection differs from the equilib-
treated in Refs. 4 and 5. However, the influence of the ex!'UM valueR, by the small amoundR,
ternal Iongitudinfal magnetic field_, as well as the repeated R,=Ry+ &Ry, @)
Coulomb scattering of beam particles on background gas at-
oms(which must often be taken into account in pracki@n  where|SRo|/Ry<1.
the final equilibrium radius of the beam and the increase in  We note that, if condition§l) are satisfied, the integral
its emittance was not studied in Refs. 4 and 5. of motion of the transverse beam segment characterized by

The present work is devoted to the derivation of generthe injection timer for the beams under consideration is the
alized equations for determining the final equilibrium radiustransverse energy of the beam segment, which is defined
and the corresponding increase in the mean-square emittangethe following mannef:
with allowance for the influence of the external magnetic
field and the scattering in the background gas-plasma me- V=&, +Ag, ()
dium.

Let us consider a monovelocity, azimuthally symmetric
paraxial REB propagating along a constant external magnetic —~
field with the inductionB, in a gas-plasma scattering me- SLZJ drlxp—, (4)
dium. We choose the cylindrical coordinate systan®,z) 2my
such that the vectdB, is parallel to thez axis. It is assumed
that partial charge neutralization takes place with a neutral- o _ _ EJ dr, yeg x A (5)
ization fractionf, and that partial magneticurren) neutral- FT T 2) TP =)

where
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are, respectively, the mean transverse kinetic energy and Let us turn to the derivation of the equation which re-
mean potential energy of the particles in the segment in théates the final equilibrium doubled root-mean-square beam
collective electromagnetic field of the plasma-beam systenradius R; to the initial doubled root-mean-square radius
Here x=Jy(r)/l,, whereJy(r) is the radial current density R;, which is assumed to be known. For this purpose we use
profile of the beaml,, is the total current of the REBy? is  the equation of the beam envelope for the doubled root-
the mean-square momentum of the beam particles in the seflean-square radiuR. In the case under consideration we
ment, andA, is the z component of the vector potential of hav
the collective electromagnetic field.

2 2 2 2 2
Generalizing Lee’s kinetic theohfor paraxial REBs to d'R_dR1dy 4«Tg + & - 4(E+—P0Jm)

JEN— + —_— PE— ,

the case of the influence of the external longitudinal mag- dt® dt y dt =~ ymR 4 ¥*R3
netic field, we can obtain the equation for the evolution of (10
the transverse energy of a beam segment in the form where

dv g dy+ d In(xTg) Q.R?

E R T Po=m\ L+ = (“)

1 d(Qcy) is the mean canonical angular momentum of the particles in
2y dt m7L+f dr. xS, ©  the beam segment, and

where S characterizes the rate of the conversion of energy ~_, ¥’R¥4e, (dR|? (2L)|? 12
into transverse motion of the beam particles as a result of 4 |my dt R (12

multiple Coulomb scattering of the REB electrons on atoms .

of the background gas-plasma medium, anés the mean ' the mean-square emittance of the REB. .
angular momentum of the particles in the segment undetrollol\zi:dd'tlon'. frc?m Egs.(3), (7), and (8) we obtain the
consideration. g equation:

When simplifying assumptiond) hold, Eq.(6) reduces

2
R
to the simple form g it xTg| [i+In \/_2—;) 1—5,‘“
C
VW= ym(ﬁc)?’asngtf ) (7) 2
whereWV; and ¥, are, respectively, the values of the trans- —xTg| [j+1In —') :tf'ym(ﬁc)so'sng, (13
verse energy of the beam segment in the final equilibrium \/ERC

state and on injection of the REB; is the transport cross yhere the subscripit refers to the final values of the param-
section for small-angle multiple Coulomb scattering of thegters and refers to the initial values.

beam particles on atoms of the background ggsis the Since the final state is an equilibrium state, we have
density of the atoms of the background medium, grid the
time of achievement of the equilibrium state. dR| [d°R|
It is not difficult to see that in the absence of scattering dt f_ na =0. (14)
f

(0s=0) ¥ is the integral of motion for the beam segment
under consideration. This situation was considered for  Using (10)—(12) and(14) we can easily obtain the con-
Bo=0 in Refs. 4 and 5. We next introduce the parameter dition for dynamic equilibrium in the final stage:

A 2R\ ? (8,) LiQe  «T
o R 2 ) ® R = (19
xTg R my 2 my
whereR, is the radius for whiciA|,_g =0 Itis not difficult It can be shown under the conditidn/dt=0 thatPg is
to show thafl" can be represented in the following form: the integral of motion of the beam segment. We then have
2 2 QO
rz_zfﬂ lo(D)?, [ V2Re @ Ll SRR, (16)
o I Ib R ’
; . . Substituting(16) into (15), we obtain
where 1,(r)=fodr'2ar'Jp(r") is the beam current in a
tube of radiug. (e.)f LiQ, 03 R\  xTg
. . _ 2
The parametel is a constant for different forms of the my Ty T g R_|2 m_y 17

radial current density profilé,(r) of the beam. In particular,
I'=0.193 for a uniform profileI'=0.116 for a Gaussian Using(13) and(17), we can write the following equation
profile, and I'=0.195 for a Bennett profile cut off at

2 2 2
r=3R,. Thus,T" varies very slightly as the radial current _T._T. & _ Like _ ﬁ 2|9 _ &
_ - v ) (1-T4=T)+In R 1
density profile of the REB evolves. In addition, it can be Ri (Bc)U  4U Ri
shown thatdI'/dt characterizes the influence of the phase 2 oL
mixing of the beam particle trajectories on the variation of Bli + r7sMg (18)

the mean-square emittance of the béam. " my(Bc)2U U
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FIG. 1. FIG. 3.

Then, substituting this expression into E#8), we ulti-
whereU = x|/l is the generalized perveance of the beammately obtain
| ,=Bymc®/e is the limiting Alfven current,k,=Q./Bc is 2 2 R.\2
() f
“wrilal

the wave number of the cyclotron oscillations of the beam (141, —T,)+In Ry

particles in a longitudinal external magnetic field with an R/ 4U Ri
induction Bg. 2 2

In the absence of a scattering process=<£0) and an - & Loke _ E) }+ 2Lr‘Tsng_ 23)
external magnetic fieldk,=0), Eq.(18) leads to the follow- R? BcU Ri U

ing equation, which was obtained in Ref. 4, for an initially

We next determine the change in the mean-square emittance
cold beam ¢ ,;=0): g d

of the beam during its transport to the final equilibrium state:

Ri\?2
In(ﬁ' —1+(T—T). (19) AE*=Ef-E7, (24)
f
) ] ) whereEi2 and Ef are, respectively, the initial and final values

Sincel varies weakly as a function of the form of the ¢ 1o mean-square emittance of the beam segment.
radial current density profile of the bearfi{-T'y<1), we In accordance with Eqg¢11), (12), and(14), we have
have

AE?2 U k2 L, k.R?\?
R=1.64%R;, (20 = —(R?—R?)+ —C(R?—Rg)—(—' c1
(yBc)? 2 16 Bc 4
E?=~UR?=0.368JR3. (22)

2\ 2
We next express the value ef; in Eq. (18) in terms of + (ﬂ kCRO) 7
R; andRy, whereR, is the equilibrium radius corresponding e 4

to the initial emittance of the beam. WhedR/dt);=0 and  whereR, is the equilibrium root-mean-square beam radius
Li=Lo, from (11)—(13) we obtain corresponding to the initial emittands .

e R2 9Lk R2 Let us use the equatiori23) and(25) derived to exam-
e 0 20k 0 (220  ine several simplified situations. We first consider the case
my(Bc)?U R?  BU R? whenk.,=0 andos=0 (B,=0, and there is no scattering

Then, using(2), from (23) we have

(29

107 om?
'S

L3Y]

AE?
¥p)*
1 XY

g 2 4 g g
ny /Tla Bo) kG

FIG. 2. FIG. 4.
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Ry |2 1 R?[ R2 2 For the case with no scatteringr{=0), but with an
(R—) =1+ E_IZ —g— , (26) external longitudinal magnetic fielB,, we can obtain the
0 Ro\ R following expressions for the initial nonrotating beam

which, under the conditiohSR,|/R,<1, reduces to the ex- (Li=Lo=0) from (23) and(25):

pression R(\2 k% R\ 2 Ro|2
In| = +—R»2[(—) —1}=(—) -1, 31
RIZ . 2(6Ry)? (Ri) aRllR R (31
o o AE® U R?—R? ke R?—R? 32
~—(R?-R%)+ —(R}—R}).
In this case from(25) we can easily obtain the result in (yBc)? 2( ~Ro) 16( i~ Ro) (32)
Ref. 5

Figures 3 and 4 present the dependenc&kofR; and
AE?=(yBc)?U(8Ry)>. (28)  AE?/(7yBc)? on the inductionB, of the external magnetic
In the absence of an external magnetic fiddg=0) and field for the REB parameters presented above. As is seen

the presence of a scattering process, with consideration of t{°M the figures, the corresponding induction values can
weak variation of the parameter as the radial current profild2ve an appreciable influence on the final equilibrium radius

of the beam evolves|[;—T'o|<1) we have and the change in the mean-square emittance.
Ri)? v) 142 20 i 29
N — X + —_
Ry expy) Ry/ | 29 'E. P. Lee, Phys. Fluid$9, 60 (1976).
2E. P. Lee and R. K. Cooper, Part. Accé|.83 (1976.
Where\P:ZLrO'sng/U- 3E. R. Nadezhdin and G. A. Sorokin, Fiz. Plaz@y989 (1983 [Sov. J.
The increase in the mean-square emittance in this casePlasma Phys9, 576 (1983].
has the form 4E. P. Lee, Lawrence Livermore National Laboratory Report UCID-18495
(1980, p. 15.
U 5E. P. Lee and S. S. Yu, Lawrence Livermore National Laboratory Report
AE?=( yﬂc)ZE[Ré(exp(\If) —1)+2expg¥)(R,)?]. _UCID-18330(1979, p. 23. _
M. Lampe and C. Joyce, Phys. Fluids, 3371(1983.

(30 "E. K. Kolesnikov and A. S. Marilov, Zh. Tekh. Fiz.60(3), 40 (1990
. [Sov. Phys. Tech. Phy85, 298 (1990].
As an example, Figs. 1 and 2 present plots of the depensg  kolesnikov and A. S. Maritov, Zh. Tekh. Fiz.61(12), 43 (1991

dence ofR;/R; and AE?/(yBc)? on the densityng of the [Sov. Phys. Tech. Phy86, 1351(1991)].
background gas atoms\{) - 10*° cm™2) for the case of an  °E. K. Kolesnikov, A. S. Mantlov, and I. V. Abashkina, Zh. Tekh. Fiz.

: _ _ _ 64(11), 136 (1994 [Tech. Phys39, 1160(1994].
REB with an electron energg=5 MeV (y=10), I,=10 10E. K. Kolesnikov and A. S. Marilov, Pis'ma Zh. Tekh. Fiz17(3), 46

kA, x=05, Ry=13 cm, R=1 cm, and (1997 [Sov. Tech. Phys. Lett7, 96 (1991].
L,~3Lz~U/R,. Itis not difficult to see that the scattering “W. A. Barletta, E. P. Lee, and S. S. Yu, Nucl. Fusiih 961 (1981.

process, as expected, can have a significant influence on th&. F. Fernsler, R. F. Hubbard, and M. Lampe, J. Appl. Pi5.3278
final equilibrium radiusks, as well as on the increase in the
emittance of the beam. Translated by P. Shelnitz
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Amorphous gadolinium—cobalt films as sensitive media for the topographic mapping
of nonuniform temperature fields

V. E. Ivanov, G. S. Kandaurova, and A. V. Svalov

A. M. Gor’kir Ural State University, 620083 Ekaterinburg, Russia
(Submitted February 28, 1996
Zh. Tekh. Fiz67, 112-116(July 1997

The results of an investigation of the response of the domain structure of Gd—Co films to
stationary, spatially nonuniform planar thermal fields created by one or two hominal point heat
sources are presented. Several simple techniques for the topographic mapping of these

fields by observing and measuring the parameters of the domain structure of amorphous Gd—Co
films are formulated. ©1997 American Institute of Physids$S1063-784£97)02107-1

INTRODUCTION this contact region was assumed to be constant and approxi-
The temperature effects of the domain structure of thinm"’lteIy equal to the source temperatlik if the film being

magnetic films open up possibilities to use them in the topolnvestlgated was in direct contact with the source. After the

graphic mapping of spatially nonuniform thermal fields of c:cjrrer;t Ehrough tthf st())urtcr:]e Wast eSt?b“ihed’ thg ac?llevgrgent
various nature in cases in which other methods, which enL(-I)_ a stationary state by the system took approximalt€ly o s.
he domain structure was observed by utilizing the polar

ploy, in particular, paint films and liquid-crystal coatings, do tooptical K tect eith h bstrate sid
not provide the desired result. The temperature dependen@é?gne ooptical Kerr etiect either on the substrate $ide
this case the film was in contact with the heat souareon

of the stripe-domain structure in permalloy films permits the

topographic mapping of the thermal fields of fast procé'ssesthe film deposition sid€in this case a glass substrate of

and stationary thermal fieldsThe inconvenience of the thickness 0.24 mm was in thermal contact with the source

method of observing the domain structure in these material he effect of an external quasistatically varying magnetic

. . : Id H, directed along a normal to the film was observed at
using powdered deposits has placed transparent iron gamgfﬁxedovalue of the sc?urce temperatdrg the film tempera-
films® and amorphous Gd—Co and Gd—Fe fittnghich are P S P

less expensive and simpler to prepare, among the promisir;[#re-r rema_une’z,d lett constant. The_state obtamed_after mag-
etic shaking” by a sign-alternating magnetic field with a

materials. This paper is devoted to expanding the possibili; .
ties for the topographic mapping of spatially nonuniform frequency of 50 H_Z and an _amplltud(_a th?ilt decreases from
(planaj stationary temperature fields. H.,>Hg, whereH is the staﬂc §aturat|on f|eld,. to zero was
assumed to be close to equilibrium. The domain width in the
demagnetized state was measured on photomicrographs of
SAMPLES AND EXPERIMENTAL METHOD the domain structures.
Amorphous Gd-Co films of thickness 0.5zm with
perpendicular anisotropy were obtained by hf ion-plasma
sputtering on water-cooled glass substrates, and their fre;bg;gggﬁﬁg'l'é '\é'lAE'ID_';"\":EOO’\'; ¢HC;EPN;§2$\E(¥¥ESTEETHE
Zurface was pro_tected by a glass coatl_ng of thickne580 INDUCED DOMAIN STRUCTURE OF AMORPHOUS
. The magnetic moment compensation temperafligg, Gd—Co FILMS
was somewhat above room temperature and amounted to
Teom=60x3 °C. Typical plots of the temperature depen- Variation of the temperature of amorphous Gd-Co films
dence of the coercive forcH(T), its reciprocal H.) 2, near the compensation temperaturg,, leads to strong
and the domain widtld, in the demagnetizetequilibrium) qualitative and quantitative changes in the magnetic proper-
state for the films investigated are presented in Fig. 1. Thesges and the domain structufeTherefore, a noticeable re-
results, on the one hand, characterize the objects studied arghonse of the domain structure to the temperature gradient
on the other hand, are needed to reconstruct a picture of trehould be expected in a nonuniform temperature field that
nonuniform temperature fiel@(x,y) in the plane of a film includesT,,. Figure 2a shows the simplest domain pattern
from the parameters of the domain structure and the coercivef an amorphous Gd—Co film, which appears under the ac-
ity of the domain walls. The temperature gradient was cretion of a nonuniform temperature field created by a nominal
ated by the temperature difference between a relatively magoint heat source in the presence of a constant external field
sive brass “thermostat” and a heat source, which was théd;=5 kOe. The domain structure of the film was observed
junction of a copper—Constantan thermocouple. Thdrom the substrate side, i.e., in this case the film was in
“source” was heated by passing an electric current alongcontact with the heat source. In the original state, in which
Constantan conductors, and the thermopower was measuré&d is equal to room temperatui&, i.e., Ts=Tq<T¢m, the
by a copper—Constantan thermocouple. The thermal contasample is single-domain. A quasistatic increas@ Jrcauses
surface between the source and the test amorphous film cdine abrupt appearance of a “white” domain of circular shape
be assumed to be a circle of raditsd0 um in a first ap- at a certain threshold temperatufg=Ty,,=108 °C, which
proximation. The temperaturt of the films investigated in corresponds to a radius of the circular dom#&tp,=210
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pattern resulting from halting of the domain walls at defects.
Therefore, we call the domain structure described here,
which forms only in a constant magnetic field, an induced
domain structure. Figure 3 shows the distribution of the re-

600

400 sultant magnetizatioMg in a cross section of the film pass-

8 ing through the symmetry center. The drawing illustrates the
- mechanism of the formation of the domain pattern in Fig. 2b.
x For simplicity we assume that there is a linear decrease in the
200 temperature from the source to the periphery, i.e.,

dT/dx=const, and thaM;=0 on the line wherd =Ty,.
As a consequence of the small valuesMf, the magneto-
static self-energy can be neglected. In this case the formation
of the induced domain structure is determined by the com-
petition between two forces: the external fidii), which
causes nucleation of the reverse magnetic phase and pushes
Joov b the domain walls forward, on the one hand, and the coercive
force H.,~C/Mg, which hinders the nucleation and ad-
vancement of the domain walls, on the other hand. Thus, the
domain pattern in Fig. 2 is determined by the distribution
2001 Hcw(X,Y), which, in turn, is determined by the distribution of
the temperature, sincl;,~C/M¢~c/(T— T . Here C
andc are constants, which depend on the temperature in a
first approximation. In Fig. 3 CDW denotes the compensa-
700} tion domain wall formed in the zeroth cycle, which is located
on the line wherel =T, and H.,, reaches its maximum
value. This wall subsequently remains stationary under any
change in the field. The two mobile Bloch domain walls
/) WS (BDWSs), which appear after the first cycle of variation of
80 fzrooc 760 H, (Fig. 3), are located on lines whetdq=H,,,. Since a
’ specific value oH,, and a specific value df correspond to
FIG. 1. Temperature dependences for the series of amorphous Gd—Co filmaé gIV(_En value ofH,, it is cle_ar that the positions of the
investigated: a — coercive force and its reciprocal, b — domain width. ~ domain walls correspond to isotherms. The proposed tech-
nigues for the topographic mapping of a temperature field on
the basis of the domain pattern in Fig. 2c are based on the
Mm_ A further increase inTS |eads to an increase in the fO”OWing aSSUmptionS. The temperature at the domain wall
radiusR of the domain, the dependence Rfon T being  appearing in the first cycle coincides with the compensation
linear in a first approximation: temperature of the test film, i.&l = T, and the maximum
field in the nth cycle H,), which shapes thath domain
R(T)=Ro+aAT, wall, coincides with the coercive force at the site of that
where «=8 um/°C is the temperature coefficient for varia- domain wall.
tion of the radius. Figure 4 shows a topogram of the temperature field
At a fixed value ofTg, lowering the magnetic field T(X,y) in the plane of a film, which was constructed in the
strength to zero does not alter the picture of the domaifollowing manner: a calibrated reference grid was prelimi-
structure, and the application of a field of opposite orientanarily drawn on the photograplfrig. 2b), the origin of coor-
tion leads to a domain pattern consisting of annular domaingdinates being juxtaposed with the lower left-hand corner of
(Fig. 2b). As the field of opposite sign increases to its maxi-the photograph. Using the foregoing arguments, the coercive
mum value 5 kOe the two annular domain walls forceH,, in thenth cycle was mapped to each pair of coor-
“merge” with the stationary domain wall of the original dinates &,y) of the domain wall. The distribution of the
circular domain with the resultant formation of a “black” temperature in the plane of the film was found from the plot
domain, which duplicates the shape of the original circularof H.(T) (Fig. 1. It is seen from Fig. 4 that the topogram
domain exactly;n magnetization-reversal cycles with suc- of T(x,y) in the plane of the film is centrosymmetric.
cessively decreasing values of the maximum magnetic field Let us mention several features of the formation of an
in each cycle [, leads to the formation ofr2+1 annular induced domain structure, which can lead to errors in the
domain walls(Fig. 2¢9. The experiment shows that a domain topographic mapping of temperature fields. These features
pattern that is stable in a given fieldl, remains unchanged include the hysteresis in the dependenceRefR(Ts) and
when the field decreases to zero. It should be noted that ithe hysteresis in the appearance and disappearance of the
the temperature rangd.,,—40 °C<T<T.,,+40°C the domain. The latter occurs because collapse of the domain
state which is close to the equilibrium stdtdter magnetic occurs at a lower temperaturé {,~80 °C) than its appear-
“shaking”) is a single-domain state or a random domainance (y,,=108 °Q and corresponds to a raditg, <Ry, .

dyy pm
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FIG. 2. Domain pattern formed in a nonuniform temperature field after the threshold temp@rgtdi@8 °C is achieved in a fieltl ;=5 kOe and the field
is lowered to zerda), in a magnetic field of opposite sigi,=—0.6 kOe(b), and after four cycles of varying the direction and amplitude of the external
magnetic field(c), as well as the field variation schen@, T,=80 °C.

The temperature hysteresis of the appearance and collapsefofm of the domain structur¢Figs. 5b—d. Quantitatively,
the circular domain is most probably due to the delay in thehis is manifested in significant alteratidfrig. 6a, curves
formation of the magnetization-reversal nucleus in the regiori—3) of the coordinate dependence of the domain widigh
whereT exceedsT .., The duality of theR(T) dependence (thex axis was oriented parallel to the long side of the frame
can be attributed to the fact thatthe fieldH is insufficient, in Fig. 5, and the origin of coordinates was juxtaposed with
i.e., Ho<H.max» @and the domain wall starts only whef,, the left edge of the photographAs the film temperaturéat
decreases and becomes comparabld doand b there is a the center of the photograpimcreases, they(x) curve be-
delay in the variation of the temperature in response to theomes less steep. Plots ©{x) (Fig. 6b were constructed

variation of T at sites that are distant from the source. from thedy(x) anddy(T) (Fig. 1b curves. The temperature
on the surface of the test film varies quite considergbly
TOPOGRAPHIC MAPPING OF A TEMPERATURE FIELD about 15°Q during the achievement of the stationary
FROM THE PARAMETERS OF A SERPENTINE DOMAIN (steady-stateregime, the slope of th&(x) curvesi.e., the
STRUCTURE OF AN AMORPHOUS Gd—Co FILM gradient ofT(x)] remains approximately unchanged. A com-

: h h f th ) parison of the temperaturgs of the thermocouple and the
Figure 5 shows the response of the domain structure gl herature in the plane of the film determined from the

an amorphous Gd-Co film in the demagnetized state 0 g,main width (in the demagnetized stateeveals that the
nonuniform temperature field in a regime in which a station-g . seratyre difference amounts to 100 °C. Such a difference
ary state is achieved. The domain structure was observeg.\can the source temperature and the temperature deter-

from the film deposition side, i.e., in this case a substralg,inaq from the parameters of the domain structure at the
with a thickness of 0.24 mm was in thermal contact with the

-2 i : center of the photograph is most probably caused by the
source. The 'n't'?‘l stateFig. 56_) was ob?amed by dgmagne'_ presence of the substrate between the source and the test
tization by a variable magnetic field with a decaying ampli-
tude at room temperature. After the source temperature
T,=232 °C was established, the stationary state of the sys-
tem was achieved within about 20 s. It should be noted thal
during this time a small change in the source temperature

T, (from 232 to 235 °Qleads to significant alteration of the
&
.\ﬁ
60
) v 0
et Lo | ot
T >Tom //T< Teom
L 2l
cbw BDW

FIG. 3. Diagram of the distributiotalong the coordinate) of the resultant ~ FIG. 4. Topogram of a nonuniform temperature field created by a nominal
magnetizatiorM ; on magnetization reversal of a circular domain. point heat source in the plane of a test amorphous Gd—Co film.
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FIG. 5. Response of the domain structure of an amorphous Gd—Co film.
Source temperaturgg, °C: a — 30, b — 232, ¢ — 233, d —235.

film. All the experiments were henceforth carried out in the
stationary regime, and the time for the establishment of that
regime was equal to 20 s.

Nonuniform temperature fields of more complex form,
created by several sources of different power, can be encoun- _
tered in practice. For this reason, we shall next present sonfgC: /- Domain structure of an amorphous Gd—Co filmthe demagne-

. . 1zed statg on which a temperature gradient was created by two point heat
results of the influence of a temperature field created by tWQgces T, =227 °C (on the lefi, T.,=177 °C(on the right (a) and topo-
sourcesgwhich will be calledS; andS;). gram of the nonuniform fieldb).

Figure 7a presents a photograph of the equilibrium do-
main structure in a nonuniform temperature field created by | ] ) o
two sources with different temperatures. The photograph waRentine domain structure in the vicinity 8{ andS,. Several
placed in a calibrateX Y reference grid in order to measure dualitative conclusions can be drawn from Fig. 7a. In par-

the dependence afy(x,y) and to reconstruct a topogram of ticular, the two sources create domain structures of circular
the temperature field(x,y) from it. Knowledge of the de- SYmmetry with some violation of the symmetry between

pendence ofl, on T (Fig. 1B (in a uniform temperature them. In other words, the domain patterns create@&pgnd
field) makes it possible to qualitatively estimate the variationS2 €Xhibit an interaction with one another, which can be

of a nonuniform temperature field from the form of the ser_lnterpreted as a manifestation of j{he overlap of the tempera-
ture fields ofS; andS,. Construction of a topogram of the
nonuniform temperature field requires measurement of the
dependence of the domain width on the two coordinates in
the plane of the film, i.e.dy(x,y), which reflects the prop-
erties of the temperature field and the dependenad, an
T (Fig. 1b), the latter being a characteristic of the test film.
An example of a topogram of a planar temperature field
T(x,y) created by two point sources is presented in Fig. 7b.
Temperature hystereSiand defects of various kinds, includ-
ing stabilization of the domain walfsdistort the picture of
the domain structure and introduce errors into the determina-
tion of the temperature field. To avoid such distortions of the
domain structure, first, the details of the technology of de-
positing defect-free films, particularly the measures taken to
prevent stabilization of the domain walls, must be carefully
observed, and, second, the test films must be thoroughly
demagnetized by a variable field of sufficient amplitude.
Thus, it has been established as a result of this research
1 1 that the response of domain structures of amorphous Gd—Co
60 &oo films with perpendicular anisotropy to nonuniform stationary
thermal fields points out a strong correlation between quan-
FIG. 6. Temporal variation of the one-dimensional dependence of the dogtatlve parameters of the_ domam structgre and charac_terls-
main width (@ (in the demagnetized statand of the temperaturé). T,,  ticS Of the temperature field. This provides some basis to
°C:1— 232,2 — 233,3 — 235. regard amorphous films of the Gd—Co type as potentially

g0

)
0 200 400
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suitable for the topographic mapping of spatially nonuniform All-Union Seminar “New Magnetic Microelectronics Material§ih Rus-

stationary temperature fields of complex pattern.
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Potential possibilities of a laser plasma as a negative-ion source
S. V. Latyshev

Institute of Theoretical and Experimental Physics, 117259 Moscow, Russia
(Submitted February 20, 1996
Zh. Tekh. Fiz67, 117-120(July 1997

The potential possibilities of a plasma heated by laser radiation as a negative-ion source are
analyzed theoretically. It is shown that the efficiency of negative-ion formation in a laser plasma in
the heating phase reaches'*010'® ions/J when the parameters of the laser radiation are
optimally adjusted. ©1997 American Institute of Physids$$1063-784£97)02207-1

2/3 3

<§T,

Definite interest has recently been displayed in the study 2m%h2(3n,
of the plasma produced by focused laser radiation on the &¢= (g
surface of a solid as a negative-ion source. This interest is
due mainly to the need to create an intense negative-iofe criterion of ideality
source for accelerator technoloffhe research is presently o2 3
confined to two areas. In one of them the expansion products =e2né’3< =T,
of the laser plasma are investigated at large distances from (ree 2
the targetof the order of several metgrssing time-of-flight  and the criterion of the attainability of equilibrium
mass spectromet? It was shown in these studies that a
significant negative-ion yiel@on the level of several percent Toq= 1
in comparison with the positive, singly charged ibappears 1 Tedeve
when the plasma is heated by very intense laser radiatioqyhere the cross section for the interaction of an electron with
For example, when a COlaser A =10.6 um) was em- a5 ai0m ¢ ,~10 6 c?, the thermal electron velocity
ployed, the maximum negative-ion yield was observed forvew 107 cmis, &, is the Fermi energy, anft o) is the mean
flux densitiesq~(3—5)x10° W/cn?, and when a neody- gistance between electrons.
mium laser § =1.06 um) was employed, the corresponding  The influence of the photodissociation of negative ions
flux densities significantly exceeded 'f@V/cr. At such  nder the action of laser radiation on the ionic composition is
flux densities the temperature of the laser plasma in the heafnore complicated. When multiphoton processes are ne-
ing phase has a value of (B0 eV, which significantly ex-  glected, photodissociation of the negative ions does not oc-
ceeds the temperature at which negative ions are efficientlyy if #w<U_, wherefiw andU_ are the photon energy
formed (T~1 eV). The researchers reporting these resultsand the binding energy of the electron in the negative ion.
believe that the formation of negative ions in a laser plasmarhjs condition generally holds for radiation from a l@ser
takes place mainly in the plasma expansion phase, in whicly, ,~0.1 eV), but far from always for radiation from a
the temperature drops to appropriate values. neodymium laserf{w~1 eV). The corresponding estimates
In other studies negative ions were extracted from a lasegf the photodissociation cross sectiom,~ 10 17 e
plasma by a strong electrostatic field directly in the heatingref. 7 show that when the radiation flux density
phase or immediately after removal of the heatingg~10° W/cn?, the time of the photodissociation process
radiation?~® Neodymium lasers were used in these studiesﬂ-ph:ﬁw/qgph for radiation from a neodymium laser equals
and the maximum negative-ion yield was observed at fluxi0~1° s, This time is comparable to the time for the estab-
densitiesq~6x 10’ — 6 10° W/cn?, lishment of ionization equilibriumze,; therefore, short-
From the standpoint of creating a laser negative-ionyavelength laser radiation can significantly reduce the num-
source, the second route is preferable, since it does not reer of negative ions in the plasma through photodissociation.
quire large flux densities of laser radiation and allows us to  When the above criteria are satisfied, the ionization equi-
hope to create a continuous negative-ion source with presiprium in the plasma is described by a system of Saha equa-
ently existing laser technologies. tions. In situations where negative ions are formed efficiently
This paper is devoted to a theoretical analysis of thén the plasma, the existence of positively charged ions with
second group of experiments. The present analysis is baseg extent of ionization greater thahl can be neglected.
on the assumption that thermodynamic ionization equilib\yith the additional neglect of the existence of molecular
rium is achieved in a laser plasma in the heating phase at flugormations, which is valid only for a restricted list of sub-

densities of the heating radiation equal to #@0° W/cn?.  stances, we obtain a system of Saha equations in the follow-
In fact, the following criteria are satisfied for characteristicing form:

laser plasma densitigs,~10'°— 107 cm™3, a temperature o
T~1 eV, and a time for existence of the plasma of the order  CeC+/Co=a, a=(T/E)** exp(—Uo/T),

Mg

<7,

of the hydrodynamic expansion time=d/V~10 _ns(the di- C.Co/C_=A, A=(T/E)¥*exg—U_/T),
ameter of the focal spat~ 10 xm, and the velocity of sound
V~10° cm/9: the criterion of classicality C.=C,—-C_, Cyp+tC,+C_=1, @
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whereCg,=n./N, C,=n, /N, C_=n_/N, andCy=ngy/N

are the relative concentrations of electrons, positive ions L-
negative ions, and neutral atondé;is the total concentration 0.7
of atomic particles; antd, andU _ are the ionization poten-
tial of the neutral atom and the binding energy of the electror
in the negative ion.

The quantityE = 2Y37%2N?¥/m, has the dimensions of
energy and is highly reminiscent of the Fermi energy for an
electron gas, being distinguished only by the fact that it con-
tains the total concentration of atomic particles instead of the g gg
concentration of electrons and by a slight difference in the
numerical multiplier(in the Fermi energy the numerical fac-
tor is 327%%2=4.78, while inE it is 2Y37r=3.96). The
values ofE for several concentrations of atomic particles are 0-04F
presented below.

R}

0.08f

N, cm 3 E, eV p.ozk
10 0.014
10%° 0.065
107 0.30 '
2 1 H L '
10 14 ] 1 2 3 T, oV

Ir_‘ Ref'_6 the SyStem_ of Saha equatlons_ presented abO\ﬁG. 1. Dependence of the relative concentration of Bms on the tem-
was investigated numerically for several simple substancegerature for various plasma densitieslid curves — exact calculation,
in the temperature rangé~0.3—4.5 eV and the range of dashed curves — approximate calculafion
concentrations of atomic particléé= 10— 10?2 cm 3. An
analysis of the results obtained revealed the following laws:

the relative concentration of the negative ions increases Witk’i3) by discarding the cubic term differs from the exact solu-
increasing plasma density and reaches 10% at the plasnggn by no more than 10%, while it is fairly simple:
densityN=10?> cm™ 3 and the corresponding optimum tem-

perature; as the plasma density increases, the optimum tem- Ce=2[1+(1+4/b)"?], b=aA/(1+A). (4)

perature, at which the maximum relative concentration of the e very high accuracy of E4) is attributed to the fact
negative ions is achieved, increases. The typical values of th@ 5t the cubic term is always smaller, and in real systems
optimum temperatures afe~1-4 ev. o much smaller, than the quadratic term, sifég<1, and

This paper descrlbgs an analytical investigation of they ., a5 Ce—1. Figure 1 compares the exact solution of
system of Saha equations presented above and propos§stem(1) from Ref. 6 and the approximate solution based
some simple analytical estimates of the optimum parameterg, Egs.(2) and(4) in the case of the negative ion of bromine
of a laser plasma as a negative-ion source. Br.

Solving the first, second, and fourth equations of system  kpowledge of complete solutions of the Saha equations,
(1) with respect to the electron concentratiop, we obtain  gjther exact or approximate, is actually not necessary for

the following equations for the concentrations: many practical problems. It is very often quite sufficient to
Co=1/(1+a/Cot Co/A), know the o_ptim_um parameters of the plasma: the tempera-
ture at which ions charged to the extent of interest are
C,.=1/(1+C./a+C%(ah)), present in the plasma in the largest possible number and the
corresponding value of their concentration.
C_=1(1+A/C+ aA/Ci). 2 The equation which specifies the optimum plasma tem-

peratureT*, at which the relative concentration of the nega-
Substituting the expressions for the concentrati@)sinto  tjve ions in the plasma is maximaC{ ), is obtained in the
the third equation of systerfi), we obtain a cubic equation fo|lowing manner. We differentiate all the equations in sys-
for finding C, tem (1) with respect to the temperature and substitute
3 2 _ T=T* into the relations obtained. Then, taking into account
Cet (A+DCerant.=aA @ the condition for the maximum of the concentration of the
Using Cardan’s formulas to solve E(B) is not conve- negative ionsC*'=0, we obtain a system of four linear
nient from the standpoint of practical calculations. For thisequations for the three derivatives ', C%’, andCg'. The
reason, attempts were made to obtain an approximate solgondition under which this system is solvable implicitly as-
tion which would achive sufficient accuracy while remaining Signs the optimum plasma temperatdre

I’athel’ S|mp|e C* C* _C* / C* C* +C* C* + C* C* —
As a result of the investigations performed, it was found #(Co=Ce)l(CeCo+CeCl+CiCo) =,
that the solution of the quadratic equation obtained from Eq.  y=(1.5T* +U_)/(1.5T* +Uy). (5)
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We note that the coefficient depends weakly on the tem-
perature and falls within the range frord_/U, (for
T*=0) to 1 (for T* =). In real systemg~0.2—0.3, since
the optimum temperature always satisfies the inequality
T*<Uq, andU_ /Uy=~0.1-0.2.

In order to determine the optimum temperature from Eqg.
(5), substitution of the exact solutions of systé¢n into Eq.
(5) is formally necessary, but such a course of action is un-
realistic, since an extremely cumbersome equation is ob-
tained even when the approximate solutions of sydtEnn
the form of Eqs(2) and(4) are plugged into it. Therefore, an
attempt was made to replace the concentrations by the solu-
tions of the Saha equations in which only two particle states,
viz., neutral atoms and positively charged ions, are taken into
account:

C.C./Cy=a, Co=C,, C,+Co=1. (6)

The combined solution of this system and E5). leads
to the following expressions for the optimum temperature
and the concentrations:

I 1 cbnernndd. [ deed ol 1

a*=(1-29)%(2+y= >, 234 234 234 .23

1 10 102 10°
Ci=(1-2y/(2—), U,/
Co=(1+y)/(2—y). (7) FIG. 2. Plots for determining™*: solid curve — analytical dependence,

dashed curve — approximate formu@®:— H™, @ — K™, A — Br™.
As we have already noted above, the parametete-

pends weakly on the temperature and generally takes the
values y=0.2—-0.3. In this case the concentrations of the

positively charged ions and the neutral atoms at which the c;z Uo—U_ E \(1-U_/Ug)
relative concentration of the negative ions is maximal are Cr=——exp — = ) (11
Ci T 3Ug
Ci~Ci~0.2-0.3; C;~0.7-0.8. (8)

. ] The accuracy of formulgll) is of the order of 1.5,
The results of about 70% of the 76 exact calculationsyhich is sufficient for design calculations of ion sources.

prese_n_ted in Ref. 6 fall in the ranges of valu8s and the One consequence of E€Q) for the optimum tempera-
remaining results are close to these ranges. As for the equg;e and approximate formuld&0) and (1) is that the op-

tion for determining the optimum temperature, it takes on th&jmum temperature and the concentration of the negative
form a* ~0.05-0.15. A comparison with exact calculations ions depend mainly on the value b,/E, which contains

reveals that the best agreement with the exact calculations jgq plasma concentratioN and the ionization potential of

exhibited by the equation the neutral atontJ, and depends weakly on the binding en-
a* = (T*/E)¥ exp(— Uy /T*)=0.1. (9) ergy of the elgctron in the negative idh_ . Formulas(S_))—
(11) also confirm the correlations noted in Ref. 6, viz., the
Figure 2 presents a comparison of the exact values of thycreases in the optimum temperature and the relative con-
optimum temperatures for several substances from Ref. Bentration of the negative ions with increasing plasma con-
with approximate equatiof®). This comparison shows that centrations.

the disparity does not exceed 10%. Approximately the same  The energy efficiency of the generation of negative ions
accuracy is displayed by the simple approximate formula equals

* ~

T=Uo/lIn(Uo/E)+1.5] (10 Ef=C*/W,=10"C* [ions/J, (12)
The satisfactory agreement with the exact calculations of

the optimum temperatur*, as well as the corresponding whereW,=3/2T*(Cj +C% +C* +C})+U,C} —~U_C* is
values of the concentration of the charged parti@&sand  the energy of the plasma.
the concentration of the neutral atoi@3 , allows us to give Taking into account that for a laser plasma
a fairly simple formula for calculating the maximum concen-C* ~10 2—10"1, we obtain a limiting estimate of the en-
tration of the negative ions. For this purpose, we substitutergy efficiency of the generation of negative ions in a laser
the corresponding concentration values fr@8nand the ap- plasma:Ef~ 10— 10 ions/J. The quasi-two-dimensional
proximate expressiofl0) for the optimum temperature into hydrodynamic calculations performed in Ref. 6 give the
the expression folC_ obtained from the first and second more modest estimat& f~ 10°— 10 ions/J. This is be-
equations in systerfl). We then have cause the density and temperature profiles in a laser plasma
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vary in opposite directions, and the optimum conditions for 1D. G. Koshkarev, Nuovo Cimento A06, 1567(1993.

the generation of negative ions are consequently realizedYu. A. Bykovskii, V. . Romanyuk, and S. M. Sil'nov, Pis'ma zh. Tekh.
only in a small region. Fiz. 14, 927 (1988 [Sov. Tech. Phys. Letfl4, 410(1988].

. . 3Yu. A. Bykovskii, V. I. Romanyuk, and S. M. Sil'nov, in3th Interna-
Thus, the results of this work show that a laser plasma is tional Conference on Coherent and Nonlinear OpficsRussian, 1988,

a highly efficient source of negative ions. For example, when pg1 1 . 365,
a 100 W continuous-wave laser is used, the creation of &G. Korschinek and T. Henkelmann, Nucl. Instrum. Methods Phys. Res. A
continuous negative-ion source with a current equal to 302 376(199).
10—100 mA is perfectly realistic. The diameter of the opti- 5T. Henkelmann, J. Sellmair, and G. Korschinek, Nucl. Instrum. Methods
mum focal spot of the laser radiation should then be of the,~"YS: Res: B6/57 1152(1993. o

. S. V. Latyshev, G. Korschinek, and T. Henkelmann, Preprint Nqi26
order of 10um. It is preferable to use a short-wavelength Russian, Institute of Theoretical and Experimental Physics, Moscow
laser, but the conditio) _>% w must then be satisfied. The (1992,
greatest difficulty in developing a laser negative-ion source’B. M. Smimov,Negative lonsMcGraw-Hill, New York—London(1982.
lies in the system for extracting the ions from the hot plasma.’Y- A. Bykovskii, S. V. Latyshev, and B. Y. Sharkov, Laser Part. Be@ns
The experience that has been gained in creating pulsed laseft® (1984.
sources of negative iorfs? as well as highly charged posi-
tive ions(see, for example, Ref)8can be useful in this area. Translated by P. Shelnitz
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Thermally stimulated emission of electrons and photons in nonlinear LiB 305 crystals
I. N. Ogorodnikov, V. I. Kirpa, A. V. Kruzhalov, and A. V. Porotnikov

Ural State Technical University, 620002 Ekaterinburg, Russia
(Submitted February 21, 1996
Zh. Tekh. Fiz67, 121-125(July 1997

The results of an investigation of the thermally stimulated emission of electrons and photons in
lithium triborate single crystals are presented. The investigation is performed mainly by
simultaneously measuring the thermally stimulated emission of electrons and photons after various
radiation treatments. In particular, the thermally stimulated exoelectron emission 04 iB

crystals is discovered for the first time and studied in detail. An analysis of the experimental results
reveals two new trapping centers. It is established that the thermal annealing of these

centers at 450 and 515 K makes a contribution only to the exoelectron emission. It is postulated
that a field fluctuation process, which lowers the potential barriers of the trapping centers,

takes place in LiBOs; at 100~ 140 K. This process is attributed to thermally stimulated relaxation

of the radiation-induced charge. A significant dependence of the parameters of the thermally
stimulated processes in LiBs on the parameters of the radiation treatment is discovered.
© 1997 American Institute of PhysidsS1063-78497)02307-9

INTRODUCTION this range depend not only on the properties of the material,
but also on its history, the experimental conditions, the type

In Refs. 1-3 we began a study of the suprathermal emisef ionizing radiation, etc. A special investigation of the con-

sion of electrons and photons in thermally stimulated proditions for the appearance of spontaneous emission is re-

cesses in the condensed state of matter using modulatiaquired for each specific material.

thermal activation spectroscopy and a model of the field fluc-  The purpose of the present work was to investigate the

tuation processé~FP3. The results obtained in Refs. 2 and 3 thermally stimulated emission of electrons and photons from

demonstrated the promising nature of the approach selectadB ;05 crystals by modulation thermal activation spectros-

for analyzing a long list of phenomena. Suprathermal emiseopy after exposure to “small doses” of various types of

sion is, in particular, a factor which limits the possibility of ionizing radiations.

utilizing solid-state dosimeters at small doses of ionizing ra-

diation, where the contributions of the spontaneous emission

and radiation-induced processes to the thermally stimulatef ATERIALS AND METHODS

luminescence(TSL) or thermally stimulated exoelectron Lithium triborate single crystals of high optical quality

emission (TSEE become comparable. In nonlinear- and were grown under the guidance of V. A. Maslov by a modi-

integrated-optical elements suprathermal emission can biged fluxed melt method with drawing of the seed in platinum

one of the factors producing electron avalanches, which leagrucibles within single- and two-zone furna&stEhe princi-

to lowering of the threshold for optical breakdown of the pal crystallographic characteristics of the crystals obtained

insulator and, consequently, to an increase in the probabilitgre in good agreement with the data in Refs. 7 and 8.

of optical breakdown in intense optical fields of laser radia-Samples in the form of plane-parallel polished plates with a

tion. normal perpendicular to the axis of the crystals were pre-
Nonlinear crystals of lithium triborate Lis (space pared for the investigation.
groupPna2,, transparency band at 159—3500)m@present The thermally stimulated emission of electrons and pho-

a promising material for nonlinear and integrated optics ow+ons from LiB;O5 crystals was investigated by performing
ing to the fortunate combination of comparatively high non-simultaneous TSEE and TSL measurements in an ultrahigh
linear characteristics and an elevated threshold for opticatacuum(with a residual pressure ef10~° Pg in a linear or
breakdown. In Refs. 4 and 5 we performed initial investiga-linear—oscillatory mode of temperature variation at 77—600
tions of the point defects, luminescence, and thermallyk.® The basic feature of the linear—oscillatory temperature
stimulated recombination processes in lithium triborate crysvariation is modulation of the linear heating law of the
tals following exposure to comparatively large doses of ion-sample by relatively rapid heating—cooling temperature os-
izing radiation. The experience gained from studying spon<illations with an amplitude up to 10 K. The period of one
taneous emission in other materigfer example, in BeO oscillation and the mean increase in temperature between
(Refs. 1 and P indicates that effective suppression of the oscillations were equal to 100 s and 2.5 K, respectively. The
spontaneous emission occurs as the dose of ionizing radiaean heating rate is considerably lower in this case than in
tion increases. For this reason, reliable experimental data ahe case of strictly linear heating. Modulation of the sample
the spontaneous emission can be obtained only for unirradiemperature variation law by heating—cooling temperature
ated materials or for samples irradiated in the range of soescillations leads to corresponding oscillations of the lumi-
called small doses of ionizing radiation. The exact limits ofnescence and emission response, whose analysis yields
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j"g’ 190 § more than half of the stored total light yield is emitted, and in
7 S| a peak at 210 K. Weakly expressed shoulders are observed
= (= on the TSL curve at 90-95, 150-180, and 230-300 K. No
. ' 0 TSL is detected above 350 K in LiB):s.
500 In the case of TSEE the release of a considerable portion
T,K of the stored total exoemission su@bout half also begins

at 100 K, but covers a broader temperature range from 100 to
(e‘})e;‘;;;ngf]ggj‘?Ensg"ﬁ ':Qear heating at the rate 10 K/min following <o nce of the intense peak at 210 K. The TSEE curve con-

tains shoulders at 90—-95, 180-230, and 250-330 K. In the

high-temperature region the TSEE pattern differs signifi-

qualitative information on the parameters of the thermallycantly from that for TSL: the TSEE curve displays an intense
stimulated processes. The principle parameter determined ffaK at 551 K and a pronounced shoulder at 400-480 K.
this case is the “experimental mean activation energy”  SPecial mention should be made of the appearance of

(E) so-called spontaneous emission, i.e., short intense spikes of
electron(100-180 K and photon100—-140 K emission, in
SNEI; LiB3O5 during heating following electron bombardment.
(E)= EN—lll (D) The irradiation of LiBOs with x-ray photons at 250 K en-
iz

abled us to create a larger concentration of trapping centers
whereE; andl; are the activation energy and the contribu- whose thermal decay produces TSL and TSEE peaks at 300—
tion of theith elementary relaxation process. 350 K (Fig. 2), and we obtained comparable values for the
A calculation of(E) is performed for each temperature TSL and TSEE intensities in this temperature range. The
oscillation by the initial raise method using the formula corresponding TSEE curve has a gently sloping maximum at
d In(l) 330 K, and the TSL curve contains a clearly distinguished
(E)y=— KBW' (2) peak at 310 K.

The results of the simultaneous measurements of the
whereKg is Boltzmann’s constant, anid=1(T) is the ex- TSL and TSEE curves of LiDg crystals in the linear—
perimentally recorded intensity of the exoelectron emissioroscillatory temperature mode following irradiation by x-ray
(a VEU-6 secondary electron multiplieor luminescencéan  photons at 77 K are presented in Fig. 3. As follows from Fig.
FEU-106 photomultiplier in the photon counting mode 3, the temperature positions of these spikes correlate with the

The LiB3Og crystals were irradiated by x radiation from temperature oscillations over the entire range investigated:
a BSV2 x-ray tubd25 kV, 10 mA, copper anticathogler by  an increase in temperature causes an increase in the emission
electron bombardmei10 keV, 500uA) at various tempera- of electrons and photons, the emission maximum corre-
tures. sponds to the temperature maximum of the oscillation, and
the drop in temperature during an oscillation causes a corre-
sponding drop in emission. In other words, the oscillations of
the temperature, luminescence, and electron emission are

The results of the simultaneous measurements of thetrictly correlated symbatig.
TSL and TSEE curves of LD crystals during linear heat- It follows from Fig. 3 that the envelope of the lumines-
ing at the rate of 10 K/min following electron bombardment cence response is represented by two peaks at 95 and 200 K,
at 77 K are presented in Fig. 1. It follows from it that the on which the luminescence oscillations induced by the cor-
TSL is concentrated mainly in the range 100-140 K, whereesponding temperature oscillations are superimposed. This

EXPERIMENTAL RESULTS
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4) and of the intensity(1, 3) of the TSEE(1, 2) and TSL (3, 4) of
FIG. 3. Thermally stimulated emission of electr@¢isand photong2) from LiB ;05 crystals during linear—oscillatory heating following irradiation by
LiB;0s5 crystals during linear—oscillatory heatin@) following electron x-ray photons at 77 K.
bombardment at 77 K.

accordingly to Eq(1), by the increase in the contribution of
envelope can be matched to the temperature positions of thRe charge carriers delocalized in this temperature range to
TSL maxima in Fig. 1. The exoemission following x irradia- the overall recombination process. In the region of the TSL
tion at 77 K(Fig. 3) is less pronounced: the envelope of the peak(180-250 K the (E, )(T) curve apparently reflects the
emission response is represented by a damped, weakly struemperature dependence of the thermal activation energy of
tured curve, on which emission oscillations are superimthe recombination process.
posed. At 100—12Quminescenceand 100—140 Kexoelec- The mean activation energies for TSEE during linear—
tron emissioh the amplitude of the electron and photon oscillatory heating at 400—600 K are presented in Fig. 5. Our
emission responses varies randomly: intense spontaneodgention is drawn by the two fairly intense peaks at 425 and
emission is superimposed on the regular thermally stimulated08 K with values of the activation enerd§)(T) equal to
process. However, in all cases the oscillations of the lumiabout 0.75 and 1.00 eV, respectively. These TSEE peaks
nescence and the exoelectron emission mimic the temperarig. 5 are comparable to those for the case of linear heating
ture oscillationgFig. 3. (Fig. 1) and are not displayed on the TSL curve. The exo-

Figure 4 presents plots of the temperature dependence of

the mean activation energies for TSEEEE)(T)) and TSL
((EL)(T)) in LiB30Os crystals. The data for each temperature 5
point were obtained by treatment of the experimental data
presented in Fig. 3 by the initial raise meth@lirve 2). At
77-100 K(E_)(T)~0.08-0.09 eV, and as the temperature
rises further(E_)(T) at first increases to a maximum value
Ema~0.39-0.40 eV (120-125 K and then drops to the
0.10 eV level(140 K). A similar peak is observed for TSEE
on the(Eg)(T) curve Ea~0.42 eV at 140 K The nu-
merical value of the mean activation enefgy., is elevated
at this temperature and cannot be explained within the simple
model of the thermally stimulated delocalization of charge L L L

=
J

)

<

|
=
&

TSEE intensity, arb. units

1 1
carriers from trapping centers. Above 140 K thgg)(T) 40 450 500 J50 60
and(E, )(T) curves do not have such features. The consid- T, K
erable spread of the values (E¢)(T) at 140-280 K is a
consequence of the low TSEE intensity. The increase in thgng TsgE intensity2) of LiB ;05 crystals during linear—oscillatory heating
numerical values of E\ )(T) at 140-180 K is stipulated, following electron bombardment at 300 K.

FIG. 5. Temperature dependence of the mean thermal activation efig¢rgy
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emission response during linear—oscillatory heating at 400€ence yield in the region of the thermally stimulated delocal-

600 K also mimics the temperature oscillations. ization of charge carriers leads to an apparent decrease in the
observed mean thermal activation energy. Second, in Ref. 13
DISCUSSION we showed that the TSL peak of LiBs crystals at 180—-240

In Refs. 2 and 3 we developed a model of field quctua—K_ is the result of the superposition of at least two overlap-

tion processe$FFPS. The FFPs in this model include vari- ping elementary peaks. The contour and the temperature po-

ous thermally stimulated physical proces§esic processes, ?'t'on Of(;ht'f] TSI{ peik ar?_ de';e_rt mm:ed by tthe relative postl-
adsorption, etg, which influence the delocalization, migra- lons an € Intensity ratio o 1ts elementary components.

tion, and relaxation of electron excitations. The features Ob?ccordmg tOEEC]IL(l.)’ t:et VaIL.Je ?jf thf mcleag tTE rmalt_acttllva—
served for LiBOg at 100—140 K(the elevated value of the lon energy( E)(T) is determined not only by the activation

mean activation energy and the nonisothermally elevated"€r9'es of the elementary components, but also by the ratio

electron and photon emission response, which is in phas%f their intensities. For this reason, the plot(&f)(T) in the

with the temperature oscillationare qualitatively consistent range 18.0_240 KFig. 4) can reflect the variation of the
with those found in Refs. 2 and 3 for a FEP that lowers thec_ontnbunons of the elementary processes as the temperature

potential barrier of the trapping centers. At the same time!1S€s- In both cases the features of the thermally activated

the features in the kinetics of the thermally stimulated pro-_recomblnatlon process in the temperature range 180-240 K

cesses cited can be attributed only to surface procd&ses in LiB 305 crystals cannot be associated with any manifesta-

example, adsorption phenomena, electric discharges throué‘?ns of the suprathermal emission of electrons and photons.

molecules of the residual atmosphere adsorbed on the crystal
surface, etg. In fact, the spontaneous emission at 100-14(¢°ONCLUSIONS
K is displayed on both the TSL and TSEE curves. It is seen  Thus, the thermally stimulated exoelectron emission of
from Fig. 1 that about half of the partial exoemission andlithium triborate crystals has been discovered for the first
light yields, whose temperature dependence correspondine and studied. The thermally stimulated emission of elec-
with the annealing of paramagnetic B centers and ther- trons and photons from L5 following various radiation
mobleaching in the band at 306 rhis emitted in this re- treatments have been measured simultaneously and com-
gion. In Ref. 10 we advanced a model of th&"Bcenter in  pared.
crystalline LiB;Os in the form of an interstitial boron ion, Two new trapping centers, whose thermal annealatg
which traps an electron upon irradiation, on the basis o#50 and 515 Kis accompanied by the emission of electrons,
guantum-chemical cluster calculations. The results of thévave been discovered. There are no manifestations of these
calculation in Ref. 10 provide evidence that several intersticenters on the TSL curve, possibly because the luminescence
tial sites for boron ions, which are almost equivalent withof the crystal is thermally quenched at those temperatures.
respect to the Madelung potential and the energy position of The experimental results provide a basis for discussing
the local level of the additional electron, can exist in thethe presence of a field fluctuation process in4GB crystals
LiB 305 lattice. Such an energy distribution of thé Btrap-  in the temperature range 100-140 K; this process, which
ping centers can be one of the reasons why the plots of thiavolves a lowering of the potential barrier, is presumably
temperature dependence for the annealing of the paramadue to thermally stimulated relaxation of the radiation-
netic B* centers, the thermobleaching in the band at 30Gnduced charge.
nm, and the buildup of the exoelectron and light sufig. A significant dependence of the quantitative parameters
1) are not elementary curves. In addition, the results in Refof the thermally stimulated relaxation processes on the type,
11 indicate that the thermally stimulated processes irenergy, and dose of the ionizing radiation has been discov-
LiB;0O5 in the temperature range 100—180 K are accompaered.
nied by relaxation of the radiation-induced electric charge. ~ We thank V. S. Kortov for his support, A. Yu. Kuz-
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for the role of the postulated fluctuation-induced process thatiB ;05 crystals.
lowers the height of the potential barrier of the trapping cen-
ters. 11. N. Ogorodnikov, V. I. Kirpa, and A. V. Kruzhalov, Zh. Tekh. Fi&l(7),

The TSL peak at 210 K, which we previously attributed 67 (1991 [Sov. Phys. Tech. Phy86, 759(1991].

\ _ ) \ \ .
to the thermal decay of hole Otrapping centerjis charac- - N- Ogorodnikov, V. I. Kirpa, and A. V. Kruzhalov, Zh. Tekh. F&3(5),
70 (1993 [Tech. Phys38, 404 (1993].

terized by a smooth drop in the Value_<(ﬁ>(T) _from 0.40 3. N. Ogorodnikov and A. V. Kruzhalov, Zh. Tekh. Fig5(6), 64 (1999

(T=180 K) to 0.29 eV =240 K) and is not displayed on  [Tech. Phys40, 556 (1995].

the TSEE curveFig. 4). Several plausible reasons for such *I. N. Ogorodnikov, A. Yu. Kuznetsov, A. V. Kruzhalov, and V. A.
; ; ; ; Maslov, Radiat. Mea24, 423 (1995.

behgwc_)r Of<E>(T) can be Clted: First, tr_lermal qu.enChlng of 5A. Yu. Kuznetsov, V. Yu. Ivanov, I. N. Ogorodnikoet al, Nucl. In-

the intrinsic IL_lmlnescgnce of L@S, Whlch is excne_d b(_)th strum. Methods Phys. Res., Sect389, 339 (1995.

by photons with energies exceediBg and in recombination  v. A. Maslov, L. A. Olkhovaya, V. V. Osiko, and E. A. Shcherbakov, in

processegfor example, TSl, begins in the temperature 'CC??-lQ- ll(ggzlmer;litional Conference on Crystal Growdian Diego,

B : : alifornia, , p. 11.
range corresponding _to this TSL pe"abéccprdlng to the 7H. Konig and R, Hoppe, Z. Anorg. Allg. Cherd39 71 (1978.
theory of thermally stimulated processes in the condenseds r Radaev, E. A. Genkina, V. A. Lomonet al, Kristallografiya3s,

state of mattet? the decrease in the recombination lumines- 1419(1991 [Sov. Phys. Crystallogi36, 803 (1991)].

835 Tech. Phys. 42 (7), July 1997 Ogorodnikov et al. 835



V. I. Kirpa, A. S. Kuz'minykh, and V. V. Popov, ifRadiation-Stimulated Tekh. Fiz.19(11), 1 (1993 [Tech. Phys. Lett19, 325(1993].
Phenomena in Solids. An Interinstitute Collectiin Russiar}, Sverd- 12R. Chen and Y. Kirsh,Analysis of Thermally Stimulated Processes
lovsk (1983, pp. 33-38. Pergamon Press, Oxfofd982), 360 p.

19A. Yu. Kuznetsov, A. B. Sobolev, I. N. Ogorodnikov, and A. V. Kruzha- 13|, N. Ogorodnikov, A. Yu. Kuznetsov, and A. V. Porotnikov, Pis'ma Zh.

lov, Fiz. Tverd. Tela(St. Petersbung36, 3530(1994 [Phys. Solid State Tekh. Fiz.20(13), 66 (1994 [Tech. Phys. Lett20, 549 (1994].
36, 1876(1994].
1. N. Ogorodnikov, V. Yu. lvanov, A. Yu. Kuznetsoet al, Pis'ma Zh. Translated by P. Shelnitz

836 Tech. Phys. 42 (7), July 1997 Ogorodnikov et al. 836



BRIEF COMMUNICATIONS

Simultaneous self-focusing of two laser beams in a subthreshold coherent population
trapping regime
I. V. Kazinets, B. G. Matisov and A. Yu. Snegirev

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
(Submitted November 19, 1996
Zh. Tekh. Fiz67, 126—129(July 1997

The propagation of two-component laser radiation in a medium consisting of atoms with a
level scheme is investigated. The simultaneous self-focusing of two beams is considered.
The main features of this phenomenon aretolvering of the self-focusing threshold by several
orders of magnitude in comparison with the known case of saturation of a transition in a
two-level atom; 2 a strong dependence of the character of the propagation of the radiation on
the difference between the detunings of the two frequency components of the field from
resonance, which is associated with fulfillment of the two-photon resonance conditioh99®
American Institute of Physic§S1063-78427)02407-0

INTRODUCTION BASIC EQUATIONS

The self-focusing of light beams in nonlinear media was L8t us assume that laser radiation containing two spec-
discovered quite long ago® Being a very general f[ral components with the frequencies and w2 (the detun-
nonlinear-wave phenomenon, it occurs not only in optics, but"9% flrom reS(I)_na;ce equgllEandQZ, respecrlvely ";‘;d the
also in acoustic-® The results of an investigation in the COMPlex amplitudes, andE, propagates along the axis

model of a two-level atom with a nonlinear dielectric con- i‘?:{?qg a medium consisting of atoms with /& level

stant, for example, were generalized in_Refs. ! anc_i 8.In We assume that wave 1 interacts with an atom only in
recent years interest has been sparked in self-focusing, bﬁie 11)—|3) transition and that wave 2 interacts in the

cause the use of multilevel media to observe this phenomer]%_ 13) transition
has revealed new important features: lowering of the nonlin- " . abridged .Maxwell equations with consideration of

earity threshold™" and the practically complete absence of e finite transverse dimensions of the laser beam have the
absorption in a narrow frequency range where self-focusinggy 15
is observed? These effects are attributed to the possibility of
guantum interference between different excitation channels
in multilevel media. Consequently, a new stationary super- ~ 2iKm—- En+A,Ep=—47N KiOmspam, mM=1,2, (1)
position state, whose decay rate is considerably smaller than
the spontaneous relaxation rate of the excited levels can agvherek,,= w,,,/c denotes the wave numben, is the con-
pear under certain conditions. Furthermore, this causes satgentration of atomsg,; is the dipole moment matrix ele-
ration to appear in the system at far smaller intensities of thénent of the atom, and | is the two-dimensional transverse
laser beams than in the case of a two-level system owing tbaplacian
the phenomenon of coherent population trapgiiog further
details, see Ref. 13 According to theory, self-focusing 92 P 19 o 1 6

v ot g @

¢

should be eliminated on passage to the superthreshold re- Aizﬁ—kﬁ_
gime, because bleaching of the medium occurs, i.e., the me- y
Q|um scarcely absorps. Experimental support for this d,EdUCi'n Cartesian and cylindrical coordinates, respectively. The
tion was presented in Ref. 14. On the other hand, in they diagonal elementss,, of the atomic density matrix are
subthreshold regime self-focusing depends strongly on thg,ng from the stationary solution of the system of kinetic
difference between the detunings of the two spectral compQsquations:® The expressions for them are presented in the
nents of the field. This dependence was investigated in Ref\ppendix to Ref. 15. We assume that the lower long-lived
15. However, the case in which only one beam is focusedyplevels|1) and|2) either differ only with respect to the
was considered in that work, while the intensity of the Othel’magnetic quantum number or be|0ng to different components
beam was assumed to be constant along the cell. In thef the hyperfine structure, so thay=k,=k and we can
present work we examine the case of the simultaneous faieglect the Doppler broadening of the two-quantum
cusing of two beams and consider the elimination of thg1)—|2) transition.

focusing of two beams when the difference between the de- Equations(1) must be supplemented by the initial con-
tunings increases. ditions
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O>kVg, whereV% is the ensemble-averaged square of the
z projection of the velocity of the atoms, we obtain propaga-
tion equations in the form

oik Em A B = o2 ST
Kz TRLEm= —elki5y

y Em(1+i7)
(1+ 9?)(1+(|Eo|2+|Ex|?)/IER)
m=1,2, 5

wherev=Nk 2 and = /7y is the dimensionless detuning.

To within a numerical factor of order unity, the square
E2 of the amplitude of the light field which saturates the
nonlinearity equals

r/ko

E2=ATk3(1+ 7). (6)
FIG. 1. Dependence of the intensity of the first beam on the depthand
radiusr for the following parameters of the radiation and the medium: The condition|Em|2< Eﬁl (m: 1,2) means that the Opti-
— —107 —1 — —1 — —1 _ — . . .
7= 72=10 s F;SO-5X}1‘)E s 614F11j31°41 s gﬁ?* cal excitation rate is smaller than the low-frequency coher-
Ro=3x10 = cm, k=10" cm *, N=10" cm*, 3(2,+0,)=10" s % ance decay ratp;,, i.e., the radiated intensity is below the

9:=9,=0.7x10¥ 571, V;=0, wherey,, is the spontaneous relaxation rate . o
along the|3)—|m) channel 'y, is the longitudinal relaxation rate between threshold for the appearance of coherent pOPUIat'On trapping:

levels 1 and 2, and,, is the Rabi frequencyni=1,2). U<U[1+(Q/y)?]. Here Uc=Ugl'/(27), where Ugy is
the saturation intensity of the optical transition.

A qualitative analysis of the solution of Eg&) can be

5 performed on the basis of the theory developed in Ref. 8. It
Eumlz—0=Emo expl — r m=1.2 (3) should first be noted that self-focusing is possible only for a
- 2R§10 positive detuningp>0. If the squares of the field strengths

of both spectral components at the entrance to the medium
do not exceed?, the lower self-focusing thresholgvhich
Enlr=o isbound; Eg|,_.—0, m=1.2 corresponds to the so-called critical wave amplitédg can

be estimated as

and the boundary conditions

(for simplicity, we assume axial symmetry, i.e., that

IELIdp=0). 3 2\2
Let us first consider the case of two-photon resonance: Egr:M_ 7)
kR
0,=0,=0. (@) 7(kRao)

Since under the assumptions adopted above the frequen- ON the characteristic spatial scalthe self-focusing

cies and dipole moments of both optical transitions in the "9t
A atom differ relatively weakly, we sey;=vy,=v. When

175.0
175.0
1400}t
140.0F
105.0F
1050} 5
o ~
g : S
0 70.0
70.0p "
it
5
]
" 5.0
35.0F ! .00
0 0.00 1.20 1.60 2.00
0 ) . 1.35 1. 2.25 T/Ry
/Ry '
FIG. 3. Same as in Fig. 1, except tHaE10° s andg,;=g,=1.4x 10°
FIG. 2. Same as in Fig. 1, except tHat 10° s~ 1. s L
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(54+53)/2

0= 1 0 1 2
(82,~2,)- 107"

FIG. 5. Dependence of the mean area under the plot of the intensity at the
beam axis in the region of the first focus on the difference between the
detuningsa — I'=0.5x10°, b — 1X10°, c — I'=2X10° s .

than the characteristic scale for absorption, i.e.,
lsgm<(1+ 7%)/(kv). A second restriction follows from the
subthreshold character of the phenomenon with respect to
coherent population trappindgE2,<EZ2. These two condi-
tions can be written together in the form

1
K
14

2 n\2
If the radiation belongs to the visible range and the gas is
at room temperature, E(Q) gives the numerical estimate

1 1
* Q i * Q 3 2
s P20 <kRno<5x10° L , (10)
" p Q* p\a*
0.7 0.3 0.9 1 ) )
2/ Ly wherep* =102 Torr, andQ* =10° s~ 1.

Taking the values p=0.03 Torr, Q=10 s,
Rmo=0.1 cm, and’=10 s~ %, we find that the critical field
strength corresponds to an intensity of the order of
0.1mW/cn?. If the intensity of the beams on the beam axis
at the entrance to the medium is about 30mWicthe ra-
diation is focused at a length of about 50 cm.

Thus, it is seen that, all other conditions being equal, the
minimum intensity value at which self-focusing is possible
in the subthreshold coherent population trapping regime is
0.7 0.8 0.9 7 lower than in the case of ordinary saturation of the optical

’ ' z/lg ' transition by a factor equal tg/T'=10°—10*. There is a
simple physical explanation for thidin a three-levelA me-
FIG. 4. Dependence of the intensity of the radiation at the beam axis on thélium the atoms are pumped into the nonabsorbing state
depthz in the region of the first focu2 — first beam,3 — second beam. |\I/NC>, from which they escape owing to the finite decay rate

The parameters are the same as in Fig. 1 with the exceptions: a —5f the coherent superposition of the two low-lying atomic
Q,-0,=1x1F s}, b —0;—Q,=2x10F s %, c —Q;—Q,=6x10° states|1) and|2
s d—0;,-0Q,=1%x10" s 1. Curvel refers to the cas@;—Q,=0. ) )

L

RESULTS OF THE NUMERICAL CALCULATIONS

We present the results of some numerical calculations
: (8 of the self-focusing in a three-level medium that were
performed for the parametersR,~R;;=R, and

practically all the intensity of thenth spectral component is E3~E%,=E3, i.e., when both beams are focused simulta-
concentrated in a narrow region near the beam axis, i.e., @eously. Figure 1 presents the dependence of the intensity of
focus appears. the first beam on the coordinatesndz. Natural conversion

Let us consider the restrictions on the initial radius of theto dimensionless quantities is employét{r,z) is measured
beams. First, the self-focusing length must be much smallen units of Uy=U(0,0)=|E|?, r is measured in units of

1
2

Isf,m: mo

(1+ 7?)ER
UVEﬁqo
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Ro, andz is measured in units df;. As we see, in the first b) the required structure of the foci can be obtained by vary-
focus atz=I the intensity increases by two orders of mag-ing the intensities and the detunings of the beam#here is
nitude. Subsequent foci are also observed. It is important t§ Sharp dependence of the spatial distribution of the light
note here that the second beam is focused like the first; therdltensity on the difference between the detunings of the two
fore, the total intensity of the two beams is twice as great adser fields from resonan¢ehen the detuning of one of the

in Fig. 1. When the relaxation rate of the coherence betweeR€2ms deviates from the mean detuning by a few percent, the
states|1) and|2) is doubled, the foci, beginning with the Self-focusing vanisheFig. 5)].

second, vaniskiFig. 2). If along with the doubling of", the This work was partially supported by Grant No. 5-5.5-
Rabi frequencies of both beams are increased by a factor 39 from the State Committee of the Russian Federation for
\J2, the distribution of the foci remains unchangé&dg. 1). Higher Education.

When the Rabi frequencies are increased further by a factor

of \2 (Fig. 3), the distribution of the foci is altered even with 1y, |, Talanov, Pis'ma zZh. Esp. Teor. Fiz2, 218 (1965 [JETP Lett.2,
consideration of the change in the scale alongzthgis[Eq. 138(1965].

(8)]. 2V, N. Lugovdi, Dokl. Akad. Nauk SSSR79, 58 (1967 [Sov. Phys. Dokl.

. - .. 12 866(1968].

The frequency d_ependence of the |nten5|ty in _the fII’St3P' I. Kelley, Phys. Rev. LettL5, 1005(1965.

focus has a symmetric dependence relative to the sign of theg, A, askar'yan, Pis'ma zh. Esp. Teor. Fiz4, 144(1966 [JETP Lett4,

difference between the detunings. Figure 4 presents plots 0599 (1966]. . _

the dependence of the intensity of the fields on the beam axisG: A- Askaryan and V. I. Pustouq Zh. Eksp. Teor. Fiz58, 647(1970

f i differences between the detunings. The degree oJ[SOV' Phys. JETRL, 346 (1970].
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elimination of the self-focusing can be estimated from the 13 283(1971].
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dependence of the mean area on the difference between th?sOV. Phys. Usp16, 658 (1974].
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Pulse characteristics of Hg ,¢Cdy,Te n*—p junctions
. S. Virt

I. Franko Drogobych State Teachers Institute, 293720 Drogobych, Ukraine
(Submitted February 19, 1996
Zh. Tekh. Fiz67, 130-133(July 1997

The pulse characteristics of kigCd, ;Te n™ —p junctions are investigated. It is shown that the

shape of the voltage pulse appearing in a junction on passage of a faneaedse

current is determined by the recombinati@eneration of nonequilibrium electrons in the hole
region. An increase in the current pulse causes the appearance of an electric field, which

draws electrons into the interior of the base region, and leads to variation of their lifetime because
of the complex structure of the* —p junction. © 1997 American Institute of Physics.
[S1063-78497)02507-3

1. INTRODUCTION qu
An,=C(ekT—1). (]
The pulse characteristics nf-p junctions play a signifi- In this case for a high injection levelqU/KT=1;

cant role in determining the speed of semiconductor photogdVkTs- 1) we have
diodes. Their speed depends on various factors: the doping qu
of the base regions of the particular semiconductor, the dop- Anp~CexT. 2
ant concentration, the capacitance of the junction, and the
defect density in the near-junction regib special place
belongs to the defects appearing during the industrial fabri- ot
cation ofn—p junctions. This is important for the semicon- An,=C'e m, )
ductor material HggCdy oTe, in which intrinsic radiation de- \yhereC andC’ are constants, ang, is the lifetime of the
fects of both the point and extended types readily formnonequilibrium electrons in thp region.
during the fabrication oh—p junctions by ion implantation. Comparing(2) and(3), we find that the time dependence
The layered structure of the—p junctions is then fairly of the postinjection voltage at a high injection level has the
complicated® The transient processes in"—p structures form
fabricated by ion implantation were investigated in Ref. 4.

In the present work we investigated the pulse character- - k_T l (4)
istics of Hg, gCdy,Te n*—p junctions as a function of the q 7n

inj+ec_tion level. Then™ region was created by implanting At |arge observation times the linear decay becomes ex-
B" ions with an energy of 100 keV in a substrate with ,,nential” The changeover occurs when the voltage level

p-type conduction. The measurements were performed %acheSJ(t) < (kT)/q. In this case in Eq(1) we have
T=77 K on the passage of current pulses in both the forward

and reverse directions, and the results were displayed on an e?#%H ﬂ
S8-13 oscillograph. The pulse duration was selected in the kT’
range between 10 and 10’ s.

Oscillograms of the voltage on ari —p junction under
forward and reverse biases are presented in Figs. 1a and 1b. T
The pulse which has passed through the sample exhibits InU(t):lnE_r_' )
some distortion on a background of the oscillogram. When a "
pulse is passed in the forward direction, minority charge car-  The decay of the postinjection emf is plotted on a loga-
riers are injected through the junction, and they recombine ifiithmic scale in Fig. 2a. The lifetime of the minority charge
the base regions_ Of course, when Auger recombinatioﬁarriers was determined on both the linear pOftiOﬂ from Eqg.
dominates, the voltage relaxation time in a given temperatur&) and the exponential portion from Eq5). When
range after completion of the current pulse is determined bflU/kT>1, an attractive electric field appears in the base
the longer-lived electrons in the less doped hole region of thé€gion and must be taken into account in determinfgt
semiconductor. The falling edge of the pulse initially has aultrahigh injection levelS:
linear time dependence, which corresponds to a high injec- kKTt 2b
tion level® This is true for injection levels at which U(t)y=—— b1’
gU=KT (q is the charge of the electrok, is Boltzmann’s 4 7n
constant, andJ is the voltage drop on the—p junction).  whereb=u,/u, is the ratio between the electron and hole
The concentration of nonequilibrium electrons in fhee-  mobilities.
gion is described by the expression Sinceb>1 in Hg, {Cdy ,Te, Eq.(6) can be simplified:

On the other hand, the relaxationztoﬁp follows the law

and Eq.(4) transforms into the expression

(6)
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FIG. 1. Oscillograms of the voltage omd —p junction on the forwarda) and reversé¢b) passage of a pulgghe form of the rectangular input pulse is shown
for comparisoin

qu
u=T 2 @ —An,=C(e” kT—1) (10)
q T
i " ) i ) at these bias levels,
The linear slope of the falling edge varies only slightly
with time, attesting to the insignificance of the diffusion pro- kT t

cesses, i.e., the variation of the coordinate distribution of the U= F T_n (11)

minority charge carriers is determined mainly by their re-
combination. Logarithmic plots of the rise of the voltage on an
The reverse puls@vhen then* —p junction is subjected N'—p junction for the reverse passage of a pulse are pre-
to a reverse biasconsists of two portion§Fig. 13: an ex- sented in Fig. 2b in Indy,—U)—t coordinates, where
ponential portion at short times< 7, and a linear portion at Umax is the maximum value of the voltage. The values of
t>r,. The rising edge of the voltage pulse is governed by determined on the linear and exponential portions were
the generation of electrons in theregion, and the falling approximately equal to the values determined from the injec-
edge is determined by Maxwell relaxation of the electrons irfion pulses. At large reverse biasgs/(>0.3 V) the depen-
then™ region during a timer,,<7,. The generation of elec- dence of the rising edge of the pulse is exponential over
tron at small biasesgU/kT<1) is described by the expres- almost the entire segment. At these biase§”/*"<1 and

sion Any~C~Je,. Since the tunneling current is dominant at
such biases, i.eJ,~U? (Ref. 6, the voltage across the
U(t)= k_T(l_e— an). ®) n* —p junction varies according to the exponential law
q t
When a voltagaJ (t) = (kT)/q is achieved, for the case Ut)~(1-e =)™ (12
of generation in Eq(3) we have Plots of the dependence of the lifetime of the minority
An=C'(1— _b ) charge carriers determined from the linear and exponential
np=C'(1-€e 7). portions of the postinjection falling edge on the magnitude of

Thus, since the pulse are presented in Fig. 3. At small injection levels the

5
4 FIG. 2. Time dependence of the voltage on a
> n*—p junction after completion of a forward
g 3 1 current pulseg(@) for Uy, =3 (1), 6 (2), 12 (3),
and 30 mV(4) and after the supply of a reverse
~ current(b) for U,,,=12(1), 60(2), and 300 mV
3
1 1 1 K ' 1 A A L L
0 0.5 1.0 1.5 2.0 2.5 g 05 10 1.5 2.0
t-107% s t-107%, s
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FIG. 3. Dependence of the lifetime of the electrons on the amplitude of the
injection pulse calculated for the linedin) and exponentialexp portions
of the postinjection falling edge.

values ofr, differ strongly. This difference is probably as-
sociated with the layered structure of thé—p junction. At
small (QU<KT) and high qU>KkT) injection levels the T,s
variation of the electric field in the junction can be disre-

garded, and it can be assumed that recombination occurs at a

distance approximately equal to the diffusion length of the 10'5:-
nonequilibrium electrond.,, in the p region. The charges st
recombine in the high-resistivity; region?* whose dimen- sk
sions can reach 1@m, with a timer,~2x 10" ® s. At small .
injection levels recombination takes place on the interface ub
between thax™ andn; regions with a high defect densitgf

a radiation natuneand is characterized by a comparatively i
low value of the electron lifetime,, .

At ultrahigh injection levels the electric field appearing 2}
because of the high electron concentration gradient irpthe
region must be taken into account. The presence of this elec-
tric field means that electrons are drawn into the interior of
the hole base to a distante-L,+qun|e|, wheree is the 10'70
field strength in then* —p junction. This distance amounts to
hundreds of microns for the known characteristics of elec-
trons and a given composition Recombination takes place FIG. 4. Current-voltage characteristics of variglis3) n* —p junctions(a)
mainly in the interior of thep region with a low defect den- and dependence of their relaxation time on the injection lével
sity, as is observed experimentally wher>0.15 V.

It should be noted that the determination of the lifetime

of the minorit)J/r charge carriers is influenced by the homogeelectrons in the hole base region. The dependence of the
neity of then™—p junction. For example, the presence of relaxation time of a pulse on its amplitude shows that the
shunting channels, which alter the current—voltage charactefifetime of the minority charge carriers is influenced by the
istics of the junction, is also manifested in the pulse characcomplex structure of the@™ —p junction, as well as by the
teristics. When such channels are present, the reversgpearance of an electric field associated with their concen-
branches of the characteristics can be described by a linegsation gradient.

dependence with a characteristic resistaftg (Fig. 4a, We thank S. V. Belotelov for supplying the experimental
curved). Upon injection both the passage and recombinatiorsamples.

of electrons take place mainly on inhomogeneities. Accord-

ingly, in the case of Auger recombination, which predomi-

nates 'n i[h_e Impurity reg'?” of l__ég?CdO.ZTe CrySta!S* _the LE. A. Shevtsov and M. E. BelkirPhotodetection Devices for Fiber-Optic
low-resistivity current-passing regions reduce the lifetime of Communication Systenfim Russiaf, Radio i Svyaz’, Moscow1992).

the minority charge carrier§=ig. 4b, curve3d). 2S. V. Belotelov, V. I. Ilvanov-Omskj A. 1. Izhnin, and V. A. Smirnov,

Thus, in H%,ngo,zTe n+—p junctions the passage of a I(:]I_Zgg-::-ﬁkh Poluprovodn25, 1058(1991) [Sov. Phys. Semicon®5, 637

current pulse is associated _With the recombinatidaring 3D. L. Spears, irLasers and Electrons. Conference Proceedjr@sando,
forward passageand generatioriduring reverse passagef Florida, New York,(1989, pp. 113-116.
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Use of moire” effects in the optical treatment of images of a periodic amplitude grating
distorted by a reconstructed wave front

A. l. But’ and A. M. Lyalikov

Ya. Kupala Grodno State University, 230023 Grodno, Belarus
(Submitted February 21, 1996; resubmitted August 12, 1996
Zh. Tekh. Fiz67, 134-136(July 1997

The use of moiresffects in superimposing images of an amplitude grating distorted by a
reconstructed wave front for increasing the sensitivity of measurements of the deflection angles
of the reconstructed rays is proposed. 1897 American Institute of Physics.
[S1063-78497)02607-X]

The schlieren methods for investigating a reconstructed We assume that the increase in the telescopic system
wave front are widely used in the holographic interferometryformed by objective lense3and5 is equal to unity and that
of nonstationary processes in the presence of phase inhomtihe periods of the hologram fringe®) and the amplitude
geneities which deflect light rays by large angiéd/arious  grating (T) satisfy the conditioP<T. To determine the
modifications of the defocused diaphragm method, which i€omponents of the deflection angles of the rays reconstructed
a quantitative schlieren method, permit determination of théy the hologram from the rectilinear direction, i.e,,, the
deflection angles of light rays caused by inhomogeneities ibars of the grating must be oriented parallel to yhaxis. If
the phase object. the complex conjugate: 1 diffraction orders of the waves on

The present work is devoted to further development of ahe hologram are singled out in the Fourier plane of objective
guantitative schlieren method for investigating the distor-lens3 by spatial filter4 (a diaphragm with openingsit can
tions of a reconstructed wave front by obtaining the distortedbe shown with consideration of relatidf) that in plane6
image of a withdrawn defocused amplitude grafinfhe  which is optically conjugate to the hologram the distribution
possibility of increasing the amount of information provided of the complex wave amplitudes will have the respective
by the method and the accuracy of the quantitative measuréerms
ments by increasing the sensitivity of the method is consid-

ered on the basis of moirffects. A+1(X’y)zco{@+ 2mlex
Figure 1 presents a diagram of the reconstruction of a T T
wave front by a singly exposed hologram of a focused image 27X COS a
of a phase object and its subsequent investigation. A visual- X exp{ 1l ——+ o(x,y) ] , 2
izing amplitude grating, which is illuminated along the nor- A
mal by a collimated beam of monochromatic light with the 2mx  2mle,
wavelength\, is located at positiod. After passing through A_l(x,y)zcos{? i
grating 1, the amplitude-modulated plane wave front im-
pinges on object holograr®, which is located at a distance 277X COS
L from the gratingl. The amplitude transmission of the sin- X exp{ e N (x.y) ] , (©)

gly exposed hologram of the focused image of the phase
object is described by the expression where cog is the direction cosine of a wave diffracted in the

first order, which is defined as ces\/P.
The first cofactors in expressiof2) and(3) specify the

, @ real amplitudedA  ;(x,y) andA_;(x,y) of the waves. Spa-

tial modulation of the real amplitudes is caused by the pres-
wherex andy are the coordinates in the plane of the holo-€ence of the low-frequency amplitude gratifig
gram, they axis is parallel to the holographic fringes witha ~ When the waves described by Eqg) and (3) are re-
periodP, and ¢(x,y) describes the phase distortions caused-orded separately in plar the distributions of the illumi-
by the object under investigation. nance in the patterns for thel and—1 diffraction orders,

Since the phase distortions of the waves reconstructed ifespectively, have the forms

the +1 and —1 diffraction orders have opposite signs, the

27X
T(X,y)’\'l'f-CO{T-F ¢(X,y)

deflection angles of the light rays from rectilinear propaga- |, ,=A ,;A* =co¢ $+ 277_Ir'8x , (4)
tion caused by inhomogeneities in the phase object will also

have opposite signs. For example, theomponents of the 2mx  2ule

angles for the reconstructed waves in thd and—1 dif- |_1=A_,;A* ,=cog - T z (5)

fraction orders will be proportional, respectively, to

Figures 2a and 2b show the patterns of the distorted

ap(x,y) ap(x,y) images of an amplitude grating observed through the holo-
and — . - . S

X X gram of a sphere on a ballistic trajectory. The pattern in Fig.
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1 2 3 4 5 6 photographic material, according to the double-exposure
I method, the amplitude transmission of the double-exposure

P ~ photograph has the form
ae - Il T=17 = (1) 7, W)
»
I wherey is the contrast coefficient of the photographic mate-

rial.

FIG. 1. Optical diagram of the investigation of a wave front reconstructed 3. If photographs of pattern&4) and (5) are obtained

by a hologram of a phase object. ) . o
separately, the resultant amplitude transmission of such com-
bined photographs can be represented in the form

— _1—v2 —yl2

2a was obtained using only thel diffraction order, and the HREESCILEE S ®

illuminance in it is described by E@4). The other pattern, in It can be shown for all three cadethat the low-
Fig. 2b, was obtained using thel diffraction order and is frequency modulation of the illuminance (6), as well as of
described by Eq(5). the amplitude transmissions (i) and(8), will be described

It is seen from Eqs(4) and (5) and the patterns pre- by a single term of the form
sentedFigs. 2a and 2bthat the deviations of the bars due to . 2l e
the phase inhomogeneities in the image of the visualizing cos— cos( T X 9)

amplitude grating have different signs for the same points in
the object. A similar property, but with the formation of The high-frequency component described by the first co-
interference patterns, was previously utilized in the holo-factor will be modulated slowly by the varying functigtine
graphic interferometry of phase objects to increase the sersecond cofactr It follows from (9) that the visibility of the
sitivity of the measurements when the hologram is recordedtinges is lowest at the points where

by three beams and moipatterns are obtainedSuperposi- ool

tion of the schlieren patterns formed by the waves recon- T-8x
structed in the complex-conjugate orders was used to com-
pensate for the inhomogeneities in the hologram substrate, as Therefore, a region of low visibilita moirefringe) is

well as to increase the sensitivity of the measurements ighe geometric locus of the points at whiefj is constant.
Ref. 6. Condition (10) leads to a working formula for determining

The differences in the SignS of the deviations of the im-thex Component of the deflection ang|es of the rays
ages of the lattice bars can be used to increase the sensitivity
_T(N+1/2)

of the measurements of the anglgsin treating patterns of
forms (4) and (5). Let us consider the formation of moire X 2L
patterns when distorted grating imadds and(5) are super-
imposed on one another. The mojatterns can be observed for
by three methods.

1. We assumed that waves of forrf® and (3) are su-
perimposed on one another in pla@éFig. 1). Their coher-
ent summation gives an illuminance distribution of the form

=Nm+m/2, N=0,1,2.... (10)

(11)

When patterns of form&}) and(5) and moirepatterns of
m (9) are interpreted, it is seen that a single measurement
of &, will correspond to different changes in the order of a
fringe. The change in the order of the fringe will be two
times larger in the latter case than in the former. Thus, the
sensitivity of the measurements will be twice as high in the
I=(A 1 +A_)(A* [ +A* ). (6) latter case then in the case described in Ref. 4. The increase
in the sensitivity of the measurements is associated with the
increase in the number of moiféinges when two grating
images with diametrically opposite displacements of the bars
are superimposed.
Figures 3a and 3b present mopatterns obtained by the

methods described. The first pattéfig. 39 corresponds to
the illuminance in the recording plaggFig. 1) when waves

of forms (2) and(3) are coherently summed, i.e., it was ob-
tained using the first method. When the second method is
employed, the form of the mairpattern formed when the
double-exposure photograph is illuminated corresponds ex-
actly to the pattern presented in Fig. 3a. Use of the third
method, unlike the first two, also makes it possible to adjust
the tuning of the field of the unperturbed zone of the phase
object. When the two separate photographs are juxtaposed
o o exactly and illuminated by either coherent or incoherent
]!TIG._ 2. Patterns v_|suaI|zmg the distribution of tkecomponent of the de- light, the distribution of the illuminance in the méi[mttern
ection angles of light rays reconstructed by the hologram of a sphere on a~ . .
ballistic trajectory obtained with separate recording in the (@) and—1 Wil also correspond to the pattern presented in Fig. 3a. How-
(b) diffraction orders. ever, when one photograph is shifted relative to the other

2. If patterns(4) and(5) are successively recorded on a
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To determine thgg component of the deflection angle of
the rays reconstructed by a hologram, isg., the “rulings”
of grating1 in Fig. 1 must be oriented parallel to tleaxis,
and the working formuld11) must be used to interpret the
moire pattern.

Thus, superposition of the distorted images of an ampli-
tude grating observed in complex-conjugate orders recon-
structed by a hologram makes it possible to obtain a moire
pattern with an increased measurement sensitivity.

In conclusion, we would like to express our thanks to
I. S. Zdlikovich for providing the hologram of a sphere on a
ballistic trajectory.

’H

flm}“ I

“lH

nnhl{‘hs«

FIG. 3. Moirepatterns visualizing the distribution of tikecomponent of the
deflection angles of light rays reconstructed by the hologram of a sphere on
a ballistic course, which were obtained by different methads— coherent
summation of the waves propagating in thd and—1 diffraction orders;

b — juxtaposition and incoherent illumination of two separate photographs,
one of which is shifted along the axis by an amount equal /2.

IA. K. Beketova, A. F. Belozerov, A. N. Berezkiet al, in Holographic
Interferometry of Phase Objecfs Russiar, Nauka, Leningrad1979.
2|, s. Zdlikovich and N. M. SpornikHolographic Diagnostics of Trans-
] parent Media[in Russian, Univ. Izd., Minsk (1988.
along thex axis by an amount equal t®/2, the zones of 3L. A. vasilev, Schlieren Methodsisrael Program for Scientific Transla-
minimum visibility in (9) will be replaced by zones of maxi- 4EIAOTS’E;J?US638AMI\37]£' ikov, Tech. Physd2, 267 (1997

. . P . “A. L. But' and A. M. Lyalikov, Tech. Phys42, .
mum visibility. Thls can be utilized to eliminate tf)e z_imb|gu 5L Sevigny, Appl. Phys. Lettl0 (3), 78 (1967,
ity in the determination of 'Ehe number of each mdiiage. 6]. S. zdlikovich and A. M. Lyalikov, Opt. Spektrosi&8, 197(1990 [Opt.
Figure 3b presents the moigattern obtained by the third  Spectrosc(USSR 68, 112(1990].
method with illumination of the juxtaposed photographs by C. M. Ves_t,HoIographic InterferometryWiley, New York (1979 [Russ.
white light and tuning of the unperturbed field to a light ansh Mir, Moscow(1982].

moire fringe. Translated by P. Shelnitz
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Influence of the state of the bulk of the sample on the formation and thermal stability
of the surface silicide on W(100)

N. R. Gall', E. V. Rut’kov, A. Ya. Tontegode, and M. M. Usufov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted April 4, 1996
Zh. Tekh. Fiz67, 137-140(July 1997

The formation and destruction of the surface silicide oL@ after cleaning of the sample

surface and bulk in various regimes is studied by high-resolution Auger electron spectroscopy. It is
shown that the cleanness of the bulk has practically no influence on the laws governing the
formation of the surface silicide when Si atoms are adsorbed on a heated W surface and that almost
up to completion of its formation all the silicon atoms impinging on the surface, from the

very first, remain on it and are incorporated into the surface silicide. The destruction of the surface
silicide depends in a definite manner on the state of the bulk, amd4400 K it is

apparently limited in the early stages by the passage of Si atoms from the surface to the subsurface
layer and in subsequent stages by the diffusion of silicon within the substrate. The bulk

silicon density that limits the destruction of the surface silicide is estimated19@Y American

Institute of Physicg.S1063-7847)02707-4

INTRODUCTION INSTRUMENTS AND EXPERIMENTAL METHODS

A surface chemical compound of silicon with a refrac- The experiments were performed in a high-resolution
tory metal, i.e., a surface silicide, was first discovered in theprism Auger spectrometérThe samples used were strips of
study of the adsorption of silicon on the (0 surface in  tungsten foil measuring 20.02<40 mm, which were
Ref. 1 and was found to have the stoichiometry WSi. Theheated by passing a variable current through them. The strips
surface silicide discovered had some remarkable propertiesiere cleaned by prolonged annealing alternately in oxygen
in the temperature rang€&=1100-1350 K its formation (p=10"° Torr) at T=1500 K and in an ultrahigh vacuum at
preceded all other transport processes and solid-phase redc=2600 K. After the cleaning, only Auger peaks of tungsten
tions taking place when Si atoms are adsorbed on the metalere observed on the surface. Along with the cleaning, the
surface, and all the silicon atoms impinging on the surfacestrips were textured, and t&00) face emerged on the sur-
are incorporated into the surface silicide until its formation isface, the work function of the surface being equal to 4.65 eV
completed, while all the Si atoms arriving after its formation (a value which is characteristic of that fa&e The surface
dissolve completely in the W bulk. Surface silicides havingwas homogeneous with respect to the work function. The
similar properties were soon discovered on Re(@pi temperature of the strips was measured by an optical micro-
Ir(111),® Mo(100,* and T4100).® High-temperature thermo- pyrometer and was determined in the nonpyrometric region
stable surface silicides with strict stoichiometry were ob-by extrapolating the dependence of the temperature on the
served in Ref. 6 on an Ni surfachli,Si) and in Ref. 7 on a heating current. The Auger spectra could be obtained directly
Pt surface(PtSh). The surface carbides of BeWw,® and  at strip temperatures as high #s=2100 K. The peak-to-
Mo and the surface sulfides of Wand Md? also have peak amplitudes of the silicon Auger peak wi=92 eV
properties that are similar in many respects to those of surand the tungsten peak with=179 eV were used in the
face silicides. measurements. Since the surface densities of silicon defi-

The studies of the properties of surface silicides in Refsnitely did not exceed the monolayer level during the forma-
1-7 focused mainly on the processes taking place on thgon of the surface silicide, the intensity of the Auger signal
surface, while the role of the substrate bulk and the possiblevas assumed to be directly proportional to the surface den-
influence of its state on the formation and stability of thesity of the adsorbate.
surface silicide were not taken into account. At the same  Silicon was sputtered onto the surface from a strand
time, as was shown in Ref. 10, the formation and thermameasuring X1X40 mm. The silicon flux was calibrated
stability of a closely related compound, viz., the surface carabsolutely according to the method described in Ref. 10. The
bide on Md100), are decisively dependent on the density ofaccuracy of the calibration was 10%.
carbon dissolved in the Mo bulk, the densities needed to We do not know of any direct methods that permit mea-
maintain the surface carbide on the surface lying in thesurement of the bulk densities of silicon dissolved in the
“trace” range:n.=0.01 at.%. subsurface region of a metal in the rangg=0.1-0.01

The role of the state of the bulk, particularly the densityat.%, especially under conditions for which the total number
of silicon dissolved in the bulk or, at least, in its subsurfaceof Si atoms on the surface is comparable to or exceeds the
region is apparently important for understanding the natur@umber of these atoms dissolved in the bulk. Therefore, the
of a surface silicide. The study of this influence is the pur-cleanness of the bulk was evaluated on the basis of the
pose of the present work. sample cleaning regime employed between series of experi-
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0k FIG. 2. Dependence of the relative Auger signal of silicon on the annealing
time for silicon from the surface silicide on 00 and various states of the
bulk of the samplel — initial state — surface silicide on a sample con-
1 L L L 1 1 1 taining a silicon dose equal to 100 times the dose corresponding the surface
50 60 '90_ 7_30 730 180 silicide atT= 1400 K;2 — initial state — surface silicide on a sample that
Sputtering time, s was cleaned by annealing &t 2000 K for 10 s;3 (filled circles — initial

state —Ng=2.3x 10** atoms/crA (0.23 of the surface silicide dosen a
FIG. 1. Dependence of the Auger signals of sili¢@r3) and W(4) onthe  sample that was cleaned @t=2500 K for 100 s;4 (unfilled circles —
sputtering time for the sputtering of silicon onto(¥00) at T=300(1) and initial state —Ng;=2X 10'* atoms/cr (0.2 of the surface silicide dosen
1300 K (2—4). The sample was cleaned by annealing at2500 K for 100 a sample that was cleaned |t 2000 K for 90 s.
s (asteriskg and at 2000 K for 10 gtriangles. The flux density of the
silicon atoms was/g;=1x 10" atoms/crAs.

temperature sputtering curve closely coincides with the sput-

ments. For example, annealing of the strip3 at2100 K for . )
P g P tering curve obtained at room temperature upt$e90 s,

30 s(this cleaning regime is similar to the one employed in e . X
Ref. 1) led to complete removal of the Si atoms from the providing evidence that almost up to completion of the for-

surface, but it apparently did not remove them from the bull{_:'r?gfgfoi tgﬁ/;tﬂm_?Cﬂgcggﬁt(?rxv't_g'Una”OiXIfﬁ;'me;ge
of the metal. Annealing af =2500 K for 100 sec was em- - st S Impinging su ’

ployed to completely clean both the surface and the W bulkfsrorrpazzes\.lfc%zm’ remain on it and are incorporated into the
As follows from the data in Ref. 14, in which direct mass- u It i ”tl ' thy that diff i ing f th
spectrometric detection of the Si atoms desorbed from a W 'S noteworthy that no difierences stemming from the

surface was performed, the desorption flux of Si atoms fronf)rehmmary sample cleaning regimes could be detected in the

W does, in fact, end during the annealings just described. L dpws governing the formation of the surface silicide: this pro-
us evall'Jate thé diffusion lengths for Si atomsai W lattice cess had an identical course on a surface of W in whose bulk

under such conditions. The diffusion length is given by the® silicon doseNg;= 107 cm 2 Gie., about 100 times the dose
following expression corresponding to the surface silicidevas dissolved at
T=2000 K and on a surface of a metal with a bulk practi-
L= (Dgjt)1/2= (Do) ¥2ex] — Eqg/2k T]t. (1)  cally free of dissolved silicon.
SettingD,=10"2 ci?/s andEg=2.5 eV for the diffu b) Thermal stability of the surface silicide. Figure 2
0= dif = &- -

sion of Si atoms in refractory metal®as well asT = 2500 K presents the results of the annealing of the surface silicide
and the time of a single experiment to100 s, we obtain formed on the surface of tungsten with different densities of

Lgit=100 um, which is an order of magnitude greater thand's’sowf)d .S'“Cﬁ.n r:nﬂ;che bl:"(' Ast.V\./(ej see, '? the Jlrst g‘?‘se
the strip thickness. Thus, the absence of a desorption ﬂug(curve » 1N whic € surface silicide was formec by dis-

apparently does attest to the cleaning of both the surface aqsi?lving a thick si_licon film With.NS‘: 1(.)17 atoms/t_:r_ﬁ an_d
the bulk of the sample. ere was a considerable quantity of dissolved silicon in the

bulk, the surface silicide is stable up To=1400 K over the
course of at least 1000 s, and no tendency for weakening of
the silicon Auger signal is observed.

a) Formation of the surface silicide.Figure 1 presents At the same time, under conditions in which the surface
the variation of the silicon and tungsten Auger peaks duringsilicide forms on a sample that has been freed of silicon to a
the sputtering of Si atoms onto a (M0 surface at considerable exterfcurves2—4), the surface silicide loses its
T=1300K, i.e., in a regime where the surface silicide formsthermal stability already af =1400 K: under conditions in
according to Ref. 1. In fact, the plot 0§=1g(t) is initially ~ which the bulk is not completely cleaned, the silicon Auger
linear (practically up tot=100 9 and reaches saturation at a signal decreases and stabilizes at a new value, but it de-
level corresponding to a surface silicide with a sputtereccreases to zero, if the bulk is more thoroughly cleaned. As
dose of Si atomg;=1x 10 cm™2, which corresponds to was shown in Ref. 14, the thermal desorption of silicon from
the stoichiometry of the surface silicide WSi. The high- W takes place only at>1500 K; therefore, in our case the

EXPERIMENTAL RESULTS
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this range, we can expect that the limiting solubility must be
ng=~1 at.%. Thus, bulk densities of dissolved silicon that
are an order of magnitude smaller than the expected value of
10 - a -1 the limiting solubility already limit the removal of Si atoms
in the surface silicide from the surface.
It would be interesting to understand whether the avail-
a6k able experimental data can somehow be used to evaluate
' E.1, i.e., the activation energy for the passage of a Si adatom
from the surface into the first subsurface layer of the bulk. It
can be hypothesized that just this process determines the rate
of dissolution of the very first Si atoms in the surface silicide
— p R before there is any dissolved silicon in the bulk. Assuming
Vi, s'2 that this hypothesis is correct, let us estimitg from the
slope of the initial portions of thbes;=1g(t) curves(curves3
FIG. 3. Dependence of the relative Auger signal of silicon from the surfaceand4 in Fig. 2) under the additional assumption that we can
silicide on the square root of the annealing time. The numbering of the,5e the Arrhenius relation for the lifetime of a particle on the
curves is the same as in Fig. 2. . . .
surface with respect to the dissolution procegs

Ts1—= 70 exﬂ: EsllkT] . (3)

Setting 7,=10" 1 s, we obtainEy;=4.3 eV, where the
accuracy of the evaluation with consideration of the indefi-

04

g4
02t

Silicon Auger signal, rel. units

departure of silicon from the surface can be attributed only to
its dissolution in the bulk of the metal.

The departure of silicon from the surface can be limited_. .
both by diffusion in the bulk and by the dissolution process eeSS Of the value afy amounts tAAE= 0.2 eV,

proper, i.e., by the passage of atoms from the surface into the The data presented indicate that the results in Ref. 1

. rtainin the physical picture of th truction of r-
bulk of the sample. The curves themselves, which are pre?e aning o © physical picture ot the des ucto_ orasu
ace silicide are in need of some revision. In particular, the

sented in Fig. 2, do not permit a choice between these pos;

. : . . : desorption of silicon frm a W surface is apparently pre-
sibilities. To elucidate .thls'questlon, Flg_. 3 presents the Same_ 1ad by its partial predissolution, whose possibility was
curves reconstructed in different coordinates. As before, th

intensity of the silicon Auger signdvhich is proportional to %omted out in Ref. 14. Apparently, the arguments developed

o ) . .~ above are also relevant for other adsorption systems consist-
the surface silicon densitys plotted along the vertical axis, P Y

but the square root of the annealing time is plotted along théng of Si and a surface of a refractory metal, as is confirmed,

horizontal axis. As we see, the form of cur2éas changed n particular, by the data in Ref. 5, where a dependence of

only slightly, while curves3 and4, which characterize the the thermal stability of the surface silicide of tantalum on the

destruction of the surface silicide on a sample with adenS|ty of silicon dissolved in the bulk of the sample was

o . ) . observed.
“silicon-free” bulk, have transformed into straight lines,
which are characteristic of the case in which bulk diffusion
determines the kinetics of the procéSs. BRIEF RESULTS AND CONCLUSIONS

The influence of silicon dissolved in the bulk of a metal
DISCUSSION OF RESULTS on the processes involved in the formation of the correspond-
ing surface silicide and on its thermal stability has been stud-

Let us discuss th?. result.s. Obtii'”ed- We, first of a."’ied. It has been shown that the formation of the surface sil-
evaluate the bulk densities of silicon in the subsurface regiot),

£ W when th f flicide dissol Dissolved sil icide of tungsten as a result of the high-temperature
0 when the surface siicide dissolves. LIssolved S IConadsorption of silicon on its surface scarcely depends on the
atoms from the surface silicide with a surface denbityare

e state of the bulk, and thus the very first Si atoms impinging
located at a depth equal _to Fhe diffusion lenggy, and the on the surface are incorporated into the surface silicide. Con-
corresponding bulk density is

versely, the destruction of the surface silicide is decisively
Ngi= Ng;i/L gt - (2 dependent on the state of the bulk. For example, at
T=1400 K the dissolution rate is initially determined by the
passage of Si atoms from the surface into the subsurface

T=1400 K and the dissolution time equals 400 s, : - e
Lyr=2X10"° cm=2000 A. If the silicon atoms that for- Igyer a_nd is subsequently limited by the bulk diffusion of
silicon in tungsten.

merly comprised the surface silicide and had a surface den- . .

. - 5 > : This work was supported by the Russian State Program
sity Ngi=1X 10" cm~2 (which corresponds to the surface ,, . .

7 . : Surface Atomic Structures.
silicide WSJ) are now accommodated in this volume, we
obtain ng;=5x 10" cm 3=0.1 at.% for the corresponding
bulk density, since the bulk density of tungsten is 1v.N.Ageev, E. Yu. Afanas'eva, N. R. Galét al, Poverkhnost’, No. 5,
nw=6.3x1072 cm™3 (Ref. 17. There are no data in the lit- 2KI(1R98('3/)-II N A vaT o, 71 Tekh. P8 @

e o o ; ; . R. Gall', E. V. Rut’kov, and A. Ya. Tontegode, Zh. Tekh. ,
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It is well known that gas flow through a porous body is Assuming that the sticking coefficient for molecules at
accompanied by energy transfer. In the case of bodies witthe surface equals 1 and the adsorption of the molecules is
small pores the interaction of the gas particles with a surfacdescribed by Henry’s law, we obtain for(0) andn,(L)
greatly influences the transfer procésBor example, it is
well known that surface diffusion of molecules can influence P(0)7(0) P(L)7(L)

i ’ Na(0)= —————, ny(l)=————,
mass transfer in microporous bodigscan also initiate mass (27rmKkT,) 2 (27rmKkT,) 2
transfer in an initially equilibrium systeth The effect of ’ ’
segregation and surface diffusion of molecules in pores otvhere P(0) and P(L) are the gas pressure At=0 and
the thermal conductivity of porous bodies was investigated<=L (we assume below th&(L)/P(0)>1), T, is the tem-
in Ref. 3. This paper examines the question of the appeaferature of the surrounding gas,is the mass of a molecule,
ance of a temperature differential in a porous layer as a resundk is Boltzmann’s constant.
of adsorption, desorption, and surface diffusion processes. The quantitiesr andDg can be written in the form
This effect arises as follows. Molecules adsorbed on one side
of a porous layer can diffuse along the surface, enter pores, 7= 708X Qa/kT},  D=DooeXp ~Qu/KT}, @
and cross to a different surface of the layer, whence thewhereQ, is the energy of adsorptiol is the activation
deosrb. In this case a source of heat appears on one side @fergy of surface diffusion, and, and D, are pre-
the porous layer. The appearance of this heat source is due éponential factors, which depend on the vibrational fre-
the fact that the energy released as molecules are adsorbgdencies of the adsorbed particles.
from the gas phase is greater than the energy going into For the problem described above, in the stationary case
desorption of the moleculgsince some adsorbed molecules the temperature distribution over the thickness of the porous
enter the porous laygrThe opposite situation occurs on the layer is found from the equation
other side of the layer, where molecules migrate from pores
onto the surface of the porous layer and then desorb. In this d( dT)

)\d—x =0 (5)

()

manner, surface diffusion of the molecules leads to energy dX
transfer and to the appearance of a temperature differential in. .
the porous layer. with the boundary conditions

In this paper we shall examine the case of a free-

molecular gas flow through a capillary-porous body of thick- A ax

=a[T(0)—Tg]+,

nessL. We assume that the pores are all cylindrical and X=0
possess the same radiunuclear filters are characterized by
such propertigs The flux of molecules through the trans- ™ =a[Tg—T(L)]+7. (6)
verse section of a quite long capillary has the form X=L
Jr=Jkntis (1) Here\ is the thermal conductivity, which is assumed to be

constant; @ is the heat-transfer coefficienty=jNsQ,,
where Ny is the density of the capillary outlet points at the
surface of the porous layer. From E¢5) and(6) we find the
E3cemperature distribution in the layer as

where jx, is the particle flux in the gas phag&nudsen
diffusion) andj is the surface flux of particles.

For simplicity, let us assume at first that the averag
surface diffusion lengthlg of the adsorbed particles
(Is~Dg7, whereDg is the surface diffusion coefficient and T=A+Cx, 7
7 is the adsorption timeis much longer than the capillary
radius. In this case the first term in Ed) can be neglected Where
compared with the second term and the fjuxcan be ex-

4 2yL
d = —__ 2 S A
pressed as A=Tgt Bi «’ c A(2+Bi)’
dn
Ir=ls= —Zersd—Xa, (20 Bi =alL/\ is Biot's number andk= X/L.
It is evident from Eq.(7) that for j¢ # 0 T(0)<Ty,
wheren, is the density of the adsorbed particles. T(L)>Tg, and
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Y
T(L) = Tg=Tg=T(0)=— 5.

An expression fojj follows from Eqs.(2)—(7) (for sim-
plicity, we assume that@,C/kA?) <1, Q4C/kA?<1):

2r P(O)TODSO

= a—Qu)/KA
= micr 12 Qe QoA

P(L)
[P0y

(1—Q,C/kA?)—1|. (8)

Expressions foil (0), T(L), andAT=T(0)—T(L) can
be found from Eqgs(7) and (8). It should be noted that the

the capillary surface to anoth&E is the force acting on the
adsorbed particles along the surface; dni the mobility of
the adsorbed molecule®€ D /kT).

Assuming that an equilibrium density of the particles
adsorbed on the end surfaces of the capillaries is established
at a characteristic distanc®{r)*, the following boundary
conditions can be imposed at=0 andx=L:

1/2

n D

Dsd—; X_O—LbFna(O)zL(TS [Na(0) —nNgl,
n D 1/2

Ds gy Xl—LbFna<1>=L(7s) [Na1—Na(D)],

temperature differential will increase with the mass flux, thewheren,o= 87Ny andn,; = B7N;.

temperature being higher on the side with the higher gas

The surface flux of adsorbed particles at a capillary out-

pressure. This will in turn increase the resistance of the polet can be found with the aid of E). In Ref. 2 an equation

rous body to mass transfer.

of the type(9) was solved with an exponential approximation

The problem of finding the quantity; can be solved of the functionsK andK;. We note that the adsorption times
more accurately on the basis of an integrodifferential equas and the surface diffusion coefficienBs, on the end sur-
tion for n, (Refs. 2 and % This equation makes it possible to faces of the capillaries emerging at opposite sides of the
take into account the effect of external fields on the transfeporous layer can differ as a result of the effect of external
process and to describe correctly the simultaneous magields. Specifically, their values can change under the action
transfer in the gas and adsorption phases without assumingf resonance radiatiohAs a result of the fact that the indi-
local equilibrium in each section of the capillary. On the cated quantities have different values on opposite surfaces of

basis of the assumptions made above, we obtaimfathe
equation

1d ana LbF Ny fl N, |
EX T A I P

T

XKy(|x=x"])dx’

+N0K(x)+N1K(1—x)),

1 na
I=(1—,B){ fo 7+I Ki(|x—x"])dx’
+N0K(x)+N1K1(1—x)]. 9)

Here x is the dimensionless coordinate= X/L); B is the
sticking coefficient for gas particles at the surfabk; and

the porous layer, a surface flux of molecules is initifad,

as follows from the preceding discussion, a temperature dif-
ferential arises in the system. In the case when the adsorbed
molecules possess an electric charge or a dipole moment,
mass transfer can be initiated by imposing an electric field on
the system(then the forceF in Eq. (9) is different from
zerg. Therefore external fields initiating mass transfer in a
porous body will lead to energy transfer and, accordingly, to
the appearance of a temperature differential in the porous
body.
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