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Electrostatic field of a thin, unclosed spherical shell and a torus
G. Ch. Shushkevich

Ya. Kupaly Grodno State University, 230023 Grodno, Belarus
~Submitted March 5, 1997!
Zh. Tekh. Fiz.68, 1–6 ~July 1998!

The electrostatic problem for a thin, unclosed spherical shell and a torus is reduced to paired
summation equations in the Legendre polynomials by means of formulas relating the
spherical and toroidal harmonic functions. The paired equations are transformed to a Fredholm
integral equation of the second kind. Formulas are obtained for computing the charges of
the conductors in the form of a series in a small parameter. The capacitance is computed for certain
geometrical parameters of the conductors. ©1997 American Institute of Physics.
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In designing various devices, it becomes necessar
calculate the electrostatic field of conductors of vario
configurations.1–3 This paper discusses the electrostatic pr
lem for a thin, unclosed spherical shellS and a torusT,
where the spherical shell is on the surface of sphereS1,
which does not intersect the torus~Fig. 1!.

The method of equivalent charges has been used p
ously to solve the electrostatic problem for a sphere an
torus with a common axis of rotation.4 The method of paired
equations has been used to solve the electrostatic problem
an unclosed spherical shellS and torusT when the surface
S1 intersects the torus.5

1. Let us consider the axisymmetric electrostatic pro
lem for a thin, unclosed spherical shellS and a torusT with
minor radiusr and major radiusR. Shell S lies on a sphere
S1 of radiusd. An axial cross section of the conductors
shown in Fig. 1. To analytically describe conductors w
point O as the center of sphereS1, we connect the spherica
coordinates$r ,Q,w%

FIG. 1.
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x5r cosw sin Q, y5r sin w sin Q, z5r cosQ

~0<r ,`, 0<Q<p, 0<w<2p!

with the toroidal coordinates$a,b,w% ~Ref. 6!

x5
c sinh a cosw

cosha2cosb
, y5

c sinh a sin w

cosha2cosw
,

z5
c sin b

cosha2cosb

~0<a,`, 2p,b<p, 0<w<2p, c5AR22r 2!.

Then the conductors under consideration are descr
as follows

T5H a5a05 lnS R

r
1AS R

r D 2

21D ,

0<b<2p, 0<w<2pJ ,

S5$r 5d, 0<Q<Q0 , 0<w<2p%.

To solve the problem, we arbitrarily divide all of spac
E3 of sphere S1 into two regions W1(r .d) and W2

5E3 /(W1UT). We denote the potentials of the electrosta
field in these regions asU1 andU2, respectively. The poten
tials Ui must satisfy Laplace’s equation

DUi50, i 51, 2, ~1!

~whereD is the Laplacian operator! with the boundary con-
ditions

U2uT5Vt const, ~2!

U2uS5Vs const, ~3!

and the condition at infinity

U1~M !→0 as M→`, ~4!

whereM is an arbitrary point of space.
Moreover, the potential must be continuous on sph

S1, and the field on the part of sphereS1 that is not a con-
ductor must be continuous; i.e.,

U15U2 , r 5d, 0<Q<p, ~5!

]U1

]r
5

]U2

]r
, r 5d, Q1,Q<p. ~6!
© 1998 American Institute of Physics



s

s
nic

d

:

rier

744 Tech. Phys. 43 (7), July 1998 G. Ch. Shushkevich
2. According to the method of separation of variable
we write potentialsUi , i 51,2 of the electrostatic field in the
form6,7

U1~r ,Q!5 (
n50

`

bnS d

r D n11

Pn~cosQ! in W1 , ~7!

U25U2
~1!~r ,Q!1U2

~2!~a,b! in W2 , ~8!

where

U2
~1!~r ,Q!5 (

n50

`

anS r

dD n

Pn~cosQ!, ~9!

U2
~2!~a,b!5A2~cosha2cosb! (

n50

`

~Mn cosnb

1Nn sin nb!
Pn2

1
2
~cosha!

Pn2
1
2
~cosha0!

, ~10!

Pn(cosQ) are the Legendre polynomials, andPn2
1
2
(cosha)

are Legendre functions of the first kind.6–8

Potential U1(r ,Q) satisfies the condition at infinity
given by Eq.~4!. The unknown coefficientsan , bn , Mn ,
andNn are determined by the conditions given by Eqs.~2!,
~3!, ~5!, and~6!.

To solve the problem, we need the following formula
which connect the spherical and toroidal harmo
functions:9

r nPn~cosQ!5
cn

2p (
s52`

`

Dn
sA2~cosha2cosb!

3Qs2
1
2
~cosha!eisb, ~11!

A2~cosha2cosb!Pn2
1
2
~cosha!einb

5(
s50

`

~21!scs11Ds
nr 2s21Ps~cosQ!, ~12!

where

Dn
s52Pn~0!1 (

k51

s

gk
s~sPn2k

k ~0!2 iknPn2k
k21~0!!,

Dn
2s5D̄n

s , ~13!

gk
s5

23k11k! ~s1k11!!

~~2k!! !2~s2k!!
,

Pn
m~0!5

2m

Ap
cosF ~n1m!p

2 G GS n1m11

2 D
GS n2m11

2 D ,

G(n) is the gamma function,Qn2
1
2
(cosha) are the Legendre

functions of the second kind, andPn2k
k (x) are the associate

Legendre functions.6–8
,

,

To satisfy the boundary condition given by Eq.~2! on
the surface of torusT, we write the potentialU2

(1)(r ,Q) in
terms of the toroidal harmonic functions, using Eq.~11!.
Then

U2
~1!~a,b!5

A2~cosha2cosb!

2p

3 (
n52`

` S (
p50

` S c

dD p

apDp
nDQn2

1
2
~cosha!einb.

~14!

Using the equations

cosnb5
1

2
~einb1e2 inb!, sin b5

1

2i
~einb2e2 inb!

and the following relationships for the Legendre functions6,8

Pn2
1
2
~cosha!5P2n2

1
2
~cosha!,

Qn2
1
2
~cosha!5Q2n2

1
2
~cosha!,

we can write the potentialU2
(2)(a,b) in complex form

U2
~2!~a,b!5A2~cosha2cosb!

3 (
n52`

`

xn

Pn2
1
2
~cosha!

Pn2
1
2
~cosha0!

einb, ~15!

where

xn5
1

2
~Mn2 iNn!, x2n5

1

2
~Mn1 iNn!,

x̄n5x2n , n50, 1, 2, . . . .

According to Eqs.~14! and~15!, the boundary condition
given by Eq.~2! on the surface of a torus takes the form

A2~cosha02cosb! (
n52`

` S xn1
1

2p
Qn2

1
2
~cosha0!

3 (
p50

` S c

dD p

apDp
nD einb5Vt . ~16!

Dividing both sides of Eq.~16! by A2(cosha02cosb)
and using the expansion6

1

A2~cosha02cosb!
5

1

p (
n52`

`

Qn2
1
2
~cosha0!einb,

we get from Eq.~16!

(
n52`

` S xn1
1

2p
Qn2

1
2
~cosha0! (

p50

` S c

dD p

apDp
nD einb

5
Vt

p (
n52`

`

Qn2
1
2
~cosha0!einb ~17!

or, because of the uniqueness of the expansion in Fou
series,
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xn1
Qn2

1
2
~cosha0!

2p (
p50

` S c

dD p

apDp
n5

Vt

p
Qn2

1
2
~cosha0!,

n50,61,62, . . . . ~18!

To satisfy the boundary condition given by Eq.~3! on
the surface of spherical shellS and the continuity conditions
given by Eqs.~5! and ~6!, we write the potentialU2

(2)(a,b)
in terms of the spherical harmonic functions, using Eq.~12!.
As a result, we have

U2
~2!~r ,Q!5 (

n50

`

~21!nS (
s52`

` xsDn
s

Ps2
1
2
~cosha0!D

3S c

r D
n11

Pn~cosQ!. ~19!

According to Eqs.~7!, ~9!, and~19! and the orthogonal-
ity condition of the Legendre polynomialsPn(cosQ), on the
line segment@0,p#, the continuity condition given by Eq.~5!
is equivalent to

bn5an1 f n , n50, 1, 2, . . . , ~20!

where

f n5~21!n (
s52`

` xsDn
s

Ps2
1
2
~cosha0!

. ~21!

The boundary condition given by Eq.~5! takes the form

(
n50

`

~an1 f n!Pn~cosQ!5Vs , 0<Q,Q0 . ~22!

After computing the derivatives

]

]r
U1~r ,Q!,

]

]r
U2

~ i !~r ,Q!, i 51,2,

and having satisfied the continuity condition given by E
~6!, and bearing in mind Eq.~20!, we get

(
n50

` S n1
1

2DanPn~cosQ!50, Q0,Q<p. ~23!

Thus, the conditions given by Eqs.~3!, ~5!, and~6! result
in the paired summation equations in the Legendre poly
mials

(
n50

`

anPn~cosQ!5F~Q!, 0<Q,Q0 ,

(
n50

` S n1
1

2DanPn~cosQ!50, Q0,Q<p, ~24!

where

F~Q!5 (
n50

`

~Vsd0n2 f n!Pn~cosQ!, ~25!

andd0n is the Kronecker delta.
In place of the coefficientsan , we introduce into the

treatment the new functionw(x) @w(x)PC[0,Q0]
(1) #, given by

the formula
.

-

an5E
0

Q0
w~x!cosS n1

1

2D xdx. ~26!

Then the paired Eqs.~24! transform to~See Ref. 10,
p. 166!

w~x!5
2

p

d

dx E
0

x F~Q!sin QdQ

A2~cosQ2cosx!
, 0,x,Q0 .

~27!

Substituting functionF(Q) from Eqs.~25! into Eq. ~27!
and bearing in mind the integral~see Ref. 10, p. 198!

d

dx E
0

xPn~cosQ!sin QdQ

A2~cosQ2cosx!
5cosS n1

1

2D x,

we get that

w~x!5
2Vs

p
cos

x

2
2

2

p (
n50

`

f ncosS n1
1

2D x,

0,x,Q0 . ~28!

Substitutingan from Eq. ~26! into ~18!, we establish the
connection between the coefficientsxs and the functionw(x)

xs5
Qs2

1
2
~cosha0!

2p S 2Vt2E
0

Q0S (
p50

` S c

dD p

Dp
s

3cosS p1
1

2DuDw~u!duD , s50,61,62, . . . .

~29!

Substitutingxs from Eq. ~29! into Eq. ~21!, and f n from
Eq. ~21! into the right-hand side of Eq.~28!, after some
transformations, we get an Fredholm integral equation of
second kind for functionw(x)

w~x!2E
0

Q0
K~x,u!w~u!du5H~x!, 0,x,Q0 , ~30!

where the kernel of the integral equation has the form

K~x,u!5
1

p2 (
n50

`

(
p50

`

~21!nS c

dD n1p11

3cosS n1
1

2D x cos S p1
1

2DuRnp , ~31!

Rnp5 (
s52`

` Qs2
1
2
~cosha0!

Ps2
1
2
~cosha0!

Dn
sDp

s , ~32!

while the right-hand side is

H~x!5
2Vs

p
cos

x

2
2

2Vt

p2 (
n50

`

~21!nS c

dD n11

3cosS n1
1

2D xTn , ~33!

Tn5 (
s52`

` Qs2
1
2
~cosha0!

Ps2
1
2
~cosha0!

Dn
s . ~34!
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3. The total chargeQs of the thin, unclosed spherica
shell S is computed from

Qs54p«d E
0

Q0
w~x!cos

x

2
dx, ~35!

while the total chargeQt of torusT is computed from

Qt58p«c (
n52`ty

`
xn

Pn2
1
2
~cosha0!

54«cS 2VtS0

2E
0

Q0S (
p50

` S c

dD p

Tp cosS p1
1

2D t Dw~ t !dtD , ~36!

where

S05(
s50

`

ds

Qs2
1
2
~cosha0!

Ps2
1
2
~cosha0!

, ds5H 1, s50,

2, s>1,

and« is the permittivity of the medium.
Knowing the charges of the conductors, it is possible

compute the capacitance from1

C5
C11C121C11C221C12C22

C111C22
, ~37!

where C115Qs when Vs5Vt51, C225Qt when Vs5Vt

51, C125Qs when Vs50, Vt521, C215Qt when Vs

521, Vt50, andC125C21.
In the general case, the Fredholm integral equation of

second kind, Eq. ~30!, can be solved by numerica
methods.11

We assume thatm5c/d!1, and, in what follows, we
assume thatmn'0 whenn.4. In this case, the solution o
the integral Eq.~30! can be represented in the form of
series in the small parameterm

w~x!5w0~x!1w1~x!m1w2~x!m21w3~x!m31 . . . ,
~38!

wherew i(x)( i 51,2,3) are unknown functions.
Let us also expand the kernel of the integral equati

Eq. ~31!, and the right-hand side, given by Eq.~33!, in series
in the small parameterm:

K~x,u!5
1

p2 Fcos
x

2
cos

u

2
R00m1S cos

x

2
cos

3u

2

2cos
3x

2
cos

u

2DR10m
21S cos

x

2
cos

5u

2
R20

2cos
3x

2
cos

3u

2
R111cos

5x

2
cos

u

2
R02D

3m31 . . . G ,
H~x!5

2

p FVs cos
x

2
2

Vt

p
cos

x

2
T0m1

Vt

p
cos

3x

2
T1m2

2
Vt

p
cos

5x

2
T2m31 . . . G .
o

e

,

Substituting the expansions forK(x,u), H(x), andw(x) into
Eq. ~30! and setting the coefficients for identical powers ofm
equal, we find the functionsw i(x)( i 51,2,3):

w0~x!5
2Vs

p
cos

x

2
,

w1~x!5
1

p2
~VsR00a0022VtT0!cos

x

2
,

w2~x!5
Vs

p2 S a10 cos
x

2
2a00 cos

3x

2 DR10

1
a00

2p3
~VsR00a0022VtT0!R00 cos

x

2

1
2Vt

p2
T1 cos

3x

2
,

w3~x!5
Vs

p2 S R20a20 cos
x

2
2R11a10 cos

3x

2

1R02a00 cos
5x

2 D 1
R10

2p3
~VsR00a0022VtT0!

3S a10 cos
x

2
2a00 cos

4x

2 D 2
2Vt

p2
T2 cos

5x

2

1R00 cos
x

2 S 1

4p4
~VsR00a0022VtT0!R00a00

2

1
Vt

p3
T1a10D ,

where

akn5
1

pS sin~k2n!Q0

k2n
1

sin~k1n11!Q0

k1n11 D ,

sin~k2n!Q0

k2n U
k5n

5Q0 .

It follows from Eq. ~13! that D0
s52, D1

s524is, D2
s

52124s2, Dn
2s5D̄n

s , s>0, n50,1,2. Then, from Eqs.
~32! and ~34!, we get

R0054S0 , R1158S1 , R205R02522S2 ,

T052S0 , T150, T252S2 , S15S2S0 ,

where
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S25(
s50

`

ds~114s2!
Qs2

1
2
~cosha0!

Ps2
1
2
~cosha0!

.

Substituting the expansions given by Eqs.~38! into Eqs.
~35! and~36!, we get formulas for computing the charges
the conductors in the form of a series in the small param
m:

Qs54p«dH Vsa001
2a00

p
~Vsa002Vt!S0m

1
4a00

2

p2
~Vsa002Vt!S0

2m21F2Vs

p
~2a10

2 S1

2a00a20S2!1
8a00

3

p3
~Vsa002Vt!S0

3

1
2Vt

p
a20S2Gm31 . . . J ,

Qt58c«H VtS02Vsa00S02
2a00

p
~Vsa002Vt!S0

2m

2F4a00
2

p2
~Vsa002Vt!S0

32Vsa20S2Gm21 . . . J .

The charge of a torus inside a grounded sphere (Vs50,
Q05p) is computed from

Qt58c«VtS0S 11
2

p
S0m1

4

p2
S0

2m21 . . . D .

CapacitanceC has been computed for certain geome
cal parameters of the conductors. For a numerical solut
the Fredholm integral of the second kind, Eq.~30!, was
transformed into a finite system of linear algebraic equati
~SLAE! by means of Simpson’s quadrature formula:11

TABLE I.

Parameterp

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

S0 1.139 1.393 1.633 1.896 2.205 2.598 3.143 4.016 5.9
S2 1.189 1.601 2.140 2.909 4.086 6.052 9.811 18.87 55.

TABLE II.

Normalized capacitanceC̃

Q0, deg R

d
5

1
2

R

d
5

2
5

R

d
5

1
5

R

d
5

1
10

10 0.113 0.106 0.089 0.066
30 0.347 0.308 0.192 0.108
60 0.754 0.579 0.266 0.127
90 1.289 0.813 0.301 0.134
120 1.585 0.929 0.316 0.137
150 1.632 0.956 0.321 0.138
170 1.634 0.958 0.322 0.138
f
er

-
n,

s

E
a

b

f ~x!dx'
h

3
@ f 01 f 2n14~ f 11 f 31 . . . 1 f 2n21!

12~ f 21 f 41 . . . 1 f 2n22!#, ~39!

where

f i5 f ~a1 ih !, h5
b2a

2n
, i 50,1, . . . ,2n.

The finite SLAE was solved by Gauss’s method with t
choice of the principal element over the entire matrix. All t
infinite sums were computed to within 1025. As was ex-
plained, to obtain a numerical solution of the integral E
~30! to within 0.001, it is sufficient to taken520 in Eq.~39!
for the geometrical parameters of the conductors under c
sideration.

The Legendre functions Pn2
1
2
(cosha0) and

Qn2
1
2
(cosha0) were computed from6

Pn2
1
2
~cosha0!

5
1

p E
0

p dw

~cosha01sinh a0 cosw!n10.5
,

Qn2
1
2
~cosha0!5E

0

p cosnwdw

A2~cosha02cosw!
,

using the quadrature formula, Eq.~39! (n520).
Table I shows the values ofS0 andS2 for certain values

of p5r /R, while Table II shows the values of the norma
ized capacitanceC̃5C/(4p«d) for R/r 52 and certain val-
ues of R/d and the vertex angleQ0 of the thin, unclosed
spherical shellS.

The electrostatic problem for the conductors shown
Fig. 2 is solved in a similar way. However, the followin
formula is used in this case to connect the spherical
toroidal harmonic functions:

r 2n21Pn~cosQ!5
1

2pcn11 (
s52`

`

D̃n
sA2~cosha2cosb!

3Qs2
1
2
~cosha!eisb,

3

FIG. 2.



al

.

ns

ati-

ti-

,

748 Tech. Phys. 43 (7), July 1998 G. Ch. Shushkevich
A2~cosha2cosb!Pn2
1
2
~cosha!einb

5(
s50

`

~21!sc2sD̃s
nr 2s21Ps~cosQ!,

where

D̃n
s52Pn~0!1 (

k51

s

gk
s~sPn1k

k ~0!2 ik~n11!Pn1k
k21~0!!.
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Features of the hydrodynamic pressure field of an electric explosion in an equilibrium
gas–liquid medium

V. G. Kovalev
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The hydrodynamic features of an electric explosion in a bubble gas–liquid mixture are studied in
the equilibrium approximation of the medium for the case of fine gas bubbles when the
initial size of the latter ranges from units to tens of micrometers, as is observed when actual liquids
contain natural gas. In mathematically modeling the electric-explosion processes, the
characteristics of the hydrodynamic field were calculated, taking into account the finite size of
the plasma piston for which the quasi-wave equation with the nonlinear barotropic
equation of state of the mixture was numerically integrated, using an explicit finite-difference
scheme in an ellipsoidal coordinate system. It is established that the presence of gaseous
inclusions manifests itself when the gas concentration is«0*1024, whereas appreciable nonlinear
effects appear when«0*531023. © 1998 American Institute of Physics.
@S1063-7842~98!00207-4#
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As is well known, during electric-explosion energ
conversion,1,2 the dynamics of the plasma channel and
generated hydrodynamic perturbations are essentially d
mined by the hydrodynamic properties of the working liqu
Under actual conditions, the presence of gas bubbles
change the indicated properties and consequently can
the conditions under which the channel develops and
emission and propagation processes of the pressure w
As shown in Refs. 3 and 4, an electric explosion in a bub
liquid in which the gas bubbles have characteristic dim
sions from units to tens of micrometers can be mathem
cally modeled in terms of a model of an equilibrium m
dium.

The dynamic properties of the plasma channel of
electric explosion in an equilibrium medium were studied
Refs. 3, 5, and 6, where it was shown that, for gas conc
trations of«0;0.01, the rate at which the channel expands
a factor of 2 greater than the expansion rate in a pure liq
with the pressure levels being approximately identical
cause of a negative feedback mechanism. It should
pointed out that, to solve the external hydrodynamic probl
for the expanding channel, Refs. 3, 5, and 6 use the ana
cal dependence between the pressure and the expansio
of the latter, obtained by solving the self-similar proble
concerning the expansion of a cylindrical piston in an eq
librium gas-liquid medium.7,8 The indicated quasi-self
similar approximation, as for the case of a pure liquid,9,10 is
valid only in the immediate vicinity of the piston and
unsuitable for calculating the field characteristics.

We shall consider the problem of determining the hyd
dynamic pressure field of an electric explosion in an equi
rium gas–liquid medium. Taking into account the decis
role of bubble nonlinearity,11–13 the system of relationship
consisting of the equations of motion, and the continuity
the continuous medium in terms of which the given bub
7491063-7842/98/43(7)/6/$15.00
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liquid is considered, it is easy to write the equation that
lates densityr and pressureP,

]2r

]t2
5DP, ~1!

which, along with the equilibrium equation of state,14,15

r

r0
5F ~12«0!S P01A

P1A D 1/n

1«0S P0

P D 1/gG21

, ~2!

form a closed system. Herer0 and P0 are the unperturbed
density of the mixture and the pressure,A5304.5 MPa and
n57.15 ~for water! are the constants of the Tait equation
state,g is the exponent of the adiabatic curve of the gas, a
«0 is the initial volume concentration of gas.

The indicated equations can lead to one equation of
perbolic type. The wave equation obtained when the eq
tion of state is linear can be solved analytically in a numb
of cases; numerical methods are ordinarily used to solve n
linear equations.

However, when the equation of state is expressed b
complex function or is given in tabular form, it is more co
venient to directly integrate the system of Eqs.~1! and~2!. In
this case, the one-dimensional problem in the Euler variab
can be written as

r i
k1152r i

k2r i
k211

t2

h2

3FPi 11
k 1Pi 21

k 22Pi
k1

n

2i
~Pi 11

k 2Pi 21
k !G , ~3!

wherer i
k5r( ih,kt), andPi

k5P( ih,kt), while the values of
the symmetry indexn50,1,2 correspond to flat, cylindrica
and spherical symmetry.
© 1998 American Institute of Physics
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Let us consider the question of determining the value
t. To do this, we write Eq.~1! for the case of planar sym
metry and we reduce it to dimensionless form.

We introduce the dimensionless densityr̄5r/r0 and

pressureP̄5P/PA , wherePA is a pressure that is known t
be greater than the maximum possible in the process u
consideration. We introduce the dimensionless coordinax̄

5x/h and time t̄ 5t/t, and we write Eq.~1! in the form

]2r̄

] t̄ 2
5

PAt2

r0h2

]2P̄

] x̄2
.

Since ]2r̄/] t̄ 2 and ]2P̄/] x̄2 are of the same order o
magnitude in the dimensionless equation, the stability con
tion for numerically integrating it has the form
PAt2/(r0h2)<1. Thus,t<(r0 /PA)1/2h.

As is well known, when hyperbolic equations are n
merically integrated, oscillations arise on the perturbat
front that propagate with damping into the depth of the
gion encompassed by the perturbation. Various methods
used to suppress these oscillations, which reduce to intro
ing additional dissipative terms into the equation or to art
cially smoothing the results, which is also equivalent to
troducing additional dissipation. The enumerated measu
besides suppressing the oscillations of the calculation, ca
blurring of the perturbation front, which is especially appr
ciable in the case of planar symmetry. In this case, it
suitable to use centrally symmetric smoothing with weightW
to suppress the oscillations:

r i
k115~r i 21

k111Wr i
k111r i 11

k11!/~W12!. ~4!

As shown by solving a test problem concerning t
propagation of a planar step wave in an acoustic medi
satisfactory suppression of the oscillations is achieved e
when W;10, with smearing of the wave front being insig
nificant.

Let us consider the features of the propagation of a s
soidal perturbation in an equilibrium medium. Even thou
this process is somewhat outside the main topic of the stu
it is of interest for better understanding of the regularities
f

er

i-

-
n
-
re
c-

-
-
s,
se
-
s

,
n

u-

y,
f

the main process and can also be regarded as an addit
test of the algorithm. Let us trace the propagation of a pla
acoustic wave with a frequency of 30 Hz for various amp
tudes and gas concentrations in the medium, measuring
spatial profile of the wave at timet50.33 sec. The choice o
the perturbation frequency in this case is predicated on
need for the presence of a regime involving an equilibriu
medium with wide variation of the perturbation amplitud
and also for reasons of clarity. Here and below, the calcu
tions are carried out for water with air bubbles.

At a pressure of 0.2 MPa~Fig. 1!, it can be seen that the
wave velocity increases as the gas concentration decre
from 1022 to 1024 and is virtually constant at lower concen
trations. Thus, the equilibrium medium with«0,1024 can
be assumed to be a pure liquid.

The wave amplitude is virtually constant, which ind
cates that dissipation is absent. Since the adiabatic app
mation is used in the equation of state both for the liquid a
for the gas, dissipation is intrinsically absent from the mo
of the medium. The averaging algorithm given by Eq.~4!
must introduce some dissipation in the neighborhood of
perturbation front, but, since the weighting factorW510 is
rather large in all the calculations, the dissipation introduc
by averaging is virtually imperceptible. Finally, the wav
profile changes somewhat at the maximum concentration
gas~considered here! of «051022, revealing a certain twist-
ing of the wave front, caused by the nonlinearity of the g
component.

Furthermore, calculation shows that the nonlinearity
the medium shows up much more strongly when the pres
has an amplitude of 1 MPa. When«051022, a discontinuity
appears at the perturbation front, but the influence of non
earity becomes negligible even at«051023. As in the pre-
ceding case, the wave velocity stops increasing at«0

,1024.
When the pressure has an amplitude of 10 MPa~Fig. 2!,

an unperturbed velocity is established even for«051023.
The same features are valid for a pressure of 100 MPa
both cases, the nonlinearity of the medium is caused by



751Tech. Phys. 43 (7), July 1998 V. G. Kovalev
FIG. 2.
nl

ur

e
f t

a
pl
tio
ec
nt
a

i
ro
yl
to

an

l-
of

he
this
try,

te
nonlinearity of its gas component and is appreciable o
when the gas concentration is rather large.

There is interest in the wave profile when the press
has an amplitude of 1000 MPa~Fig. 3!. Here the effect of the
nonlinearity becomes significantly stronger than at low
pressures, and this is explained by the combined effect o
nonlinearity of the gas and liquid components. When«0

5531023, the indicated combined effect causes the form
tion of an exponentially decaying shock wave whose am
tude is somewhat less than that of a sinusoidal perturba
It is interesting to note that the combined nonlinearity eff
does not reduce to a summation of the two compone
since the nonlinearity of the pure liquid, as is seen for sm
concentrations, is negligible.

We now turn to a description of the wave generated
an electric explosion. As is well known, the source of hyd
dynamic perturbation in most cases is a long thin finite c
inder. It is of interest to describe the wave field, taking in
y

e

r
he

-
i-
n.
t
s,
ll

n
-
-

account such a source geometry. This can be done in
ellipsoidal coordinate system.

We introduce ellipsoidal coordinatesh, z, c of a prolate
ellipsoid of revolution, formed by a system of confocal e
lipsoids whose semimajor axes coincide with the axis
symmetry, two-focus hyperboloids of revolution, and t
half-planes that passes through the axis of symmetry. In
coordinate system, taking into account the axial symme
Eq. ~1! has the form

]2r

]t2
5

1

a2~h22z2!
H ]

]h F ~h221!
]P

]h G1
]

]z F ~12z2!
]P

]z G J ,

~5!

wherea is the semimajor axis of the system of coordina
ellipsoids.
FIG. 3.
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Let us consider Eq.~5! for two limiting cases: with the
plane of symmetry passing through the middle of the ma
axis and orthogonal to it~the equatorial plane! and in the
axial direction. Both directions are determined by the va
of z, and the variable coordinate in both cases ish. In the
equatorial plane,z50, and the Laplacian has the form

D15
1

a2h2F ~h221!
]2

]h2
12h

]

]hG . ~6!

On the axis of symmetry,z51, and the Laplacian in this
case is

D25
1

a2

]2

]h2
1

2h

a2~h221!

]

]h
. ~7!
r

e

It is easy to see that both operators, as expected, tr
form to spherically symmetric Laplacians far from the ax
i.e., whenh@1. It is interesting to note that Eq.~6! does not
tend to the cylindrical Laplacian close to the axis, i.e., wh
h;1, since, even from a point located very close to the a
the segment of it limited by the foci qualitatively differ
from the infinite axis of the cylindrical coordinates.

Let us consider Eq.~5! in the equatorial plane:

a2
]2r

]t2
5

h221

h2

]2P

]h2
1

2

h

]P

]h
. ~8!

As is well known, the wave equation can be factorized
a plane of symmetry. In the case of spherical symmetry,
equation factorizes for the quantityrP. Thus, in the plane of
FIG. 5.
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FIG. 6.
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symmetry, the solution of the wave equation breaks do
into outgoing and incoming waves. A similar situation, wi
allowance for a scale factor 1/r , is also valid for spherica
symmetry. However, Eq.~8!, like the equation for cylindrical
symmetry, does not factorize; consequently, even in a lin
medium with a constant sound velocity, there is no wave
such, i.e. no perturbation that maintains its shape as it pro
gates.

Thus, Eqs.~6! and~7! can be used to solve the pressu
distribution problem in two important asymptotic cases:
the axial and radial directions of a finite cylindrical chann
However, bearing in mind the determination of the to
structure of the hydrodynamic pressure field, we turn to
integration of Eq.~5!.

First of all, we choose certain whole numbersN1 andN2

and introduce a dimensionless coordinate net with steph
51/N1 and l 51/N2. We define the discrete coordinatesh i

andz j by the expressions

h i5 ih; i 5N1 , . . . ,̀ ; z j5 j l ; j 50,1, . . . ,N2 .

We introduce the dimensional step in timet and define
the discrete timetk5kt. Equation~5! in discrete variables
has the form

r i , j
k1152r i , j

k 2r i , j
k211

t2

a2~ i 2h22 j 2l 2!
@~ i 22N1

2!

3~Pi 21,j
k 1Pi 11,j

k 22Pi , j
k !1 i ~Pi 11,j

k 2Pi 21,j
k !

1~N2
22 j 2!~Pi , j 21

k 1Pi , j 11
k 22Pi , j

k !

2 j ~Pi , j 11
k 2Pi , j 21

k !#.

The characteristics of the electric-explosion channel are
culated using Eqs.~2!–~4! given in Ref. 16@or Eqs.~1!–~3!
from Ref. 17#. The pressure of the source-channel of t
electric explosion is given on a line:
n

ar
s
a-

-

.
l
e

l-

e

PN1 , j
k 5Pk ; j 50, . . . , N2 .

The pressure calculated in theh, z coordinates is trans
formed to the cylindrical coordinate systemr
5aA(h221)(12z2), z5ahz and is represented graph
cally in the form of the instantaneous spatial pattern a
definite instantt* .

As shown by varying the parameters of the discha
circuit (U0 is the voltage of the capacitor bank,C is the
capacitance of the latter,L is the inductance, andl 0 is the
interelectrode gap!, their values appreciably affect the dy
namic characteristics of the plasma channel of the elec
explosion, but make little difference in the qualitative cha
acter of the wave field in the medium. The main parame
that substantially affects the features of the wave field is
initial volume gas concentration«0. Therefore, to study the
structure of the wave field and how the gas-containing m
dium affects that structure, we chose a discharge regim
which the discharge-circuit parameters wereU0522 kV, C
522mF, L55 mH, and l 0540 mm.6 The gas concentration
was varied from 1025 to 1022, andt* 52 ms.

Passing to the results of the mathematical modeling
an electric explosion in an equilibrium gas–liquid mediu
we should point out the following: As is well known, th
pressure emitted by the discharge channel has the char
of a pulse with a steep front and a rather rapid, appro
mately exponential falloff. For a discharge in a pure liqu
~Fig. 4, where the calculation corresponds to«051025), the
pressure field as a whole maintains such a character, an
falloff becomes much slower only because of geometri
divergence. Obvious geometrical causes explain the fact
the pressure is approximately twice as great in the axial
rection as in the radial direction.

The pressure field has virtually the same character fo
electric explosion in a bubble medium with«051023 ~Fig.
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5!. The effect of the gaseous inclusions manifests itself o
in a certain reduction of the pressure.

However, the character of the hydrodynamic press
field qualitatively changes when the gas concentrat
reaches«051022 ~Fig. 6!. In this case, a self-clarifying ef
fect is observed as a result of the essentially nonlinear c
acter of the absorption in the medium. The essence of th
that the pressure falloff is greater, the less is the pres
itself, since the elasticity of the gaseous inclusions subs
tially increases at high pressure. As a result, the pres
peak propagates with comparatively little absorption, but,
a section of the falloff beginning with a certain thresho
pressure, the absorption increases so much that the pre
drops virtually to zero.

Thus, by using an elliptical coordinate system a
thereby taking into account the finite size of the source its
it has been shown that the pressure is significantly greate
the axial direction than in the radial direction. The gas inc
sions have virtually no effect when«0<1025. In the interval
«051024–1023, it manifests itself only in a reduction of th
pressure but does not alter the profile of the propaga
waves. The character of the wave field changes qualitativ
only when «0>1022 and shows up in a sharp increase
nonlinear absorption.

The author is grateful to N. M. Beskarava�ny� for help in
carrying out the calculations.
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Structure and parameters of the shock layer formed when a supersonic underexpanded
jet interacts with a counterpropagating hypersonic flow in the transition regime

N. Yu. Bykov and G. A. Luk’yanov

Institute of High-Performance Computations and Databases, 194291 St. Petersburg, Russia
~Submitted February 12, 1997!
Zh. Tekh. Fiz.68, 13–18~July 1998!

The method of molecular dynamics~the Bird system! has been used to mathematically model a
planar, strongly underexpanded supersonic jet that encounters a hypersonic flow of rarefied
gas. Particular attention is paid to the structure and parameters of the shock layer close to the plane
of symmetry. The results of calculations are presented for currents of a monatomic gas,
simulating argon, with a Mach number of the external flow of M`55.48, a Mach number at the
nozzle edge of Ma51, a ratio of the density at the nozzle edge to the density of the
unperturbed flow equal to 130, and various stagnation temperatures of the external flow and of
the jet. The evolution of the structure and the parameters of the shock layer as the Knudsen
number Kǹ varies from 0.02 to 0.35 is considered. The results are compared with the data
calculated for the shock layer when argon flows around thermally insulated cylinders.
The main features and regularities of the relaxation of the translational degrees of freedom of the
gas for external and jet flows are considered. Data are presented on the form of the
distribution function over velocities and its evolution as gas moves through the shock layers.
© 1998 American Institute of Physics.@S1063-7842~98!00307-9#
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When a strongly underexpanded supersonic jet flo
counter to a uniform hypersonic flow, the current whose d
gram is shown in Fig. 1 appears. In terms of the model o
continuous medium, in describing a gas flow of const
composition on the basis of the Navier–Stokes equations
decisive parameters for the given type of flows include
Mach numbers M̀ and Ma , the Reynolds number Re` , de-
fined in terms of the parameters of unperturbed flow and
characteristic current dimensionL, the Reynolds numbe
Rea , defined in terms of the parameters at the nozzle e
and its size~heighth for a flat nozzle!, the ration5pa /p`

for the jet discharge (pa and p` are the pressures at th
nozzle edge and in the unperturbed external flow! or the ratio
of the corresponding densitiesm5ra /r` , the temperature
factort5T0a /T0` (T0a andT0` are the stagnation tempera
ture for jet flow at the nozzle edge and the temperature of
unperturbed external flow!, the Prandtl number Pr, the rati
of the specific heatsg, and also the temperature dependen
of the viscosity and thermal conductivity.

Figure 1a shows the interaction pattern of an under
panded supersonic jet with a counterpropagating hypers
flow when Rè→` and Rea→`. When a supersonic flow
runs into a jet that is an obstacle for the external flow, b
shock wave1 appears. The external and the jet flows a
separated by contact surface2 ~the dividing streamline!. The
jet flowing out of the nozzle with heighth has a shock-wave
structure characteristic of an underexpanded supersonic
Central shock wave3 ~the Mach disk! arises in front of the
contact surface in the jet. Between the bow shock wave
the contact surface, a shock layer is formed from the ga
the external flow, with thicknessD1. Between the contac
surface and the Mach disk, a shock layer is formed from
7551063-7842/98/43(7)/6/$15.00
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gas of the jet, with thicknessD2. The Mach disk and sus
pended shock wave4 bound the free-expansion region of j
5, within which the flow parameters are determined exc
sively by the parameters of the gas at the nozzle edge and
independent of the flow parameters in the space surroun
this region. The boundary of jet6 separates the jet flow an
separation zone7 by a complex flow, determined by th
conditions downstream. Streamlines8 qualitatively illustrate
the character of the flow in the shock layer and the ot
regions.

The external flow and the jet have a common critic
point k with an identical stagnation pressurep0`8 5p0c8
5p0k . In the case of the hypersonic shock layer conside
here,p0`8 is determined for the flow of an ideal gas by th
approximate relationship1

p0`8 .r`u`
2 ~121/«!, ~1!

where«5(g11)/(g21), andu` is the velocity of the un-
perturbed external flow.

In the case of the flow of a strongly underexpanded
considered here (n@1), the Mach number in front of the
Mach disk is large, andp0c8 is determined similarly:

p0c8 .rcuc
2~121/«!, ~2!

whererc anduc are the density and velocity of the jet flow
in front of the Mach disk.

Neglecting the thickness of the shock layer, we get fro
Eqs.~1! and ~2! that the equationp0`8 5p0c8 is equivalent to
the approximate equation

r`u`
2 .rckuck

2 , ~3!
© 1998 American Institute of Physics
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whererck anduck are the density and velocity of the jet flo
at pointx5xk in the symmetry plane of the freely expandin
jet.

Parametersrck anduck can be expressed in terms of th
parameters at the nozzle edge. Whenxk /h@1, the flow in
the free-expansion region of the jet has the character of
flow from a source with a pole at the nozzle edge, and
relationships for determiningrck anduck have the form2

uck.ucm5A2gRT0a /~g21!, rck /ra.Bh/xk . ~4!

Here ucm is the limiting thermodynamic velocity of the je
flow, andB5B(g,Ma). Using Eq.~4!, from Eq. ~3! we get
an expression for determiningxk /h:

xk /h.B~ucm
2 /ua

2!~raua
2/~r`u`

2 !!. ~5!

For an arbitrary value of Ma , the ratioucm
2 /ua

2 is a func-
tion of Ma andg. When Ma51, we haveucm

2 /ua
25«. Thus,

for M`@1, n@1, and given values ofMa andg, the param-
eter i 5raua

2/(r`u`
2 ) is the similarity parameter. When it i

used, parametern is eliminated from the list of parameters

FIG. 1. Flow diagram when a strongly underexpanded jet interacts wi
counterpropagating hypersonic flow.~a! Reynolds number Rè→`, ~b!
transitional flow regime.
e
e

be determined. Under these circumstances, the positio
the critical pointk is determined by the approximate relatio
ship

xk /~hi !.B«. ~6!

The goal of this study is to explain the physical featur
of the formation of the shock layer for the hypersonic cou
terpropagating interaction of a uniform flow and a plan
strongly underexpanded jet in the transitional~according to
the Knudsen number Kǹ5l` /L, wherel` is the free path
length in an unperturbed external flow! regime. Particular
attention is devoted to studying how the number Kn` ~or
Rè 51.25AgM` /Kn`) affects the structure and the flow pa
rameters in the shock layer.

The flow pattern in the transition regime, shown in F
1b, corresponds to the case in which the thickness of the
shock wave,d1, and of the Mach disk,d2, are part of the
corresponding shock layers. Increasing the number Kn` den-
sifies the shock layers, gradually blends the shock wave w
the compression layer, and reduces the size of the f
expansion region. The dividing streamline is not the interfa
of the external and the jet flow. Particles of the external fl
penetrate into the jet shock layer and, conversely, particle
the jet penetrate into the shock layer of the external flo
There is substantial interest in this case in the structural
tures of the shock layer as a whole and in the degree
nonuniformity of the flow in it, determined by the evolutio
of the distribution function over velocities as gas moves
the shock layer.

By analogy with the problem of flow around a cylinde
with diameterd, it is natural to takeL52xk as a character-
istic size of the flow considered here. The Knudsen num
in this case takes the form Kn`5l` /(2xk).

The Monte Carlo method of direct statistical simulatio
is used to study the flow. Bird’s NTC scheme3 was used to
simulate the collisions of the particles. The simulation to
into account only elastic collisions. The mechanics of t
collisions corresponded to the VHS model,3 in which the
collision cross sections is described by

s5pd2, d5d0~c0 /c!n, ~7!

whered is the effective particle diameter, andd0 is the ef-
fective diameter when the relative velocity of the collidin
particles isc5c0.

The exponent isn5v20.5, wherev is the exponent in
the temperature dependence of the dynamic viscosityn
50.25).

A rectangular nonuniform network with thickening i
the regions adjacent to the nozzle edge was used in the
culations. The steps of the network in the different sub
gions were less than the characteristic free path length in
flow field, except for the cells immediately adjacent to t
nozzle edge, where their size was of the same order of m
nitude asla (la is the free path length at the nozzle edg!.
For the first two calculated versions~see Table I, the numbe
of cells in the region was 5400, while the number of mod
ing atoms exceeded 150 000. In version 3, 21 600 cells
more than 300 000 ‘‘computer’’ particles were considered

a
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The cell size and the number of modeling particles w
chosen according to special methodological studies. D
bling the number of cells while maintaining the number
modeling particles had no effect on the results of the mod
ing of the fields of the gas-dynamic parameters within
limits of relative error at the 5% level. Increasing the numb
of modeling particles by a factor ofm while maintaining the
number of cells reduced the relative statistical error of
modeling of the density field approximately proportionally
Am. For the results presented below, the largest relative e
of the modeling of the density field within the shock laye
does not exceed 3–5%,

On the left-hand boundary of the calculated region a
at the nozzle edge~Fig. 1!, the state of the gas was dete
mined by Maxwellian functions with parameters (v` , T` ,
va , Ta), corresponding to the numbersM , t, and n from
Table I. Conditions for mirror reflection of the particles we
established at the lower boundary of the calculated reg
~the plane of symmetry!. The boundary conditions at the up
per boundary corresponded to the conditions at infinity. P
ticles that reached the right-hand boundary of the reg
were excluded from further consideration. All the calcu
tions were carried out on a Convex C-3800 parallel-vec
computer.

In terms of the direct statistical simulation method, t
dimensionless characteristics of the flow considered here
determined by the parameters M` , Ma , Kna (Rea), i ~either
n or m), and t and by the model of the collisions of th
particles. This problem is distinctive in that, unlike the pro
lem of flow around a solid, here the characteristic size of
flow ~which determines the flow pattern as a whole! is not
known ahead of time, and the Knudsen number Kn` is con-
sequently unknown.

The simulation was carried out for three versions of
starting values, shown in Table I.

Figure 2 shows graphs ofv/v` , n/n` and T/T` along
the critical streamline. The distance was measured from
nozzle edge in the relative quantitiesx05x/xk , which en-
sures that the stagnation points coincide for all the versi
of the calculation. The position of the critical pointxk /(hi)
depends on the rarefaction of the flow. For regimes 1, 2,
3, the number Kǹ5l` /(2xk) corresponds to 0.35, 0.1 an
0.02 (Rè 525, 88 and 140!. Increasing the number Kn` in
this range slightly displaces the stagnation point toward
nozzle @for versions 1, 2, and 3 of the calculation,x/(hi)
equals 1.53, 1.68, and 1.87, respectively#. Version 3 (Kǹ
50.02) corresponds to a flow regime with a rather disti
structure of the shock layers, with the thicknessesd1 andd2

of the shock waves being substantially less than the co
sponding thicknessesD1 andD2 of the shock layers~Fig. 1!.

TABLE I. Starting data for versions of the calculation.

No. of
the version M̀ Ma t Kna Rea i n m

1 5.48 1 1 0.5 3.2 35.6 1070 13
2 5.48 1 1 0.167 9.6 35.6 1070 13
3 5.48 1 1 0.033 48.5 35.6 1070 13
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This regime is an example of a transitional regime th
bounds continuum flow regimes. Version 1 of the calculat
(Kn`50.35) corresponds to the totally smeared regime
the shock layer,4 in which it is impossible in the shock laye
to distinguish the structure of the shock wave. This regime
characterized by a monotonic density variation along thx
coordinate. Version 2 of the calculation (Kn`50.1) corre-
sponds in terms of the rarefaction to a transitional regime
which d,D. This regime is characterized by the appearan
of the first signs of gas compression in the shock layer on
density profiles.

The profiles in the shock layer of the external flow a
characterized by long tails extending upstream and typica
strong shock waves. The expansion of the jet shock la
toward the nozzle is limited by the density increase of the
flow. Therefore, as the number Kn` increases,D1 increases
substantially faster than doesD2.

Dashed curves4 in Fig. 2 correspond to the paramet
profiles in the compressed layers as Kn`→0, obtained from
the Rankine–Hugoniot equations. The velocity profiles in
neighborhood of the stagnation point (u,1.4A2RT`) are vir-
tually linear and coincide for all versions of the calculatio
The expansion of the jet shock layer strongly reduces

FIG. 2. Comparison of theu ~a!, n ~b!, and T ~c! profiles in generalized
coordinatesx/xk with the analogous profiles for Re`→` ~4! and the results
of a calculation of the flow around a thermally insulated cylinder.1–3 show
the versions of the calculations from Table I;s is 5
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free-expansion region of the jet and changes the maxim
velocity ~the Mach number! in the jet flow. When Kǹ
50.02, the compressionn/n` and the heatingT/T` of the
gas in the shock layer for external flow virtually reach valu
corresponding to Kǹ→0. The compression and heating
the jet shock layer are appreciably less than the values
tained from Rankine–Hugoniot equations, and this is
plained by the gradient character of the jet flow. As the nu
ber Kǹ increases, the compression in the shock layer of
external flow decreases, while the heating increases.

There is substantial interest in comparing the results
the calculations shown in Fig. 2 with similar calculations f
the case of flow by argon around a thermally insulated c
inder in the transition regime. Such calculations are carr
out in Ref. 5 by direct statistical simulation.

A comparison showed that there is fairly good agre
ment between the results of the calculations of theu, n andT
profiles in the shock layer of the external flow virtually to th
stagnation point for all the numbers Kn` considered here
@Kn`5l` /(2xk)5l` /d#. Figure 2 shows the results of th
calculations of Ref. 5 for flow around a thermally insulatin
cylinder with Kǹ 50.1. Some difference in then/n` and
T/T` values is observed only in the neighborhood of t
stagnation point.

The flow in the shock layer has an essentially noneq
librium character. The degree of nonequilibrium over t
translational degrees of freedom is illustrated by data c
cerning the profiles of the kinetic temperature compone
Tx , Ty , andTz @T5(Tx1Ty1Tz)/3# for the versions of the
calculation corresponding to Kn`50.35 and 0.02 and show
in Figs. 3a and 3b, respectively. When Kn`50.35, the de-
gree of nonequilibrium is extremely great, encompasses
entire compressed layer, and spreads far upwards in the
ternal and jet flow. The physical cause of translational n
equilibrium in the shock layer is the low collision frequen

FIG. 3. Profiles of the components of the kinetic temperatureTx ~1!, Tz ~2!
andTy ~3! on the stagnation line.~a! shows version 1,~b! shows version 3.
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of the particles when the gas stagnates. When stagnation
curs and the kinetic energy of directed mass motion is tra
formed into the kinetic energy of thermal motion of the mo
ecules, it is more efficient to transfer energy into
longitudinal ~relative to the streamline! translational degree
of freedom. Because of the flat geometry of the flowTz

.Ty , since]T/]z50, while ]T/]y,0, and there is an out
flow of heat from the stagnation line in the direction of they
axis. It should be pointed out that the opposite result is
tained in Ref. 5:Tz,Ty ~for a relatively small difference in
Tz andTy). In our opinion, this result of Ref. 5 is erroneou

The degree of nonequilibrium in the external flow alo
the stagnation line varies nonmonotonically. The rat
Tx /Ty andTx /Tz vary from units in the unperturbed flow t
some maximum value in the forward part of the shock la
and then decrease as the stagnation point is approac
When Kǹ 50.35, the maximum of the ratiosTx /Ty and
Tx /Tz equals approximately three and is reached wh
x/(hi).10. In the neighborhood of the stagnation poi
Tx /Ty.2.3 andTx /Tz.1.5.

Within the free-expansion region adjacent to the noz
edge, the character of the translational nonequilibrium ha
different physical nature. The equilibrium between the d
ferent translational degrees of freedom~and the correspond
ing difference betweenTx , Ty , and Tz) breaks down be-
cause the collision frequency of the particles decreases in
process of supersonic expansion and acceleration of
gas.2,3 In this case, the longitudinal temperatureTx

‘‘freezes.’’ As shown by calculations,2,3 for axisymmetric
expansion, the temperature corresponding to the distribu
of the thermal velocities perpendicular to the mass motio
close to equilibrium. The main cause that this temperat
component decreases downstream when collisions of the
ticles are rare is the geometrical factor of the flo
expansion.2 In a flat jet, the expansion factor acts only wi
respect toTy , while theTz component in the region of rar
collisions ‘‘freezes,’’ with the minimum value ofTz some-
what larger than the minimumTx ~Fig. 3!. The degree of
nonequilibrium in the free-expansion region of the jet mon
tonically increases downstream.

Translational nonequilibrium thus develops quite diffe
ently in the jet shock layer than in the shock layer of t
external flow. A gas with some degree of translational no

FIG. 4. Variation of the mean free path lengthl along the stagnation line
1–3—number of the version of the calculation.
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equilibrium, determined by the conditions of the free jet e
pansion, runs into the front of the jet shock layer. The st
nation of the gas and the rapid and anticipating increas
Tx ~relative to Ty and Tz) begins in the jet shock layer
Within a relatively narrow forward zone, the translation
relaxation mechanism inherent to a supersonic freely
panding flow changes to the relaxation mechanism inhe
to the stagnation of a gas in a shock layer. The presence
Tx peak for all the versions of the calculation is typical
strong shock waves.3,5 For version 3 of the calculation
(Kn`50.02), deviations from equilibrium are observed v
tually only in zones occupied by shock waves.

Figure 4 shows data concerning the variation of
mean free path lengthl along the stagnation line. Whe
Kn`50.02, the compression of the gas in the shock la
corresponds to decreasingl by about a factor of 2. As Kǹ
increases, the range of variation ofl within the shock layer
decreases.

The data shown in Fig. 5 represent the character of

FIG. 5. Evolution of the distribution functionf (vx) over longitudinal ve-
locities when the gas moves through the shock layers along the stagn
line. ~a!–~c! show versions 3, 2, and 1 of the calculations, respectively;A,
B, C, D, andE are points on the stagnation line in Fig. 2.
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evolution of the distribution functionf (vx) of the particles
over velocities as the gas moves through the shock la
along the stagnation line. For versions 1–3 of the calculat
Figs. 5a–5c show the smoothed values at pointsA, B, C, D
andE ~Fig. 2! with coordinatesx/xk53, 2, 1, 0.5, and 0.25
respectively. When Kǹ50.02 ~Fig. 5a!, the distribution
function f (vx) at pointsA and E, corresponding to unper
turbed external flow and the free-expansion region of the
is Maxwellian. At pointsB and D, corresponding approxi-
mately to the center of the shock waves, the distribut
functions become asymmetric, and rather long tails of p
ticles with longitudinal velocitiesvx /u`.20.5 for pointA
and vx /u`,0.5 for pointD appear in them. The tails als
contain particles that possess longitudinal velocities direc
opposite to the direction of mass motion. At stagnation po
C, the distribution function is close to Maxwellian.

When Kǹ 50.1 ~Fig. 5b!, pointsA andE correspond to
the front part~in the direction of motion of the gas! of the
shock layers. The deviation off (vx) from a Maxwellian dis-
tribution function is relatively small, but a tail has alread
begun to form. PointsB andD correspond approximately to
the centers of the corresponding shock layers. The distr
tion functions are very different from the equilibrium func
tions and have a distinctly bimodal character~they have two
maxima!. At point C, f (vx) has a Maxwellian form.

When Kǹ 50.35, pointsA and E lie inside the shock
layers. The distribution functions at these points are subs
tially different from Maxwellian, possess powerful and e
tensive tails, and have a bimodal character. The devia
from equilibrium increases at pointsB andD, but the form
of the distribution function over longitudinal velocities a
point C is, as before, quasi-Maxwellian.

The degree of anisotropy of the distribution functio
over velocitiesvx , vy andvz is illustrated by the data in Fig
6. For Kǹ 50.1, this figure shows the form of the distribu
tion functions f (vx), f (vy), and f (vz) at points B (x/xk

52) and D (x/xk50.5). Unlike the explicitly nonequilib-
rium and asymmetric functionsf (vx), functions f (vy) and
f (vz) have a quasi-Maxwellian form. The difference b
tweenf (vy) and f (vz) determines the difference betweenTy

andTz at the given points on the stagnation line.

ion

FIG. 6. Comparison of the distribution functions over velocitiesvx ~1!, vy

~2! andvz ~3! at pointsB ~solid curves! andD ~dashed curves! for version
2 of the calculation.
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Pressure dynamics during shock loading of aqueous foams
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The interaction of shock waves with aqueous foams has been numerically modeling on the basis
of a gas–drop model. A modified Godunov scheme of second-order accuracy has been
used to solve the gas-dynamics equations. The measured density distributions of the foam over
height and the results of calculational modeling of the foam structure were used as starting
data. The results of the pressure calculations are compared with experimental oscilloscope traces.
© 1998 American Institute of Physics.@S1063-7842~98!00407-3#
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INTRODUCTION

The first stage of investigations of the propagation
shock waves~SWs! in aqueous foams involved studying th
damping properties of a foam screen.1,2 It was established
that the pressure behavior behind the SW front is rather c
plex. To interpret the experiments, a simplified represen
tion of the foam in the form of a ‘‘pseudogas’’ with an e
fective adiabatic indexG was used in most cases. Such
approach sometimes makes it possible to estimate the e
librium parameters behind a transmitted wave. Subseq
investigations showed that syneresis and the structural c
acteristics of the foam have a substantial effect on S
propagation,3,4 but modeling in a vertical shock tube is pre
erable. The use of the modified Godunov scheme, whic
monotonic and provides second-order accuracy, make
possible to calculate the behavior of the pressure in the e
librium region with a good degree of accuracy.4 To describe
the pressure behavior in the relaxation zone, it is necessa
create mathematical models of the foam and of its defor
tion and breakdown processes, accompanied by the for
tion of a gas–drop medium. There are no direct theoret
studies of the breakdown of foam structure, and the exis
experimental results3,5,6 do not give a complete represent
tion of the breakdown mechanism. The use of photograp
recording showed that, when SWs with Mach numbers
M i.1.3 are incident on a foam column, at the beginning
the relaxation zone in foams with a density of;30kg/m3,
the foam breaks down rather quickly and can be regarde
a gas–drop medium whose initial parameters are determ
by the structure of the foam and by syneresis. The stud
the structural characteristics and the structure of the syne
model make it possible to give the initial parameters of
gas–drop medium: the concentration of large and sm
drops, their sizes, and the degree of polydisperseness.

This paper discusses the possibility of using a gas–d
model to numerically model SW propagation along a verti
column of aqueous foam. The SW in this case is incident
the foam column from above and therefore moves in
direction of increasing density of the foam.
7611063-7842/98/43(7)/5/$15.00
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MODEL CONCEPTS

In the flow behind the SW, in the gas–drop mediu
formed after the foam breaks down, stripping and shatter
of the drops, heat exchange between the liquid and va
phases, and evaporation and condensation of the liquid p
occur, as well as coalescence of the drops. It is assumed
the formation of small drops is accompanied by their ra
acceleration and by heating to the temperature of the ca
gas. The large drops are ensembles of independent parti
because of the difference of the velocities, small drops
deposited onto the large ones.

In our experiments, the Mach number was Mi,1.5, and
the foam was rather dense. Evaporation is insignifican
this case, and we shall model the foam by a medium cons
ing of three components: a collection of liquid drops~the
large drops! characterized by positionxk , massm, velocity
v, temperatureTk , and diameterd; an ideal gas with con-
stant heat capacity, densityrg , pressurepg , velocity u, and
temperatureTg ; and a collection of relatively small drops
which are in velocity and temperature equilibrium with th
gas and are characterized by densityrp . The last componen
is mathematically described as a second gaseous compo
with its own heat capacity. The Lagrange representation
finite number of large drops~Lagrange coordinatej) is used
to describe the motion of the large drops, and the Euler r
resentation~with x being the coordinate along the tube! is
used to describe the mixture of gas and small drops.
equations for the mass, momentum, and total energy of n
interacting large drops for homogeneous flow have the fo

d

dt
xk5v, ~1!

d

dt
m5 j 01 j 1 , ~2!

d

dt
mv5 f 01 j 0v1 j 1u, ~3!

d

dt
~mv2/21mclTk!5 f 0v1«1 j 0~v2/21clTk!

1 j 1~u2/21clTg!. ~4!
© 1998 American Institute of Physics
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Equation~2! takes into account two mass-exchange mec
nisms: j 0 is the intensity with which the incoming flow en
trains mass in the form of small drops from the surface of
individual large drop~stripping!; j 1 is the deposition onto a
large drop of small drops that fall into a large ‘‘protector
drop. In Eq.~3!, f 0 is the frictional force with which the ga
acts on a large drop. In the energy equation, Eq.~4!, when
the gas and the large drops have different temperatures,
exchange« is present, andcl is the heat capacity of the
liquid phase.

We regard the mixture of the gas with the small drops
a single-temperature and single-velocity medium, which
call an effective gas, with densityr5rg1rp .

The symbols on the right-hand sides of Eqs.~2!–~4!, as
g2 , g3 , andg4 , describing the behavior of the small drop
and the gas, have the form

]

]t
rp1

]

]x
rpu52ng2 , ~5!

]

]t
rg1

]

]x
rgu50, ~6!

]

]t
ru1

]

]x
~ru21pg!52ng3 , ~7!

]

]t
re1

]

]x
~re1pg!u52ng4 . ~8!

The concentrationn of large drops is determined from
the initial concentrationn0(j) and their current position

n5n0

]

]x
j.

The adiabatic indexG of the effective gas depends o
the local densities of the gas and the small drops,G51
1rgR/(rgcv1rpc1) ~Here R is the universal gas constan
and cv is the heat capacity of the gas at constant volum!.
The expression for the volume energy density of the eff
tive gas ise5u2/21pg /@r(G21)#.

To solve the equation, it is necessary to be given
initial conditions in front of the SW for the gas, the dens
of the small drops, and the mass and concentration of la
drops. However, it is more convenient to give the init
distribution of the diameter of the large drops and the den
rk of the liquid of the drops, smeared over the volume of
entire mixture (rk5ar l , wherer l is the density of the liq-
uid, anda is the volume concentration of large drops!. The
expressions for the mass and concentration of large d
with diameterd have the formm5r lpd3/6 andn5rk /m.

An expression for the intensity with which the gas flo
entrains mass from the surface of a drop by the stripp
mechanism, satisfactorily describing the experimental d
obtained in Refs. 7 and 8, is

j 052kA0.125d3uu2vurg
1/3,

where Engel’s constantk ~the stripping factor! for the mix-
tures of air and vapor with drops of water often encounte
in practice isk51.3– 2 kg5/6/(m3/2

•sec1/2).
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The main criterion that characterizes the condition
the stripping mechanism to occur is the Weber number
5pgd(u2v)2/s. Drops begin to be stripped in a gas flo
only when the external forces exceed the internal forces b
definite amount (We.Wec).

9 In this case, under breakdow
conditions, we neglect heat exchange«.

References 9 and 10 recommended the conditions
determining the critical Weber number Wec : WecRe20.5

5k8, where k850.5– 1.5, the Reynolds number is R
5rgduu2vu/mg , andmg is the dynamic viscosity of the gas

An estimate of the Weber number shows that, provid
that Mi51.35– 1.50, the stripping mechanism occurs in
wide range of variation of the drop diameter. When Mi

51.20, the stripping mechanism takes place only for dro
whose diameter exceeds 30mm, whereas, when Mi51.05,
stripping does not occur in the entire range of variation of
drop diameter considered here.

The intensityj 1 of the precipitation of small drops ont
a large one and the force of frictionf 0 between a large drop
and the gas are determined from9

j 150.25pd2rpuu2vu,
~9!

f 050.125pd2rgCduu2vu~u2v !.

In the case of deformation and shattering of the drop,
following relationship can be used for the resistance fac
Cd of the drop:9

Cd55
24.0/Re Re<0.49,

27.0•Re20.834 0.49<Re<80,

0.27•Re0.217 80<Re<104,

2.0 104<Re.

The intensity of the heat flow to the surface of the dr
is9

«5H pdlgNu~Tg2Tk!, We<Wec ,

0, We.Wec ,

wherelg is the thermal conductivity of the gas; Nu is th
Nusselt number, which is determined from the Rant
Marshall formula Nu5210.6Re1/2Pr1/3; and Pr5 0.708 is
the Prandtl number for air.

Equations ~1!–~8! were numerically solved by the
Lagrange–Euler method with second-order accuracy
space and time, using a modification of the Godun
method.4

RESULTS OF MODELING THE INTERACTION OF THE SWs
WITH THE GAS–DROP MIXTURE

The density distribution of the foam in height, the fra
tion of the liquid contained in small drops, and the size of t
large drops were given as the initial conditions in the foa
The first of these parameters is given from the experim
tally measured density distribution over height of the foa
column.11 In the bottom part of the foam column, with
height less than 20 mm, where the average density was
measured experimentally, the density distribution takes i
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account numerical calculations of the syneresis.12 The sec-
ond of the initial parameters, i.e., the fraction of small dro
is given from information obtained when the structure of t
foam is modeled.12 It was assumed that the small drops a
formed when the foam films break down. The last parame
i.e., the initial diameterd0 of the large drops, is determine
on the basis of the dependence on the local density of
foam and equals the transverse size in the middle of
channel.12

For a height of the foam column ofH5190 mm, a hold-
ing time of the foam ofT52 min, and an initial mean den
sity of the foam of 30 kg/m3, the density distributionr f of
the foam, the diameter of the large drops, and the fractio
liquid contained in the small drops varies with heighth as
follows:

h(mm)5190 171 152 133 114 95 76 57 38 19 15 11 8 4
d0(mm)515 18 22 28 30 31 32 33 34 35 38 41 45 50 70

r f(kg/m3)53 6 12 16 20 23 25 27 29 32 40 56 75 98 120,
rp /r f(%)516 14 12 11 11 10 10 10 10 9 8 5 4 3 2.

Since the SWs last for a rather long time for the giv
configuration of the shock tube, the process of interaction
the SWs with the foam column can be separated from
subsequent process of interaction with the rarefaction wa
From the calculational viewpoint, isolating the interacti
process of an SW of infinite duration with the foam colum
from the formulation of the problem as a whole makes
possible to concentrate the calculational modeling in the
gion of interaction of the SW with the foam. In such a ve
sion, the calculation is carried out only for the end part o
shock tube 400–500 mm long containing the foam colum
The intensity of the SW in this case is given directly in term
of the Mach number Mi .

The following values of the thermodynamic paramet
of the phases were used in the calculation:Tg05293 K,
Pg051.0131025N/m2, rg051.21kg/m3, gg051.4, cg0

57045 m2/(sec2•deg), mg051.8531025kg/(m•sec), lg0

52.531022kg•m/(sec3•deg), r l5103kg/m3, cl

54180 m2/(sec2•deg), ands l50.033 N / m.
A comparison of the calculated pressure curves with

cilloscope traces for Mi51.35 is shown in Fig. 1. The pres
sure sensors were located 258~sensor1! and 143 mm~sensor
2! from the end. It can be seen that the calculated press
both behind the transmitted wave and behind the reflec
compression waves~Fig. 1a! agree fairly well with the ex-
perimental values. Varying the stripping factork within the
limits indicated above has virtually no effect on the results
the pressure calculations.

Discrepancies occur in the foam at sensor2 ~Fig. 1b! in
part of the front of the transmitted compression wave and
the maximum pressure amplitude at the end sensor3 ~Fig.
1c! behind the reflected wave.

The calculated transmitted compression wave front
the second sensor~50 mm from the foam–air interface! was
more abrupt than the experimental wave front, on which i
possible to distinguish a two-step pressure increase: a pre
sor and a relaxation zone. Variation of the precipitation f
tor @introduced into Eq.~9!# showed that this parameter ha
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little effect on the growth rate of the pressure at the tra
mitted wave front at sensor2. To make the calculated an
experimental results agree in this zone, the foam breakd
process must be taken into account.

At the initial stage of the reflection, the calculated b
havior of the pressure at the end sensor agrees well
experiment, although the maximum calculated pressure
somewhat greater than the experimental value. The insta
which the calculated pressure reaches its peak somewha
ticipates the experimental value, and the subsequent fa
occurs more rapidly. The influence of the precipitation fac
was also considered in the calculation. Decreasing the
cipitation factor~from unity! increases the maximum pres
sure at the end, and the reflected compression wave fro
all the other sensors becomes more abrupt in this case, w
does not agree with experiment. To study the effect of
direct incidence of large drops on the end wall, the dynam
pressure of these drops was taken into account in the ca
lation. It became clear that this fact also has virtually
effect on the overall behavior of the pressure.

The gas–drop medium formed by the breakdown of

FIG. 1. Curves and oscilloscope traces of pressureP. 1, 2, 3are the sensor
numbers,1–3—calculation,18–38—experiment.
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foam structure by SWs is not a monodisperse but a poly
perse mixture in the size of the drops. It was assumed in
next series of calculations that the mixture consists of sev
groups of drops with different initial sizes and concent
tions. The Lagrange coordinates are given for each grou
drops. Because the velocities differ in the flow, drops
different size overtake each other and quickly mix in spa
and a polydisperse medium is actually formed almost imm
diately after the compression wave front arrives.

Let us consider a calculational example that model
polydisperse medium in which all the initial conditions e
cept for the initial diameter of the large drops are the sam
for Fig. 1. In each cross section by height, there are group
drops with dimensions 4d0(h)/3, d0(h), and 0.5d0(h) and
equal mass concentrations.

Figure 2 shows calculated graphs of the pressure for
model polydisperse mixture and the corresponding exp
mental oscilloscope traces. The calculations agree better
the experimental results for the model polydisperse mixt
than for a monodisperse mixture.

An x– t diagram corresponding to the process descri
above~the equal-density lines of the gas phase! is shown in
Fig. 3. Points1–3 on thex axis correspond to the position

FIG. 2. Graphs and oscilloscope traces of the pressure.1–3—calculation for
a model polydisperse mixture,18–38—experiment.

FIG. 3. x2t diagram of SW propagation in foam (f is the initial position of
the boundary of the foam!.
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of the corresponding sensors. By comparison with
effective-gas model,4 the boundary of the foam colum
moves downstream more slowly before encountering
compression wave reflected from the end. After it intera
with the compression wave reflected from the end,
boundary of the foam column is almost stationary and l
about 40– 50 mm from the end.

The gas–drop model of the interaction of SWs w
foam described above makes it possible under the condit
considered here to numerically predict the experimental
sults. It should be pointed out that, when SWs interact w
foam, the density of the foam in the bottom part, unlike t
other part of the foam column, sharply increases tor f

.100kg/m3. Calculations for the model polydisperse ga
drop mixture when the lower part of the foam column
excluded and the local density of the foam does not exc
36 kg / m3 showed that the lower layer of high-density foa
has virtually no effect on the behavior of the pressure. La
drops with a size ofd.50mm in the bottom layer are ap
parently unable to reach equilibrium with the gas, both in
transmitted compression waves and in those reflected f
the end wall. In the absence of intense stripping with th
and intense heat transfer because of the relatively small
cific surface, the large drops of the bottom region can beh
relatively neutrally and have no appreciable effect on
flow. However, such a neutral layer can play a certain role
compression at the end wall. It can be assumed that, w
the compression is sufficiently intense and a bottom laye
foam with high density is present at the end, a layer of ‘‘bu
bly liquid’’ is formed that causes, after the phases of press
increase and relief at the end, a prolonged excess of pres
relative to the equilibrium value~oscilloscope tracing38 in
Fig. 2!.

CONCLUSION

1. Under the conditions considered here, the gas–d
model of the interaction of SWs with foam gives a fair
good description of the behavior of the pressure.

2. The calculated relaxation zone in the transmitted wa
is shorter than in experiment, since the processes of de
mation and breakdown of the foam structure are neglecte
the model.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research. The authors are g
ful to V. A. Levin for support.
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High-pressure magnetron sputtering: gas-phase processes
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Thermalization of the energetic atoms emitted by a target at pressures up to 100 Pa causes
heating and motion of the gaseous medium. The temperature and velocity of the gas have been
measured as a function of the magnetron-discharge parameters. This paper presents the
dependences of the deposition rate, the thickness profile, and the film structure on the pressure
and the discharge power. It shows that they are well described by a simple diffusion
model of the transport of the thermalized atoms of the target that takes into account the motion
and heating of the gaseous medium. ©1998 American Institute of Physics.
@S1063-7842~98!00507-8#
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INTRODUCTION

Elevated pressures~tens of pascal! are frequently used in
ion-plasma sputtering to reduce the energy of the parti
that arrive at the surface of the growing film. This regime h
been most widely used when depositing films of metasta
compounds and ultrathin layered structures~see Ref. 1 and
the citations therein! and when the discharge contains neg
tive ions accelerated in the dark cathode space in the d
tion of the substrate to energies corresponding to the ta
potential.2 The last case includes sputtered films of mu
component oxides: ferroelectrics, optical materials, hi
temperature superconductors, etc. The pressures used i
case reach 50 Pa,3,4 and the deposition rates are low, of th
order of 1022nm•sec21. To monitor and optimize the film-
growth process under these rather difficult conditions, i
useful to consider the features of the transport of atoms f
the target to the substrate at elevated pressures.

When the free path length of the atoms is much less t
the target–substrate distance, the particles emitted by the
get collide with the gaseous medium. They lose momen
and energy~heating the medium and causing it to move! and
thermalize, and their subsequent transport is accomplis
by diffusion. Part of the diffusing sputtered atoms are a
sorbed by the target, which reduces their flow to the s
strate. Heating of the gas reduces its density~at a given pres-
sure! and increases the thermalization length proportiona
to the temperature. The moving medium carries the diffus
atoms away from the target. The last two effects must
crease the deposition rate onto the substrate. It is possib
estimate under what conditions they are substantial by
following means: Letd denote the thermalization length
measured from the target surface~the symbolsdzy will also
be used below for the distance between objects, where
subscripts denote the following object:t for the target,s for
the substrate, andp for the probe!. The diffusion time to the
target from this distance ist'd2/D, whereD is the mutual
diffusion coefficient~depending on the temperature and pr
sure!. If the medium and the diffusing atoms are displac
7661063-7842/98/43(7)/8/$15.00
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from the target by a distanceut'd in this time, whereu is
the velocity of the gas, the motion of the medium will ha
an appreciable effect on the sputtering rate. Whenud/D
@1, all the atoms will be displaced toward the substra
there will be no back-deposition onto the target, and the sp
tering rate will approach the rate for the collisionless regim
In the opposite limit, the motion of the medium will have n
effect on the sputtering rate.

In the literature, the sputtering rate in the collision r
gime of particle transport is calculated both by numeri
methods that directly calculate the trajectories of the in
vidual atoms5,6 and in the diffusion approximation, where th
thermalized atoms form a diffusion source distributed
space.7–10 It is assumed that the gaseous medium is stati
ary and that its temperature is homogeneous in space, w
is justified for small discharge powers. The most detai
concept of a virtual diffusion source is developed in Ref.
Based on a Monte Carlo calculation of the collisional moti
of the sputtered atoms in the reaction gas and an experim
tal measurement of their concentration as a function of
distance to the target for a hollow-cathode discharge,
following results, in particular, are obtained: When the fr
path length of the sputtered atoms is much less than
target–substrate distance, the dropout ratio of atoms tha
turn to the target without thermalizing and do not participa
in diffusional transport is independent of the pressure a
equalsG(m)'0.09(32 lnAm), wherem is the mass ratio of
the target and gas atoms. The flux of nonthermalized ato
from the target to the substrate can be neglected when
target–substrate distance isdts>4d. This condition also de-
termines the limit in pressure of the diffusional transp
region. The concentration of diffusing atoms in space
mainly determined by the position of the maximum of t
distribution function of the extended diffusion source. R
placing it with ad function makes no significant change
the concentration.

Experimental data on the dynamics and heating of
gas during sputtering are available only for pressu
P,10 Pa. A reduction of the gas density close to a pla
© 1998 American Institute of Physics
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FIG. 1. The sputtering system. Th
right-hand side of the figure shows th
direction of the gas flows.
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magnetron because of heating was observed in Refs. 11
12, and a wind during sputtering from a cylindrical magn
tron was observed in Ref. 13. These experiments were
ried out at relatively low pressures of 0.2–4 Pa; the hea
of the gas had little effect on the deposition rate onto
substrate.11 The data of Ref. 10 show that the deposition ra
at a pressure of 9 Pa increases faster than does the po
and the authors associate this with heating of the gase
medium. The experimental data on the transport of sputte
atoms at pressures of up to 4 Pa are generalized in Ref.

As far as we know, the temperature and velocity dis
butions of the gas during magnetron sputtering and their
fluence on the deposition rate at elevated pressures~tens of
pascal! have not been studied. Moreover, stagnation of
sputtered atoms in the gas, equivalent to cooling of a va
of these atoms, can supersaturate the vapor and caus
gaseous phase to condense — a phenomenon that has be
thoroughly studied in the production technology of ultrad
perse powders.14 The particles that are formed, as they set
out on the surface of the film, change its structure.

To clarify how essential the processes enumerated ab
are for the growth of films at elevated pressures, we m
sured the temperature and velocity distributions of the g
the deposition rate, and the thickness profile of the films a
function of the pressure and power in an ordinary pla
magnetron sputtering system. To prevent the sputtering
from being affected by chemical reactions that occur on
target surface during reactive sputtering, a metal target a
pure inert gas were used.
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EXPERIMENTAL TECHNIQUE

The sputtering system and the placement of the pro
are shown in Fig. 1. Target1, 75 mm in diameter, is fabri-
cated from a Zr–30 at.% Y alloy, and the working gas
argon. The mean diameter of the erosion zone is 55 mm,
its width is 15 mm. The magnetron operated in the pow
stabilization regime. In the power rangeW520– 500 W
and the pressure rangeP510– 110 Pa, the working volt-
age is U51302200 V, whereas, when P52.5 Pa,
U5160– 280 V. Silicon wafers served as substrates. T
sputtering rate was calculated from the thickness of the fi
measured with a profilometer after chemically etching a b
strip. The design of the sputtering apparatus~Leybold Z-400!
made it possible to displace the magnetron horizontally
vertically without breaking vacuum. The pressure in t
chamber was measured with ionization and thermal vacu
gauges calibrated at high pressures using an oil-filledU-tube
manometer.

The gas temperature was measured with chrom
alumel thermocouple3 welded from wires 40mm in radius.
To ensure thermal equilibrium with the gas and to reduce
fraction of thermal power escaping through the leads i
the holder, the thermocouple junction was placed in
535-mm envelope made from metal foil. The thermocoup
leads entered ceramic tubes 6 mm from the foil. The plane
the foil is parallel to the plane of the target. An analysis
the thermal balance of this design showed that, in the p
sure and temperature interval used here, the heat loss thr
the leads understates the gas temperature by no more
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5 °C. To reduce heating of the thermocouple by curre
from the plasma, the measurement circuit was unground
i.e., the thermocouple and the foil had a floating potent
which could be measured with a voltmeter connected
tween one of the thermocouple leads and the chamber h
ing.

Force probe4, based on the measurement system o
microammeter, was used to measure the wind velocity
circular disk made from aluminum foil with a radius o
R50.3 cm was fastened to the needle. Preliminary calib
tion of the probe included measuring the dependence
tween the weights placed on the foil and the current thro
the microammeter coil needed to return the needle to
starting position. The probe was placed in the sputtering
paratus at various distances from the magnetron and
strate holder2. For small Reynolds numbers R5ruR/h, the
forceF acting on a thin disk when there was orthogonal g
flow around it was calculated from the Stokes formulaF
516hRu, whereu is the flow velocity far from the disk,h
is the dynamic viscosity, andr is the density of the gas.15 An
experimental check of the applicability of the correspond
formulas for a sphere and a long cylinder16 shows that they
are valid to within'10% up to R'5. For the area used her
a wind velocity of u510 m / s in argon corresponds to
force of 1 mg. At this velocity and a pressure ofP520 Pa,
R50.6.

EXPERIMENTAL RESULTS AND DISCUSSION

1. Gas flows. The results of the force measurement a
function of pressure at constant power are shown in Fig
and 3 for four different probe positions~measurements a
constant pressure show that, in all of space except for
region adjacent to the center of the substrate holder, the f
is proportional to the discharge power!. The right-hand axes
in these figures indicate the velocities of the gaseous med
formally computed from the Stokes formula, correspond
to the measured forces. The dependence of force on pres
measured under the erosion zone~Fig. 2!, displays saturation
in the region of low pressures and a falloff close
F;P22 at high pressures. The beginning of theF;P22

FIG. 2. Force measured by the probe under the erosion zone versu
pressure.W5200 W, n — dtp510 mm and dts538 mm; s — dtp

538 mm anddts554 mm; the solid curves show theF;P22 dependence.
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dependence on both curves of Fig. 2 corresponds to the p
uct P•d'300 Pa•mm. According to Ref. 1, this value is
close to the length for which the energy of the argon ato
reflected from the target decreases by a factor of 10. The
in Fig. 3 show that, on the axis of the magnetron close to
target surface (dtp510 mm), the force measured by th
probe is directed toward the target at all pressures; close
the substrate holder~18 mm above it!, the direction of the
force depends on the pressure and is also directed towar
target at high pressures. It is natural to assume that, at
pressures, when atoms sputtered and reflected from the
get, possessing appreciable energy and small scattering
section~several times less than thermal!,17,18 experience on
their path toward the probe or the substrate holder a sm
number of scattering events, the probe records a chang
their momentum when they interact with the measurem
area. Close to the center of the magnetron, where the
sputtered and reflected from the target is negligible, energ
argon atoms, most likely reflected from articles in the cha
ber, act on the probe, reversing the direction of the for
Such a picture agrees with the results of Ref. 13 for the
dynamics at pressures of 0.2–4 Pa in the neighborhood
cylindrical magnetron.

At high pressures, when thermalization occurs at leng
appreciably less than the target–sensor distance, its read
are determined by the directed motion of the adjacent m
dium, i.e., by the wind~vertical component!. At the pressures
whereF;P22, the measurements were made for differe
locations of the probe relative to the target and substrate.
directions of the gas flows in the target–substrate space
schematically shown in Fig. 1. Briefly, the gas dynamics c
be interpreted as follows: The momentum imparted to
gas by atoms knocked out of the erosion zone of the ta
and reflected by Ar atoms~former ions! causes it to flow out
of the erosion zone. The flow out of this region is compe
sated by flows from the periphery and center. As one g
away from the magnetron, the gas under the entire surfac
the target moves in the same direction with a velocity tha
maximal for the erosion zone. The flow distribution arou
the substrate holder is characteristic of gas flow around a
obstacle, with the appearance of vorticity close to the cen

Ar
FIG. 3. The same as in Fig. 2, but with the probe on the axis of the m
netron. A positive sign corresponds to a force directed away from the m
netron.
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Since the flow velocities of the gas are substantially less t
the velocity of sound, the influence of the velocity on t
density is negligible for steady-state motion.15 The steady-
state velocity is determined by setting the sum of the exte
forces applied to the gas equal to zero. This includes
momentum change of the energetic particles per unit t
and the force of viscous friction of the gas from the intern
articles of the chamber,

R E h]u/]ndS1dPext/dt50.

The integration is carried out over all the internal su
faces, and the derivative of the velocity is taken along
normal to the surface.

2. Heating of the gas. Measurements of the radial tem
perature distribution of the gas under the magnetron sho
that it is inhomogeneous, with its maximum under the e
sion zone; when the target–probe distance is increased
inhomogeneity decreases. Part of the experimental data
shown in Figs. 4 and 5. The data of Fig. 5 show that
coordinate dependence of the gas temperature under the
sion zone is qualitatively different from that under the cen
of the target: under the center, the temperature decreas

FIG. 4. Gas temperature versus discharge power.dtp55 mm; 1–3 — under
the erosion zone,18–38 — under the center of the magnetron;1, 18 — 36;
2, 28 — 17; 3, 38 — 7.2 Pa.

FIG. 5. Measured temperatures versus probe–target distance.W5100 W;
squares — under the erosion zone, circles — under the center of the
netron;1, 28 — 30; 2, 18 — 2.6 Pa.
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one approaches the surface of the target. As one goes a
from the target, the temperatures under the erosion zone
under the center of the target become equal. As the pow
increased, the measured temperature increases more w
than linearly~Fig. 4!.

3. Sputtering rate as a function of power and pressu.
The sputtering rates reduced to unit power as a func
of the power~at a constant Ar pressure ofP533 Pa) and
of pressure ~at a constant power ofW5125 W) for
dts538 mm are shown in Figs. 6 and 7. The sputtering ra
are shown in Å/W•sec and correspond to the maxima of t
thickness profiles of the films. As can be seen from Fig.
the reduced sputtering rate increased by more than a fact
3 in the range of powers used here. For comparison, the s
figure shows the sputtering rates reduced to 1 W at a pres
conventional for magnetrons~at the somewhat greater valu
of dts540 mm); these are weakly dependent ('7%) on
power, in agreement with existing concepts.

To quantitatively estimate how wind and the heating
the gas affect the deposition rate, let us consider the diffus
of thermalized target atoms in the simplest diode-sputter
geometry. Let the target and the substrate be infinite para
planes the distance between which isdts . Coordinatex is
measured from the target in the direction of the substr

g-

FIG. 6. Sputtering rate versus power.h — P533 Pa anddts53.8 cm;
j — P51 Pa anddts54 cm; the dotted curve shows the calculated valu
neglecting wind, and the dashed curve shows the values with wind.

FIG. 7. Sputtering rate versus pressure.dts538 mm. W5125 W. Dashed
curve shows calculated values.
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Atoms knocked out of the target thermalize at a distancd
from the target, creating a source of powerN, equal to the
sputtering rate; they diffuse from this distance and are
sorbed on the target and the substrate surfaces. The diffu
coefficient of the target atoms in the gas isD, and their
concentration isc(x); the velocityu of the gaseous medium
is directed from the target to the substrate, andD andu are
independent of the coordinate. The diffusion equation for
flux of atomsj in the steady state under these conditions
the form j 52Ddc/dx1cu. The boundary conditions ar
c(0)5c(dts)50. Since in the steady state the fluxesj t and
j s of atoms to the target and the substrate are equal in m
lus to the deposition rates and are independent of the c
dinate, using the conditionj s2 j t5N, we get

j s5N
12exp~2ud/D !

12exp~2udts /D !
, ~1!

j t5N
exp~2udts /D !2exp~2ud/D !

12exp~2udts /D !
, ~1a!

c1~x!5~ j s /u!~12exp@u~x2dts!/D# !, ~2!

c2~x!5~ j t /u!@12exp~ux/D !#, ~2a!

wherec1(x) is the concentration of target atoms in the spa
between the diffusion source and the substrate, andc2(x) is
that between the diffusion source and the target.

Whenu→0

j s5N
d

dts
, ~3!

j t52NS 12
d

dts
D . ~3a!

The result of a calculation of the deposition rate as
function of the wind velocity in this simple model is show
in Fig. 8 for three target–substrate distances at cons
power of the diffusion source and the indicated temperat
gas pressure, and thermalization length. It can be seen
the experimentally observed velocities, reaching 15
•sec21, must appreciably increase the deposition rate re
tive to the rate in a stationary medium.

FIG. 8. Sputtering rate versus gas velocity.dts , cm: 1 — 36, 2 — 10, 3 —
3.6; P533 Pa,T5300 °C, d51 cm.
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By comparison with the conditions for deriving Eq.~1!,
the actual situation differs not only in the geometry of t
sputtering system, but also in the nonuniform distribution
the velocity of the gaseous medium and the temperature
which the diffusion coefficient and the thermalization leng
depend. Calculations for a three-layer medium with const
velocities and diffusion coefficients that differ between t
layers showed that the deposition rate is mainly determi
by the characteristics of the medium close to the plane of
diffusion source; the variation of the parameters in the ot
layers is substantially weaker. Therefore, to obtain calcula
dependences of the sputtering rate on the power and p
sure, we used the experimental values of the velocity
temperature of the gas at distances from the target equ
the thermalization lengths. As mentioned above, in the
fusion regime, when the wind velocity is negligible, th
deposition rate of the film is expressed by the very sim
formula given in Eq.~3!. N, the power of the diffusion
source, was taken to be equal to the sputtering rate at
pressure, at which deposition of the sputtered atoms onto
target is negligible,N5 j s(0.4 Pa)50.15 Å•W21

•s21 ~Fig.
8!. Strictly speaking, it would be more correct to wri
N5 j s(0.4 Pa)@12G(m)#. Taking into account that the
dropout ratioG(m) of sputtered atoms that return to the ta
get without thermalizing is independent of pressure,9 to sim-
plify the analysis, we neglected it. This can result in a sm
numerical error ('25%) in calculating the dependence
the sputtering rate on the pressure but does not alter its f
tional form. A second reason for neglectingG(m) is given
below. Since the thermalization length depends on the p
ticle density of the gas–scatterer, i.e., on its temperature
pressure, it is expedient to determine it by extrapolating
sputtering rate~Fig. 6! to zero power, at which there is n
heating of the gasj s(33 Pa)'0.02 Å•W21

•s21. Taking into
accountdts53.8 cm and using Eq.~3!, we get that the effec-
tive value for thermalizing the sputtering of the atoms
Pd'16(Ta1DT)/TaPa•cm, whereTa is the temperature o
the gas in the chamber, andDT is the heating of the gas
when the discharge is switched on. The successive calc
tion of the thermalization length, using the interaction pote
tial obtained from experimental data on scattering, was c
ried out only for a relatively high average initial energy
the ejected atoms,̂E&520 eV.1 For Zr in Ar, the result is
Pd'50 Pa•cm. In our case, the cathode potential
U51302200 V, and^E&5526.5 eV;19,20 the value ofPd
must be lower. In an earlier paper,17 using the thermal scat
tering cross section, the thermalization length was calcula
as a function of the initial energy. WitĥE&55 eV, the result
for Zr in Ar was Pd'5 Pa•cm. Considering these result
the value ofPd'16 Pa•cm that we obtained seems pla
sible. It seems that the calculated dropout ratioG(m) also
depends on the chosen interaction potential that determ
the scattering cross sections, and the approximationG(m)
'0.09(32 lnAm) obtained in Ref. 9 for the Lennard–Jone
potential can fail to correspond to the experimental con
tions.

For calculations using Eq.~1!, the diffusion coefficient
of Zr in Ar is assumed to be in the formD5(1.563104P)
3@(Ta1DT)/273#1.5, following from the Langevin formula
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D125(3l/8)(pkT/2Mr)
0.5 @l5(A2npd12

2 )21 is the path
length,n is the particle density in the gas,d125(d11d2)/2 is
the mean diameter of the particles, andMr5m1m2 /(m1

1m2) is the reduced mass#. In accordance with the results o
the measurements, the wind velocity was assumed to be
portional to the discharge power and inversely proportio
to the square of the pressure. Because data on the de
dence of velocity on the coordinate was limited, to take in
account its reduction as one goes away from the target,
velocity was assumed to be inversely proportional to the
ordinate. The result of the calculation from Eq.~1! is shown
in Figs. 6 and 7 by the dashed curves. The dotted curv
Fig. 6 shows the values computed for zero wind velocity
can be seen that, despite the roughness of the model, ta
the heating and motion of the gaseous medium into acco
results in satisfactory agreement with the experimental
pendence of the sputtering rate on the power. It is clea
inadequate to take into account only the change of the t
malization length as a result of heating while neglecting
wind ~Fig. 6, dotted curve!.

It can be seen by comparing the experimental and ca
lated pressure dependences of the sputtering rates~Fig. 7!
that they satisfactorily agree belowP533 Pa, whereas the
measured sputtering rate is less than the calculated re
above that pressure. The calculated sputtering rate is alm
inversely proportional to the pressure at high pressures. S
behavior is caused by the fact that, as the pressure incre
the wind velocity decreases more rapidly than does the
fusion coefficient (u;P22, Fig. 2, D;P21), the gas tem-
perature at constant power is independent of the pres
~Fig. 4!, and the diffusion of the sputtered atoms appro
mates diffusion in a stationary medium.

The experimental data on the pressure dependence o
sputtering rate for 33,P,120 Pa show a decrease of th
rate close toj s;P22 ~Fig. 7!. To explain similar behavior
observed when sputtering YBa2Cu3O7 films, Sakutaet al.21

assumed that the dropout ratio of atoms that return to
target without thermalizing is inversely proportional to t
pressure. This assumption contradicts the theoretical re
obtained by Ref. 9 thatG is independent of pressure.
second hypothesis that makes it possible in principle to
plain the decrease in sputtering rate with increasing pres
is that the energy of the Ar1 ions bombarding the targe
decreases because of collisions in the cathode potentia
region where they are accelerated. Taking into account
threshold character of the energy dependence of the spu
ing coefficient,22 this can cause a reduction in the sputteri
rate. However, our measurements of the potential distr
tion close to the cathode with an electric probe showed
the thickness of the cathode layer in the entire region
pressures used here is less than the mean path length o
ions before charge exchange, and consequently the flu
atoms knocked out of the target at constant discharge po
is independent of pressure.

The overestimated calculated values ofj s in the pressure
region discussed here most likely have the following cau
As the pressure increases, the thermalization lengthd de-
creases, and the plane of the diffusion source is located
side the region of intense plasma close to the erosion zon
ro-
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the magnetron, where the gas heats up much more stro
than elsewhere. SinceD;T1.5, the approximation that the
diffusion coefficient is constant can become too crude. T
effective diffusion coefficient for the reverse flow of atom
to the target must appreciably exceed that for the flow
atoms to the substrate. Solving the diffusion equat
j 52Ddc/dx for a stationary two-layer medium with differ
ent temperatures and a diffusion source at the interf
shows that the ratio of the sputtering ratej s* for this case to
the sputtering ratej s in a homogeneous medium is

j s*

j s
5

dts

d1~T1 /T2!1.5~dts2d!
→~T2 /T1!1.5

for dts@d, ~4!

whereT1 is the temperature of the layer close to the targ
andT2 is the temperature elsewhere.

At distances from the target less than 5 mm, the g
temperature increases appreciably~Fig. 5!. Using the
estimatePd'16 Pa•cm, we get that the approximation o
a homogeneous medium becomes inapplicable w
P.30 Pa. The temperatures close to the target~Fig. 5! are
such that the experimentally observed decrease of the s
tering rate is approximately provided by comparison w
that calculated in the model of a homogeneous medium.

Temperature inhomogeneity also reduces the concen
tion of thermalized target atoms by comparison with the c
culated value for a homogeneous medium. For a station
medium, the maximum concentration is given by

c05
Nd~dts2d!

D2d1D1~dts2d!
. ~5!

When d!dts , for a homogeneous medium (D15D2

5D), c05Nd/D. For a two layer medium, c0

5Nddts /(D2d1D1dts).
4. Surface structure and thickness profile of the film.

The structure of films sputtered atP533 Pa depends on th
discharge power. WhenW525 W, the entire surface of the
films is homogeneous and smooth. WhenW>38 W, a
smeared dull spot is observed in the central part of the fil
The surface of the film has a weakly expressed struc
outside the central region, but the structure becomes stro
as one approaches the spot. Its form in the electron mi
scope is shown in Fig. 9. A similar evolution of the surfa
structure is observed in films sputtered at constant po
(W5125 W) as the argon pressure increases. For press
up to 10 Pa, the films are smooth and structureless
17 Pa<P<90 Pa, a sootlike deposit is present at the cen
and a weakly expressed surface structure elsewhere. W
P5120 Pa, the film surface again is smooth, with no s
~below we shall cite the pressure and power correspondin
transitions of the film surface from smooth to dull and ba
as in the regimesa,b andc in the order they are mentioned!.
Additional sputtering with the center of the magnetron d
placed relative to the center of the substrate holder reve
that the spot always was located close to the center of
holder and not under the center of the magnetron. In
opinion, this is evidence that the inhomogeneous film str
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FIG. 9. Form of the surface of rough films.~a! at the dull spot,~b! in the peripheral region. The size of the field of the picture is 838 mm.
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ture is caused by a singularity in the dynamics of the
flow close to the center of the substrate holder. It is w
known15 that, when a gas flows around a flat body with
moderate velocity~Reynolds number R!1), the flow moves
along the surface in a radial direction everywhere close to
surface except for the central region; at the central~critical!
point, the velocity is zero. When R;10, the gas flowing
around such a body becomes turbulent. As shown by m
surements of the gas velocity under our conditions, it is m
mal close to the center of the substrate holder, and the
vorticity in the gas flow~Fig. 1!. We assume the following
scenario for depositing the particles: the atoms emitted
the target thermalize, and, when their concentration is su
cient, the vapor condenses. The condensate is entraine
the gas flow in the direction of the substrate and can prec
tate on the surfaces that the flow is passing around. Clos
the center of the substrate, where there is a singularity in
distribution of the gas velocity, the particles spend more ti
close to the substrate than they do over the periphery,
precipitation probability of the particles is greater at this s
and this causes them to have a greater concentration.

The most intense condensation of the vapor must oc
in the region of the highest concentration of metal atom
i.e., close to the diffusion source. An estimate of the conc
tration from Eq.~2! for x5d gives cZr51.6, 2.8, and 2.1
31013 cm23 for the a,b and c regimes, respectively. We
assume that the limiting stage of particle growth in the va
is the formation of diatomic molecules of the sputter
metal. According to chemical kinetics,23 it occurs in the
triple collisionsMe1Me1Ar5Me21Ar, whose probabil-
ity is proportional tocZr

2
•nAr . For the threshold regimes, i

the same order of enumeration as before, we havecZr
2
•nAr

52.4, 3.9, and 631042 cm26. The concentration estimate
must be overestimated for regimec, because the approxima
s
ll
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tion of a homogeneous medium in which Eq.~2! is obtained
is explicitly not satisfied.

Thickness profiles of films sputtered at high and lo
pressures differ qualitatively: at low pressures, the profile
appreciably more convex~Fig. 10!. For films sputtered at
P533 Pa, the experimental results for the central part
not shown because of the large scatter due to surface ro
ness in this region.

A calculation of the thickness profile for the collisionle
regime with an emission probability proportional to the c
sine of the ejection angle and the depth of the erosion z
~Fig. 10, solid curve!, gives a convex distribution close t
that observed atP<2 Pa. The thickness profile for highe
pressures~Fig. 10, dotted curve! was calculated in terms o
the diffusion-source model by a technique close to that
plained in Ref. 10. The diffusion source was modeled b
flat ring located under the erosion zone at a distance equ

FIG. 10. Thickness profiles of films.dts536 mm. The squares are exper
mental data, the curves show the result of calculation;P, Pa: j —
2, . . . ,h — 33.
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the thermalization length. As the distance from the diffus
source to the target was varied within the limits 5–20 m
and the width of the ring was varied from zero to 20–40 m
respectively, the thickness profiles obtained by calculat
for dts536 mm possess a dip at the center. A three-dim
sional diffusion source can be represented in the form o
sum of the flat rings considered here; the overall thickn
profile of the film will also have a dip at the center. Cons
quently, diffusional transport of atoms results in a less c
vex thickness profile than does collisionless transport. T
same result is obtained for pressures of 10 Pa when the
culation is done by the Monte Carlo method.6

We should point out that, in the range of pressures
gas velocities considered here, the velocity inhomogeneit
the gas flow determines the distribution of finely dispers
particles on the substrate surface, but does not cause a
nificant difference of the thickness profile of the film fro
that calculated for a stationary medium. This can be beca
the profile shape is weakly sensitive to the distance of
diffusion source from the target.

CONCLUSION

It has been shown in this paper that, for magnetron sp
tering at elevated pressures~tens of pascal!, the retardation of
the energetic particles emitted by the target heats the gas
medium and puts it into motion. The structure of the gas fl
has been explained. The increase of the sputtered atom
the moving medium appreciably increases the sputte
rate. As the power increases, the sputtering rate incre
faster than linearly. The increase of the concentration
sputtered atoms in the medium causes them to conden
the vapor phase and causes finely dispersed particles to
out on the growing surface. The threshold concentration
low which no particles are detected on the film surface
been estimated.
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Stability of charged drops of spheroidal shapes with respect to axisymmetric
deformation
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The stability of a strongly charged spherical drop with respect to deformations of its shape to
prolate and oblate spheroids has been studied. It is shown that drops can become unstable
and can break apart provided that the virtual shape is a prolate spheroid. Deforming a drop to an
oblate spheroid does not cause it to break apart. ©1998 American Institute of Physics.
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INTRODUCTION

The study of the stability of strongly charged drops w
respect to small deformations is of interest in connect
with numerous applications in physics, geophysics, scien
instrumentation, and technology.1,2 According to Refs. 3 and
4, it is easiest to excite the instability of the normal axisy
metric mode;6P2(cosu) of a drop corresponding to th
deformation of the original spherical drop to prolate or obl
spheroids@P2(cosu) is a Legendre polynomial#. This is con-
firmed by the results of full-scale measurements in clou
Thus, it is reported in Ref. 5 that, when 1783 drops w
photographed in mutually perpendicular directions with t
cameras, a spherical shape was noted in 569 cases, a p
spheroidal shape in 496 cases, and an oblate spher
shape in 331 cases. According to numerical calculations,6 the
shape of a drop suspended in the atmosphere depends
size and can be either spherical or spheroidal. In this con
tion, it seems expedient to study the question of how
variation of the potential energy of a charged drop under
ing virtual deformations to the shapes of prolate and ob
spheroids depends on the deformation amplitude~the eccen-
tricity of the spheroid! and the charge on the drop. It shou
be pointed out that a similar problem was solved earlie7

However, the analysis in Ref. 7 was carried out only fo
weakly spheroidal drop, based on the method of expansio
a small parameter, for which the value of the characteri
deformation was chosen. The results obtained in Ref. 7 h
a particular character, while the main sum of Ref. 7 sho
be regarded as the formulation of the problem.

1. Let a spherical drop of radiusR with surface tension
s and chargeQ initially undergo a virtual deformation to a
prolate spheroid with eccentricitye. The potential energyU
of such a spheroidal drop will consist of the energy of t
surface-tension forces and the energy of the electric field
its own charge7,8

e2512
b2

a2
, b5R~12e2!1/6, a5R~12e2!21/3,
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U5

eA12e21arcsin~e!1arccoshS 1

A12e2DA12e2W

~12e2!1/6e~W12!
,

~1!

wherea andb are the semimajor and semiminor axes of t
spheroid, the Rayleigh parameterW5Q2/(4pR3s) charac-
terizes the stability of the drop with respect to its ow
charge, the drops become unstable whenW>4,3 and energy
U is normalized to the potential energyU0 of the initial
spherical drop

U054pR2s1
Q2

2R
. ~2!

Figure 1 shows theU5U(W,e) dependence calculate
from Eq. ~1!. It can be seen from this figure that, for su
critical values of the Rayleigh parameterW ~for W.4), the
potential energy of the drop decreases as the eccentr
increases, passes through a minimum ate'0.9, and then
quickly increases ase increases further. In Fig. 2, curve1
shows the dependence of parameterW on eccentricitye cor-
responding to constant energyU51 of the drop.

Curve2 in the same figure shows a similar dependen
obtained from the condition]U/]e50

FIG. 1. EnergyU of charged drop having the shape of a prolate spher
versus Rayleigh parameterW and eccentricitye.
© 1998 American Institute of Physics
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]U

]e
52

1

3 F2e324
e2arcsin~e!

A12e2

23We2arccoshS 1

A12e2D We223e

13
arcsin~e!

A12e2
13arccoshS 1

A12e2D WG
3@e2~12e2!2/3~W12!#21. ~3!

Curve2 connects the values ofW ande corresponding
to the extreme variation of the potential energy of a d
formed drop in an actual deformation process~in accordance
with the principle of least action!.

Curve 3 in Fig. 2 is obtained from the condition
]2U/]e250,

]2U

]e2
52

1

9 F2e5228
e4arcsin~e!

A12e2
24W

3arccoshS 1

A12e2D e4224We3

227e3118We139
e2arcsin~e!

A12e2

130 arccoshS 1

A12e2D We2118e

218
arcsin~e!

A12e2
218 arccoshS 1

A12e2D WG
3@~W12!e3~12e2!5/3#21, ~4!

and separates the (W,e) plane into two regions:W and e
values corresponding to the geometrical site of points loca
above curve3 characterize an unstable state of a prol
spheroidal drop; all the (W,e) states below it correspond t
stable spheroidal shapes from which the drop returns to
original spherical shape. Thus, a charged drop with virt
deformation to a prolate spheroid can decay only to the
gion of (W,e) values in Fig. 2 that satisfy the condition

FIG. 2. Rayleigh parameterW versus the eccentricitye of a prolate sphe-
roidal drop, obtained from the conditionsU51, ]U/]e50, and]2U/]e2

50 ~1–3, respectively!.
-

d
e

e
l
-

]2U

]e2
>0,

]U

]e
>0. ~5!

It can be seen from Fig. 2 that this condition is satisfi
only for extremely significant deformations:e>0.9. What
the decay will be— into two parts of comparable size9 or
with emission of a large number of highly disperse
strongly charged droplets10—is impossible to say in the ide
alization used here. This will depend on the viscosity a
conductivity of the drop and the external medium.11,12

2. Repeating the discussion above for a charged d
having the shape of an oblate spheroid, it is easy to find
expression for its potential energy:7,8

U5
1

2 F2e1 lnS 11e

12eD2 lnS 11e

12eDe212A12e2

3arccos~A12e2!WG@e~12e2!1/3~W12!#21,

e5A12
c2

a2
, a5

R

~12e2!1/6
, c5R~12e2!1/3, ~6!

wherea is the semimajor andc the semiminor axis of the
spheroid.

Figure 3 shows the dependence of the potential ene
of an oblate spheroidal drop on Rayleigh parameterW and
eccentricitye, calculated from Eq.~6!. It is easy to see that i
is qualitatively similar to the analogous dependence fo
prolate spheroid, shown in Fig. 1.

FIG. 4. Rayleigh parameterW versus the eccentricitye of an oblate sphe-
roidal drop, obtained from the conditionsU51, ]U/]e50, and]2U/]e2

50 ~1–3, respectively!.

FIG. 3. EnergyU of a charged drop having the shape of an oblate sphe
versus Rayleigh parameterW and eccentricitye.
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In Fig. 4, curve1 shows the dependence ofW on e
corresponding to constant energyU51 of the drop. Curve2
in the same figure shows the dependence of Rayleigh pa
eterW on eccentricitye corresponding to the extremal varia
tion of the potential energy or to an actual deformation p
cess of a drop because of the principle of least act
obtained from the condition]U/]e50:

]U

]e
52

1

6 H ~6210e214e4!W arccos~A12e2!

1~2e422e213!A12e2 lnS 11e

12eD
16~211e2!A12e2e~W11!24A12e2e3J
3@e2~W12!~12e2!11/6#21. ~7!

Curve 3 in Fig. 4 shows the dependence ofW on e
obtained for the condition]2U/]e250:

]2U

]e2
5

1

9 F ~10e4233e2118!A12e2W arccos~A12e2!

1~e6111e4221e219!lnS 11e

12eD
1~221e5218e139e3!W22e5136e3218eG
3@e3~W12!~12e2!1/3~211e2!2#21. ~8!

The geometrical site of points (W,e) located below
curve3 corresponds to the states of an oblate spheroidal d
from which it returns to the original spherical shape. Sin
all the points of curve2 along whichW and e vary for an
actual deformation of a drop are located below curve3, a
charged drop does not break up when it is symmetric
deformed to an oblate spheroid. This circumstance w
pointed out earlier in Ref. 13 on the basis of other start
premises. A charged oblate spheroidal drop can break
only when it is asymmetrically deformed.14

3. Figure 5 shows how the potential energy of a prol
spheroidal drop~with e2.0) and an oblate spheroidal dro
~with e2,0) depends on the square of the eccentricitye2 for
fixed values of the Rayleigh parameterW5 const. It is easy
to see that, while the behavior of theU5U(e) dependence is
qualitatively similar for oblate and prolate spheroids, t
minimum of functionU5U(e) is much deeper for a prolat
spheroid, which explains why the probabilities of observi
drops of oblate and prolate spheroidal shapes are differe
full-scale measurements.5
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CONCLUSION

An analysis based on the principle of minimizing th
potential energy of an isolated charged drop shows
strongly charged spherical drops deformed to the shape
prolate spheroid can become unstable with respect to br
ing up into daughter drops, whereas drops deformed to
shape of a oblate spheroid are stable.
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INTRODUCTION

In connection with the exhaustion of mineral fuel r
serves, the question of searching for new energy sources
will provide for the global needs of mankind is becomin
acute. The main requirements on such sources are the
ence of large fuel resources in nature, ecological cleanlin
and high energy efficiency. One promising source is fut
thermonuclear reactors. The weak side of this approac
technological unreadiness. However, analysis shows t
along with this, the question of choosing a thermonucl
fuel is becoming acute. The fusion of deuterium and tritiu

D1
21T1

3→He2
41p1

11n0
1117.6 MeV, ~1!

is the most attractive from the viewpoint of achieving plas
parameters that ensure a positive power output~plasma tem-
perature, Lawson parameter!, because reaction~1! has the
highest rate of all known combinations of the light elemen
However, the use of this fuel poses very serious~and possi-
bly insoluble! ecological and technological problems, b
cause 80% of the fusion energy in the D–T reaction is du
the neutrons. The interaction of fast neutrons with the nu
of the structural materials of the reactor causes large indu
radioactivity of the materials, whose level coincides with t
radioactivity of a nuclear reactor of the same power. Chan
in the spatial structure of the lattice of metal alloys cau
them to swell and lose their strength and consequently sh
ens the lifetime of the structural elements to 5–6 yr.1

Thus, the use of D–T fuel makes it extremely proble
atic to ensure both the required level of ecological clea
ness and the energy efficiency of a fusion reactor. In
connection, there is great interest in analyzing the feasib
of low-radioactivity controllable fusion in the reaction

D1
21He2

3→He2
41p1

1117.6 MeV. ~2!

As can be seen, no neutrons are formed and there ar
radioactive nuclei in this reaction. However, because of
relatively low rate of reaction~2!, it is necessary to take into
account the parallel branches of the reaction,

D1
21D1

2→T1
31p1

114.0 MeV, ~3!

D1
21D1

2→2
3He1n0

113.52 MeV, ~4!

while the appearance in reaction~3! of tritium must be con-
sidered, along with reaction~1!. Thus, neutrons appear whe
7771063-7842/98/43(7)/6/$15.00
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D–3He fuel is used, but, as shown by calculations, they
responsible for less than 5% of the total power of the nucl
fusion.2

However, the rate of reaction~2! ~and, consequently, the
power evolved for an identical concentration! is a factor of
several tens less than that of reaction~1!. Therefore, the en-
ergy fluxes in a multicomponent plasma of D,3He, T, 4He,
p, ande must be carefully analyzed to obtain a reliable e
timate of the energy efficiency.

The simple integral estimates of Ref. 2 show that po
tive energy output can be achieved in a D–3He plasma con-
fined by a magnetic field when the condition

Tfuel5TD5THe560290 keV. ~5!

is satisfied.
The value ofbS in this case should be rather larg

(bS;0.4–0.9!. We use the power multiplication factorQpl

as a parameter to characterize the energy production in
plasma:

Qpl5
Pfus

Preq
, ~6!

wherePfusW/m3 is the power density evolved as a result
the fusion reaction, andPreq is the power density that mus
be introduced into the plasma to maintain the given f
temperatureTfuel .

The energy fluxes in the technical apparatus are
glected here. To ensure that a thermonuclear reactor is c
petitive, the following values of the parameters that char
terize the energy production in a thermonuclear plasma m
be achieved:3

Qpl.10, ~7!

Pfus.2 MW/m3. ~8!

The main purpose of this paper is to estimate the th
retical limiting values ofQpl for the central cell of the Tan-
dem Mirror Reactor. Multicomponent classical kinetic mo
els neglecting turbulence effects were used to solve
problem.

An ambipolar confinement system was chosen becau
provides highbS values and simple geometry, and a dire
conversion system can be used in it; nonclassical transfe
particles and energy across the magnetic field are abse
axisymmetric systems.
© 1998 American Institute of Physics



h

tiv
e
-

t

ar
k
u
p

n
a

sl
ph
f
le

se

tio
sm

s o

us
th
x-
e
e

tio
o

nd
f

en
y

s
io
a

ro
iv
th

a

e

hat
o-

at it
he
his
cat-
y of
tion
-

be-
tion

f

e

778 Tech. Phys. 43 (7), July 1998 Khvesyuk et al.
Kinetic calculations carried out forbS50.7 showed that
inequalities~7! and~8! are not satisfied for a D–3He plasma
when a conventional ambipolar reactor system is used. T
is because a large fraction ofbS comes from the reaction
ash: protons and alpha particles.

It has been shown that using a system of forced selec
ash removal in the given energy interval makes it possibl
substantially increaseQpl all the way to values that charac
terize a commercial reactor. Based on these results, the
quirements on an ash-pumping system have been formula

A KINETIC MODEL OF A MULTICOMPONENT D– 3He
PLASMA

The carriers evolved in the energy-fusion reaction
the ash nuclei: protons, alpha particles, etc. Therefore, a
problem in solving the formulated task is to correctly calc
late two processes: energy transport from the ash com
nents to the fuel ions and electrons and the accumulatio
ash in the plasma. It is obvious that these processes
closely interrelated. The former is actually unambiguou
determined by the confinement time of the protons and al
particles. An increase oftp andta increases the fraction o
energy transferred from the ash to the fuel and to the e
trons. Because of this,Preq decreases in reaction~2!. How-
ever, an increase oftp andta means a simultaneous increa
in the ash accumulationbS , and this reducesPfus, since the
fuel concentration decreases. This means that the condi
for confinement and power exchange of the ash in the pla
can have a substantial effect onQpl , with certain optimal
conditions being required to achieve the maximum value
Qpl .

It is obvious that the appropriate kinetic equations m
be solved to calculate the components of the ash, since
distribution functions are substantially different from Ma
wellian, while direct losses in velocity space can be tak
into account only by using a kinetic model. As far as the fu
nuclei and the electrons are concerned, their distribu
functions over energy can be considered uniform with go
accuracy, and balance equations based on the correspo
Spitzer and Pastukhov formulas can therefore be used
them.

The general system for calculating a multicompon
plasma is as follows: The main given parameters of the s
tem are the fuel temperatureTfuel ; the rationD /nHe of the
components of the fuel;B0 andBp , the vacuum values of the
magnetic fields in the central section and in the plug;bS , the
sum value of the beta of the plasma; and the ratioeDw/Tfuel

of the ion-confining potential to the fuel temperature.
The distribution functions of the components of the a

and the corresponding power fluxes, both between var
plasma components and escaping from the central cell,
determined by solving the kinetic equations with the app
priate boundary conditions. Moreover, the calculations g
the powerPfus released by the thermonuclear reactions,
electron temperatureTe , the floating potentialw0 that con-
fines the electrons of the central cell, and the powerPreq

required to maintain the given fuel temperature. These d
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are used to determine theQpl value that characterizes th
energy production in the plasma.

The kinetic equations are written on the assumption t
plasma in the central cell of an ambipolar reactor is hom
geneous. A feature of the model under consideration is th
allows for elastic nuclear scattering by combining t
Fokker–Planck operator with the Boltzmann operator. T
is associated with the fact that the Coulomb and nuclear s
tering cross sections are comparable even at an energ
5 MeV, whereas the elastic nuclear scattering cross sec
becomes greater at large energies~because it is energy
independent in the given region!. In the final analysis, this
affects the energy distribution of the fast ash particles
tween the fuel nuclei and the electrons. The kinetic equa
has the form4–6

] f

]t
5S d f a

dt D
FP

1S d f a

dt D
B

1Sa2La , ~9!

where f a(v,r ,t) is the distribution function of particles o
speciesa ~herea is p, 4He, T, or 3He), Sta is an operator
describing the sources, andLa is an operator describing th
sinks of particles of speciesa. The normalization condition
for the distribution function is

na5E
0

`

f a~v !dv, ~10!

using

f ~v !v>vmax
5 f ~vmax!50. ~11!

Here the Fokker–Planck collisional operator is

S d f a

dt D
FP

5GaF2
]

]v i
S f a~v,t !

]ha~v !

]v i
D

1
1

2

]2

]v i]v j
S f a~v,t !

]2ga~v !

]v i]v j
D G , ~12!

where

Ga5
za

2e4

4p«0
2ma

2
.

The Rosenbluth potentials take the form4,5

g~v !5(
b

zb
2

za
2
labE

v8
f b~v,t !v2v8dv8, ~13!

h~v !5(
b

zb
2

za
2
lba

ma1mb

mb
E

v

f b~v8,t !dv8

uv2v8u
, ~14!

lba5 lnF mamb

ma1mb

2aclD

zazbe2
maxS 2^E&

m D
a,b

1/2G20.5, ~15!

wherelba is the Coulomb logarithm,a is the fine-structure
constant,c is the speed of light,

lD
225

3e2

2«0
(

b

mbzb
2

^E&b
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is the Debye radius,̂E&b is the mean energy of particles o
speciesb, and«0 is the permittivity of free space.

The summation is carried out over all species, includ
the test particles; the integration is carried out over all
velocity space; (d f a /dt)B is the Boltzmann collision opera
tor, which describes nuclear near collisions. Herenb is the
density of background particles,s(v→v8,dv) is the scatter-
ing cross section, which transports a particle with coor
natesv8 to an element of spacedv with coordinatev. In
spherical coordinates,dv5v2dvdm. Then in simplified
form,

S d f a

dt D
B

5(
b

S nb

vg E
v
f a~v8!s t~v8→v !v8dv8

2 f a~v,m!s t~v !vnbD . ~16!

Here g52mamb /(ma1mb)2, and s t(v8)5s(v8
→v,dv)v82g/vdv is the total collision cross section. Th
summation in Eq.~16! is carried out over the fuel ions, whil
the total collision cross sections are determined for all p
of particlesa–b.

In order to close the system of equations, it is necess
to determine the potential differenceDwa between the
plasma and the wall of the vacuum chamber. We write
energy-balance equations for a multicomponent plasma

d~1.5naTe!

dt
52

na

te
~Te2eDwe!

2
1.5neTe

~tR!e
1(

i
Qi 2e2Qrad. ~17!

HereTe is the electron temperature,Qa2b is the power trans-
ferred from componentb to componenta, Qrad is the radia-
tional losses~bremsstrahlung and cyclotron radiation of t
electrons!, t i ,e is the longitudinal~axial! confinement time of
ions or electrons~the Pastukhov time!, andtR is the radial
confinement time.

For Maxwellian particles, the balance equation for t
particles is written as4,5

dna

dt
52naS 1

ta
1

1

tR
D1Sa . ~18!

The electron concentration is determined from the c
ditions for ensuring that the plasma is quasi-neutral. The
bipolar equation, which relates the flow of ions and electro
from the confinement region, is used for this

dne

dt
5(

i
zi

dni

dt
. ~19!

In solving the kinetic equations, boundary conditio
that take into account the presence both of magnetic p
and of the confinement potential are imposed on the dis
bution function. Since the plasma in the central cell is co
sidered homogeneous, a rectangular shape is assume
both the magnetic well and the confinement potential. T
following important quantities can be determined by solvi
the kinetic equations along with the distribution functio
g
f

i-

s

ry

e

-
-

s

gs
i-
-
for
e

over energy: the mean energy of the particles, the energy
from the ash particles to the electrons and fuel nuclei,
particle flux into the loss cone, and their distribution fun
tion.

We shall solve Eq.~9! with the following boundary con-
ditions: The confinement region in velocity space is det
mined by the plug ratio and by the electron potential in t
thermobarrier. Taking into account the charges and ma
of the particles, the boundary of the confinement region
the form of a hyperboloid of one sheet or a hyperboloid
two sheets with the boundary equation

m l
2512

122ezaDwa /mav2

R
, ~20!

wherem5cosQ, Q is the pitch angle,Dwa is the potential
jump at the boundary of the central cell, andR5Bp /B0 is
the plug ratio.

Since the time of flight of the particles along a trap
much less than the mean time between collisions, it can
assumed that

f a~v,m l~v !,t !50, for m>m l~v !, ~21!

i.e., a particle incident into the loss region is instantaneou
lost from the trap. Because the distribution function is sm
in the high-energy region,

f a~vmax,m,t !50. ~22!

The distribution function is independent of the pitc
angle whenv50, i.e.,

] f a~v50,m,t !

]m
50. ~23!

Since the distribution function is symmetric in veloci
space, we get

f a~v,m,t !5 f a~2v,m,t !, ~24!

] f a~v,m50,t !

]m
50, ~25!

] f a~v,m51,t !

]m
50. ~26!

The main goal of the calculations is to determi
whether inequalities~7! and ~8! are satisfied under the as
sumed conditions. Two series of calculations were carr
out at the first stage. It was assumed in the first series
there is no radial transport; i.e., the time of radial transpor
the particles istR→`.

The corresponding results are shown in Fig. 1. It can
seen thatQpl does not exceed 1.3, and thus inequality~7! is
not satisfied. It should be pointed out that the radial transp
must be taken into account, since the longitudinal confi
ment times are very long, greater than the classical transv
transport time.

In this connection, a second series of calculations w
carried out that involved studying how the intensity of t
radial transport of particlestR affectsQpl and Pfus. It was
assumed in this case thattR is identical for all the compo-
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nents of the plasma~electrons, fuel, ash!. To do this, the
kinetic equations were supplemented with the followi
parametric operator:4

LR
a5

f a

tR
. ~27!

Figures 2 and 3 show thetR dependences obtained fo
Qpl and Pfus. It can be seen that an optimal value exists,
which Qpl is maximal.

The following section presents the results of the th
series of calculations, which describes the possibilities
increasingQpl in comparison with the first two versions.

FIG. 1. Plasma power multiplication factor versus fuel temperature.bS

50.7, vacuum magnetic fieldB55 T.

FIG. 2. Plasma power multiplication factor versus characteristic rad
transport timetR . Tfuel , keV: 1 — 70, 2 — 90, 3 — 80.
t

f

ANALYZING THE KINETICS OF A D– 3He PLASMA TAKING
INTO ACCOUNT ASH PUMPING

The cause of the low energy efficiency~the low Qpl

value! is associated with the accumulation of the fusion
action products.2,4 By imparting their energy to the fuel ion
and electrons, the ionsp anda are retarded and confined b
the magnetic system. The low-energy particles in this c
play a parasitic role, extracting the thermonuclear power
themselves. An analysis of the results indicates one poss
ity of increasingQpl . This is to selectively remove fusion
reaction products, most importantly protons and alpha p
ticles, from the plasma. By exciting weak extern
nonsteady-state fields for protons and alpha particles, co
tions are provided under which their radial transfer tim
across the magnetic field is significantly less than for
other components~see Appendix A!.

The main goals of the calculations were to establish
limiting values ofQpl in the presence of ash pumping and
determine the requirements imposed on the parameters o
system for removing the ash particles.

We shall assume below that the reactor is equipped w
a special system that ensures selective pumping of the
components. Relative to the ash-pumping system, we ass
that it ensures removal of particles of a definite energy ran
We assume that there is a mechanism that varies both
width of this range and its position on an energy scale.

Postulating the indicated properties, we can estimate
limiting energy production in a D–3He plasma~the limiting
values Qpl and Pfus in the plasma!. In fact, the preferred
ash-removal zone is the region where the particles have r
tively low energies~in comparison with their generation en
ergies«0). Then the particles transport the maximum po
sible energy to the plasma in the time it takes them to s
down, while simultaneously ensuring relatively smallbash

values.
On the other hand, if the pumpout mechanism is univ

l-

FIG. 3. Plasma power multiplication factor versus fuel temperature fo
fixed characteristic radial-transport time.bS50.7, B55 T, tR520 sec,
DFe54 Tfuel .
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sal, i.e., if it depends only on the energy of the particles a
is independent of their individual properties~mass and
charge!, the pumping interval must be appreciably above
fuel temperature. Otherwise the fuel loss, and hencePreq,
will increase sharply.

The mathematical model of Eqs.~9!–~27! was used in
the calculations. The kinetic equations for protons and al
particles contain an additional operator, corresponding to
removal of these particles,

Lap5
f a

tap
. ~28!

The corresponding losses are also taken into accoun
the energy-balance and particle-balance equations.
quantities were varied in the calculations: the pumpout ti
tap and the width of the energy interval«22«1 in which the
pumping was done. The pumpout region is located in
lower part of the energy scale in such a way that it subs
tially exceeds the fuel temperatureTfuel . As a consequence
it is possible to reliably assume that the perturbations do
affect the transverse confinement of the fuel particles.

The pumpout parameters are found6 ~Fig. 4! for which
the energy efficiency is highest. TheQpl parameter corre-
sponding to this regime is shown in Fig. 5.

FIG. 4. Effect of the width of the pumping-energy range on the depende
of the plasma power multiplication factor on the fuel temperature. The l
energy boundary of the pumpout region is«15400 keV,bS50.7, B55 T,
tR520 sec,DFe54Tfuel . D«, keV: 1 — 5, 2 — 20, 3 — 80, 4 — 320.
d

e
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e
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Let us dwell on an important feature inherent toQpl —
the maximum close to the temperatureTfuel580 keV. A de-
tailed analysis of the behavior ofPfus(Tfuel) on temperature
and on all the quantities that enter intoPreq showed the fol-
lowing: On one hand,Pfus increases in the entire temperatu
interval studied here, sincêsv&5 f (Tfuel) increases. True
this increase slows down, sincenD and nHe decrease with
temperature. However,Qpl increases untilTfuel580 keV. On
the other hand, beginning withTfuel570 keV, the losses to
cyclotron radiation sharply increase, which causesPreq to
increase, andQpl consequently decreases.

It was determined from calculations that the main fra
tion of the thermonuclear power~about 90%! reaches the
first wall of the reactor with the radiation. This means th
for such a version of the reactor, a relatively low-temperat
cycle of electrical power production can be implement
with a correspondingly low efficiency. A direct conversio
system is unsuitable in this case.

Pumping out the ashes substantially alters the picture
the power fluxes in a thermonuclear plasma. The rela
losses with radiation from the plasma are appreciably
duced, and the fraction of power carried away from t
plasma by particles via the loss cone increases. It may
promising in this case to establish direct conversion syste
capable of appreciably increasing the efficiency of the el
trical power source.

CONCLUSION

This paper has shown that it is necessary to selectiv
pump the ash out of a D–3He thermonuclear plasma to atta
the required energy efficiency of a low-radioactivity therm
nuclear reactor.

The use of selective pumpout substantially alters the
ergy balance in the plasma. In this case, the relative ra

ce
-

FIG. 5. Plasma power multiplication factor versus fuel temperature.bS

50.7,B55 T, tR520 sec,DFe54Tfuel . 1 — with pumping in the energy
range 300–400 keV,tp50.02 sec;2 — with no pumping.
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tional losses are reduced, the escape of fuel ions into the
region is decreased, and the requirement for additional h
ing is significantly reduced.

This work was financed by Grant MNF J5Y100.

APPENDIX SELECTIVE ION PUMPING FROM AN AXIALLY
SYMMETRIC MAGNETIC TRAP

We earlier developed a method of selectively remov
the ions from an axially symmetric magnetic trap. T
method was described in detail in Ref. 7. Here we brie
describe the main principles of the method. The propo
mechanism for radially removing ions is based on the f
lowing concepts:

1! Generation of a weak perturbing magnetic fie
which introduces asymmetry into the main field of the tra
When a definite type of nonsteady-state perturbations
chosen, the problem of moving a charged particle acros
magnetic field reduces to the problem of moving a nonlin
pendulum perturbed by a periodic force.

2! Rotation of the perturbing multimode magnetic fie
around the axis of the system with frequencies close to
azimuthal drift frequency of the particles to be pumped o
This ensures the resonance properties of the perturbing
tion and selects the particles in terms of rotation direct
and in terms of energy.

It is well known8 that even weak periodic actions on
nonlinear pendulum cause a qualitatively new property
appear — chaotic dynamics. This opens up the possibility
organizing stochastic collisionless ion transport acros
magnetic field.

When several modes of the perturbing field are super
posed, the topologies of the motion of the particle on
phase plane can be described by the standard mapping

Ĩ 5I 1K0 sin Q, Q̃5Q1 Ĩ , mod~2p!. ~A1!

HereK0 is the Chirikov coefficient,

K054p
AC

Dv2
, ~A2!

where Dv is the frequency shift between two adjace
modes of the perturbing field,

A5
4m

eBS v i
21

1

2
v'

2 D r *

~2L22r 2!2
, ~A3!

C5
e

mS v i
21

1

2
v'

2 DB* Rper

B2L2
. ~A4!

Heree andm are the charge and mass of the particle be
pumped out,B and L are the main magnetic field and i
doubling parameter,Rper is the radius at which the winding
of the perturbing field are located,B* is the perturbing field,
ss
at-

g

y
d
-

,
.
re
a
r

e
t.
c-

n

o
f
a

-
e

t

g

v i andv' are the parallel and longitudinal components of t
particle velocity, andr and r * are the radial coordinate an
the value at which the azimuthal drift frequency is accurat
equal to the rotation frequency of the perturbing field.

The criterion for global stochasticity isK0.4.5.
Changes of the radial coordinate over the entire width of
stochastic layer are possible for a particle in the stocha
regime. A particle that was formerly in resonance with t
first perturbation is displaced along a radius and is caugh
the next perturbation, etc. A particle far from resonance w
the perturbation will experience only a weak flutter of t
drift surface. The width of the layer is determined by t
magnetic field of the perturbation and by the frequencies
the adjacent perturbations.

Under the action of external perturbations, a stocha
sized particle can reach such a radial coordinate that it ei
falls onto the limiter or is lost through the plug because
the decrease of the confining potential far from the axis
the system. To organize such a particle sink, the perturba
parameters are chosen so that the stochastic layer ove
the entire distance from the axis of the system to the limi

The stochastic diffusion coefficient is derived from th
standard mapping and has the form

Dr5p
C2

Dv
. ~A5!

This relationship was derived in the chaotization a
proximation of the phases of particle motion in one iterati
period of the standard mapping. The time to remove partic
from the central section of the reactor ist50.02–0.05 sec,
with the necessary values of the perturbation field being
2% of the main value.
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Study of the leader of a spark discharge over a water surface
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This paper discusses an experimental study of the leaders of incomplete spark discharges with a
capacitance of 0.1 and 1mF over a water surface when the initial voltage is 3–6 kV in
discharge gaps 8 and 22 cm long, having side branches and without branches. The distributions
of the field, the current, the current density, the conductivity, and the electron concentration
along the leader have been determined, as well as the changes in the velocity and length of the
leader as it evolves. It has been established that the evolution of the leader has a self-
maintained character, and that the product of the storage capacitance and the initial potential
difference between the head of the leader and the water surface is an invariant of its spatial
evolution. © 1998 American Institute of Physics.@S1063-7842~98!00808-3#
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INTRODUCTION

It was proposed in Ref. 1 to use a spark discharge ov
water surface~SDWS! as a source of UV radiation for deac
tivating microorganisms in a volume of water. The formati
of an SDWS for these purposes was studied in Ref. 2. At
same time, the experiments presented there showed tha
ing in essence a sliding discharge that evolves by a lea
mechanism, an SDWS has an essential feature in compa
with a sliding discharge over a solid insulator, associa
with the Ohmic conductivity of water. This circumstance,
particular, makes it possible to form a leader over water i
wide range of initial voltages and accordingly with e
tremely different parameters: current, length, and veloc
under conditions of complete or incomplete discharge. T
last case is particularly suitable for studying the evolution
a leader.

In terms of a study of the leader mechanism of SDW
evolution, Ref. 2 concentrated on the formation phase o
leader during the competition of several initial leaders. T
paper is devoted to a study of the dynamics of the evolu
of a leader and the parameters of its channel. This infor
tion can be useful for understanding the leader mechanism
evolution of long spark discharges in the atmosphere, inc
ing lightning, since it is rather hard to obtain all the nece
sary experimental information concerning large-scale d
charges in the atmosphere.3

EXPERIMENTAL LAYOUT AND CONDITIONS

SDWS leaders were formed in rectangular 2334
31.5-cm Plexiglas cell1 ~Fig. 1a!, filled with tap water2
with a conductivity of.131024 S/cm. Conical anode3,
composed of steel wire 0.1 cm in diameter, had a radius
curvature of;231022 cm and was placed in the initia
state at a distance of.1 cm from the water surface. Cathod
4 was a stainless steel wire 0.16 cm in diameter and 8
22 cm long, placed in the water at a distance of 0.3–0.8
from the water surface. When the thickness of the wa
layer was less, breakdown occurred. Storage capacito5,
7831063-7842/98/43(7)/7/$15.00
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with a value of 0.1 or 1mF, was charged to an initial voltag
of U053 – 7.5 kV, measured by kilovoltmeter6. After this, a
leader was initiated by reducing the distance between
anode and the water surface to 0.1–0.3 cm, respectively

The total currenti in the discharge circuit~Fig. 2! was
measured by means of shunt7, the voltage from which was
applied to an oscilloscope. The voltageUc on the capacitor
~Fig. 2! was displayed on the oscilloscope using 1 : 10
Ohmic voltage divider8 with resistances of 5kV and 5 MV.
Moreover, wire probe9, 0.01 cm in diameter and touchin
the water surface above the cathode, and 1 : 1000 Oh
voltage divider10, with resistances 10 kV and 10 MV, were
used to obtain an oscilloscope tracing relative to ground
the potential of the water surface along the discharge gap
well as of the leader channel~Fig. 3!.

The structure and geometry of the leader channels w
studied visually through a microscope with magnificati
from 83 to 303 with a measurement grid, which made
possible to measure the diameter of the channel in any c
section, as well as from overall photographs. The lead
were photographed on isopanchromatic-22 film with a fra
size of 35324 at a scale of 1 : 2 and 1 : 1. An overall ph
tograph of the leader, evolving on free water withU0

56 kV and capacitance 0.1mF and with a water layer 0.3
cm thick, is shown in Fig. 4a.

However, most of the experiments were carried out u
der conditions in which the leader was formed along a
0.16 cm wide between two or four quartz bars11 lying on
the bottom of the cell next to the cathode and protrud
above the water surface by.0.05 cm~Fig. 1a!. Figure 4b
shows the leader under such conditions forU056 kV, C
50.1mF and a water layer 0.3 cm thick. In this case, besid
the total current, the currenti l of the leader itself was dis
played on the oscilloscope~Fig. 5! using Rogowski loop12
wound on a ferrite ring with outer and inner diameters of 2
and 1 cm, respectively, and 0.25 cm thick.

The ring, coated with a layer of wax, was partially im
mersed in the water between the four quartz bars so tha
© 1998 American Institute of Physics
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FIG. 1. Layout of experimental ap-
paratus~a! and equivalent circuit dia-
gram~b! of a discharge circuit with a
leader of an incomplete SDWS.
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leader passed through the ring. The voltage from a
wound on the other part of the ring and also coated with w
was proportional to the ratio of the number of its turns to
load resistance and was fed to the oscilloscope. The cur
of the leader could be measured at any of its cross sect
by displacing the bars with the ferrite ring along the lead

EXPERIMENTAL RESULTS

In both versions of SDWS formation, the main expe
ments were done with a 0.1-mF storage capacitance, a di
charge gap 8 cm long, and a water layer 0.3 cm thick o
the cathode. Under these conditions, whenU0>7 kV, a
complete SDWS occurred in the gap, whereas, whenU0

53 – 6 kV, leaders of incomplete discharges.1 – 5 cm long,
respectively, occurred. However, to elucidate why the
rameters of the leader tended to vary as a function of
initial conditions, the water layer was increased to 0.8 cm
a number of experiments. This made it possible, other c
ditions being equal, to reduce the length of the leader and
maximum current in the circuit by about a factor of two.
1-mF storage capacitance was also used. In this case, a
plete SDWS developed in a discharge gap 22 cm long wi
water layer 0.3 cm thick over the cathode andU056kV. As
the thickness of the water layer was increased to 0.8 cm,

FIG. 2. Oscilloscope tracings of the voltage on the capacitor and the
current in the circuit. Slit:1 — Uc , 2 — i ; free water:3 — Uc , 4 — i .
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the leader of an incomplete discharge occurred in the gap
length on free water reached 20 cm, while the maximum c
rent in the circuit was 17 A.

al
FIG. 3. Oscilloscope tracings of the potential in the discharge gap.
numbers on the curves show the distance from the anode to the pro
centimeters.
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In the rangeU053 – 6 kV, on free water or in a slit, a
leader developed after the distance between the anode
the water surface was reduced from 1 to 0.1–0.2 cm, res
tively. In this case, a corona discharge initially developed
the air at the anode, and then it crossed the entire air ga
the form of a cone, supported by its base on the water, f
which the leader sprouted along the water surface. All
parameters of the leader were unambiguously determine
the capacitance, the initial voltage, the thickness of the w
layer, and the conditions on the water surface. With a cap
tance of 0.1mF and a water layer 0.3 cm thick, the length
the leader is.1 cm whenU053 kV and increases approx
mately linearly to.5 cm whenU056 kV. The length of the
leader under these circumstances was 10% greater on
water. The brightness of the channel and its diameter
creased monotonically from the anode along the leader.
color of the luminescence was white on the anode side
was bluish-lilac at the head. The diameter of the leader ch
nel on a photographic plate was a factor of 1.3 greater t
that observed in the microscope. Figure 6 shows the a
aged channel diameter over the length of the leader in the
whenU056 kV and the water layer is 0.3 cm thick, with
total current amplitude in the circuit ofi 51.2 A ~Fig. 2!.
This current contains two components. One of them,i cr ,
passes through the air gap and the layer of water under
anode, at which the corona discharge is developed, while

FIG. 4. Overall views of leaders.~a! free water,~b! slit.

FIG. 5. Oscilloscope tracings of the leader current. The numbers on
curves show the distance from the anode to the Rogowski loop in cent
ters.
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other,i l , passes through the air gap, through the leader ch
nel along the entire length, and through the water layer un
it. It is the intrinsic current of the leader. On an oscillosco
tracing of the total currenti , recorded by the shunt, the co
rona phase ofi cr lasts .0.1ms ~the ionic conductivity of
water is established in a time of.1 ns). The amplitudei cr

50.2 A reached in this time depends onU0 and the conduc-
tivity of the water layer. The further increase ofi in the
circuit is associated with the evolution of the leader. T
time to attain the maximumi depends onU0 , the thickness
of the water layer, and the conditions on the water surfa
The maximum amplitude ofi is a factor of 2.5 greater on
free water, while the time to reach it is a factor of 2.5 le
than when the leader evolves in a slit~Fig. 2!. Using oscil-
loscope tracings of the leader current at different cross s
tions along its length~Fig. 5!, it is possible to construct the
current distribution along the channel of the leader from
anode at any instant. Figure 6 shows the current distribu
of the leader forU056 kV, which reaches its maximum
length of 5.2 cm at 80ms. Along with the dependence of th
cross sectional area of the channel on the distance to
anode, this makes it possible to compute the current dens
in the leader channel over its length~Fig. 6!.

The oscilloscope tracings of the voltage at the capa
tance ~Fig. 2! have two characteristic sections: a close-
linear falloff in the region of maximumi and then a slower
falloff, when i decreases to zero, while the voltage decrea
to .0.3U0 . The oscilloscope tracings ofUc and i make it
possible to determine how the resistances of the disch
circuit depend on time under various conditions on the wa
surface~Fig. 7!.

The oscilloscope readings of the probe potential at d
ferent points of the discharge gap~Fig. 3! make it possible to
establish the variation of the potential of the water surfa
over the cathode (wB) until the head of the leader arrives
this point of the gap~the concave, growing part of the osci
loscope tracing!, the delay time of the arrival of the head o
the leader, and its potential (wh) ~the sharp increase of th
signal!, as well as the change of the potential of the wa
surface at those points of the discharge gap that the le
does not reach (l>5.3cm). Note that the positive oversho
of the beginning of the oscilloscope tracing is associa
with the charge of the probe capacitance relative to grou

e
e-

FIG. 6. Distribution of current, current density, and channel diameter al
the length of a leader from the anode.1 — i , 2 — B, 3 — g.
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Based on such oscilloscope tracings, the potential dis
bution over the length of the leader and of the entire gap
be constructed for any instant. Figure 8 shows such a di
bution for 80ms, when the leader has come to a stop, as w
as the field along the channel at this instant. These osc
scope tracings from the probe can also be used to deter
how the potential of the head and the water surface in fr
of it and the potential difference between them (DU) depend
on the length of the leader~Fig. 9!. Moreover, by using data
on the delay time of the arrival of the head at various poi
of the interval~Fig. 10!, it is possible to determine the mea
velocity of the head in the intervals between these points~the
length of the interval is 1 cm!. Its dependence on the leng
of the leader is shown in Fig. 10.

The oscilloscope tracings of the probe potential a
make it possible to establish the instant at which the hea
the leader breaks away from the probe from the sharp po
tial drop by 200–300 V at the trailing edge of the oscill
scope tracing~Fig. 3, l 55 cm). This makes it possible t
construct the time dependence of the length of the leader
only at the stage when it is developing but also at the st
when its length is shortening after the current reaches
maximum~Fig. 7!.

DISCUSSION OF THE RESULTS

In considering the evolution of the leader of an inco
plete SDWS, five aspects can be distinguished: the in
stage of the appearance of the leader, the structure of

FIG. 8. Potential and field distribution in the discharge gap at the time
leader stops.1 — E, 2 — w.

FIG. 7. Gap resistance and length of the leader versus time. Slit:1 — R,
2 — l ; free water3 — R, 4 — l .
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channel, the leader as an element of anRC circuit, plasma
formation in the head and its motion, and the parameter
the plasma of the leader channel. We will discuss our res
in these terms.

However, it is first necessary to make a remark conce
ing terminology. Terms are used in this paper to describe
SDWS leader that are customarily used to describe the le
ers of long spark discharges in air. Although it is clear th
the breakdown of a discharge gap along the boundary of
media with substantially different« that is smaller by a fac-
tor of 10–100 cannot be wholly analogous to the breakdo
of a long air gap, it is nevertheless possible to note a qu
tative similarity of the initial pulsed corona from the anod
in the two cases, while the seeming absence of stream
from it and the head is associated with their short leng
corresponding to the radii of the point of the anode and
head,3 and with the brightness of the luminescence. The
considerations indicate that leaders and not streamers
observed in Ref. 2. Thus, only the literal absence of a hea
the end of the SDWS leader distinguishes its structure fr
that of the leader of a long spark discharge in air.

As can be seen from Fig. 3, the water surface over
cathode had a negative potential at the initial instant.

e

FIG. 9. Potential of the head and the water surface and the potential d
ence between them versus the length of the leader.1 — potential of the
head,2 — potential of the water surface,3 — potential difference between
the head and the water.

FIG. 10. Time for the head to move and velocity of the head versus
length of the leader and distribution of the conductivity and electron c
centration of the plasma over the length of the channel at the instan
leader stops.1 — t, 2 — Vh , 3 — s andne .
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value (.40 V 7.5 cm from the anode! was determined by
the ratio of the capacitance of the air gap and of the wa
layer above the cathode, as well as by the value ofU0 . From
the instant the corona discharge reaches the water surfac
potential increases and is now determined by the ratio of
resistance of the plasma and of the water layer under the
of the corona discharge. The leader begins to develop f
this instant.

Judging from Fig. 4a, on free water, when the length
the gap and of the cathode are equal, leaders begin to
velop in all directions~the leader to the side opposite th
cathode is closed by the anode!. However, only one leade
subsequently developed along the cathode. If a cathode t
as long as the discharge gap was used, the leaders abov
cathode developed in both directions from the anode vi
ally symmetrically. This is associated with the presence
quasi-one-dimensional potential–charge relief~PCR! on the
water surface over the cathode.

In Ref. 2, the cathode was placed in the water vertica
and the initial PCR at the water was less expressed. Th
fore up to four leaders initially developed from the anode
the side of the cathode, but, because of competition betw
them, only one was left after several seconds, causing
discharge gap to break down with a corresponding de
The distribution of the time delay, having four maxima, w
determined in this case by the character of the competitio
the leaders. In our case, the PCR helped a leader dev
over the cathode, and the competition in time was comple
within one microsecond.

As can be seen from Fig. 4a, the structure of the lea
on free water consists of a channel, side branches, and
shoots. When a slit was used, only the channel with o
shoots was present, the presence of which is evidence
the PCR is not one-dimensional in this case. However,
decrease on free water of the overall density of structu
elements of the leader as one goes away from the chann
obviously associated with a corresponding change of
density of the initial polarization charges on the water s
face. The side branches and the offshoots over the e
channel correspondingly have about equal lengths and
located at equal intervals. However, their brightness and
ameter are greater at the base of the channel and the
branches. This is apparently associated with the fact that
developed only a short time after the head of the leader,
afterwards their evolution ceased as the field decrea
whereas their brightness and diameter are connected with
amplitude and duration of the current that flows throu
them. The side branches are usually located asymmetric
along the channel, which is evidence of competition dur
the appearance of bifurcation. Moreover, the branch that
veloped close to the axis of the gap had a larger velo
because of PCR and then became a section of the le
channel. Thus, PCR is one reason that there is no hea
conventional type at the end of the leader. The branch
process must cause the leader to move nonuniformly
must cause oscillations of the current, but it is impossible
record them in this case, because of the large numbe
nonsynchronously developing elements of the leader.

It was shown in Ref. 2 that a discharge circuit with sto
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age capacitanceC and incomplete SDWS is anR(t)•C cir-
cuit. Under the conditions of this paper, the evolution of t
leader ensured that the current in the circuit decreased
early. This made it possible to solve the differential equat
for the current in the circuit and to obtain an analytical e
pression for the gap resistance that had a minimum. T
indicates that the leader during the course of incomp
SDWS plays the role of a nonlinear regulating element in
discharge circuit. In our work, with the lower conductivity o
water and a larger discharge gap, the initial resistance
significantly larger and the current was smaller in the d
charge circuit, and therefore the development of a leader
only provided rectification but also further increased the c
rent in the circuit~Fig. 2!. Its equivalent circuit is shown in
Fig. 1b, whereC1 is the storage capacitor,R1 is the resis-
tance of the plasma in the anode–water gap,R2 is the resis-
tance of the water layer under the anode,R3 is the resistance
of the leader channel,R4 is the resistance of the water laye
between the leader channel and the cathode,R5 is the resis-
tance of the water layer in the region of the head of
leader, andC2 is the capacitance of the water layer, whic
taking into account the comparatively high Ohmic condu
tivity of water, did not appreciably affect the development
the leader. This circumstance distinguishes an SDWS fro
sliding discharge over a solid insulator, in which the curre
of the leader has a capacitive character.

As can be seen from Fig. 7, the resistance of the d
charge gap until a leader begins to develop equalsR11R2

.25 kV. When a leader develops and the current increa
R1 decreases and can be neglected, while the gap resist
is considered to be dependent onR22R5 . Moreover, if R2

andR5 can be considered constant, as the length of the lea
increases,R4 decreases, reducing the resistance of the
and increasing the current of the leader. At the same t
that R3 increases with the growth of the leader, it simult
neously decreases with the increase of the current. In to
the resistance of the gap decreases at the growth stage o
leader current. The length of the leader, the current am
tude, and the gap resistance in this case reach extreme v
simultaneously.

In the case of a leader on free water, the side branc
by increasing the contact area of the plasma with the wa
further reduceR4 , increasing the current and thereby redu
ing R3 . In total, the gap resistance becomes still less, and
extremal values are reached faster, but again simultaneo
The subsequent shortening of the leader increases the
resistance and protracts the falloff of the voltage on the
pacitance.

As already indicated, the discharge in the air gap
tween the anode and the water begins from the point of
anode as a corona and then, judging from the current am
tude of.0.2 A, changes into an anomalous glow dischar
with subsequent contraction and tendency toward an arc
charge. The last two forms of discharge have a positive c
umn and a cathode layer at which a large part of the volt
drop occurs and a plasma is generated. Taking into acc
the cathode material, the kind of gas, and its density,
thickness of the cathode layer in our case is.1023 cm,4

which is quite comparable with the observed diameter of
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head of the leader,B.1022 cm. This suggests that th
leader generated at the boundary of the cathode layer a
water surface subsequently maintains the plasma-forma
mechanism of the cathode layer, associated with high fi
strength and with the presence of fast electrons capabl
effectively ionizing the air in front of the head. Since th
diameter of the head remains unchanged, the plas
formation efficiency will always be determined by the pote
tial difference between the head and the water surface~Fig.
9!. In this case, the field component normal to the wa
surface at the boundary of the head at a distance of 1
from the anode isDU/B 5250 kV/cm. It is harder to deter
mine the longitudinal component of the field in front of th
head, since the potential distribution over the water surf
in front of the head, associated with the presence in the w
layer in front of the head of a longitudinal current comp
nent, can be established only qualitatively. However, if it
recalled that the characteristic offset length of the posit
potential in front of the head is.1 cm ~Fig. 8!, the longitu-
dinal field component will be.6 kV/cm. A comparison of
the resulting values of the field components, on one ha
must assume that the plasma formation in the head is a
ciated mainly with the normal field component, and, on
other hand, indicates that it is possible that the low densit
streamers in front of the head and their short length is
cause the longitudinal field component is inadequate for t
intense development.

The longitudinal field component, moreover, is t
source of the Coulomb force that moves the head, but
motion of the plasma at the boundary of the head rat
occurs because of transport processes during plasma fo
tion. These two circumstances explain the fast decreas
the velocity of the leader because of the decrease ofDU,
while the falloff of the voltage on the capacitor is compa
tively slow ~Figs. 9 and 10!.

The initial potential differenceDU0 and consequently
V0 are determined by the ratio ofR1 andR2 , as well as by
the value ofU0 . At the same time, as the leader evolves,
equalityUc5U51DU1U31U1 is valid (U5 , U3 , andU1

are the voltage drops onR5 , R3 , R1). Close to the maximum
of the current,U1 can be neglected, and thenUc.U5

1DU1U3 ; since Uc and U5 drop off slowly, while U3

increases as the leader grows,DU and V decrease. More-
over, the initial relative elongation of the leader is large, a
thereforeU3 increases quickly, whileDU and V fall off
quickly. However, having gained a certain length, the lead
because of the connection between its length and the cur
now shows a stabilizing action onV ~Fig. 10!. Since the
falloff of V decreases the gain in length by the leader,
growth of i andU3 and consequently the falloff ofDU and
V slow down. Nevertheless, when the length of the lea
and the current increase continuously, a time comes w
U51U35Uc , DU50, and the leader comes to a halt. Wh
this happens, the current stops increasing, and the resis
of the gap decreases. However, the continuing decreas
Uc now causes a decrease of the current and, conseque
of the power contributed to the leader channel. But, since
steady state of the plasma in a broad sense is ensured b
fact that the contributed power equals the power loss,
the
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plasma begins to decay from the head, where the losses
greater. This reduces the length of the leader and, by incr
ing the resistance of the gap, decreases the current still
ther. Thus, as the leader evolves, the connection betwee
length and the current initially ensures their mutual increa
and then their mutual decrease. The time at which th
phases change is determined by the value ofU5 , which de-
pends onU0 . Therefore, the outwardly paradoxical situatio
arises in which, whenU056 kV, the leader comes to a ha
if Uc.5.5kV, whereas it is formed and reaches a length
1 cm whenU053 kV.

The difference in the evolution of the leader over the s
and on free water is associated with the side branches in
latter case. By increasing the current in the channel, t
increase its conductivity, decreasingU3 and the rate of de-
crease ofDU0 . The initial falloff of the velocity of the
leader is therefore less on free water. However, the la
discharge current in this case~Fig. 2! accelerates the falloff
of Uc , and the extremal values of the length of the lead
the current, and the gap resistance are attained faster bu
before, simultaneously, and the large mean velocity ens
that the maximum length of the leader is the same in b
cases. Such an interconnection of the parameters of
leader in time is evidence that its evolution is self-consiste

In experiments with a storage capacitance ofC51mF, a
water layer 0.8 cm thick, and the sameU056 kV, the falloff
of Uc occurs more slowly than with a capacitance of 0.1mF,
and this causes the mean velocity of the head, the lengt
the leader, and the current amplitude to be large. This c
taking into account what was explained above, makes it p
sible to assume that the productC•DU0 is an invariant of the
spatial evolution of the leader.

The main purpose of our experiments was to underst
the dynamics of the evolution of the leader, but they a
make it possible to determine the electrical parameters of
SDWS leader channel. These parameters not only sup
ment the picture of the evolution of the leader in this ca
but are also significant in themselves, since it is virtua
impossible under other conditions to determine them exp
mentally over the entire length of the leader. When an ana
sis is made of the distribution ofg ands along the length of
the channel at the instant that the leader stops~Figs. 6 and
10!, it is necessary to take into account that the measurem
of the current and the channel diameter is less accurate in
region of the head because their values are small. The di
bution of ne5s/e•m (e is the charge andm the mobility of
the electrons! ~Fig. 10! is determined with a value ofm
51000cm2/V•sec, most likely corresponding to the field
the region of the head.3 Therefore, as the field close to th
anode weakens in the course of the evolution of the lea
the value ofne there can be even less, sincem;E21/2.4,5

The reduction ofne and s in the old sections of the
channel is associated with its expansion, which has a di
sion character, and the decrease with time of the power c
tributed to it. These tendencies of the plasma parameter
vary along the leader channel in our case coincide with
concepts in the literature concerning the value and distri
tion of these parameters in the channel of a long leader in
atmosphere.3
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This paper has not discussed the state of the plasm
the leader channel. Although its parameters, determined f
the experimental data and taking into account the comp
tively slow kinetics of the evolution of the leade
.1025 sec, apparently make it possible to speak of
equilibrium state of a plasma with a temperature
4000–6000 K,5,6 the small diameter of the channel, the pre
ence in it of not only longitudinal but also transverse fie
and current components, and the generation of plasma a
the entire length of the generator of the channel most lik
indicate that the plasma in the channel and especially in
region of the head is not in equilibrium. Therefore, addition
spectroscopic information is needed to solve this problem

The above treatment makes it possible to draw the
lowing conclusions:

1. SDWS formation at a medium field in the interv
0.3–1 kV/cm is associated with the evolution of the lead

2. The evolution of the leader is determined by the p
tential difference between its head and the water surface
has a self-consistent character. The product of the sto
capacitance and the initial potential difference between
head of the leader and the water surface is an invariant o
spatial evolution of the leader.
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3. Plasma formation at the head of the leader is ass
ated with the presence in it of an electric-field compon
normal to the water surface, having high field strength
cause of the small diameter of the head.

4. The motion of the head of the leader is determin
both by the longitudinal field component in front of the he
and by the normal field component at the boundary of
head.
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Prominent characteristics of the decay of a photoplasma generated by radiation
from an annular sliding discharge

N. A. Popov
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The dynamics of the absorption of diagnostic microwave radiation in a decaying nitrogen
photoplasma generated by a pulsed annular sliding discharge is modeled numerically. It is shown
that the microwave absorption coefficient can vary nonmonotonically with time~as observed
in the majority of experimental studies! during recombinative plasma decay. The nonmonotonic
behavior is attributed to gasdynamic processes induced by the annular sliding discharge,
which cause the plasma region to expand along the axis of the sensing microwave beam. ©1998
American Institute of Physics.@S1063-7842~98!00907-6#
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1. Major advances in the production and investigation
externally sustained discharges in molecular gases h
stimulated searches for new ways to manage these disch
and for new gas preionization mechanisms. One recently
veloped technique is to use ultraviolet radiation from t
plasma of a discharge sliding along the surface of
dielectric.1–4 This approach can result in a high density
photoelectrons and the formation of a space charge at
tively low electric field strengths.1,2

Two types of discharge are currently under investigati
one on the surface of a flat dielectric1,2 ~forming so-called
plasma sheets! and the other on the surface of a dielect
ring ~annular discharge!.3–7 In either case a dense plasma
formed at distances of the order of several centimeters
result of high-intensity UV radiation. For example, the de
sity of photoelectrons in nitrogen at atmospheric pressure
both annular and planar discharges has attainedNe56
31012 cm23 ~Refs. 2–4!.

Significant differences from the recombination law ha
not been established in the investigation of the decay of
resulting plasma in the planar case, whereas the photopla
created from an annular discharge has been observed to
anomalously long lifetimes tens of times greater than
corresponding electron-ion recombination times.5 The dis-
charges have been found to have this character not on
nitrogen, but also in argon, helium, air, CO2, and mixtures of
these gases.5–7

The procedure used to investigate the decay of a pla
produced by an annular sliding discharge entails the dete
nation of the absolute value and temporal dynamics of
absorption coefficient of diagnostic microwave radiatio
This coefficient is equal to the ratio of the transmitted to
incident microwave power and is defined as8

F5expS 24p/cE s~y!dyD , ~1!

where s(y) is the plasma conductivity averaged over t
cross section of the microwave beam:

s5e2Nenm /m~nm
2 1v2!, ~2!
7901063-7842/98/43(7)/5/$15.00
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nm is the electron collision frequency,v is the frequency of
the sensing microwave radiation, andc is the speed of light.

The integration is carried out along the direction of ele
tromagnetic wave propagation~along they axis! within the
boundaries of the plasma region.

Proceeding from Eqs.~1! and ~2!, we can write the fol-
lowing equation for the average degree of ionization alo
the y axis:

Ne
cp/N5 ln~1/F !a0DY, ~3!

wherea05mc/4pe2(n/N).1.431026 cm, andDY is the
length of the plasma region.

The previously observed5–7 dynamics of the microwave
absorption coefficient during the plasma decay stage exh
nonmonotonic behavior. This fact has led Gritsininet al.5,9

to the conclusion that secondary ionization reactions eff
tively take place in the postdischarge period.

Anomalous phenomena have also been recorded in
investigation of plasma decay in the channel of a laser sp
in nitrogen and in air. Under the conditions reported in Re
10 and 11, for example, the decay times of the electron d
sity of the plasma formed in the laser breakdown of air e
ceeded by a factor of tens the time corresponding to
recombination decay regime. The density of the genera
plasma in this case was determined from the microwave
sorption coefficient, whose temporal dynamics was also n
monotonic.

The objective of the present study is to analyze the s
cific mechanisms underlying the formation of the pho
plasma of an annular sliding charge and to describe
prominant features of the dynamics of the microwave
sorption coefficient during the decay of the genera
plasma.

2. At a gas pressureP.10 Torr the emergence of
plasma inside the ring is associated with the photoioniza
of molecules of the mixture by hard UV radiation from
sliding discharge.3–7 The presence of even a minute impuri
of oxygen molecules~which have a relatively low ionization
potential! can lead to photoionization because radiation h
© 1998 American Institute of Physics
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ing a wavelength smaller than 102 nm is absorbed by
oxygen. In nitrogen-oxygen mixtures the source of ionizat
radiation is found in molecular N2 bands in the wavelength
interval 98 nm,l,102.5 nm~Ref. 12!.

The spectral composition of sliding-charge plasma rad
tion has been investigated mainly in the rangel.100 nm
~Ref. 13!. It has been shown that the radiation spectrum
a complex line structure with a predominance of strong lin
from constituent atoms of the dielectric material. B
rezhetskayaet al.,3 have performed probe measurements a
used to determine the absorption coefficient of ionizing
diation from an annular sliding discharge. For this coefficie
in nitrogen at atmospheric pressure they obtainedx50.6
20.8 cm21.

Ionization in pure nitrogen is associated with the abso
tion of radiation in the wavelength rangel,80 nm. In this
part of the spectrum the coefficientx at atmospheric pressur
has the valuex.700 cm21, which is considerably highe
than the experimental value. Pravilov14 has proposed a
mechanism involving the photoionization of metastable
trogen molecules, which, in turn, are formed in the abso
tion of photons by unexcited N2(X1Sg) molecules. In nitro-
gen the most intense generation is exhibited by N2(a1Pg)
metastables during the absorption of radiation in Lyma
Birge–Hopfield bands. However, the radiation absorpt
coefficient in these bands atP51 atm is not higher than
0.11 cm21 ~Ref. 15!, which is far below the experimentall
measured value. Moreover, it has been remarked3 that the
coefficientx is essentially independent of the nitrogen pre
sure, so that the photoionization observed in Ref. 3 is m
likely attributable to the presence of impurities~e.g., an oxy-
gen impurity!. Similar conclusion are drawn in Refs. 13 an
16, based on investigations of the mechanism of photo
ization of nitrogen by radiation from sliding and spark d
charges.

At atmospheric pressure and with a.0.1% fraction of
oxygen in the mixture the absorption coefficient is appro
matelyx.0.6 cm21 ~Ref. 12!, which is consistent with the
measurements results.3

The primary ions formed in the absorption of UV radi
tion by oxygen molecules are O2

1 . They can eventually con
vert into more complex O4

1 and O2
1N2 ions in the reactions17

O2
11O21O2→O4

11O2, 2.4310230~300/T!3.2 cm6/s,

O2
11N21N2→O2

1N21N2, 8310231~300/T!2 cm6/s,
~4!

O2
1N21N2→O2

112N2,

1026~300/T!5exp~22357/T! cm3/s, ~5!

O2
1N21O2→O4

11O2, 1029 cm3/s. ~6!

The rates for the dissociative recombination reactions of2
1

and O4
1 ions

O2
11e→product, 231027~300/Te!

0.7 cm3/s, ~7!

O4
11e→product, 231026~300/Te!

0.5 cm3/s ~8!

differ more than tenfold,12,17 underscoring the importance o
the question as to which ion species is predominant.
e
n

-

s
s
-
d
-
t

-

-
-

–
n

-
st

n-

-

We must also take into account the additional elect
annihilation channels associated with attachment to O2 mol-
ecules:

e1O21O2→O2
21O2, 1.9310230 cm6/s,

e1O21N2→O2
21N2, 8.5310232 cm6/s.

At P5200 Torr in a N210.1%O2 mixture ~under conditions
corresponding those in Ref. 5! attachment processes b
comes decisive att.ta5300ms.

Proceeding from Eqs.~4!–~8!, we estimate the ratio o
the main species of ions for the N210.1%O2 mixture at
P5200 Torr. At timest>5 ns the concentration@O2

1N2# is

@O2
1N2#5@O2

1#@N2#k4 /k5.0.01@O2
1#,

wherek1 is the rate constant of theith process. With this fact
in mind, att@(k6@O2#)21.1 ms we obtain

@O4
1#/@O2

1#5@O2#@N2#k4k6 /~Nek5k8!. ~9!

If only two main ion species are present, the dissociat
recombination coefficient for a quasineutral plasma (Ne

.@O4
1#1@O2

1#) can be written in the form

b5~k71k8@O4
1#/@O2

1# !/~11@O4
1#/@O2

1# !. ~10!

It is evident from Eqs.~9! and ~10! that the ratio
@O4

1#/@O2
1# and the quantityb increase with increasing pres

sure and, according to~4!–~6!, decrease as the temperatu
of the gas increases. Under the experimental conditions
ported in Ref. 5 (T5350 K, P5200 Torr, and Ne.2
31011cm23) we obtain @O4

1#/@O2
1#.0.1 and b.3.5

31027cm3/s.
At a constant recombination rateb the dynamics of the

electron density in the decay stage is described by the
pression

Ne~ t !5Ne
0/~11Ne

0b~ t2t0!!. ~11!

Under the conditions of Ref. 5 atb53.531027cm3/s the
characteristic plasma decay time should not exceed 15ms.
On the other hand, measurements5–7 give values 20–30
times higher.

Gritsinin et al.5,9 attribute the increase in the characte
istic decay times of the generated photoplasma to the o
of associative ionization processes involving metasta
electron-excited atoms and molecules. The possible ca
dates for these molecules in nitrogen are N2(A3Su) and
N2(a1Pg). Their interaction can lead to the formation o
charged particles in the reactions17

N2~A3Su!1N2~a1Pg!→N4
11e, ~12!

N2~a1Pg!1N2~a1Pg!→N4
11e. ~13!

However, investigations6,7 have shown that the presence
up to 0.5% oxygen molecules in nitrogen scarcely affects
way in which the plasma decays. Under the experimen
conditions in Refs. 6 and 7 atP5100 Torr the concentration
of oxygen molecules attained@O2#5(122)31016cm23, re-
sulting in deactivation of the N2(A3Su) and N2(a1Pg) states
~in times of 30ms and 1ms, respectively!. It is important to
note that in other gases metastable states capable of con
uting to associative ionization reactions@e.g., Ar(3P0),
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He(3S1), He(3S0), etc.# are effectively quenched by molecu
lar oxygen. Consequently, the allowance for reactions
volving these atoms and molecules does not offer any ex
nation for the experimentally observed rise in the density
electrons within timest>702100ms.

3. The influence of the above-described UV radiati
sources utilizing an annular sliding discharge is accompan
by rapid heat release and active gasdynamic processes
papers reviewed by us3–7,18–20report investigations of annu
lar discharges of the same structure~described in detail in
Refs. 3 and 4!. The ring had a radius of 5 cm, the puls
duration was 10220ms, and the applied voltage wa
U514221 kV. The width of the diagnostic microwav
beam wasd.2l, wherel is the wavelength of the micro
wave radiation@l52 cm ~Ref. 5! andl50.8 cm~Refs. 3, 4,
6, and 7!#.

Several studies of gasdynamic processes initiated b
annular discharge18–23 have been concerned primarily wit
the dynamics of shock wave formation and cumulative
fects accompanying the reflection of this shock wave fr
the axis of the ring. Figure 1 shows a typical example21–23of
the relative position of the main discontinuities of the gas
namic parameters after the reflection of a toroidal sh
wave from the symmetry axis~Y axis!. The axisOR lies in
the plane of the ring.

The acceleration of a convergent annular shock w
decreases the local values of the angle of inclination of
shock front relative to the symmetry axis, so that the refl
tion of the shock front from the axis is an irregular proce
with the formation of a Mach shock wave propagating alo
the Y axis ~curve3 in Fig. 1!. It must be emphasized that
large fraction of the energy of compression in the reflect
of an annular shock wave is imparted to the gas expand
along the axis of the ring in the direction of lea
counterpressure.21 This phenomenon results in the formatio
of a strong Mach wave.

Gasdynamic processes can significantly influence the
namics of the plasma region formed as a result of photo
ization processes. The expansion of this region in the di
tion of theY axis takes place because the gas flow behind

FIG. 1. Positions and configurations of the principal discontinuities in
reflection of a toroidal shock wave from the symmetry~Y! axis.1! Incident
shock;2! reflected shock;3! Mach wave;4! second shock.
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shock wave~curve 1 in Fig. 1! transports the plasma from
the periphery of the ring into the axial zone. As a cons
quence, the electron density increases at large distances
the plane of the ring, an effect than can be interpreted
expansion of the plasma region along theY axis. Inasmuch as
the degree of ionization of the gas changes only very sligh
at the shock front, it can be assumed with reasonable a
racy that the distribution ofNe /N along theY axis is uniform
within the boundaries of the plasma region.1! The variation
of the electron density in this case is mainly attributable
electron-ion recombination processes.

The velocity of the boundary of the plasma region d
pends on the velocity of the gas flow behind the front of t
resulting Mach wave~curve 3 in Fig. 1!. According to
calculations,21,22 this velocity depends linearly on the coo
dinateY. Consequently, the instantaneous dimensions of
plasma region can be defined as

DY~ t !5DY0expE
0

t

Vf~t!/Ys~t!dt. ~14!

Here Ys(t)5*0
t D(t)dt is the distance traversed by th

shock wave in the timet, DY0 is the initial length of the
plasma region, andVf(t) is the velocity of the gas immedi
ately behind the shock front24:

Vf~ t !5
D~ t !2Cs

2/D~ t !

g11
, ~15!

D(t) is the velocity of the shock wave,Cs is the sound
velocity in the undisturbed gas,g is the adiabatic exponent
andDY0.2.5 cm~Ref. 3!.

Bedinet al.19 ~working under conditions similar to thos
in Refs. 18 and 20! have measured the dynamics of the Ma
wave velocityD(t), whereupon they were able to use equ
tions from Refs. 14 and 15 to determine the instantane
dimensions of the plasma regionDY(t).

Figure 2 shows experimental data for the Mach wa
velocity19 and the results of calculations of the dynamics
expansion of the plasma regionDY(t). It is evident that the

e

FIG. 2. Mach wave velocity19 ~curve 1! and length of the plasma region
~curve2! along theY axis versus time.
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dimensions of the plasmoid increase more than fivef
within 1402150ms, exerting an appreciable influence o
the microwave transmission coefficient.

The following experiments have been carried out7 to de-
termine the longitudinal~along theY axis! dimensions of the
plasma region. Radio-transparent plates were mounted in
working chamber, parallel to the plane of the ring and
equal distances from the ring, to limit the size of the plasm
The distanceL between the plates was varied from 4 cm
20 cm ~for a ring of width 1 cm!. It was shown that forL
510212 cm the presence of the plates did not affect
dynamics of the microwave absorption coefficient, i.e.,
dimensions of the plasma region did not exceed 10–20
As the spacingL was decreased, the duration of anomalo
absorption of radiation was observed to decrease cons
ably until the effect all but totally disappeared atL.4 cm. In
this case the behavior of the absorption coefficient co
sponded to recombination-type decay of the sensing plas
According to these data, the maximum length of the plas
region is approximately 10–12 cm, consistent with the
sults of our calculations in Fig. 2.

To explain the experimentally observed anomalies of
dynamics of the microwave absorption coefficient dynam
F(t), we have calculated the evolution of the parameter

Q~ t !5a0~Ne
mid/N!DY~ t !,

which, according to Eq.~3!, governs the quantity ln@1/F(t)#.
To determineN3

mid(t), we have solved the system of balan
equations for the densities of electrons and the principal s
cies of positive and negative ions: N4

1 , O2
1 , O4

1 , O2
1
•N2 ,

and O2
2 . The system of ion-molecular reactions17 was

adopted as the basis. The calculations were carried out
N210.1%O2 mixture at a pressureP5225 Torr. Equations
~14! and ~15! were used to calculateDY(t).

The results of the calculations ofQ(t) and experimenta
data5 are shown in Fig. 3. It is evident that the propos

FIG. 3. Dynamics of the absorption coefficient of diagnostic microwa
radiation in an annular discharge plasma under the conditions of Re
nitrogen,P5225 Torr, l52 cm. The solid curve gives the results of ca
culations, and the dashed line represents experimental data.5
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model can be used to account for the nonmonotonic dyn
ics of the absorption coefficient of the microwave sign
attributing it to the expansion of the plasma region as a re
of gasdynamic processes. It should be emphasized tha
phenomenon described here is a consequence of the an
shape of the source of energy release. As mentioned,
source has the effect of driving the plasma from the peri
eral regions of the ring toward its axis, into the microwa
sensing region, thereby accounting for the variation in
dynamics of the microwave absorption coefficient.

It follows from this model, in particular, that the ampl
tude of the indicated nonmonotonicity of the absorption c
efficient should increase when the energy input during
discharge stage increases~causing the intensity of the shoc
waves and the rate of expansion of the plasma region
increase!. This effect has been observed previously7 in nitro-
gen and in argon with oxygen additives when the volta
was increased from 14 kV to 21 kV. Also noted in Ref. 7
an increase in the lifetime of the photoplasma of an annu
discharge when the gas pressure is lowered~the lifetime t
was determined as the time at which the absorption coe
cient of the sensing radiation attained a prescribed val!.
According to Ref. 7,t•P.const atP>50 Torr. The micro-
wave absorption coefficientF for nm@v and a fixed value of
DY depends only on the ratioNe /N @see Eq.~3!#. Conse-
quently, when the pressure is reduced, lower densitiesNe are
required in order to attain a given value ofF. If we assume
that the plasma decays according to the recombination
the characteristic decay time is t5(Neb)21

5DY/@Nba0ln(1/F)#. According to Ref. 7,DY changes
only slightly at pressuresP5702760 Torr, so thattN
.const at a given value of the coefficientF, consistent with
the data in Ref. 7. This result affords further confirmation
the recombination character of the decay of the investiga
plasma.

5. This investigation can be summarized in the followin
conclusions.

The decay of the plasma generated by hard ultravio
radiation from an annular sliding discharge obeys the reco
bination law. The experimentally observed monotonicities
the microwave absorption coefficient~which are treated as
resulting from secondary ionization reactions and
counted among the important advantages of this preion
tion technique5–7! can be attributed to expansion of th
plasma region due to intense gasdynamic processes.
phenomenon is a consequence of the annular shape o
energy-release source and is not observed in a planar ge
etry.

Gasdynamic processes are also responsible for the
mation of nonuniform distributions of the temperature a
gas density in the plane of the ring. Zones of hot, rarefied
are observed near the surface of the ring and particularl
the zone around the axis; these zones are clearly distingu
able on shadowgrams.9,18 The application of an annular slid
ing discharge for preionization of the gas in the live zone
an externally sustained discharge can lead to breakdow
the gas in heated regions~owing to an increase in the nor
malized electric fieldE/N and a rise in the electron temper
ture!. This phenomenon has been observed9 in a study of an

5:
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externally sustained microwave discharge in nitrogen.
Gasdynamic processes thus have a significant and

ally deleterious influence on the properties of an annular
charge as a device for the preionization of gas mixtures. T
influence can be avoided by placing the emitting ring outs
the gas-discharge chamber in which the externally susta
discharge is ignited. By maintaining the axial symmetry, t
should also preserve such an important advantage of ann
discharges as the uniform distribution of the intensity of
ionizing radiation flux in the plane of the ring. Moreove
this arrangement makes it possible to ignite an extern
sustained discharge and an annular sliding discharge in
ferent gas mixtures, thereby creating further opportunities
optimizing the parameters of the overall system.

1!It is possible forNe to decrease by virtue of the more rapid recombinat
decay of the plasma in the postshock compression zone, whereNe is higher
than the corresponding background values. However, the compre
zones of explosive shock waves have relatively small dimensions. U
the stated conditions the residence time of the gas in the zone wher
particle concentration is two or more times the background level ist0

.223 ms. In timest@t0 the background value ofNe is Ne
f .(b•t)21

and, hence, the variation of the ratioNe /N ~due to the recombination o
electrons! as the gas passes through the postshock compression zo
relatively small.
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goatomizdat, Moscow, 1992!.

15D. Yu. Zaroslov, N. V. Karlov, G. P. Kuz’min, and S. M. Nikiforov
Kvantovaya E´ lektron. ~Moscow! 5, 1221 ~1978! @Sov. J. Quantum Elec-
tron. 8, 695 ~1978!#.

16R. V. Babcock, J. Liberman, and W. D. Parthow, Plasma Sources
Technol.QE-12, 29 ~1976!.

17I. A. Kossyi, A. Yu. Kostinsky, A. A. Matveyev, and V. P. Silakov
Plasma Sources Sci. Technol.1, 207 ~1992!.

18N. K. Berezhetskaya, E. F. Bol’shakov, S. K. Golubevet al., Zh. Éksp.
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Conditions for the existence of a positively charged structure in a Penning discharge
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An analytical model is developed for the high-current form of a low-pressure glow discharge in
a magnetic field. Expressions are derived for the critical magnetic induction and critical
pressure, below which it becomes impossible for this form of discharge to exist. It is shown that
the transition from the high-voltage form to the high-current form of discharge with
increasing pressure is not attributable to an increase in the ionization rate, but to an increase in
the drift velocity of plasma electrons across the magnetic field. Estimates based on the
expressions derived in the article agree in order of magnitude with the experimental data. It is
shown that the region in which discharge exists can change considerably in the presence
of electron emission. ©1998 American Institute of Physics.@S1063-7842~98!01007-1#
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The burning of a glow discharge with oscillating ele
trons ~Penning discharge! can take place in two forms: 1!
high-voltage discharge characterized by the predominanc
a negative charge in the gap; 2! high-current discharge
where essentially the entire gap is filled with a plasma h
ing a low potential drop, and the discharge voltage is loc
ized almost entirely in the ionic cathode sheath.1 In the sec-
ond case the structure formed in the discharge has a pos
charge on the whole. Zharinov and Nikonov2 have investi-
gated a discharge in a magnetic field, noting the poten
benefit of using discharges with a positively charged str
ture for the design of efficient gas-discharge devices, e
tron sources in particular. However, the analysis in Ref
treats a situation where the unneutralized positive cha
which is proportional to the difference between the densi
of ions and electrons, is not localized in the cathode she
but is distributed uniformly in the discharge gap. It is al
assumed in the paper that ionization in the discharge
implemented by plasma electrons, whereas experime
results3 have shown that in glow discharges with electr
oscillations, in addition to the group of slow plasma ele
trons having an almost-Maxwellian distribution, there is a
a group of so-called fast particles. These particles are
result ofg-ray processes on the cathode, and when they
accelerated in the cathode sheath, they acquire an energ
corresponds to the cathode drop and is then spent in el
and inelastic collisions with neutral gas atoms. The fract
of these particles is not very large, but they provide the m
contribution to ionization, while the contribution of secon
ary plasma electrons resulting from ionization by fast p
ticles is not significant, because they do not acquire suffic
energy from the weak electric field present in the plasm
The separation of the gas-discharge gap into the cath
sheath and the plasma region, together with allowance
ionization by fast particles, has made it possible to calcu
the characteristics of a glow discharge with electron osci
tions in a hollow cathode in satisfactory agreement with
experimental results.4 The objective of the present study is
develop a simplified analytical model of the high-curre
7951063-7842/98/43(7)/8/$15.00
of

-
l-

ive

al
-

c-
2
e,
s

th,

is
tal

-
o
e
re
hat
tic
n
in

-
nt
.

de
or
te
-
e

t

form of a discharge with electron oscillations and to estim
the conditions under which this form occurs. We are parti
larly interested in determining the lower limit of the workin
pressure range, because one of the main applications o
investigated discharge is the development of charged-par
sources utilizing it, where low pressure is necessary to en
the electric strength of the accelerating gap. Moreover,
influence of electron emission on the discharge characte
tics is investigated within the framework of the model dev
oped here.

MODEL OF DISCHARGE IN A MAGNETIC FIELD

We consider the problem in planar geometry. We
sume that the anode of the gas discharge is situated in
planex50, and the cathode is situated in the planex5d. In
the gap, which is filled with gas to a pressurep, there is a
magnetic field with inductionB perpendicular to the electric
field. The influence of the magnetic field on the motion
ions can be disregarded, and it can be assumed that at
pressures in the Coulomb regime ions leave the gap with
collisions. As for electrons, they are magnetized and,
cause of their oscillations in the magnetic field, traverse
path considerably longer than the gap; hence, their collisi
must be taken into account, even though the conditions of
Coulomb regime are formally satisfied.

Physical justification for the separation of electrons in
two groups can be found in the observation that the trans
cross section of Coulomb interaction drops abruptly as
energy increases. Calculations based on an approxim
equation in Ref. 5 give this cross section as 4310214 cm2

for electrons with a thermal energy of 5 eV, which is cha
acteristic of plasma electrons in the investigated dischar
and 4310218 cm2 for electrons with an energy of 500 eV
which is characteristic of fast particles. On the other ha
the cross sections of the different types of interaction
tween electrons and atoms for the majority of gases is of
order of magnitude of 10216 cm2. It is evident from these
numbers that slow particles interact fairly vigorously, pro
© 1998 American Institute of Physics
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ably accounting for the nearly Maxwellian distribution in th
low-energy range, whereas the main interaction for fast p
ticles, even when the gas is highly ionized, is interact
with neutral particles.

As a fast particle slows down in the gas, its energy
spent in the excitation and ionization of atoms and also
elastic collisions. Over a wide range of initial energies in t
case the formation of one pair of charged particles requi
on the average, the expenditure of a certain energyW, which
is constant for each type of gas. Also allowing for the fa
that the ionization cross section in the characteristic ene
range for fast particles of a glow discharge, 100–1000
can be very accurately approximated by a dependence o
type 1/v, wherev is the particle velocity, and that the ion
ization frequencyn i can therefore be regarded as a consta
we write the following relation for the characteristic fas
particle relaxation time:

t r5
eUc

n iW
, ~1!

wheree is the electron charge,Uc is the cathode drop, which
is essentially equal to the discharge voltage, andeUc is the
energy acquired by a fast particle after traversing the cath
sheath.

During the timet r a fast particle loses its ability to ion
ize and transfers to a group of slow particles. For fast p
ticles we can then write the equation of continuity in t
form

d~nfv f !

dx
5

nf

t r
, ~2!

wherenf is the density of fast particles, andv f is the average
velocity of their directional motion across the magnetic fie

There is no minus sign on the right side of Eq.~2!,
because the cathode-to-anode direction is adopted as
positive direction for the fluxes of both fast and slow ele
trons. The fast-particle flux is governed by diffusion acro
the magnetic field:

nfv f5D f

dnf

dx
, ~3!

where D f is the fast-particle diffusion coefficient, and th
drift component can be disregarded, because the weak
tric field in the plasma does not have any significant infl
ence on the motion of fast particles.

To verify the latter assertion, we estimate the ratio of
characteristic lengthl traversed by a fast electron as a res
of drift to the characteristic diffusion lengthl D5AD ft r . The
following relation can be written for the fast-electron mob
ity coefficient:

m f5
en f

mv2
, ~4!

where n f is the effective collision frequency for fast ele
trons, andm andv are the mass and Larmor frequency of t
electron.

The relationn f!v for magnetized electrons is take
into account in Eq.~4!. Also allowing for the fact that the
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square of the fast-particle velocity varies from 2eUc /m es-
sentially to zero and maintains a value;eUc /m on the av-
erage, we write the expression for the fast-particle diffus
coefficient

D f5
eUc

3m

n f

v2
. ~5!

The potential drop across the plasma region of the inv
tigated discharges is of the order ofkTe /e, wherek is the
Boltzmann constant, andTe is the plasma electron tempera
ture. Since the thickness of the cathode sheath is gene
much smaller than the length of the plasma region, the a
age electric field in the plasma can be estimated as

E5
kTe

ed
. ~6!

Using Eqs.~4!–~6!, we obtain

l

l D
5

m fEt r

AD ft r

'An f

n i

RL

d

kTe

AeUcW
, ~7!

whereRL is a characteristic Larmor radius of fast electron
In Eq. ~7! the ratio l / l D is represented by a product o

three factors: The first,An f /n i , is a quantity of the order of
unity; the second,RLd, must be smaller than unity for th
investigated discharge, otherwise electrons would imme
ately leave the anode and oscillations could not take pla
finally, the third factor,kTe /AeUcW, is much smaller than
unity, because the thermal energy of the plasma electron
substantially lower than both the fast-particle energy and
available ion energy. On the whole, therefore, the given ra
is much smaller than unity and, hence, the drift compon
of the fast-particle flux can be ignored in comparison w
the diffusion component.

Both the diffusion and the drift component are signi
cant for the flux of plasma electrons:

neve5De

dne

dx
2mene

dw

dx
, ~8!

wherene , ve , De , and me are the density, average direc
tional velocity, diffusion coefficient, and mobility coefficien
of slow electrons in a transverse magnetic field, andw is the
potential.

We write the equation of continuity for slow particles
the form

d~neve!

dx
52venf . ~9!

A term corresponding to the transition of electrons fro
the group of fast particles to the group of slow particl
could be added to the right side of Eq.~9!, but it is much
smaller than the ionization term. The equation of continu
for ions has a similar form:

d~niv i !

dx
5v inf , ~10!
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whereni andv i are the density and average velocity of t
ions, but now the right side has a plus sign, because
anode-to-cathode direction is chosen as the positive direc
for the ion flux.

We use a simplified form of the equation of motion f
ions,6 but without the collision term:

d~nin i
2!

dx
52

eni

M

dw

dx
, ~11!

whereM is the ion mass.
Combining Eqs.~2! and ~3!, we obtain a second-orde

differential equation fornf :

nf2 l D
2 d2nf

dx2
50. ~12!

One of the two boundary conditions needed to solve
equation is dictated by cathode processes:

nf~d!v f~d!5D fdnf /dxx5d5g j c /e, ~13!

where g is the effective ion-electron emission coefficien
and j c is the ion current density at the cathode.

The second condition can be formulated by settingnf

equal to zero at an absorbing wall, i.e., at the anode:

nf~0!50. ~14!

A solution that satisfies both these boundary conditio
has the form

nf5
g j cl D sinh~x/ l D!

eDf cosh~d/ l D!
. ~15!

Assuming that all the ions formed in the gap enter
cathode, we can describe the ion current density at the c
ode by the expression

j c5E
0

d

en infdx5
g j cn i l D

2

D f cosh~d/ l D!
~cosh~d/ l D!21!.

~16!

It follows from Eq. ~16! that the following condition
must hold for the charge to be self-sustained:

gn it r~121/cosh~d/ l D!!51. ~17!

Introducing the parameters

U05
W

eg
, B051.5

AmWn f /n i

ged
, ~18!

and the dimensionless variables

u5Uc /U0 , b5B/B0 , ~19!

we transform Eq.~17! as follows:

u~121/cosh~2.61b/u!!51. ~20!

The physical significance of the new parameterU0 is
perfectly clear. It is the minimum possible voltage at whi
the discharge can burn; it is attained when all the fast e
trons are able to expend their energy in the gap, and o
then can they escape to the anode. In this case the numb
ions formed by a single fast electron isNi5eU0 /W51/g.
When the discharge burns at a higher voltage, each elec
e
on

is

s

e
th-

c-
ly
r of

on

again produces 1/g ions on the average, and the excess
ergy is transferred with the electron flux to the anode.

Further transformations are needed to understand
physical significance of the parameterB0. From Eq.~20! we
obtain an explicit expression for the functionb(u):

b5
u

2.61
arccoshS u

u21D . ~21!

The function~21! has a minimum equal to unity at th
point u51.73. Accordingly, the inverse functionu(b),
which characterizes the dependence of the discharge vo
on the induction of the magnetic field, is defined in the d
mainb>1, in which it is two-valued~curve1 in Fig. 1!; for
b,1 or, equivalently, forB,B0 it is impossible for the
self-sustainment condition to be satisfied at any volta
Consequently,B0 represents the minimum magnetic indu
tion at which it is still possible for the given form of dis
charge to burn.

Estimates ofB0 from the above expression are in goo
agreement with the results of discharge experiments7,8 in a
so-called inverted magnetron. It should be noted, howe
that the experimental results show that the lower limit of t
magnetic field range varies with the pressure in the d
charge, although the actual dependence is not very str
For example, in Ref. 7 it was found possible to ignite
high-current discharge withB514 mT at a gas pressure o
0.3 Pa, but when the pressure was doubled, the magn
induction could be lowered to 13 mT. Because of the und
lying assumptions (n i;const, n f;const) the proposed
model does not describe this weak effect. A more accu
model must be developed to describe it.

The physical significance of the two-valuedness of
function u(b) is most likely that electrons move compar
tively slowly across the magnetic field under the conditio
corresponding to the lower branch and manage to expen
their energy in ionization, whereas under the conditions
the upper branch fast particles have a high energy and

FIG. 1. Voltage versus induction of the magnetic field.1) b50; 2) 0.2; 3)
0.33;4) 0.37;5) 0.384.
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effect a large number of ionizations, but they also diffu
more rapidly across the magnetic field and reach the an
expending only an insignificant fraction of their energy. It
indeed correct to say that the qualitative form of the exp
mentalU(B) curves correspond to the lower branch of t
given dependence, and for the upper branch such ascen
curves have been observed in discharge ignit
experiments,9 but the present author does not know of a
papers in which dependences of this kind have been
served for the discharge voltage. The states correspondin
the upper branch are probably unstable.

The following considerations are tendered in corrobo
tion of the latter conjecture. The self-sustainment condit
gNi51 is satisfied exactly on the reducedu(b) curve; to the
left of this curve the ionization is weaker, andgNi,1, while
to the right of the curve is a region of enhanced multiplic
tion, gNi.1. We postulate that the discharge is fed by
emf source through a ballast resistor. Accordingly, if the d
charge is in a state corresponding to the upper branch
random attenuation of the intensity of the ionization p
cesses and the discharge current the voltage drop acros
ballast resistor decreases, and the voltage across the
charge gap increases. As a result, the discharge enters
gion corresponding to reduced multiplication, ionization co
tinues to diminish, and the discharge is extinguished. Bu
the discharge is in a state corresponding to the lower bra
of theu(b) curve, then in the analogous situation an incre
in the discharge voltage causes the discharge to enter
gion of enhanced multiplication, and a randomly occurri
decrease in the ionization intensity is compensated. T
from the foregoing considerations and published experim
tal data we can only conclude that although the s
sustainment condition is satisfied for two different discha
voltages, a state corresponding to the lower branch of
u(b) curve is stable and is the one that will occur expe
mentally.

The self-sustainment condition is a necessary but n
sufficient condition for the given form of discharge to occu
It is also necessary to determine the conditions under wh
a quasineutral plasma will fill up the entire gap from t
cathode sheath to the anode. Ignoring the contribution of
particles to the total negative charge, we write the quasin
trality condition in the form

ne5ni5n. ~22!

When the functionnf(x) has the form determined here
the solution of the system of equations~8!–~11!, ~22! does
not present any special difficulties. For the electron and
flux densities we obtain, respectively,

nve5
j c

e

cosh~d/ l D!2cosh~x/ l d!

cosh~d/ l D!21
, ~23!

nv i5
j c

e

cosh~x/ l D!21

cosh~d/ l D!21
. ~24!

To determine the concentration of the plasma, we co
bine Eqs.~10! and ~11! and, rejecting terms that contai
dw/dx, after suitable transformations we obtain the equat
e
e,
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d

dx S ~nn i !
2

n
1nvb

2D5
enve

Mme
, ~25!

wherevb5AkTe /M is the Bohm velocity.
We integrate this equation from a certain pointx to the

interface between the plasma and the ionic cathode she
disregarding the thickness of the cathode region and ass
ing that this interface is situated at the pointx'd,

S ~ j c /e!2

n~d!
1n~d!vb

2D2S ~nn i !
2

n
1nvb

2D5E
x

denvedx

Mme
[ f ~x!.

~26!

Solving this equation forn, we obtain

n5
g~x!1Ag2~x!24~nn i !

2vb
2

2vb
2

, ~27!

where

g~x![S ~ j c /e!2

n~d!
1n~d!vb

2D2 f ~x!. ~28!

The final equation~27! is physical only when the square
root expression is positive and the points at which this
pression vanishes are boundaries of the quasineutral pla
One such point is the interface between the plasma and
cathode sheath. Making use of the fact thatf (d)50 and
nn i(d)5 j c /e, we have

S ~ j c /e!2

n~d!
1n~d!vb

2D2
2 j cvb

e
50, ~29!

from which we find an equation for the plasma concentrat
at the interface with the sheath:

n~d!5
j c

evb
. ~30!

Inasmuch as we are interested in the case where
plasma fills up the entire gas-discharge gap from the cath
sheath to the anode, the square-root expression must be
tive throughout the rest of the gap, and only in an extre
case can it vanish at the anode. Allowing for the fact that
ion current is equal to zero at the anode, we find that
conditiong(0)>0 must hold in order for the given discharg
form to occur; the satisfaction of this condition is ensured

f ~0!5E
0

dennedx

Mme

5
j c

Mme
S dcosh~d/ l D!2 l Dsinh~d/ l D!

cosh~d/ l D!21 D,
2 j cnb

e
. ~31!

Making use of the fact that the mobility coefficient o
electrons across the magnetic field is proportional to the n
tral gas concentrationN, we can transform relation~31! as
follows:

Nd>
m

2M

~vd!2

vbke
F~b!, ~32!
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where ke5vb /N is the effective collision frequency o
plasma electrons, normalized to unit concentration of
neutral gas, and the functionF(b), which is defined by the
relation

F~b!5u~b!S 12
tanh~2.61b/u~b!!

2.61b/u~b! D , ~33!

varies only slightly asb increases~it goes from 0.7 atb51
to 1 in the limit b→`) and can be replaced by unity fo
estimates. Relation~32! gives the lower limit of the working
pressure range for the given discharge form. It is interes
to note that relation~32! can be transformed to the following
which has a simple physical interpretation:

v̄e'
mekTe

ed
>

vb

2
'n̄ i . ~34!

Consequently, the transition from the high-voltage to
high-current form of discharge at elevated pressure beco
possible, not because of stronger ionization as suggeste
Refs. 2 and 7, but because the electron velocity across
magnetic field is comparable to or higher than that for io
This conclusion is consistent with the published results
experiments on the conditions for the burning of a penn
discharge in a hollow cathode,10 where it has been show
that the discharge voltage rises sharply when the ratio of
anode area to the cathode area decreases below the
;Am/M . When this condition holds, the escape velocity
electrons from the discharge gap in zero field is lower th
the ion escape velocity.

The lowest working pressurepcr is attained for the mini-
mum possible magnetic induction and can be determi
from the equations

pcr5
0.35kTm

kevbMd
~v0d!25

0.78kTWn f

g2kevbMdn i

, ~35!

whereT is the temperature of the gas, andv05eB0 /m.
At p5pcr the investigated discharge can burn only f

one value of the magnetic induction. When the pressur
increased abovepcr , the range of magnetic fields broaden
whereupon different plasma concentration profiles can be
tained by varyingB ~Fig. 2!, including the possibility of
obtaining a distribution with a wide interval in which th
plasma is nearly homogeneous~curve2 in Fig. 2!. This fea-
ture of the given type of discharge means that it can be u
to generate beams of large cross section.

As the magnetic field decreases, the minimum work
pressure increases approximately as the square of the
netic induction. The region of pressures and magnetic fie
in which the high-current form discharge is possible
shown in Fig. 3. To the left of curve OA it cannot be su
tained in weak magnetic fields, owing to insufficient ioniz
tion and failure of the self-sustainment condition, nor can
exist below curve OC, because the electron velocity is
high enough, and the quasineutral state cannot be mainta
in the interval from the cathode sheath to the anode. In m
surements of the experimental dependence of the disch
voltage on the magnetic induction when a constant pres
is maintained, the operating point can be made to inter
e
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curve OC by gradually increasingB, in which case the
quasineutral state in the anode sheath is violated, and
electron layer begins to form in the vicinity of the anod
The measured dependence becomes monotonic in this
The descending part, corresponding to the lower branch
the u(b) curve, gives way to an ascending part, because
voltage drop across the anode sheath begins to contri
significantly to the total discharge voltage.8

It is important to note that the critical neutral gas co
centration can be lowered considerably if its degree of i
ization is sufficiently high, because the transfer of electro
across the magnetic field is initiated not only by collisio
with neutral atoms, but also as a result of electron-ion co
sions (me;ve1vei). An analytical solution of the problem
has not been obtainable in this case, but the results of
merical calculations lead to remarkably obvious conclusio
For example, when the frequency of electron-ion collisions
compared with the effective frequency of electron-atom c

FIG. 2. Typical distributions of the plasma concentration in strong and w
magnetic fields.1) b56; 2) b51.

FIG. 3. Region in which the high-current form of glow discharge can oc
in a magnetic field.
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lisions, it is found that the critical concentration can be
duced by approximately one half. However, since a h
degree of ionization is attained for high discharge curre
and is accompanied by a significant increase in the temp
ture of the gas, one cannot look for a significant gain in
pressure of the gas. On the other hand, the results of ex
ments show that an increase in the discharge current is
companied by a measurable increase in the critical press
The detailed analysis of the thermal processes involved
the investigated discharges and the determination of the
temperature and the electron temperature are beyond
scope of the present study and could be the object of fu
research.

Another factor that could significantly influence the cri
cal pressure is the possible onset of noise and instabilitie
the plasma in strong magnetic fields, as they can lead
so-called anomalous diffusion and a sharp increase in
velocity of electrons across the magnetic field. These effe
will obviously be conducive to broadening the working pre
sure range, but this regime, which is characterized by ab
spatial and temporal irregularities in the plasma, sho
scarcely be recommended for the development of pla
sources of charged particles, at least not for those design
generate beams of large cross section. But should ther
some application for which the presence of a stable, ho
geneous plasma is not a prerequisite and for which, at
same time, lowering of the pressure is to be desired,
indicated regime could be used.

INFLUENCE OF ELECTRON EMISSION ON THE DISCHARGE
CHARACTERISTICS

Let the gas-discharge gap be bounded in the directio
the magnetic field and have a lengthL in this direction. A
cathode potential is applied to the end electrodes to pre
the escape of electrons, but one of these electrodes is in
form of a grid with a transmittancea, through which elec-
trons are emitted from the discharge plasma when an ac
erating voltage is applied between it and an accelera
electrode. Skipping over distracting details associated w
specific aspects of emission in the presence of electr
sheaths,11 we assume thatanv̄dt/4 particles are emitted
through a section of the grid of unit area during a timedt
and, accordingly, that the number of particlesnL in the fic-
titious column resting on this section decreases by the s
amount:

d~nL!52anv̄dt/4. ~36!

From this relation we obtain an expression for t
emission-induced variation of the concentration:

dn

dt
52

a v̄n

4L
52

n

t
, ~37!

where we have introduced the characteristic time of the
of particles through emission

t5
4L

a v̄
. ~38!
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For plasma electrons we havev̄5A8kTe /pm and for
fast particles, whose velocities vary fromA2eUc /m essen-
tially to zero, the average velocity can be set equal
AeUc/2m, whereupon we obtain the following expression f
the characteristic timeteff of fast-particle emission losses:

tef5
4L

a
A2m

eUc
. ~39!

In the presence of emission the equation of continu
for fast particles acquires the form

d~nfv f !

dx
5

nf

t r
1

nf

tef
5

nf

t f
. ~28!

where we have introduced the characteristic time of to
losses of fast particles

t f5
t rtef

t r1tef
. ~40!

The equation of motion~3! is unchanged, and the simu
taneous solution of Eqs.~28! and~3! yields the density of fast
particles

nf5
g j cl f sinh~x/ l f !

eDf cosh~d/ l f !
, ~41!

wherel f5AD ft f .
Disregarding the loss of ions at the ends, we assum

before that all the ions formed in the gap reach the catho
introducing similar transformations, we obtain the followin
condition for the discharge to be self-sustained:

u

11bu3/2S 12
1

cosh~2.61bA11bu3/2/u!
D 51, ~42!

where the parameterb is given by the equation

b5
aA2W/m

8g3/2n iL
. ~43!

It is evident at once that without emission (a50) Eq.
~42! goes over to~20!. Equation~42! describes in implicit
form theu(b) curves shown in Fig. 1 for various values o
the parameterb. Clearly, asb increases, the curves shift t
the right, and the lower limit of the magnetic field rang
increases. An alternative interpretation is that every value
b has a corresponding critical value of the parameterbcr ,
which cannot be exceeded without violating the condition
self-sustainment of the discharge. This property impose
lower bound on the pressure required to sustain the disch
in the electron emission regime. Introducing the ionizati
constantki5n i /N, we obtain the relation

p.
akTA2W/m

bcr~b!8g3/2kiL
. ~44!

The form of the functionbcr(b) can be determined by
deducing an explicit expression for the functionb(u) from
Eq. ~43! and analyzing it for the minimum. As a result, w
obtain the functionbmin(b), whose inverse is then the func
tion bcr(b). The functionbcr(b) is equal to 0 forb51, then
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gradually increases, tending to 0.4 in the limitb→`, and for
b.0.4 the functionu(b) is no longer real. Consequently, th
minimum pressurep0 at which the given form of discharg
can still occur with strong magnetic fields (b@1) applied to
the gap is given by the relation

p05
akTA2W/m

3.2g3/2kiL
. ~45!

In weak magnetic fields (b>1) the pressure must b
even higher~curve1 in Fig. 4!, because nowbcr,0.4).

Thus, the situation of establishing a self-sustained d
charge changes significantly upon transition to the elec
emission regime. For self-sustainment without emission i
sufficient for the magnetic field to exceed a certain lev
whereas in the presence of emission a definite pressure
must be established, where estimates based on Eq.~45! show
that for not too great lengthsL ~of the order of a few timesd!
this level is substantially higher than the critical press
determined from Eq.~35!. This means that the transition t
electron emission can have the effect of destabilizing
discharge, as is indeed confirmed by experimental resul12

In Ref. 12 the attempt to extract electrons through the en
end electrode in a system of the inverted magnetron t
made it necessary to significantly increase the admissio
gas into the system in order to maintain a stable discha
and this operation, in turn, created difficulties in the ope
tion of the accelerating system of the source. On the o
hand, the extraction of electrons only through the ano
sheath region rather than through the entire end face did
produce any negative consequences.

An analysis of the situation with electrons extracted o
from a selected part of the gap~through a section of width
de,d) within the framework of the given model could he
to explain this difference. For these calculations on the s
tion @de ,d# we use the equation of continuity in the form~2!,
and on the section@0, de# we use the form (28). We match
the solutions on the basis of the condition of continuity of t
functionnf(x) and its first derivative at the pointx5de . An

FIG. 4. Critical pressure versus magnetic induction.1) de /d51; 2) 0.75;3)
0.5; 4) 0.3.
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analysis of the resulting self-sustainment condition~which is
too cumbersome to write out here! has shown that its satis
faction also requires a certain pressure level, which chan
as the magnetic field is varied, but this level is considera
lower ~by several orders of magnitude! than in the situation
where electrons are extracted through the entire end fac
is evident from Fig. 4, which shows the critical pressure a
function of the magnetic field for several values ofde /d, that
a large difference is attained not only whende /d!1, but
even at valuesde /d;0.5. This result is attributable to th
fact that the density of fast particles drops abruptly from
cathode to the anode, and in the part of the discharge nea
anode they are so few in number that they are capable
being ionized.

The drastic pressure reduction required to ensure
self-sustainment condition with electrons extracted o
from the anode sheath region means that the lower limi
the working pressure range for the investigated discha
again does not depend on the ionization conditions, but
the conditions of motion of the plasma electrons, as was
case without emission. An analytical solution could not
obtained for the plasma concentration in the case of elec
emission from a part of the gas-discharge gap. The result
a numerical analysis show that the range in which the hi
current discharge form is possible broadens toward the l
pressure end in this case. This effect is attributed to an
crease in the rate at which electrons leave the discharge
because now electrons escape not only across the mag
field to the anode, but also along the magnetic field in
accelerating gap.2 The expansion of the range in which di
charge can occur sets the stage for the situation whe
discharge burning in the high-voltage form switches to
high-current form when an accelerating voltage is appl
and electrons are taken off. This event lowers the discha
voltage, as has also been observed experimentally.12 It
should also be noted that limiting the emission region d
not rule out the attainment of a high emission efficiency. T
results of calculations and experimental data attest to
correctness of this assertion.

CONCLUSION

To achieve the high-current form of a glow dischar
with electron oscillations in a magnetic field, it is necessa
that the induction of the magnetic field be equal to or grea
than a critical valueB0, otherwise fast electrons escape to t
anode before they can undergo a sufficient number of ion
tions to satisfy the self-sustainment condition. In addition
is necessary to maintain the pressure in the discharge
level such that the velocity of plasma electrons across
magnetic field will be comparable with or greater than t
ion velocity. The minimum working pressure is attained
B5B0. As the magnetic induction increases, the minimu
pressure increases approximately as the square ofB under
‘‘classical’’ diffusion conditions.

The discharge conditions can change significantly in
presence of electron emission. The voltage can increase
the discharge can even die out when fast particles escape
large numbers. This negative influence can be reduced
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siderably if particles are taken off from the anode she
region of the discharge, in which case limiting the curre
takeoff region does not prevent emission from occurr
with a high efficiency. Both before and after transition to t
electron emission regime, if the operating point (B,p) falls
within the limits of the region where discharge can exist,
voltage does not change significantly. Finally, it is possi
for the situation to arise where electron emission can h
the effect of creating a positively charged structure in a d
charge burning in the high-voltage form with a predom
nance of negative charge, i.e., the discharge switches to
high-current form, and the voltage is lowered.
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Changes in the fine structure of grain boundaries, induced by the absorption of helium,
and helium embrittlement
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and O. A. Velikodnaya
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The changes in the structure of grain boundaries in tungsten due to the absorption of helium
atoms are investigated experimentally and theoretically. Intergranular dilatation localized in a plane
layer of subatomic thickness is observed. It is established that dilatation is accompanied by
splitting of the cores of grain-boundary dislocations and a decrease in the grain-boundary stacking
fault energy. The relationship of intergranular damage to the changes induced in the
parameters of grain-boundary dislocations by the absorption of helium is discussed. ©1998
American Institute of Physics.@S1063-7842~98!01107-6#
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INTRODUCTION

Grain boundaries are a major factor in determining
mechanical properties of irradiated materials. For exam
an abrupt and irreversible loss of plasticity of irradiated m
als and alloys at temperatures above 0.5Tm — high-
temperature radiation embrittlement~HTRE! — can substan-
tially shorten their trouble-free period of operation wh
exposed to radiation. An investigation of the nature of HTR
of reactor materials has revealed the significant role in
phenomenon of helium formed in nuclear reactions or
irradiation by alpha particles.1 However, the mechanism un
derlying the radiation damage of materials as a result of
accumulation of helium in them remains elusive, especia
for lack of information at the atomic level about the stru
tural changes that take place in the early stages of he
buildup at the grain boundaries.

We have used field-ion microscopy methods to inve
gate the influence of helium absorption on the fine struct
of high-angle grain boundaries with radiation-induc
changes in the mechanical properties of polycrystalline m
terials. To exclude effects produced by peculiarities of
behavior of ensembles of disoriented grains, the invest
tions have been carried out on individual, crystallograp
cally certified grain boundaries in bicrystalline samples.

EXPERIMENTAL PROCEDURE AND RESULTS

The investigations were carried out in a field-ion micr
scope with liquid-nitrogen cooling of the samples. The i
aging gas was helium at a pressure of (122)31022 Pa, and
the residual gas pressure did not exceed 1026 Pa. We inves-
tigated bicrystalline tungsten samples~99.98% pure! in the
form of points with a radius of curvature equal to 10–80 n
at the tip. The samples were irradiatedin situ by low-energy
helium ions formed in the collision of helium atoms wi
electrons emitted by the sample when a pulsating nega
potential was applied to it. The value of this potential w
chosen in correspondence with the radius of curvature of
sample at the tip so as to be sufficient for attaining an elec
8031063-7842/98/43(7)/6/$15.00
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field of (325)3107 V/cm and, accordingly, an electro
emission current density of 1062107 A/cm2. The energy
distribution of the helium ions formed during passage of
electron stream was close to a Maxwellian distribution a
matched the distribution of ions in the low-energy plasma
Tokamak-type equipment.2 The fluencef and the energy
spectrum of the ions were calculated by a method develo
in Refs. 2 and 3; the value off in the experiment was varied
in the range 1310132531017 ion/cm2. The average energy
of the helium ions was 200–350 eV, so that the energy tra
ferred in primary collisions was below the threshold for t
displacement of tungsten atoms~50 eV! and was just high
enough for the injection of helium atoms. The temperature
the sample was maintained in the interval 100–400 K dur
irradiation, thereby affording the possibility of intragranul
migration of helium by the interstitial mechanism while pr
venting migration by the vacancy mechanism.4 Bearing in
mind that in the irradiated hemispherical part of a bicrys
its surface and grain boundaries are sinks for interstitial
oms and that the vacancy sink is eliminated, we can ass
in the first approximation that the total flux of helium atom
onto the parts of the grain boundaries situated in the inv
tigated zone near the surface is equal to the fluence of b
barding ions.

After irradiation at an elevated temperature the sam
was cooled to 78 K, its surface was cleaned by lo
temperature field desorption, and successive field-ion ima
of the sample were recorded during controlled layer-by-la
field evaporation.

Bicrystals containing high-angle, strongly bound gra
boundaries were chosen for the investigation. The field-
images of such crystals usually lack any traces of preferen
field etching of parts of the grain boundaries, so that d
placements of crystal atoms during irradiation can be
corded with a resolution to 1 Å in the image plane and
0.1 Å in the direction perpendicular to the image plane, o
ing to the indirect magnification effect.5

Figure 1 shows field-ion images of a coherent int
© 1998 American Institute of Physics
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FIG. 1. Field-ion micrographs of a
high-angle coherent grain boundar
before ~a! and after ~b! irradiation
with helium ions.
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granular boundary with a 52° angle of misorientation relat
to the@110# axis. The arrows indicate the boundary positio
corresponding to the bonding (115)I and (1941 35)II planes
of crystals I and II. One observes bonding of the (110)I and
(110)II planes, which is broken only in the zone where t
1/2 @110# grain-boundary dislocation~indicated by the white
arrow in Fig. 1a! approaches the surface. After the bicrys
is irradiated with helium ions having an average energyW
5300 eV at a fluencef5931014 ion/cm2, a narrow dark
fringe is observed~Fig. 1b! in the field-ion image, running
along the initial trace of the grain boundary~this fringe is
indicated by arrows!. The average width of this fringe i
2.2 Å, which is smaller than the minimum interatomic spa
ing in tungsten~2.7 Å! and is much smaller than the avera
interatomic spacing~3.5 Å! on the steps of the~110! face.
The narrow width of the dark fringe~less than the inter-
atomic spacing! indicates that it is not the result of prefere
tial field evaporation of the boundary material. It is reaso
able to conclude that a ‘‘gap’’ of subatomic width is forme
between the grains at the boundary when the sample is
diated with helium ions. An analysis of the micrograph
Fig. 1b shows that in addition to the above-described
crease in the distance between grains in the direction per
dicular to the surface of the boundary, i.e., linear intergra
lar dilatation, a rigid shift of the lattices of adjacent grai
along the boundary is also observed. The shift is detec
from the relative displacement of the steps of the (110)I and

FIG. 2. Linear intergranular dilatation versus fluence of helium ions.
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(110)II faces. A calculation of the shift in the@110# direction
by the indirect magnification method5 gives an average valu
of 0.5 Å. The appearance of the shift along the grain bou
ary can be described in terms of the formation of a gra
boundary stacking fault.6

Figure 2 shows the dependence of the linear intergra
lar dilatation of a grain boundary on the fluence of heliu
ions at an ion energyW5300650 eV. As the fluence is
increased in the interval 101421015 ion/cm2, a dark fringe is
observed to emerge along the boundary, i.e., a linear in
granular dilatationl̄ of width up to 2.3 Å occurs. The quan
tity l̄ represents the dilatation averaged over the results
measurements of the width of the dark region along the g
boundary in different sections of it.

When the fluence is increased further from 1015 ion/cm2

to 231017 ion/cm2, the average dilatationl̄ scarcely in-
creases at all for the indicated energyW5300 eV. Figure 3
shows a micrograph of a bicrystal, obtained after its irrad
tion with ions at a higher average energyW5350 eV with a
fluence of 231017 ion/cm2. It follows from Fig. 3 that adja-
cent grains are misoriented by a 33° angle relative to
@110# axis, and the width of the dark fringe along the trace
the boundary~indicated by dark arrows! is 2.070.6 Å. The
surface emergence of a 1/2@110# grain-boundary dislocation
indicated by a white arrow in Fig. 3, was observed in th
experiment. The half-width of the core of this dislocation

FIG. 3. Tungsten bicrystal after irradiation with helium ions and fie
evaporation to a depth of 20 atomic layers.
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determined from the distance between the dislocation em
gence site and the step of the~110! plane farthest from this
site, where a kink is also observed; the half-width of the c
is 972 Å, which is approximately twice the half-width of th
dislocation core in nonirradiated tungsten.6 An estimate of
the grain-boundary stacking fault energy from the width
the dislocation core, based on the theory of elasticity, give
value of 0.16 J/m2 for the recorded displacement of the la
tices of adjacent grains along the direction of the@110# mis-
orientation axis. By way of comparison the grain-bounda
stacking fault energy in nonirradiated tungsten is 0.33 J/2.

JELLIUM MODEL OF INTERGRANULAR HELIUM
ABSORPTION

The cohesive strength of the grain boundaries of mat
als doped with harmful impurities depends largely on
redistribution of the electron density induced by them.
account for the atomic mechanisms underlying the influe
of impurities, we draw on notions of the formation of high
polarized, directional chemical bonds.7 The situation with
helium present at the boundaries cannot be described
these notions, because helium is a neutral element.

Let us suppose, for example, that helium has appeare
a grain boundary as a result of diffusion transport. Rely
on the model of a homogeneous positive background~the
jellium model!, we consider the disjoining effect of helium
atoms adsorbed at the intercrystallite boundaries. We in
duce a plane interface between two grains in the form o
gap in a homogeneous positive background~Fig. 4!. The
helium atoms are uniformly distributed in the planeZ50
and repel the grains in the direction of the normal to t
plane. The helium atoms interact with the metal mainly
way of the electron gas; the direct interaction of helium
oms with the screened metal ions is slight and decays rap
with distance. We can assume in this regard that the en
variation associated with the introduction of helium at t
boundary depends only on the local electron density. T
energy shift of the electron ground state of the metal with
introduction of a helium atom is equal to8

DEam5aN~Z,l !, ~1!

wherea55.51 in atomic units (h5 l 5m51).
The total energy variation of the metal due to the gra

boundary absorption of helium atoms is equal to

DE~ l !5NDEam2Vb~ l !, ~2!

FIG. 4. Ion densityn1 and electron densityn(z) in the vicinity of a grain
boundary.
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whereVb( l ) is the binding energy of the two grains, andN is
the number of helium atoms on unit surface of the gr
boundaries.

The binding energy of two identical metals separated
a gap of widthl is satisfactorily described by the semiemp
ical expression9

Vb~ l !5Vb
0 exp~2g l !~11g l !, ~3!

whereg50.9•lTF
21, lTF

2151/3•(9/4p)1/3r s
1/2 is the Thomas–

Fermi screening parameter, 4/3p•r s
351/n0, and n0 is the

density of the homogeneous electron gas in the grain inte
By definition Vb52Es

0 for l 50, whereEs is the surface
energy.

The determination of the electron densityn(Z) in the
vicinity of the grain boundaries reduces to the problem of
response of the system of electrons to the effective pert
ing potentialV(Z) associated with the formation and broa
ening of the gap in the homogeneous positive backgro
during the absorption of helium. This potential has the fo

V~Z!52p È`

uZ2Z8u@n1~Z8!2n2~Z8!#dZ8

1Vex-cor~n0!@n~Z!2n0#. ~4!

HereVex-cor is the sum of the local exchange and local co
relation energies. Based on linear response theory, the
turbation of the electron densitydn(Z,l )5n02n(Z,l ) in
Fourier representation is equal to

dn~lTF , l !52F~q!V~q!, ~5!

where

F~q!5KF/2p2~~12q2/2q!lnu12q/11qu21!, ~6!

V~q!54p/q2dn0~q!2~4p/q21Vex-cor8 !dn~q!, ~7!

q5q/2KF , KF is the Fermi wave vector,dn05n02n1 , and
n1 is the density of the positive background.

In the long-wavelength approximation (q→0) we have
F(q)52KF /p2, and

dn~q,l !5~q0
2/q2!dn0~q!/@11q0

2/q22l#, ~8!

l5uVex-cor8 un~KF!51/pKF , q05A4KF /p, ~9!

dn0~q!5E
2`

`

dn0~Z!exp~ iqz!52n0 sin~ql/2!/q. ~10!

The variation of the electron density is expressed in the fo

dn~z,l !5
1

pE2`

` q0
2n0~sin~ql !/2!/q

q0
21q2~12l!

exp~ iqz!dq, ~11!

so that the total electron density at the center of the ga
equal to

n~0, l !5n0 exp~2q0l /2A12l!. ~12!

At high electron densities, as are characteristic of transit
metals, relation~11! corresponds to the quasiclassical ca
and the inhomogeneity of the electron density depends on
Thomas–Fermi screening parameter. This express
strictly speaking, is valid only for a narrow gap
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l /2lTFA12l!1 ~small perturbation!. On the other hand, re
lation ~1! is satisfied if the variation of the electron dens
over a distance equal to the diameter of the helium atom
small, but this condition is possible only for a gap of fini
dimensions. In this light, to test the validity of expressi
~11! for l;lTF , we have carried out quantum-mechanic
calculations of the electron density distribution by the de
sity functional method10 near the edge of the homogeneo
positive background. The electron density at the center of
gap was determined as twice the electron density at a
tancel /2 from the edge of the homogeneous background
the density functional formalism10 the problem of determin-
ing the electron density at the boundary of the homogene
positive background reduces to the self-consistent solutio
the equation

2
1

2
Ck9~Z!1V~Z!Ck~Z!5k2/2Ck~Z!, ~13!

whereV(Z) is given by Eq.~4!.
The electron density is

n~Z!5
1

2pE0

kF
~kF

22k2!Ck
2~Z!dk. ~14!

The solution of this system of equations must satisfy
electroneutrality condition

4pE
2`

`

~n02n~z!!dz50 ~15!

and the boundary conditionsc(z)(z→`)50 and c(z→
2`)5sin(kz1d). The calculations are carried out for th
caseKF51, which approximately corresponds to the electr
density of aluminum. It follows from Fig. 5 that the results
the electron density calculations~curve1! agree satisfactorily
with the dependence of the electron density at the cente
the gap on the width of the gap~curve 2! as determined
within the framework of linear response theory. In the calc
lations that follow, therefore, we use the analytical equat
~11! for the local electron density.

FIG. 5. Profile of the electron density at the center of the gap betw
crystallites.
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Solving Eqs.~1!, ~3!, and ~11! simultaneously and set
ting the derivativedDE( l )/dl equal to zero, we obtain an
equation for the gap widthl as a function of the helium
concentration at the grain boundary:

¸/2Nan0 exp~2¸ l /2!5g2Vvb
0
• l exp~2g l !, ~16!

where¸5(12l)21/2/lTF .
If g2¸/2.0 ~as is observed for all metals!, the function

on the right side of Eq.~16! has a maximum at the point

l c51/~g2¸/2! , ~17!

the critical helium density at the grain boundaries, i.e.,
density at which the intergranular cohesive force becom
equal to the repulsive forces induced by helium adsorpti
is equal to

Nc5~2g2
• l cVb

0!/~e¸an0!, ~18!

and for l ! l c it follows from relation~12! that

l 5j•N, ~19!

wherej5an0¸/2g2l cVb
0 .

Table I gives the parameters of the jellium model of
tungsten bicrystal in atomic units, calculated from data
Ref. 11.

The calculations show that the dilatation increas
sharply upon an order-of-magnitude increase of the surf
density of helium N and attains l c51.4 Å for Nc56
31014 atoms/cm2, for which dl/dN tends to infinity. These
results agree satisfactorily with the experimental field-i
microscope data. The values ofl determined from the field-
ion microscope experiments correspond to the critical s
of the boundaries. As a rule, however, the measured va
of l are greater than the theoretical valuel c .

DISCUSSION OF THE RESULTS

The intergranular dilatation, dislocation density, a
stacking fault energy play an important role in the evoluti
of the strength properties of materials. The presence of
lium in materials, where it segregates predominantly at
grain boundaries, tends to alter the strength and plastic p
erties of the material and is responsible, in particular, for
high-temperature radiation embrittlement of materials.1 In
this regard, the theoretical and experimental results obta
in the first and second sections can be used to expla
number of phenomena observed in materials with differ
types of crystal lattices.

Despite the qualitative agreement of the experimen
and theoretical results, the average width of the obser
darker grain-boundary fringes exceeds the maximum wi
l c of the intergranular gap in the jellium model. This discre
ancy is probably attributable to the fact that the emiss

n

TABLE I. Parameters of the jellium model of a high-angle grain bound
in tungsten.

lFT n0 KF ¸ a g Vb
0

0.814 0.056 1.23 1.44 5.51 1.105 3.631015 eV/cm2
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contrast reflects a perturbation of the electron density n
the boundary. In the vicinity of the subatomic ‘‘gap’’ in th
crystal the perturbation of the electron density propaga
into the bulk of the two halves of the bicrystal to a depth
the order oflTF ~Ref. 10!. Consequently, the grain-bounda
dilatation corresponds to an electron-density perturbation
width l 12lTF , which is in satisfactory agreement with th
field-ion microscope data.

A region in whichl (f) is independent of the fluence~at
f.1015 ion/cm2) has been observed experimentally, pro
ably indicating that the helium concentration is no long
increasing at these fluences. This result can be identified
the emergence of atoms to the free surface as a result o
helium acquiring grain-boundary mobility at the irradiatio
temperature~100 K! when the intergranular dilatation in
creases to a value close tol c . The onset of mobility in bulk
polycrystalline samples will necessarily cause helium
build up in the micropores and cause growth of the latte
the grain boundaries.

It has been shown12 that the energy of the grain bound
aries can be represented by Fourier series. For grain bo
aries oriented along close-packed planes the factors to
taken into account can be limited to interaction betwe
nearest and next-nearest neighbor atomic planes. For a
metric tilt boundary oriented at 70.5° relative to the@110#
axis, corresponding to a lattice of coincident nodes with
inverse density of coincidencesS53, the expansion can b
limited to the first term for estimating the influence of heliu
adsorption on the grain-boundary stacking fault energy«.
Assuming that a grain-boundary stacking fault is form
when the lattice of adjacent grains shifts bya/12 ^111& ~Ref.
13!, we infer from the expression for the energy of t
boundaries12 that

«~N!;exp@24p/A3~d2111 l ~N!!/a#, ~20!

whered211 is the ~211! interplanar distance.
For not too large values of the relative variation of t

grain-boundary stacking fault energy

«~N!/«05exp@24p/A3jN/a#, ~21!

where«0 is the grain-boundary stacking fault energy forN
50 ~in the absence of helium!.

As shown above, the maximum intergranular dilatati
preceding damage is equal tolTF ~0.42 Å for W!. The sub-
stitution of this value into relation~21! gives «(Nc)/«0

50.38, which agrees satisfactorily with the results of fie
ion microscope studies of the influence of helium on
width of the cores of grain-boundary dislocations. The
sults can be used to explain the decrease in the streng
the grain boundaries of nickel irradiated and strained at h
temperatures~see, e.g., Ref. 14!.

Indeed, the normal~adhesive! strength has a very stee
dependence on the intergranular dilatation (s;1/l 4), and the
resistance to intergranular damage diminishes abruptly as
internal ~disjoining! pressure4 in the gas-filled grain-
boundary voids increases. The introduction of helium in
the grain boundaries, producing grain-boundary dilatat
and increasing the disjoining pressure, is also accompa
ar
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by a change in the properties of grain-boundary dislocatio
i.e., the stacking fault energy~an increase in the width of the
core! ~Fig. 3!.

It is interesting that this result can be obtained from fi
principles of the theory of elasticity with definite but ver
insignificant approximations, and the numerical value of
relative variation of the grain-boundary stacking fault ener
~at maximum helium concentration! agrees satisfactorily
with the results of microscope observations: The the
gives«(Nc)/«050.38, and the experimental value is 0.45

The variation of the grain-boundary stacking fault e
ergy can also serve as a basis for explaining phenom
observed in our work: the decrease in the grain-bound
sliding voltage14 and, as a consequence, the intensificat
~acceleration! of grain-boundary damage to materials d
formed at high temperatures.15 According to the Peierls
model, the voltage required to move a dislocation is eq
to16

s5 2m/~12n!exp~24pr cor/bgb!, ~22!

where m is an effective grain-boundary modulus,n is the
Poisson ratio,r cor is the radius of the core of the grain
boundary dislocation, andbgb is the Burgers vector of grain
boundary dislocations.

Clearly, the required voltage depends on the width of
core of the grain-boundary dislocation. According to the th
oretical and experimental results obtained in the pres
study, the presence of helium at the grain boundaries m
lower the resistance of grain-boundary dislocations to mot
and stimulate grain-boundary sliding, as is indeed obser
in samples of various materials prone to high-temperat
radiation~helium! embrittlement.

CONCLUSIONS

1. The results of theoretical and experimental investi
tions indicate an increase in the intergranular dilatation a
enlargement of the cores of grain-boundary dislocatio
when helium is adsorbed at the boundaries. The latter re
can be interpreted as a reduction in the energy of gra
boundary dislocation stacking faults. An equation has b
derived, interrelating the helium concentration and the gra
boundary stacking fault energy.

2. A phenomenological dislocation model of helium em
brittlement has been presented, relating the loss of stre
of grain boundaries to the stimulation of grain-boundary sl
ing as the parameters of grain-boundary dislocations cha
in a helium-saturated material.
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tional Science Foundation and the State Committee
Ukraine on Science and Technology Issues: the Funds
Fundamental Research~Project No. 2.3/933! and State
Scientific-Technical Programs~Project Nos. 5.42.06/040 an
7.02.05/-93!.
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Mechanical properties of materials and the object of description in gauge theories
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In the continuum theory of defects the total strain of an inelastic material can be represented by
the sum of the reversible elastic strain associated with external loads, the compatible
elastoplastic strain due to defects of the material, and the compatible plastic strain responsible
for irreversible deformation of the material. The proposed scheme of separation of the
strain into distinct components can be used to determine the physical significance of the inelastic
properties of materials and the object of description of a gauge model representing a
dynamical generalization of the continuum theory of defects. ©1998 American Institute of
Physics.@S1063-7842~98!01207-0#
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INTRODUCTION

In the many papers1–6 devoted to the gauge descriptio
of the deformation of solids containing defects the most
tailed attention has been given to the mathematical form
ism of gauge theories, the relationship to the continu
theory of defects, phenomenological generalizations of
theory, and plane-wave solutions. The feasibility of desc
ing the basic mechanical properties of solids by the giv
approach is not discussed in the cited papers. Real mate
exhibit three basic mechanical properties in varying degre
elasticity, plasticity, and viscosity. The elastic properties
materials are well described by the classical theory
elasticity,7 which treats reversible equilibrium processes.
the elastic deformation domain, when the stresses~indepen-
dent parameter! change, the elastic strain~conjugate param-
eter! ‘‘instantaneously’’ adjusts to the equilibrium value, an
during unloading the system returns to the initial state by
same path as in loading. As parameters characterizing
state of a system, the stresses and elastic strains are re
one-to-one by the constitutive equation, i.e., by Hooke’s la
The stress-strain diagram, including subsequent unloa
~Fig. 1!, can be used to establish which part of the total str
is reversible, i.e., elastic. In phenomenological theories
residual strain in the material after elastic unloading is
sumed to be plastic. Theories of plasticity deal with pro
lems related to the part of thes2« diagram where it depart
from the linear relation between strains and stresses.
most common approach in the solution of plasticity proble
is to approximate the reals2« diagrams by a set o
piecewise-linear curves representing an ideal elastopla
solid or an elastic solid with linear hardening. Phenome
logical models of viscous media in the elastic, plastic, a
elastoplastic deformation domains~this separation is custom
ary in continuum mechanics8! express the dependence of t
stressed state at a particular timet on the loading history in
the time from zero tot. In the opinion of Pazhina,8 the total
strain in a viscoelastic–viscoplastic solid can be represe
by the sum of three terms

« tot5«el1«v1«pl, ~1!
8091063-7842/98/43(7)/5/$15.00
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where «el, «v, and «pl are the elastic, viscous, and plast
strain components.

The physical nature of the strain components~1! is not
discussed in the cited paper. To ascertain the meaning of
~1! and to determine the object described in the gauge mo
we propose to analyze the total strain on the basis of
continuum theory of defects; the motivation for the latt
choice will become clear below in the description of t
mathematical algorithm used to construct the gauge theo

ANALYSIS OF THE TOTAL STRAIN IN THE CONTINUUM
THEORY OF DEFECTS

The total strain in a material with defects can be writt
as a sum of three terms, which are well known in the co
tinuum theory of defects:

« tot5«el1«el2plD1«pl, ~2!

FIG. 1.
© 1998 American Institute of Physics
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each of which represents a symmetric part of the gradien
the continuous displacement vector

u~ i , j !
tot 5u~ i , j !

el 1u~ i , j !
el2plD1u~ i , j !

pl . ~3!

In this equation and below, the subscripts in parenthe
indicate symmetrization, and the comma signifies differen
tion with respect to the coordinate. The first terms in Eqs.~2!
and ~3! correspond to elastic deformation associated w
external loads, and when the latter are lifted, it vanishe
the speed of sound. The strain«el satisfies the compatibility
condition

eiknejlm«nm,kl
el 50 ~4!

and is aptly called the external field, since it is attributable
external loads. The second term in Eq.~2! characterizes the
compatible elastoplastic strain associated with defects of
material:

eiknejlm«nm,kl
el2plD50. ~5!

As is customary in the continuum theory of dislocation
the gradientuel2plD represents the sum of the elastic a
plastic distortions

ui , j
el2plD5b j i

elD1b j i
plD , ~6!

neither of which is a gradient of the continuous displacem
vector. By definition, an arbitrarily specified plastic disto
tion bplD corresponds to a dislocation density

a i j 52eiklb l j ,k
plD , ~7!

and the elastic distortionbelD characterizes distortions of th
solid that are responsible for its continuity at a given dens
of dislocations:

eikluj ,lk
el2plD5eikl~b l j ,k

elD1b l j ,k
plD !50. ~8!

Inasmuch asbelD and bplD taken separately do not sa
isfy the compatibility condition, we designate them by t
terms ‘‘incompatible elastic’’ and ‘‘incompatible plastic’
distortion. For the symmetric part ofbelD andbplD the com-
patibility conditions have the form

eiknejlmb~nm!,kl
elD 52eiknejlmb~nm!,kl

plD 52h i j , ~9!

whereh is the incompatibility tensor.
The quantitiesbelD, which are associated with interna

sources, i.e., with material defects, can be regarded as
internal elastic field. The incompatibility tensorh separates
the elastic strain fields~4! and ~9! into external and interna
fields. The last term in Eq.~2!, «pl, represents compatibl
plastic deformation unrelated to stresses and characte
the irreversible distortion of the material due to the annih
tion of defects or their emergence to the surface. The c
ponents«pl satisfy the compatibility condition

eiknejlm«nm,kl
pl 50 ~10!

and characterize the deformation of the defect-free mate
From the standpoint of the structure of the crystal lattice
nature of the strain components«el, «el2plD, and«pl is illus-
trated in Figs. 2, 3a, 3b, and 4.

On thes2« diagram~Fig. 1! the elastic strain«el cor-
responds to the segment DC. The strain OD remaining in
of
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material after elastic unloading does not vary with time
the mechanics of plasticity. Fracture processes occurrin
the material for a certain period of time after removal of t
external load and relaxation of the external elastic fields«el

FIG. 2.

FIG. 3.
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are left out of the picture in this case. Various softeni
mechanisms are known. The most thoroughly investiga
processes are those associated with the reduction in the
ber of defects and will be the ones discussed below.
softening effect determines how the material makes the t
sition from the nonequilibrium state to the equilibrium sta
The driving force behind this process is the decrease in
energy of deformation defects, as characterized by the q
tity belD, owing to the restructuring of defects into low
energy configurations, annihilation, and departure into si
~pores, free surfaces, etc.!. In Ref. 9 softening is treated as
phenomenon of reverse mechanical aftereffect~RMA!, and
estimates of the strain due to RMA are given. Typical valu
of the RMA strain in torsion or bending are 102421022.
RMA effects are less pronounced in other loading te
niques. For comparison the maximum elastic strain is ten
of one percent, since the elastic limit of pure metals is (
2102)MPa and the Young’s modulus is of the order
(1042105MPa.10 It follows, therefore, that the residua
strain OD contains an irreversible plastic part OE («pl) and
another part ED that is potentially reversible in softeni
processes («el2plD). The material at point D after loading t
point B and subsequent unloading exists in a nonequilibr
state, because the elastic energy of the internal field
stored in it. The transition to RMA equilibrium takes plac
through relaxation of the incompatible elastic distorti
(belD→0 completely or partially!. It follows from Eq. ~8!
that the incompatible plastic distortionbplD becomes com-
patible by virtue of the relaxation ofbelD, i.e., is determined
in the form of the gradient of the continuous displacem
vector and belongs to the segment OE. The strain of
segment OE does not determine the state of the mate
because the initial state~Fig. 2! and the final state~Fig. 4! are
indistinguishable from the energy standpoint. The propo
scheme of separating the strain into components is ideali
because all the components~2! are in fact interrelated and
would certainly not be amenable to separate experime
investigation. However, such a representation can be use
establish the interrelationship of«el, «el2plD, and«pl, to in-
terpret the Lagrangian of the gauge model or to attemp
write the Lagrangian of a medium with defects on the ba
of physical considerations, and to obtain dynamical eq

FIG. 4.
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tions establishing the interaction between the external
internal elastic fields.

ALGORITHM FOR CONSTRUCTING THE GAUGE MODEL

It has been shown1,4 that dynamical models of solid
with dislocations, disclinations, and both types of defe
together can be constructed on the basis of the nonlin
Lagrangian in the theory of elasticity. In this section we co
sider a linear model of an elastic solid with dislocations a
first approximation. Schematically the procedure for co
structing the gauge model entails writing the Lagrangian
a homogeneous, isotropic elastic body

L5E dvH r

2

]ui

]t

]ui

]t
2

m

2 S ]ui

]xj

]ui

]xj
2

]ui

]xj

]uj

]xi
D

2
l

2

]uj

]xj

]ui

]xi
J ~11!

and determining its gauge group. In Eq.~11! ui is the vector
of elastic displacements,l and m are the Lame´ constants,
andr is the density of the material. The basic Lagrangian
invariant under homogeneous translations:

ui~x,t !5ui~x,t !1ai ; ~12!

this property corresponds to transport of the elastic body
unit whole. The localization of the translation group

ui~x,t !5ui~x,t !1ai~x,t ! ~13!

breaks the invariance of~11! by the emergence of incremen
associated with differentiation of the parameters of the gro
ai(x,t). The minimal replacement procedure, which replac
the ordinary derivatives with covariant derivatives:

]ui

]xj
→D jui5

]ui

]xj
1b j i ,

]ui

]t
→D0ui5

]ui

]t
1v i , ~14!

restores the invariance of~11! under the inhomogeneou
transformations~13!:

L15E dvH r

2
D0uiD0ui2

m

2
~D juiD jui2D juiDiuj !

2
l

2
D jujDiui J . ~15!

The substitution~14! introduces new gauge or compe
sating fieldsb i j andv i ; according to Ref. 1, they are relate
to the additional kinetic and potential energy governing
Lagrangian of the gauge fields

L25E dvH B

2
I i j I i j 2

S

2
a i j a i j J ~16!

as a function of the quantities

I i j 5
]v j

]xi
2

]b i j

]t
~17!

a i j 5eikl

]

]xk
b l j , ~18!

whereB andS are new constants of the theory.
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The procedure for constructing the gauge model~11!–
~18!, which is described more in detail in Refs. 1 and 4, do
not elucidate the physical significance of the model pot
tials b, v, andu. To solve this problem, we rely on a schem
of representation of the total strain within the framework
the continuum theory of defects~2!, since the localization of
the translation group at a point~13! corresponds to the intro
duction of a single Volterra dislocation, and the function
dependence on the coordinates determines the average
tribution of defects.11,12

PHYSICAL MEANING OF THE GAUGE FIELDS

According to Eqs.~2! and~6!, the elastic deformations in
a material with defects~14! are determined by the reversib
elastic distortion associated with external loads and by
incompatible elastic distortion due to defects of the mater

D jui5ui , j
el 1b j i

elD . ~19!

The total displacement velocity, which determines t
kinetic energyL1, can be represented by the sum of t
velocities of the elastic displacements and displacements
to material defects:

D0ui5
]ui

el

]t
1v i , where v i5

]

]t
ui

el2plD . ~20!

The velocityvpl, calculated as the time derivative of th
compatible plastic displacementsupl, does not contribute to
the kinetic energyL1, because the increment of this quant
depends on relaxation processes in the system of defect
sociated with the segment ED in Fig. 1. If we assume thatvpl

is the termD0ui , we must then assume that under the infl
ence of an external load all atoms in the glide plane over
length of the macrosample simultaneously undergo a shif
a vector that is a multiple of the lattice period. In Cottrel
opinion,13 this assumption is inadmissible in solids, ev
though such processes can certainly take place in liquids
in media of the Plasticine~modeling clay! type.

For the above-determined values of the potentialsuel,
belD, and v the LagrangianL2 of the gauge fields is de
scribed by the dislocation density tensor

a i j 5eiklb l j ,k
elD ~21!

and the dislocation flux densityI i j . By definition,

I 52
]bplD

]t
. ~22!

The dislocation flux density tensor can be expressed
terms of the incompatible elastic distortion tensor and
velocity associated with material defects by straightforw
transformations based on the proposed scheme~2!:

I i j 52
]

]t
~uj ,i

el2plD2b i j
elD!5

]b i j
elD

]t
2

]v j

]xi
. ~23!

We now attempt to justify the Lagrangian of the gau
model from the physical point of view. It is clear from a
analysis of the components of the total deformation~Fig. 1!
that the state of the material at point B can be described
the basis of the model of a mixture of two continua:
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elastic continuum and a continuum of defects. In the ela
continuum the effective field~19! is formed as the superpo
sition of the external and internal fields. The potential ene
of the effective fields corresponds to the second termL1

~15!. The kinetic energy of material particles depends on
velocity ~20!. The state of the continuum of defects is cha
acterized by the dislocation density tensor~21! and the dis-
location flux density~23!, whose homogeneous quadrat
functions determine the LagrangianL2 ~16!. Since the incre-
ments of the compatible plastic displacements do not c
tribute to the potential and kinetic energies, the total L
grangian of the gauge model (L5L11L2) can be expressed
in terms of the displacement vectorut5uel1uel2plD and the
distortion tensorbplD:

D0ui5
]ui

t

]t
, D jui5ui , j

t 2b j i
plD ,

a i j 52eiklb l j ,k
plD , I i j 52

]b i j
plD

]t
. ~24!

A standard technique is used to deduce the dynam
equations of the model from the condition of time invarian
of the action integral:

r
]2ui

]t2
2l

]2uj

]xi]xj
2mS ]2ui

]xj]xj
1

]2uj

]xi]xj
D

1mS ]b i j

]xj
1

]b j i

]xj
D1l

]bkk

]xi
50,

B
]2b i j

]t2
2SS ]2b i j

]xk]xk
2

]2bk j

]xk]xi
D2l

]uk

]xk
d i j

2mS ]ui

]xj
1

]uj

]xi
D1m~b i j 1b j i !2lbkkd i j 50,

in which the superscripts are dropped fromut andbplD.

CONCLUSION

For any choice of independent variables the system
equations of motion of the gauge model describes the
namics of an elastic solid with internal stresses. The objec
the gauge description is best exemplified in relations~19!–
~23!, where the elastic quantitiesuel andbelD are treated as
independent variables. If the energy dissipation associa
with the relaxation of external and internal stresses is ta
into account phenomenological as proposed, for example
Refs. 5 and 6, we obtain a model that describes the viscoe
tic properties of materials. Processes of accumulation
compatible plastic deformation due to the annihilation of d
fects or departure into sinks are not included in the giv
theory, despite the need to determine these relations in
structing a physical theory of plasticity. The dynamical equ
tions of the gauge model can be used to analyze the inela
behavior of materials on the premise that in general the th
strain components~2! exist only if the compatible plastic
deformation is insignificant. The necessary conditions p
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vail in shock-loading processes, which do not allow enou
time for many defects to reach the surface, so that com
ible plastic deformation can set in.

1A. Kadic and D. G. B. Edelen,A Gauge Theory of Dislocations an
Disclinations ~Lectures Notes in Physics, Vol. 174! ~Springer-Verlag,
Heidelberg, 1983!, 168 pp.

2D. G. B. Edelen and D. C. Lagoudas,A Gauge Theory and Defects i
Solids~North-Holland, Amsterdam, 1988!, 189 pp.

3D. G. B. Edelen and D. C. Lagoudas, Int. J. Eng. Sci.26, 837 ~1988!.
4Yu. V. Grinyaev and N. V. Chertova, Izv. Vyssh. Uchebn. Zaved. Fiz. N
2, 34 ~1990!.

5V. L. Popov and N. V. Chertova, Izv. Vyssh. Uchebn. Zaved. Fiz. No4,
81 ~1992!.

6N. V. Chertova, Int. J. Eng. Sci.33, 1315~1988!.
7A. E. H. Love,A Treatise on the Mathematical Theory of Elasticity, 4th
h
t-

.

ed. ~Cambridge University Press, Cambridge; Macmillan, London, 19
Reprint, Dover, New York, 1944! @ONTI, Moscow-Leningrad, 1935#.

8P. Perzyna,Fundamental Problems of Viscoplasticity@Mir, Moscow,
1968, 176 pp.#.

9A. B. Volyntsev,Hereditary Mechanics of Dislocation Ensembles@in Rus-
sian# ~Izd. Irkutsk. Univ., Irkutsk, 1984!, 288 pp.

10V. A. Za�movski� and T. L. Kolupaeva,Extraordinary Properties of Or-
dinary Metals@in Russian# ~Nauka, Moscow, 1984!, 191 pp.

11J. D. Eshelby, ‘‘Continuum theory of lattice defects’’ inSolid State Phys-
ics: Advances in Research and Applications, Vol. 3 @Academic Press,
New York, 1956; IL, Moscow, 1963, 268 pp.#.

12R. De Wit, Continuum Theory of Dislocations@Mir, Moscow, 1977,
208 pp.#.

13A. H. Cottrell, Theory of Crystal Dislocations@Gordon and Breach, New
York, 1964; Mir, Moscow, 1969#.

Translated by James S. Wood



TECHNICAL PHYSICS VOLUME 43, NUMBER 7 JULY 1998
Piezoelectric properties of oriented Z8 cuts of PZT-type ferroelectric ceramics
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The piezoelectric and dielectric properties of orientedb°Z8 cuts (b50, 15, 30, 45, 60°) of
piezoelectric crystals of TsTS-83G~lead zirconate titanate! composite are studied. A static model
is proposed for the case of a maximally polarized ceramic based on the conditions of
complete and partial stability of the polar axesc with allowance for their nonuniform distribution
for 180° and 90° domain reorientations. It is found that the TsTS-83G piezoelectric
composite does not exhibit anisotropy in the piezoelectric coefficientd338 when the axis of theZ8
cut is rotated in theZY plane relative to theXYZ coordinate system. ©1998 American
Institute of Physics.@S1063-7842~98!01307-5#
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The piezoelectric properties of ferroelectric ceramics
known to depend on their orientation relative to the princi
crystallographic axes.1 There are a number of piezoelectr
crystals and textures of thè•m group whose piezoelectri
coefficientd33, which relates the polarization vector directe
along the polar axis to the longitudinal strain along the sa
axis in the principal crystallographic coordinate syste
XYZ, does not have the maximum value.2 A new coordinate
systemX8Y8Z8 ~related to the oldXYZ system in a certain
way! can be found in which the piezoelectric coefficientd338
is maximized. This effect, referred to as the anisotropy of
piezoelectric coefficientd338 , is observed in piezoelectric ce
ramics of the 4mm group (Pb~Ti0.48Zr0.52!O3,
Na0.5K0.5NbO3, PZT-2, etc.! and can be determined exper
mentally with the help of oriented cuts. The solid soluti
with the composition Pb~Ti0.48Zr0.52!O3 is of special interest,
since, in the piezoelectric state, it possesses anisotropy o
stiffness coefficientC11 ~Ref. 3! as well as anisotropy of the
piezoelectric coefficientd33.

This paper is devoted to an analysis of the behavior
the piezoelectric coefficientd338 of orientedZ8 cuts with re-
spect to the principal crystallographic coordinate syst
XYZ of the solid solution TsTS-83G~lead zirconate titan-
ate!, which is close in composition to the solid solutio
Pb~Ti0.48Zr0.52!O3, taking into account the distribution of th
polar axes of the domains for the case in which the cera
is maximally polarized.

EXPERIMENTAL TECHNIQUE

A ferroelectric ceramic with the TsTS-83G compositio
was obtained by hot pressing with a load of 90 kg/cm2 at T
51100 °C for 5 h, in the form of a block of diameter 10
mm and height 12 mm. Electrodes were deposited by bra
a silver-containing paste. The block was poled in silicone
at T5120 °C for 1 h atE525 kV/cm. Orientedb°Z8-cuts
~b50, 15, 30, 45, and 60°) were cut with a diamond wh
from the poled block with strict maintenance of the orien
tions of theXYZ and X8Y8Z8 coordinate systems and th
direction of the poling fieldE ~Fig. 1!. Samples of size
8141063-7842/98/43(7)/4/$15.00
e
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43434 mm were cut from each orientedb°Z8-cut for mea-
suring the piezoelectric coefficientsd33 in the quasistatic re-
gime. Samples of sizes 123232, 123636, and 636
30.4 mm, respectively, were cut from the 0Z8 cut for the
dynamic measurements of the piezoelectric coefficientsd33,
d31, and d15. Electrodes were deposited on the orient
poled samples by cathode sputtering from Al1Cr at
T580 °C for 30 min. Dielectric measurements at a fr
quency of 1 kHz were made on a MOST E8-2 system.

For the x-ray structural analysis we used unpo
samples in the form of 13130.1 cm slabs that had bee
initially polished and annealed atT5600 °C for 3 h.

RESULTS AND DISCUSSION

Let us consider a ferroelectric ceramic of class 4mm in a
principal crystallographic coordinate systemXYZ where the
polarization vectorP coincides in direction with the poling

FIG. 1. The transformation from the principal crystallographic coordin
systemXYZ to the coordinate systemX8Y8Z8. Q is the angle between theZ
andZ8 axes.
© 1998 American Institute of Physics
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TABLE I. Theoretical values of the piezoelectric coefficientsd338 for different anglesQ in Pb~Ti0.48Zr0.52!O3 and TsTS-83G ceramics.

Piezoceramic composition 0 10° 20° 30° 40° 50° 60° 70° 80° 90°

Pb~Ti0.48Zr0.52!O3 223 225 229 232 227 210 178 129 69 0
TsTS-83G 395 387 364 327 281 229 172 115 57 0
ar
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field E. We cut from this ceramic a slab whose edges
parallel to theX8Y8Z8 axes and apply to this slab a uniaxi
mechanical stress of the form~Fig. 1!

F 0 0 0

0 0 0

0 0 s33

G .

The equation for the direct piezoelectric effect has
form

Pi5di jks jk , ~1!

wherePi is the polarization vector,di jk are the piezoelectric
coefficients, which form a tensor of the third rank, ands jk

are the mechanical stresses.
On changing from one coordinate system to another,

piezoelectric coefficientd338 transforms according to

di jk8 5aimajnakldmnl , ~2!

whereaim , ajn , andakl are the direction cosines relating th
coordinate systemsXYZ andX8Y8Z8.

The matrix of piezoelectric coefficients for a ceramic
the 4mm group has the form

S 0 0 0 0 d15 0

0 0 0 d15 0 0

d31 d31 d33 0 0 0
D . ~3!

On substituting Eq.~3! into Eq. ~2!, we obtain an equa
tion for the piezoelectric coefficientd338 ,

d338 5~d151d31!cosQ sin2 Q1d33 cos3 Q, ~4!

whereQ is the angle between theZ andZ8 axes.
An examination of Eq.~4! at its extremal values show

that there is a maximum value ofd338 which differs fromd33

and is given by

d338 5
2

3
~d151d31!cosQ, ~5!

where
e

e

e

cosQ5A d151d31

3d1513d3123d33
.

Table I lists values ofd338 5d338 (Q) calculated according
to Eq. ~4! for Pb~Ti0.48Zr0.52!O3 (d335223, d315293.5,
d155494) and TsTS-83G (d335394.8, d3152180.9, d15

5508.2) solid solutions. The values in parentheses are g
in pC/N.

In accordance with Table I, for the Pb~Ti0.48Zr0.52!O3

solid solution the piezoelectric coefficientd338 reaches its
highest value d33 max8 5231.6 pC/N at an angle ofQ
529.86°. For the TsTS-83G solid solution the piezoelec
coefficientd338 exhibits no anisotropy as theZ8 axis is rotated
in the ZY plane relative to theXYZ coordinate system.

In order to study the behavior of the piezoelectric co
ficient d338 of the TsTS-83G ceramic, we cut oriente
b°Z8-cut (b50, 15, 30, 45, and 60°) samples in which th
normals to the faces of the cut cube are parallel to
X8Y8Z8 axes~Fig. 1!, so that the angle between theZ8 andZ
axes equalsQ. The oriented cuts were cut from a sing
poled block in a way such that when the axis of theZ8 cut is
rotated by an angleQ in the ZY plane, no changes occur i
the distribution of the polar angles of the domains~in the
block and in the cuts!.

The composition of TsTS-83G ferroelectric ceramic b
longs to the tetragonal (T) boundary of the morphotropic
transition region. According to x-ray structural data, TsT
83G ferroelectric ceramic contains about 70% of theT phase
~unit cell parametersaT54.0402 Å, cT54.1311 Å) and
30% of the rhombohedral (R) phase (aR54.0722 Å and
aR589.783°).

The proposed static model of the ceramic includes all
possible domain reorientations that correspond only to thT
phase for the case of the maximally polarized ceramic.

Some theoretical and experimental values of the pie
electric coefficientd338 of theb°Z8 cuts are listed in Table II.

The theoretical valuesd338
theor I were obtained by trans

forming the piezoelectric coefficientd33 from the principal
crystallographic coordinate systemXYZ to an arbitrary sys-
TABLE II. Piezoelectric coefficientd338 and relative permittivity«338
T/«0 of b°Z8 cuts of TsTS-83G piezoelectric ceramic

b°Z8 cuts 0 15° 30° 45° 60°

d338
exp 395 389 350 296 213

d338
theor 1 395 377 327 255 172

d338
theor II 395 379 341 266 191

«338
T exp/«0 1874 1854 1771 1639 1479

«338
Ttheor/«0 1790 1770 1714 1639 1563
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tem X8Y8Z8 using Eq.~4! without taking into account the
internal structure of the ceramic. The coefficientsd33, d31,
andd15 are the basic experimentally determined piezoelec
coefficients of the TsTS-83G ceramic in theXYZ coordinate
system. Equation~4! can also be used to examine the relati
between the parameters of the poled ceramic and those o
crystallites~assuming they are made up of single domai!
on the basis of a statistical averaging of the physi
constants.4,5

In the second case, thed338
theor II were obtained on the

basis of a static model of the ceramic by averaging the ph
cal constants of individual crystallites~domains! with the
distribution of the polar axes of the domains for 180° a
90° switchings in the case of a maximally polarized ceram
In describing this model, we shall ignore the interacti
among the crystallites~domains!, domain wall movement
and the growth and nucleation of new domains. We sh
assume that the internal mechanical stresses which dev
in the ceramic during sintering do not change under exte
forces and that only the field applied to the ceramic acts
each crystallite.

In this model the poled ceramic was represented a
system ofN saturation-polarized single-domain crystallite
whose polar axes have a predominant orientation and
along those allowed directions of the spontaneous polar
tion vectorP in the crystallites which are closest to the d
rection of the poling fieldE.6 In a geometric-statistical fash
ion, we shall consider the poled ceramic to be a sphere
unit radius, whose surface is covered with varying densi
by the ends of the polar axes of the domains, which s
from the center of this sphere. An examination of the case
a maximally polarized ceramic shows that all the polar a
of the domains are distributed in the upper half of the ori
tation sphere, within a solid angle 2p(12cosQ) about the
direction of the field. Consideration of all the possible 18
and 90° reorientations shows that the domains whose p
axes are the farthest from the direction of the poling fieldE
are polarized at an angleQ554°448 to the field direction.
The conditions for a reorientation of the polar axes by 18
and 90° were obtained from the conditions for complete a
partial stability of thec axes relative to the direction of th
poling field E ~Fig. 2! with allowance for the geometric re
lation among the anglesgc , ga , andc,7

cosga5sin gc cosc. ~6!

For the region in which the polar axes of the crystallit
~domains! are completely stable, the following conditio
holds:

cosgc2cosga>0. ~7!

Substituting condition~6! into Eq. ~7!, we obtain

cosg2sin gc cosc>0. ~8!

The a axes of all the crystallites with givengc in the
poled state of the ceramic are uniformly distributed over
circle P. The ones closer to the fieldE are concentrated in a
quarter of this circle (c5245° toc545°). Let us consider
those axesa which are closest to the direction of the polin
ic

the
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field (c50), in which case, according to condition~8!, the
zone of complete stability of thec axes will lie in the region

0<gc<45°. ~9!

Including the 180° reversals of thec axes (r85N/2p)
and the 90° switchings of thea axes into c axes (r9
5N/p), one finds that the density ofc axes in this zone will
be

rc
15

3N

2p
. ~10!

We shall refer to the region in which, consistent wi
condition ~7!, the a axes of the crystallites are farthest fro
the direction of the poling fieldE (c545°) as the zone of
partial stability of thec axes for the case of a maximall
polarized ceramic. Then, according to Eq.~8!, the zone of
partial stability of the polar axesc lies within the range of
angles

45<gc<54°448. ~11!

In this region we shall also take into account the fracti
of c axes that are converted toa axes after a 90° switching
i.e.,

cosga2cosgc>0. ~12!

Substituting Eq.~6! into Eq. ~12!, we find the angleucu
within which lie thec axes that are closer to the fieldE,

ucu<arccos~cot gc!. ~13!

The fraction crystallites whosec axes move out of the
region upon a 90° switching will be given bybc , where

bc5
2ucu
p/2

5
4 arccos~cot gc!

p
. ~14!

The fraction of crystallites whosec axes remain after the
switching will be given by

bc8512
4 arccos~cot gc!

p
. ~15!

FIG. 2. Notation for the angles characterizing the position of a dom
relative to the poling fieldE.
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We shall assume that in the zone of partial stability
the c axes, for thea axes which lie within the circleP and
are closer to the fieldE, a fractionbc ~Eq. ~14!! will leave
during a 90° switching. After all the possible switchings, t
density ofc axes in this zone will be equal to

rc
II5

3N

2p S 12
4 arccos~cot gc!

p D . ~16!

The distribution of the polarc axes examined here usin
this model refers to a 0°Z8 cut.

On going tob°Z8 cuts (b50, 15, 30, 45, 60°), accord
ing to the static model, for the case of a maximally polariz
ceramic there is a region containing onlya axes and in which
only 90° switchings ofa axes toc axes can occur~Fig. 3!. In
calculating the piezoelectric coefficientd338 , we shall include
only that fraction of the reorientations for which thea axes,
after a 90° switching, becomec axes. This fraction is given
by

bc95
4 arccos~cot gc!

p
. ~17!

Here we have calculated the piezoelectric coefficie
d338 of the b°Z8 cuts in the principal crystallographic coo
dinate systemXYZ. The angular boundaries of the polarc
axes forb°Z8 cuts are shown in Fig. 3. The piezoelectr
coefficient d338

theor II was calculated by integrating over th
orientation sphere with allowance for the distribution of p
lar c axes and averaging over all the crystallites~domains!.
The equation used to calculate the piezoelectric coeffic
d338

theor II for the 0°Z8 cut has the form

FIG. 3. Angular boundaries of the polarc axes forb°Z8 cuts. First hemi-
sphere: 0°Z8, 54°448; 15°Z8, 39°448; 30°Z8, 24°448; 45°Z8, 9°448. Sec-
ond hemisphere: 60°Z8, 6°448; 0°Z8, 54°448; 15°Z8, 69°448; 30°Z8,
84°448; 45°Z8, 99°448; 60°Z8, 114°448.
f

d

s

-

nt

d338
theor II5

1

N E
Q50°

45° E
f50°

2p

d33~Q!
3N

2p
sin QdQdf

1
1

NEQ545°

54°448E
f50°

2p

d33~Q!
3N

2p

3S 12
4 arccos~cot gc!

p D sin QdQdf. ~18!

For theb°Z8 cut, the piezoelectric coefficientd338
theor II is

calculated as follows:

d338
theor II5d338

b1
1

N E
Q554°448

54°4481b°E
f5p

2p

d33~Q!
N

p

3
4 arccos~cot gc!

p
sin QdQdf, ~19!

where d338
b is calculating using Eq.~18! with the angular

boundaries corresponding to theb°Z8 cuts ~Fig. 3!.
The discrepancy betweend338

exp andd338
theor II can be ex-

plained by the fact that we have neglected the 55°~and
109°) reorientations of the polarc axes of theR phase.

The experimental data on the relative dielectric perm
tivity ( «338

T/«0) of the orientedb°Z8 cuts are also in good
agreement with the theoretical results calculated accordin
the formula

«338
T5«11

T sin2 Q1«33
T cos2 Q, ~20!

where the relative permittivities«11
T /«0 and «33

T /«0 of the
TsTS-83G ceramic are 1487 and 1790, respectively.

CONCLUSIONS

1. We have proposed a static model for the case o
maximally polarized ceramic that is based on the conditio
for complete and partial stability of the polarc axes, includ-
ing their nonuniform distribution for 180° and 90° doma
reorientations.

2. It has been shown that the reduction in the piezoe
tric coefficientd338 of orientedb°Z8 cuts of TsTS-83G ce-
ramic is primarily caused by 90° domain reorientations.

3. TsTS-83G piezoelectric ceramic does not exhibit a
isotropy of the piezoelectric coefficientd338 as the axis of the
Z8 cut is rotated in theZY plane relative to theXYZ coor-
dinate system.
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Nuclear pumping of a carbon monoxide laser
V. A. Zherebtsov
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Federation, 249020 Obninsk, Russia
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It is shown that plasma-chemical processes involving ionized and excited particles can make the
main contribution to the pumping of energy into vibrations of carbon monoxide molecules.
It is noted that the use of helium as a buffer gas in the active laser medium is not optimal. The
employment of argon instead of helium permits a 1.5-fold increase in the efficiency of the
pumping of energy into carbon monoxide molecules and an order-of-magnitude decrease in the
threshold energy for pumping the active medium. ©1998 American Institute of Physics.
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1. The nuclear pumping of lasers is one of the promis
ways to directly convert nuclear energy into laser radi
energy. Nuclear-pumped lasers on several tens of ato
molecular, and ionic transitions have been created. Fa
high ~3–5%! efficiencies have been achieved in converti
the energy imparted to the active medium into laser rad
energy. However, a considerable increase in the efficienc
nuclear-pumped lasers is needed to expand the areas of
possible application in technology and power producti
For this reason, one of the main problems in the physics
nuclear-pumped lasers is to find and study efficient ac
media for such lasers.

As an analysis of the mechanism underlying the ope
tion of CO lasers has shown,1 one of the promising active
media for efficient nuclear pumping is a medium based
carbon monoxide. Its promising properties are due prima
to the fact that, unlike the active media for electronic tran
tion lasers, the active medium of a CO laser does not req
highly selective pumping. It is only important that the ener
fall within the broad band of vibrational levels of the groun
electronic state. Furthermore, because of the autonomou
ture of the vibrational subsystem and the anharmonicity
the vibrations of carbon monoxide molecules, this energ
redistributed at a fairly low translational temperature throu
the exchange of vibrational quanta between molecules
that a state with complete or partial population inversion
achieved. This property of the active medium of a CO la
makes it possible, in principle, to direct a considerable p
tion of the energy released in the medium by fast ions p
duced in nuclear reactions into laser levels. The experime
results on the volume nuclear pumping of a CO laser
tained in Ref. 2 indicate that it is realistic to expect a solut
for this problem. However, we cannot say that a concr
solution has been found.

The pumping of a pure carbon monoxide laser by ex
ing it with hard sources~fast ions, electrons! was investi-
gated theoretically in Ref. 3. It was assumed that only e
trons formed as a result of the ionization of carbon monox
molecules participate in the excitation of their vibration
The larger remaining portion of the energy imparted to
8181063-7842/98/43(7)/6/$15.00
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medium by the fast particles, which was concentrated in
cited electronic states of the molecules and in the poten
energy of electron–ion pairs, was assumed to be unavail
for exciting vibrations in the molecules. However, under c
tain conditions part of this energy can be directed into vib
tional degrees of freedom of the molecules through plas
chemical processes involving ionized and excited partic
This possibility was pointed out in Refs. 2 and 4. Howev
these processes have not been examined in detail in the
tive medium of a nuclear-pumped CO laser.

2. The process of the nuclear pumping of a CO laser
be divided into three stages: 1! ionization and excitation of
the buffer gas by fast ions; 2! plasma-chemical relaxation
including ion-molecule reactions, ion–electron recombin
tion, quenching of electronically excited particles by mo
ecules with the transfer of part of the excitation energy in
vibrational degrees of freedom of the molecules, and the
citation of molecular vibrations by electrons; 3! vibrational
relaxation, which leads to redistribution of the energy ov
the vibrational spectrum and the formation of a distributi
of carbon monoxide molecules with complete or part
population inversion.

Let us examine these stages and concentrate our a
tion on the plasma-chemical relaxation stage. We first c
sider an active medium containing helium as the buffer
and carbon monoxide. Such a medium was investigated
perimentally in Ref. 2. To estimate the rates of the proces
occurring in the active medium we choose the following p
rameters for the medium, which are close to the optim
values found in Ref. 2: a gas temperature~translational! Tg

5200 K, a helium densitynHe5531019 cm23, a carbon
monoxide densitynCO52.831018 cm23, and a specific
power deposition in the mediumW5400 W/cm3.

When a fast ion passes through a He–CO medium,
energy is expended mainly on the ionization and excitat
of helium atoms. During this process, an energyEp

'45 eV is expended to form an electron–ion pair. We n
glect the energy expended on the direct ionization and e
tation of carbon monoxide in view of its small concentrati
in comparison to the concentration of helium. The heliu
© 1998 American Institute of Physics
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ions formed as a result of the passage of a fast ion, exc
helium atoms, and electrons react with components of
active medium. The principal series of such reactions
shown in formula~1!.

The reaction partners and the reaction rates in s21 are
shown over the arrows for the conditions considered. T
reaction rate constants from Refs. 5–12 were used for
calculations.

The main process involving He1 ions is charge ex-
change with CO molecules, which leads to dissociation
the latter into C1 and O. The C1 ions do not participate in
ed
e

re

e
e

f

any further chemical reactions in the medium under cons
eration and recombine with electrons in the volume or on
wall of the cell. As a result, the bulk of the energy of the fa
ions expended on the ionization of helium atoms is not u
to excite vibrations of carbon monoxide molecules. Thre
and four-particle reactions leading to the formation of H2

1

molecular ions take place with a small rate. These ions s
sequently undergo charge exchange with CO molecule
form a CO1 ion, part of whose energy is transferred to v
brational degrees of freedom of CO molecules during furt
~1a!
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relaxation. The role of this channel in the utilization of th
energy of He1 ions increases as the fraction of carbon mo
oxide in the mixture decreases.

Excited helium atoms can be divided into two type
He** atoms, which are excited to high levels, and He* at-
oms, which are in metastable states. The main process
volving He** atoms is associative ionization with the fo
mation of He2

1 molecular ions, which subsequently under
charge exchange with CO molecules to form CO1 ions.
Metastable He* atoms mainly generate CO1 ions as a result
of the Penning effect. We note that since the main produ
of the reactions involving either He** or He* are CO1 ions
under the conditions considered here, we can refrain fr
separating the excited atoms into two types and cons
them together, neglecting the less intense reactions~which
are not shown in Fig. 1!.

Thus, taking into account that the passage of a fast
results in the generation of approximately 0.5 of an exci
helium atom per He1 ion, we find that the series of plasma
chemical processes produces about 0.5 of a CO1 ion per
He1 ion. The bulk of the He1 ions generate C1 ions with a
resultant loss of the energy expended by the fast ions on
ionization of helium from the energy available for pumpin
the laser.

The CO1 ions formed are then rapidly converted as
result of three-particle reactions into CO1(CO)n cluster ions,
which subsequently recombine with electrons. Under
conditions considered here the main recombination proc
of the ions is dissociative recombination. Taking this in
account, for the electron density we have'1.3
31013 cm23. The electron temperature was set equal
1000 K for estimates of the ion recombination rates.

Recombining dissociatively, the cluster ions form ele
tronically excited molecules, which pass into metasta
states as a result of radiative transitions. Such metast
molecules will be denoted by CO* . These CO* molecules
are effectively quenched by carbon monoxide molecules
the ground electronic state.8,12 As was shown in Ref. 13
30240% of the energy of the CO* molecules is transferred
into vibrational degrees of freedom of carbon monoxide m
ecules, and the 5–13th vibrational levels are excited. Th
the energy supplied to the vibrational degrees of freedom
CO molecules as a result of the plasma-chemical proce
per He1 ion formed by a fast ion is

KCO* KvECO* '1.2 eV, ~2!

where ECO* is the electronic excitation energy of a CO*
molecule,KCO* is the number of CO* molecules formed pe
He1 ion, andKv is the fraction ofECO* transferred to vibra-
tional degrees of freedom when a CO* molecule is
quenched.

Both the electrons generated by fast ions and the e
trons formed in the Penning process have fairly high ener
(;7 eV!. During thermalization as a result of collisions wi
helium atoms, they reach the range for the effective exc
tion of molecular vibrations~1.2–2.5 eV! and transfer part of
their energy to vibrational degrees of freedom of the m
ecules with a probability practically equal to unity, excitin
the 1–8th vibrational levels~theVE process!. Assuming that
-
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the fourth level is excited on the average, we find that
energy supplied to the vibrational degrees of freedom of
molecules per He1 ion as a consequence of theVE process
is 1.534Ev'1.6 eV, whereEv is the energy of a single
vibrational quantum of a carbon monoxide molecule in t
ground electronic state. As a result, the efficiency of
transfer of the energy imparted to the active medium by f
ions into vibrational degrees of freedom of the molecules

hv5
6Ev1KCO* KvECO*

Ep
~3!

is about 6%. There are two reasons for the not very h
value ofhv : first, the loss of energy as a consequence of
conversion of He1 ions into C1 ions and, second, the larg
difference between the energy expended by a fast ion to f
an electron–He1 pair and the energy of the metastable lev
of a carbon monoxide molecule. Elimination of the first re
son raisesKCO* to 1.5 and, accordingly, increaseshv to
12%. The value ofKCO* can be increased by adding a sm
quantity of carbon dioxide (;1022nCO) to the active me-
dium. In this case the conversion of C1 ions into CO1 ions
takes place according to the reaction

C11CO2→CO11CO. ~4!

The addition of such a quantity of carbon dioxide co
verts C1 ions into CO1 ions, which are useful for pumping
energy into vibrations of carbon monoxide molecules wi
out creating other channels for significant energy losses
small addition of oxygen can also provide for the convers
of C1 into CO1.

A decrease in the role of the conversion of He1 into C1

is also produced by an addition of nitrogen. When the nit
gen densitynN2

5nCO52.831018 cm23, He1 ions are con-

verted into N2
1 and N1 ions with a rate comparable to th

rate of their conversion into C1 ions. Then the N2
1 and N1

ions are converted partially into CO1 ions and partially into
N4

1 and N3
1 clusters, which (N4

1), in turn, are converted into
CO1 ions. The CO1 ions formed are then converted int
metastable CO* molecules, which are quenched by both C
and N2 molecules with the transfer of part of the ener
ECO* to vibrational degrees of freedom of the CO and N2

molecules.
The energy supplied to the vibrational degrees of fr

dom of the carbon monoxide molecules is subsequently
distributed over the vibrational spectrum as a consequenc
the quenching of the metastable states of CO* molecules, the
quasiresonant transfer of energy from N2(X,v8), and theVE
process. Finding the distribution function of the molecu
among the vibrational levels calls for solving the vibration
kinetic equation, which is a problem in itself. Here w
present the characteristic times of the principal processe
the vibrational subsystem of carbon monoxide under the c
ditions considered using the rate constants of the proce
from Ref. 14. The characteristic time for the exchange
vibrational quanta between CO molecules amounts
'1026 s for low levels~0,1; 1,0! and'1025 s for interme-
diate levels~10,1; 11,0!. The values in parentheses are t
numbers of the initial and final vibrational levels. The tim
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for deactivation of the molecular vibrations as a result
collisions with helium atoms~the VT process! is '6
31023 s for the low levels and'1024 s for the intermediate
levels. The time for deactivation of the molecular vibratio
as a result of spontaneous emission is'331022 s for the
low levels and'431023 s for the intermediate levels.

Thus, under the conditions of a nuclear-pumped la
considered, as well as under the conditions of a g
discharge laser, the transitions between the low and inter
diate levels are determined by the exchange of vibratio
quanta between molecules. The losses of energy from
vibrational subsystem are determined mainly by theVT pro-
cess in helium atoms. The role of spontaneous emissio
small.

As a consequence of their small mass, helium ato
effectively deactivate vibrationally excited molecules. Sin
the helium density in a nuclear-pumped laser is large an
two to three orders of magnitude greater than the hel
density in a gas-discharge laser, the losses of vibrationa
ergy as a result of theVT process increase by the sam
factor. This leads to an increase in the lasing threshold a
decrease in the efficiency of the laser. For example, the
ing of a nuclear-pumped He–CO laser was observed in R
2 when the specific power deposition exceeds 200 W/cm2.

Thus the plasma-chemical processes in the active
dium of a He–CO nuclear-pumped laser can make the m
contribution to the pumping of energy into the vibration
degrees of freedom of carbon monoxide molecules, per
ting an increase in the pumping efficiency tohv'10% in the
case of the use of additions of carbon dioxide, nitrogen,
However, the use of helium as a buffer gas in a nucle
pumped CO laser is not optimal, since, first, the char
exchange reaction of He1 ions with carbon monoxide take
place with a large yield of C1 ions, whose use for pumpin
energy into vibrations of CO molecules requires compli
tion of the composition of the active medium, second,
generation of an electron/helium-ion pair by a fast ion
quires large expenditures of energy~'45 eV!, which signifi-
cantly exceed the energy transferred as a result of this
cess to vibrational degrees of freedom of the carb
monoxide molecules ('325 eV!, and, third, helium atoms
rapidly deactivate the vibrations of the carbon monox
molecules. These deficiencies are significantly reduced w
heavier inert gases are employed as the buffer gas.

3. Among the heavy inert gases, argon appears to be
of the promising substances for use as a buffer gas
nuclear-pumped CO laser. The energy expended on the
mation of an electron–ion pair by a fast ion is almost tw
times lower in argon than in helium. The ionization ener
of argon is sufficient for the occurrence of fast charge
change between argon ions and carbon monoxide molec
The excited states of argon are effectively quenched by
bon monoxide molecules. Argon atoms have a mass whic
sufficiently large for the probability of theVT process to be
small.15

Let us examine the processes determining the pump
of energy into the vibrational degrees of freedom of carb
monoxide molecules in the active medium of a nucle
pumped Ar–CO laser in greater detail. For estimates
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choose the following parameters of the active medium:

gas temperature~translational! Tg5200 K,

argon density nAr5231019 cm23,

carbon monoxide density nCO5231018 cm23,

specific power deposition

in the medium W5100 W/cm3. ~5!

The argon pressure was chosen such that the mean
path of a U235 fission fragment would be approximately tw
times smaller than the diameter of the laser-active elem
used in the power model of a pulsed-reactor-pumped la
system.16

Formula ~1a! shows the principal series of plasm
chemical reactions in the active medium of a nucle
pumped Ar–CO laser under conditions~5!.

The reaction partners and the reaction rates in s21 are
shown over the arrows, as in formula~1!. The constants from
the reference cited above were used to calculate the rea
rates. To estimate the recombination rates of the ions,
electron density was set equal to 1013 cm23, and the tem-
perature of the thermal electrons was set equal to 1000

The energy imparted to the Ar–CO medium by a fast i
is concentrated mainly in the form of the potential energy
Ar1 –electron pairs and in electronically excited argon ato
after the first stage of relaxation. As above, the electronic
excited atoms, which are found mainly in metastable
nearby resonant states, are denoted by Ar* . Further conver-
sion of the Ar1 ions occurs along two channels. When Ar1

ions interact with carbon monoxide molecules, rapid cha
exchange takes place with the formation of CO1 ions, which
are subsequently converted into CO1

•CO cluster ions. In the
second channel Ar1 ions are converted into Ar2

1 ions, which,
in turn, are converted as a result of interactions with carb
monoxide molecules into CO1 or ArCO1 ions, and these
ions are subsequently converted into CO1

•CO cluster ions.17

The subsequent fate of the CO1
•CO clusters in an Ar–CO

active medium is similar to their fate in a He–CO mediu
and the final step is the formation of CO* molecules.

The excited Ar* atoms are effectively quenched by ca
bon monoxide molecules. We do not know of any detai
investigations of the products of this reaction. Howev
since carbon monoxide molecules have several electr
levels with excitation energies close to the excitation ene
of the Ar* atoms, it can be assumed that upon quenching
excitation energy of the argon atoms is used to electronic
excite carbon monoxide molecules, which then form CO*
molecules.

Thus, as a result of the series of plasma-chemical p
cesses, the energy stored in argon ions and excited atom
transformed into the electronic excitation energy of carb
monoxide molecules, and 1.5 CO* molecules form per Ar1

ion. As in a He–CO medium, these molecules are quenc
by CO molecules with the passage of 30240% of the elec-
tronic excitation energy into vibrational degrees of freedo
of the carbon monoxide molecules. As a result, taking i
account that there is no Penning effect accompanying
interaction of Ar* with CO molecules, we find in analogy t
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~3! that the efficiency of the transfer of the energy impar
to the Ar–CO medium by fast ions into vibrational degre
of freedom of carbon monoxide molecules amounts to 18
which is 1.5 times greater than in a He–CO medium with
addition of carbon dioxide.

Several important details have been omitted in
mechanisms for the plasma-chemical pumping of nucle
pumped CO lasers considered above. It is known that
products of several reactions taking place in the active
dium of a nuclear-pumped CO laser are in electronically a
vibrationally excited states with a high probability. This o
curs, in particular, in the charge-exchange reactions of H2

1

with nitrogen, the Penning ionization of carbon monoxi
and nitrogen molecules by He* atoms, etc. The quenching o
these excited states by CO or N2 molecules can increase th
flow of energy into the vibrational degrees of freedom
carbon monoxide molecules and thus increasehv . The char-
acteristic cross sections for the quenching of electronic
excited states of the particles by these molecules are clo
the gas-kinetic value, and the fraction of energy entering
vibrational degrees of freedom of the molecules amounts
considerable fraction of the electronic transition ener
However, additional detailing of the mechanism of t
plasma-chemical pumping of a nuclear-pumped CO la
with the inclusion of these processes would hardly be p
ductive at the present time because of the lack of relia
data on the probabilities of the various reaction channels
deactivating the excited particles by these molecules and
some cases, on the overall rate constants of the quenchin
the excited states.

In the vibrational subsystem of carbon monoxide m
ecules in an Ar–CO active medium under conditions~5!, just
as in a He–CO medium under conditions~1!, the transitions
between low and intermediate vibrational levels are de
mined by the exchange of vibrational quanta. However,
role of theVT process in the energy losses from the vib
tional subsystem is considerably smaller in an Ar–CO m
dium than in a He–CO medium. This fact is no less imp
tant for the efficiency of laser-pumped Ar–CO lasers than
the smaller expenditure of energy for the formation of
Ar1 –electron pair by a fast ion in comparison to
He1 –electron pair.

At the present time the literature does not offer any
formation on reliable measurements of the rate constan
the VT process for carbon monoxide molecules result
from their collisions with argon atoms at low ga
temperatures.15 To estimate it, we use the formula given
Ref. 18, from which it follows that

kVT;CO-Ar
~1;0! 54.0310222cm3/s. ~6!

Using ~6! we find that the deactivation time of the fir
vibrational level of carbon monoxide molecules resulti
from their collisions with argon atoms is equal to 120
Assuming for an estimate that the dependence ofkVT;CO-Ar

(v;v21)

on the number of the level is similar to the dependence
kVT;CO-CO

(v;v21) and usingkVT;CO-CO
(v;v21) from Ref. 14, for intermediate

vibrational levels we havekVT;CO-Ar
(10;9) 53310220 cm3 and a

deactivation time equal to 1.7 s.
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Since the concentration of carbon monoxide molecu
is an order of magnitude lower than the concentration
argon atoms under the conditions considered and s
kVT;CO-CO

(v;v21) is an order of magnitude greater thankVT;CO-Ar
(v;v21) ,

the rate of theVT process resulting from collisions of th
molecules with one another is comparable to the rate of
VT process resulting from collisions of the molecules w
argon atoms.

It is seen from the estimates presented that the rate o
deactivation of the low and intermediate vibrational levels
carbon monoxide molecules as a consequence of their c
sions with one another and with argon atoms is considera
lower than the rate of their deactivation as a consequenc
spontaneous emission, so that the energy loss from the v
tional subsystem in the absence of lasing is determined
spontaneous emission. Let us estimate this loss. At the
and intermediate vibrational levels the probability of spon
neous radiative de-excitation can be approximated by a
ear dependence on the level numberv:

~t rad
~v;v21!!215~t rad

~1;0!!21v. ~7!

Since the probability of radiative de-excitation does n
increase rapidly with the level number, the main contributi
to the energy loss is made by the lower levels due to th
larger populations, and in estimating the energy loss we
confine ourselves to the harmonic approximation, assum
that the populating of the vibrational levels obeys a Bol
mann law with a vibrational temperatureTv . As a result, for
the radiative energy loss we have

Qrad5
Ev«vnCO

t rad
~1;0!

, ~8!

where

«v5@exp~Ev /Tv!21#21 ~1!

is the mean number of quanta per molecule at the vibratio
temperatureTv .

Let us use~8! to estimate the pump power densityWth

corresponding to the lasing threshold of a nuclear-pum
Ar–CO laser. Since the lasing of a CO laser is observed
vibrational temperatureTv

(0)'3000 K,19, at the lasing thresh-
old the supply of energy to the vibrational subsystem of
carbon monoxide molecules should be equal toQrad at Tv
5Tv

(0) , and

Wth5
1

hv
Qrad~Tv5Tv

~0!!. ~10!

When conditions~5! are satisfied andhv518%, we have
Wth'10 W/cm3. This value is an order of magnitude lowe
than the value ofWth for a nuclear-pumped He–CO laser.

4. Thus, the plasma-chemical processes in the active
dium of a nuclear-pumped CO laser can make a signific
contribution to the pumping of energy into the vibration
degrees of freedom of carbon monoxide molecules, perm
ting the achievement of a pumping efficiency of 18% f
them. The use of helium as the buffer gas in the active m
dium of a nuclear-pumped CO laser is not optimal beca
of the large expenditures of the energy of the fast ions p
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duced by nuclear reactions on the generation of elect
helium-ion pairs and the high rate of theVT process in the
helium atoms. The use of argon as the buffer gas instea
helium permits a 1.5-fold increase in the efficiency of t
pumping of energy into vibrational degrees of freedom of
carbon monoxide molecules and an order-of-magnitude
crease in the threshold energy for pumping the active
dium

In conclusion, we sincerely thank P. P. D’yachenko a
A. P. Budnik for their interest in this work and for discussin
its results.
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York ~1994!; Énergoatomizdat, Moscow~1989!, pp. 3–44#.

16A. V. Gulevich, P. P. D’yachenko, A. V. Zrodnikovet al., At. Energy80,
361 ~1996!.

17D. K. Bohme, N. G. Adams, and M. Mosesmanet al., J. Chem. Phys.52,
5094 ~1970!.

18V. K. Ablekov, Yu. N. Denisov, and F. N. Lyubchenko,Handbook of
Gas-Dynamic Lasers@in Russian# ~Mashinostroenie, Moscow, 1982!,
162 pp.

19N. N. Sobolev and V. V. Sokovikov, Usp. Fiz. Nauk110, 191 ~1973!
@Sov. Phys. Usp.16, 350 ~1973!#.

Translated by P. Shelnitz



TECHNICAL PHYSICS VOLUME 43, NUMBER 7 JULY 1998
Theory of scanning near-field magnetooptical microscopy
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An analytical theory of scanning near-field magnetooptical microscopy is developed. The theory
is based on the elastic scattering of light by small, resonantly polarizable particles, which
are used to scan the plane surface of a nonuniformly magnetized medium. The effective
polarizability of the particles is calculated with the effect of dynamic ‘‘image forces’’
taken into account in all orders of perturbation theory with respect to the interaction of the
particle with a demagnetized ferromagnet, and the magnetooptical perturbation is calculated to first
order in the magnetization. The major contributions to the magnetooptical light scattering
for a ferromagnetic structure magnetized perpendicular to the surface are found, including a
quasistatic approximation for the near-field particle–magnet interaction. The optical size
resolution of a magnetic~dielectric! inhomogeneity is estimated. ©1998 American Institute of
Physics.@S1063-7842~98!01507-4#
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The prospects for magnetooptical studies have expan
significantly as a result of the overall progress in near-fi
optics.1 Thus, recently developed near-field magnetoopti
microscopy techniques1–5 make it possible to observe con
trast in the magnetooptical response over scale lengths
siderably shorter than an optical wavelength,;c/v, wherec
is the wavelength andv is the frequency of the light. A
theory of magnetooptical Kerr effects in near-field light h
been proposed6,7 for application to optical experiments3,4 in
the case of uniform magnetization in the plane of the surfa
The near-field response of nonmagnetic surface inhomog
ities has been studied theoretically in several papers,8,9 pri-
marily by numerical methods for near-field probing using
optical fiber with a sharpened tip. The possibility of dete
mining the size and shape of small surface dielectric in
mogeneities based on their near-field response in the abs
of magnetooptical effects was also discussed.

The purpose of this paper is to construct an analyt
theory of the near-field microscopy of magnetic structu
during scanning of the surface by small metallic particl
The model is illustrated in Fig. 1. It includes a plane inte
face boundaryz50 between a transparent nonmagnetic
electric~vacuum! (z,0) and a medium (z.0) with a mag-
netic structure that is nonuniform in the planesz5const. A
small ~of size much smaller thanc/v) particle or dipole-
polarizable inhomogeneity of another type exists in the fi
medium. A linearly polarized light wave incident on the no
magnetic medium can be scattered by the particle or m
netic inhomogeneity or can participate in combination p
cesses involving both these types of scattering. The rol
these combination processes in scanning near-field mic
copy is studied in this paper for the case in which the m
netization~magnetic field! vector is perpendicular to the su
face, i.e., the magnetooptical Kerr effect occurs.10 Thus, the
results obtained below are a generalization7 to the case of
media with a nonuniform distribution of the magnetization
the plane of the surface.
8241063-7842/98/43(7)/6/$15.00
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MODEL AND BASIC EQUATIONS

Following Ref. 7, we define the unperturbed model~Fig.
1! by the dielectric tensor«0(z,v) Î with «0(z)5«1q(2z)
1«2q(z), whereq(z)50 for z,0 andq(z)51 for z.0,
while Î is the unit tensor, whose components are the K
necker delta symbolsdab with the Cartesian indicesa andb.
The electric fieldE0(r ) of the light and the tensor Gree
function D̂0(r ,r 8) in the absence of a perturbation and t
total fieldE~r ! in the presence of a perturbation in the diele
tric polarizationP~r ! are described by the equations7

@curl curl2«0~z,v!k0
2Î #H E0~r !

D̂0~r ,r 8!

E~r !
J 5H 0

d~r2r 8! Î
4pk0

2P~r !
J ,

~1!

whereE0(r ) andD̂0(r ,r 8) satisfy Maxwellian boundary con
ditions with respect to the variabler andk05v/c. For com-
ponents of the Green function, in the following we shall u
the representation

FIG. 1. Illustration of near-field magnetooptical microscopy.
© 1998 American Institute of Physics
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Dab
0 ~r ,r 8,v!5E d2Q

~2p!2 exp@ iQ~r i2r i8!#

3Gab
0 ~z,z8;Q,v!,

Gab
0 ~z,z8;Q,v!5(

m,n
Sam~Q/Q!dmn

0 ~z,z8;Q,v!Sbn~Q/Q!,

~2!

where r i5(x,y), Q5(exQx1eyQy), Sxx5Syy5Qx /Q,
2Sxy5Syx5Qy /Q, Szz51, andea is the unit vector for the
a th Cartesian axis.

The componentsdab
0 (z,z8;Q,v) of the Green function

in Eq. ~2! are the solutions of inhomogeneous ordinary d
ferential equations obtained from the second of Eqs.~1! with
Q5exQ when (]/]r5( iQ,0,d/dz).11

The perturbationP5PI1PII includes contributions from
the nonmagnetic particle~the source of the near field! PI and
from the magnetized mediumPII . In the followingPI is taken
into account self-consistently in all orders of perturbati
theory, andPII , is so taken to first order in the magnetizatio
In terms of the theory of the multiple scattering of light fo
small particles near a plane surface, we obtain12

Pa
I ~r ,v!5x~a!~v!d~r2R!Ea

0~R,v!, ~3!

whereR5(X,0,Z) andZ,0 ~Fig. 1!.
The components of the diagonal polarizability tensor

a particle near the surface are given byx (b)5@1/a (b)

2s (b)#21 in terms of the components of the diagonal pola
izability tensor of the particle,a (b), calculated as the re
sponse to an external field in a uniform medium.13 The s (b)

are calculated in terms ofD̂0(r ,r 8) in Ref. 7. This transition
from a (b) to x (b) corresponds to including the near surfa
‘‘image’’ charges of the particle~near field! in the absence of
magnetization.13

For the magnetooptical contribution to the polarizati
~in the medium withz.0), in general we take

4pPa
II~r !5(

b
D«ab~r ,H!Eb~r !

5 i«B~H!h~r i! f ~z!(
b

Cab~H/H !Eb~r !, ~4!

where it is assumed that the magnetizationM and magnetic
field H vectors are parallel to one another.

The presence of a spatial modulation in the dielect
~magnetization! tensor of Eq.~4!, expressed by the function
-

.

r

-

c

h(r i), is fundamental to an examination of scanning micro
copy. In the following, we shall assume that the magne
inhomogeneity is uniform in the surface plane, i.e.,h(r i)
5h(x) in Eq. ~4!.

ELEMENTARY PROCESSES

We shall consider linearly polarizedTE (s polarization!
and TM (p polarization! waves as the elementary incide
and secondary waves. In them the electric field vector
respectively, perpendicular and parallel to the plane form
by the wave vector and the normal to the interface atz50.
Here the field ofs- and p-polarized waves withQi5exQ

i

5exA«1k0 sinQi, incident at an angleQ i , is given by one of
the following expressions (z,0):

$Es
i ~r !, Ep

i ~r !%5$Ēs
i ey , Ēp

i ~ex cosQ i2ez sin Q!%

3exp@ i ~Qix1A«1k0
22~Qi !2z!#. ~5!

The solution of the last of Eqs.~1! under conditions
~3!–~5! is given by6,7

E~r ,v!5 (
n50

5

E~n!~r ,v!. ~6!

Here E(0)(r )5E0(r )5exp(iQix)E0(z;Qi) corresponds to
mirror reflection of the light in the absence of a particle a
a magnetic inhomogeneity. The other contributions, illu
trated by the diagrams of Fig. 2, refer to elastic~Rayleigh!
scattering of light between the initial (i ) and final (f ) states
of the radiation. Diagram1 corresponds to scattering of ligh
by a subsurface particle in the absence of magnetizat
which has been studied before.7

The remaining diagrams (n52 – 5) are a comprehensiv
representation of the set of magnetooptical scattering p
cesses that are linear in the magnetization. Diagram2 applies
to diffraction of light on a magnetic inhomogeneity, and
the case of a uniform inhomogeneity with a distributio
function h(x), the scattered light field is given by
light by a
FIG. 2. A schematic representation of the zeroth and first order contributions, in terms of the magnetization, to the magnetooptical scattering of

small nonmagnetic particle and a magnetization inhomogeneity. The smooth lines are waves propagating in an unperturbed layered medium~the functionsD̂0

and E0), the points represent the scattering of light by a particle~polarizability x̂), the crosses represent the magnetooptical Kerr effect~susceptibility

D«̂/4p), and the dashed lines, an arbitrary interface between the media.
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E~2!~r !5k0
2i«0E

2`

` dQx

2p

3exp@ i ~Qxx2k1~Qx!z!#d̂0~02, 01, Qx!Ĉ

3H~Qx2Qx
i !F@k2~Qx!1k2~Qx

i !#E0~01;Qx
i !.

~7!

Here Qx
i 5Qi , while km[A«mk0

22Q2 or, in general,km
t

[km(Qt)5A«mk0
22(Qt)2 for light in a medium with num-

ber m in the tth scattering step,

H~Qx!5E
2`

`

dx exp~2 iQxx!h~x!, ~8!

and

F@k2~Q8!1k2~Q9!#5E
0

`

dz exp$ i @k2~Q8!

1k2~Q9!#z% f ~z!. ~9!

For Ax21z2@1/k0 , the integral in Eq.~7! is calculated
by the method of steepest descent7 with a saddle pointQx

f

5A«1k0 sinQf sgn(x), whereQ f5arctan(ux/zu) and the scat-
tering angleQ f is defined with respect to the negative dire
tion of thez axis. Because of the uniform distributionh(x),
the light is scattered in thexz plane. Here in the function
H(Qx

f 2Qi) of Eq. ~7!, uQx
f 2Qi u;k0 , i.e., this process is

effective only in ordinary magnetooptical microscop
where, according to the Rayleigh criterion, the resolution
the magnetic objects is limited to a scale length;1/k0 ~Ref.
10!.

NEAR-FIELD MAGNETOOPTICAL SCATTERING

The processes corresponding to diagramsn53 – 5 are of
interest for near-field microscopy. A common feature
these processes is the possibility of double scattering~on a
particle and on an inhomogeneity!, in each event of which
the componentQx of the two-dimensional wave vectorQ
can change in magnitude by an amount much greater
k0 . If the corresponding components have a magnetic in
mogeneity in the spatial Fourier spectrum, then the ela
scattering of the light may include andX-dependent modu
lation in the response on a subwavelength scale.

Diagram 3 corresponds to the scattering of light on
magnetic inhomogeneity, after which eachs- or p-polarized
wave is scattered by a particle. The radiation field in th
processes is given by

E~3!~r !54pk0
4i«0D̂0~r ,R!x̂Û~R;Qi !ĈE0~01;Qi !.

~10!

Here

Û~R;Qi !5E
2`

` dQx

2p
exp@ i ~QxX2k1~Qx!Z!#d̂0

3~02,01;Qx!H~Qx2Qi !F~k21k2
i !, ~11!

with D̂0(r ,r 8) defined by Eq.~1!. Diagram4 describes the
scattering of light by a particle followed by diffraction of th
f

f

an
o-
ic

e

s- or p-polarized waves on a magnetic inhomogeneity. Th
processes make the following contribution to the radiat
field:

E~4!~r !54pk0
4i«0E d2Q

~2p!2 ei ~Q•r i2k1~Q!z!

3Ĝ0~02,01;Q!ĈV̂~Q;R!x̂E0~R!, ~12!

with

V̂~Q;R!5E
2`

` dQx8

2p
exp@2 i ~Qx8X1k1~Q8!Z!#

3d̂0~01,02;Qx8!H~Qx2Qx8!F~k21k28!,

~13!

whereQ5(Qx ,Qy), Q85(Qx8 ,Qy).
Finally, diagram5 refers to magnetooptical scattering o

an inhomogeneity which takes place between two event
scattering by a particle. The corresponding contribution
the field ~6! is given by

E~5!~r !516p2k0
6i«0D̂0~r ,R!x̂Ŵ~R!x̂E0~R!, ~14!

where

Ŵ~R!5E d2Q

~2p!2 exp@ i ~QxX2k1~Q!Z!#

3Ĝ0~02,01;Q!ĈV̂~Q;R!. ~15!

For a given directionr /r , with ur u@c/v, each compo-
nent of the field~6! can be represented locally in the form
a linear combination of two asymptotically plane wav
;exp(iA«1k0r ) with s and p polarizations. The amplitude
Ēl8

(n) of these waves are related to the amplitudeĒl
i of the

l-polarized incident wave~5! by the equations6,7

Ēl8
~2!

5~1/Ar !l l8l
~2! Ēl

~ i ! , Ēl8
~n!

5~1/r !l l8l
~n! Ēl

~ i ! , ~16!

where the polarization indices of the incidentl and scattered
l8 waves take on the designationss andp.

In Eq. ~16! the first expression corresponds to a cylind
cally diverging wave~7! and the second, to spherical wav
with n51, 3– 5. The transverse cross section for scatter
of light into the element of solid angledV f5sinQfdQfdwf

with the polarization transformationl→l8 is

dsl8l~M !

dV f 5U(
n51

5

l l8l
~n! U2

>u l l8l
~1! u212(

n52

5

Re@ l l8l
~1! l l8l

~n! * #

[ (
n51

5 dsl8l
~n!

dV f . ~17!

Here dsl8l(0)/dV f[dsl8l
(1) /dV f5u l l8l

(1) u2 is the transverse
cross section for elastic scattering of light by a surface p
ticle in the absence of magnetization, and it is assumed
u l l8l

(1) u@u l l8l
(n) u for all n>2. Expressions for the angles of ro

tation of the axes of the polarization ellipse and the scatte
light ellipses in terms ofl l8l

(n) are given by Eqs.~35! and~36!,
respectively, of Ref. 7.
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OPTICAL RESOLUTION AND IMAGE SHAPE

We now consider the previous results as applied to sc
ning near-field magnetooptical microscopy, i.e., we sh
study the quantities~16! and~17! as functions of the coordi
nate X in the caseuRu!1/k0 . To do this we examine an
ultrathin ferromagnetic layer of atomic thicknessl , which is
magnetized perpendicular to its plane (M iez) and is uni-
formly inhomogeneous in this plane, i.e, in Eq.~4! we have

Cab5daxdby2daydbx , f ~z!5 ld~z2z0!, ~18!

wherez0.0 andl ,z0!1/k0 .
We shall assume that in this layer there is a domain w

in which the uniform distribution of the magnetization an
its Fourier transform are given by

h~x!5~2/p!arctan~x/D!,

H~Qx!52 exp~2uQxuD!/~ iQx!, ~19!

whereD is the domain wall width (0,D!1/k0).
This model corresponds, in particular, to nanostructu

formed by ultrathin layers of a ferromagnetic material w
spacers made of a precious metal, where the axis of e
magnetization is perpendicular to the interfaces.14

Under conditions~18! and~19!, the matrix elementsl l8l
(n)

are calculated by analogy with Ref. 7, where the polar m
netooptical Kerr effect was studied in the near field of
small particle in the case of a uniform magnetic mediu
~i.e., for h(x)51). In calculating thel l8l

(n) in the near field
approximation (uZu,z0 ,D!1/k0), we consider the domain o
integration in Eqs.~11! and ~13! to be determined by the
wave vectoruQxu;1/uZu@k0 . Assuming further thatuQxu
@Au«muk0 , we shall neglect the contributions, in the ne
field, from the purely perpendiculars-polarized electric field,
which are described by the functionsdyy

0 : the latter are smal
by a factor;(k0Q)2;(k0Z)2!1 compared to the function
dab

0 corresponding to the longitudinal-transverse
p-polarized field.~Here the subscriptsa andb are equal tox
or z.) Given Eq. ~19!, the integrals~11! and ~13! are ex-
pressed in the quasistatic approximation in terms of the
lowing functions:

$KX~R!,KZ~R!%5$X,2L%
1

X21L2 , ~20!

whereL5uZu1z01D determines the characteristic distan
between the particle and the probe object along the norm
the surface, withL!1/k0 .

Under these conditions, the principal matrix elements

H l ss
~3!

l ps
~3!J 5A exp~2 iQ fX cosw f !

3H gs
1~Qf !x~x!KX sin w f

gp
1~Qf !x~x!KX cosQ f cosw f1gp

2~Qf !x~z!KZ sin Q f J
3ts~Qi !, ~21!

and
n-
ll

ll,

s

sy

-

r

l-

to

e

H l sp
~4!

l pp
~4!J 5AH ts~Qf !cosw f

2tp~Qf !cosQ f sin w f J @KXx~x!gp
1~Qi !cosQ i

2KZx~z!gp
2~Qi !sin Q i #exp~ iQiX!. ~22!

Here

A5
i«Bk0

2t̄ pl

p«1
, ~23!

gl
6~Q!5exp@ ik1~Q!Z#6r l~Q!exp@2 ik1~Q!Z#, ~24!

w f5arctan(y/x), and Q f5arctan(Ax21y2/uzu), with the
angleQ f taken from the negativez direction. The reflection
r l(Q) and transmissiontl(Q) coefficients forl-polarized
waves are given by

r l~Q!5
h1

l~Q!2h2
l~Q!

h1
l~Q!2h2

l~Q!
, tl~Q!511r l~Q!, ~25!

where hm
p (Q)5«m /km(Q), hm

s (Q)5km(Q), and km(Q)
5A«mk0

22Q2 in medium numberm.

In Eq. ~23!, t̄ p52«1 /(«11«2) is the quasistatic (k0 /Q
→0) limit of tp(Q), while for uZu!1/k0;1/Qf , Eq. ~24!

takes the formḡl
6516 r̄ l , where r̄ p5(«12«2)/(«11«2)

and r̄ s50.
Using Eqs.~4! and ~18!, we write Eq.~15! in the form

Ŵ(R)5 l Ĵ(R), and in the quasistatic approximation (k0L
!1)

Ĵ~R!5
1

~2p!3 E
2`

`

dQxE
2`

`

dQx8E
2`

`

dQy

3exp@ i ~Qx2Qx8!X#exp@2~ uQxu!1uQx8u!~ uZu1z0!]

3H~Qx2Qx8!Ĝ0~02,01;Q!ĈĜ0~01,02;Q8!, ~26!

whereQ5(Qx ,Qy) and Q85(Q8,Qy), with the important
values being those such thatuQxu;uQx8u;1/uZu@k0 .

As above, fromĜ0 in Eq. ~26! we eliminate the func-
tions dyy

0 and the terms linear inQy , which vanish after
integration@Eq. ~26!# owing to the translational symmetry o
the model~19! with respect to the coordinatey. Since only
the componentsJxy , Jyx , Jyz andJzy are nonzero, we obtain
the following matrix elements:
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S l ss
~5!

l ps
~5!D 52BS gs

1~Qf !x~x!Jxy sin w f

gp
1~Qf !x~x!Jxy cosQ f cosw f1gp

2~Qf !x~z!Jzy sin Q f Dgs
1~Qi !, ~27!
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S l sp
~5!

l sp
~5!D 5BS gs

1~Qf !cosw f

2gp
1~Qf !cosQ f sin w f D

3@Jyxx
~x!gp

1~Qi !cosQ i

2Jyzx
~z!gp

2~Qi !sin Q i #, ~28!

in which

B54p ik0
6«0lx~y! exp@ i ~Qi2Qf cosw f !X#. ~29!

These matrix elementsl l8l
(n) , along with the elements

found7 in the absence of magnetization, completely det
mine the ellipsometric parameters of the scattered light
well as the contributions to the transverse scattering c
section~17!.

In order to estimate the near-field contributions to t
field ~6! and the observed quantities~17!, we shall use the
following estimate of the integrals~11! and ~13!: U;V
;( l /L)/k0

2. SinceD0(r ,R);1/r for the scattered light, we
find E(3);E(4);(1/r )«0l (k0

3x/k0L)E0 and E(5)/E(3)

;x/L3. In the general case of a metallic particle of chara
teristic sizea, we havex;a3vp /G ~Ref. 7!, where the pa-
rametervp /G;10 determines the ‘‘quality factor’’ of the
possible plasma resonance in a particle at frequencyvp .
Thus, as it is small for sufficiently largeL;1/k0 , the field
E(5) may be comparable in magnitude toE(3);E(4) when
L>a.

In the near-field approximation with respect to the int
action of a particle with the surface, light-scattering by
particle in the presence of a magnetic inhomogeneity diff
in a number of ways from light-scattering in the case o
uniformly magnetized medium. Thus, the fieldE(3) is excited
only by ans-polarized external wave, and the fieldE(4), only
by ap-polarized wave. A comparison of Eqs.~21!–~23! with
the results of Ref. 7 shows that the componentx (y) of the
polarizability tensor for a surface particle is eliminated fro
these fields, since a transverse field is inefficient in the n
field processesn53 and 4. At the same time, Eqs.~27! and
~28!, which describe the magnetooptical analog of the ‘‘im
age force’’ effect whenM iez , includex (y) through Eq.~29!
for all the scattering channels withn55. Light scattering due
to the component of the polarizabilityx (z) normal to the
surface is excluded at an angle of incidenceQ i50 for the
field E(4) and at a scattering angleQ f50 for the fieldE(3).
The componentsE(3)2E(5) of the field in Eq.~6! contain
different combinations of the angles of incidence and sc
tering, which can also be used to isolate the different s
tering channels. It is significant that, in the near-field a
proximation, the directional diagrams of the radiation, e
the dependences of the terms in Eq.~17! on the azimuthal
r-
s

ss

-

-

s

r-

-

t-
t-
-
.,

anglew f , are simpler in form than their analogs in the ge
eral case discussed in Ref. 7 for a uniform magnetizat
M iez .

From the standpoint of near-field microscopy, howev
the major interest is in the dependence of observables, s
asdsl8l

(n) /dV f , on the distanceuZu1z0 between the particle
and the magnetic inhomogeneity. In the model of Eq.~19!,
this dependence is determined by Eqs.~20! and ~26!, which
enter Eq. ~17! linearly. The quantitiesL5uZu1z01D or
uZu1z0 in Eqs. ~20! and ~26! are a measure of the optica
resolution: this can be justified in the usual scheme,15 which
considers functions of the form of the image~20! for two
objects separated by a distance;L. Thus Eqs.~20! and~26!
show that the optical resolution~minimum scale length for
the observable spatial modulation in the magnetooptical
age! is determined by the quantityL5uZu1z01D, i.e., the
resolution should improve as the separationuZu1z0 is re-
duced. At the same time, in view of the conditionuZu>a,
even in the limitz0→0 andD→0, the observable image siz
cannot be smaller than the characteristic particle sizea,
which is therefore the main factor limiting the optical res
lution. The predicted enhancement in the resolution for
quantitiesudsl8l

(n) /dV f u with decreasinguZu correlates with
experiment.3,4 In these experiments it was noted that the i
age contrast~optical resolution! in a scanning magnetoopti
cal microscope increases with decreasing distance betwe
particle and the surface of the magnetic medium, which c
sisted of a ferromagnetic superlattice. It is clear that wh
nonmagnetic surface microroughness or defects are pre
this behavior should be observed in their optical resolution
well. This effect has been modeled numerically8,9 and, in
terms of our theory, it can be described analytically us
instead of Eq.~18! a perturbation with the appropriate sym
metry and spatial distribution of the dielectric constant.

CONCLUSION

An analytical theory of near-field scanning magnetoo
tical microscopy has been presented above for the cas
which the polar magnetooptical Kerr effect occurs. It h
been shown that in this optical arrangement, the scale len
of the resolution of a magnetic inhomogeneity along the s
face is limited by the size of the probe particle, while su
wavelength resolution improves with decreasing relative d
tance between this particle and the magnetic inhomogen
along the normal to the surface of the magnetic medium. T
shape of the magnetooptical image in the surface plane
depends strongly on the distribution of the magnetizat
transverse to the surface. The specific features of magnet
tical scattering in the theory proposed above are rela
solely to the special~magnetooptical! symmetry of the per-
turbations in the dielectric tensor. Thus, when a perturba
of another type is used, this analytical theory can be gen
alized simply to describe near-field effects unrelated to
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magnetization. It might be expected that only the directio
diagrams of the radiation would change in that case, w
the above results regarding the optical resolution would
main unchanged.

This work was supported by the Russian Fund for F
damental Research, Grant No. 96-02-17898.

The author thanks T. J. Silva for help discussions o
number of questions concerning the experiment.

1D. W. Pohl and D. Courjon~eds.!, Near Field Optics, Kluwer Acad. Publ.
~1993!, 436 pp.

2E. Betzig, J. K. Trautman, R. Wolfeet al., Appl. Phys. Lett.61, 142
~1992!.

3T. J. Silva, S. Schultz, and D. Weller, Appl. Phys. Lett.65, 658 ~1994!;
T. J. Silva, Doctoral Dissertation, Univ. of California, San Diego~1994!,
263 pp.

4T. J. Silva and A. B. Kos, inNear Field Optics, edited by M. A. Paesler
and P. J. Moyer, Proc. Soc. Photo-Opt. Instrum. Eng.~SPIE! 2, 2535
~1995!.

5V. I. Safarov, V. A. Kosobukin, C. Hermannet al., Phys. Rev. Lett.73,
3584 ~1994!; Microsc. Microanal. Microstruct.5, 381 ~1994!; Ultrami-
croscopy57, 270 ~1995!.

6V. A. Kosobukin, inNear Field Optics, edited by M. A. Paesler and P. J
l
le
-

-

a

Moyer, Proc. Soc. Photo-Opt. Instrum. Eng.~SPIE! 9, 2535~1995!.
7V. A. Kosobukin, Fiz. Tverd. Tela39, 560 ~1997! @Phys. Solid State39,
488 ~1997!#.

8N. Garcia and M. Nieto-Vesperinas, Opt. Lett.20, 949 ~1995!; R. Carmi-
nati and J.-J. Griffet, Opt. Commun.116, 316 ~1995!.

9A. A. Maradudin, A. Mendoza-Suarez, E. R. Mendez, and M. Nie
Vesperinas, inOptics at the Nanometer Scale, edited by M. Nieto-
Vesperinas and N. Garcia, Kluwer Acad. Publ.~1996!, p. 41.

10A. K. Zvezdin and V. A. Kotov,Thin Film Magnetooptics@in Russian#
~Moscow, 1988!, 190 pp.

11A. A. Maradudin and D. L. Mills, Phys. Rev. B11, 1392 ~1975!; Phys.
Rev. B12, 2943~1975!.

12A. M. Brodski� and I. M. Urbakh,Electronics of the Metal/Electrolyte
Interface @in Russian# ~Moscow, 1989!, 296 pp; Fiz. Tverd. Tela~St.
Petersburg! 35, 884~1993! @Phys. Solid State35, 457~1993!#; Fiz. Tverd.
Tela ~St. Petersburg! 36, 3015~1994! @Phys. Solid State36, 1605~1994!#.

13L. D. Landau and E. M. Lifshitz,Electrodynamics of Continous Media,
2nd ed.@Pergamon Press, Oxford~1984!; Nauka, Moscow~1982!, 620
pp.#.

14R. Allenspach, M. Stampanoni, and A. Bischof, Phys. Rev. Lett.65, 3344
~1990!; R. Allenspach and A. Bischof, Phys. Rev. Lett.69, 3385~1992!.

15M. Born and E. Wolf,Principles of Optics@Pergamon, London~1967!;
Mir, Moscow ~1970!, 856 pp.#.

Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 43, NUMBER 7 JULY 1998
Extracting microwave energy from a cavity by mode conversion at a coupling window
S. N. Artemenko, V. A. Avgustinovich, and Yu. G. Yushkov
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A study is made of the production of high power nanosecond rf pulses by extracting microwave
energy from an oversized cavity by means of conversion, at a coupling window, of the high-
Q working mode to an auxiliary mode which is strongly coupled to an external load. It is shown
that microwave rf pulse compressors with copper storage cavities and energy extraction by
mode conversion at a coupling window can provide gains of 5–13 dB with output signal durations
of 20–150 ns and peak powers of 5–10 MW in the 3-cm band and 50–100 MW in the 10-
cm band. Rf pulses lasting 30 ns with peak powers of 0.5 MW have been obtained experimentally
at a frequency of 9.4 GHz with a gain of 9 dB. ©1998 American Institute of Physics.
@S1063-7842~98!01607-9#
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INTRODUCTION

The extraction of energy from a cylindrical oversize
cavity through conversion of anH01n mode into anH11p

mode which is strongly coupled to a external load has b
reported.1,2 Energy was extracted through a circular outp
waveguide which was smaller than the cutoff for theH01

mode but larger than cutoff for theH11 mode, and was at
tached coaxially to the cavity at one of its ends. Convers
was achieved using an electrical spark gap positioned in
hollow of the cavity at the maximum of thew component of
the electric field of the working mode parallel to the fie
lines. The feasibility of microwave rf pulse compressors w
demonstrated with energy extraction by mode convers
and gains of 13 dB with a copper storage cavity and 30
with a superconducting cavity were attained for output pu
durations of'20– 50 ns.

Meanwhile, the microwave compressors described
Refs. 1 and 2 have two major disadvantages, due to
placement of the spark gap directly in the hollow of t
cavity. First, the Q of the cavity falls off during the fiel
buildup because the working mode is converted on the st
tural elements of the spark gap device into other wa
which radiate into the load through the output wavegui
and second, this arrangement reduces the electrical br
down strength of the apparatus because these element
located at the site where the electric component of the rf fi
is highest. The drop in Q reduces the gain of the compres
while the lower electrical breakdown strength makes
harder to operate the device at a sufficiently high pow
level.

At the same time, energy extraction based on mode c
version is one of the few methods that have been realize
practice and can, under certain conditions, compete with
best-known and most often used method, which is based
extraction through an interference switch.3,4 Compared to
systems with an interference switch, one of the undoub
advantages of energy extraction by mode conversion is a
dense eigenmode spectrum of their storage elements
8301063-7842/98/43(7)/4/$15.00
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when there are no spark gap elements in the cavity, the
tems of the latter type can work at higher power levels. T
first point is related to the presence of an output wavegu
in cavities of this type, radiation through which causes di
tion of the spectrum, and the second originates in the lar
cross sectional area of this waveguide compared to the c
section of the waveguide in an interference switch.

In addition, with a mode-conversion compressor one c
construct a ‘‘hybrid’’ device by attaching an interferenc
switch to its output waveguide. In this case, energy can
extracted either by mode conversion with the switch clos
opening it only after energy has been transferred from
cavity working mode to the auxiliary mode, or by using
transition process in a system of two stationary coup
modes, as has been done5 in a system of two coupled cavi
ties. Here there is no longer a need for very strong coup
between the chosen modes and, therefore, less deman
specifications are imposed on the intermode conversion
vice ~spark gap, coupling window, etc.!. Furthermore, even
in this case a compressor can operate at a higher power
than an ordinary system with an interference switch, since
such a device a high rf electric field will be across the swi
for only a relatively short time, equal to the time to transf
energy from the cavity working mode to the auxiliary mo
(;10– 100 ns).

For these reasons, there is definite interest in searc
for effective methods and devices for rapid initiation
strong intermode coupling in the cavities of mod
conversion compressors, and for techniques and dev
which will conserve the high electrical characteristics of t
cavity during field buildup and ensure the required degree
coupling during extraction.

In this paper we study a method for rapidly initiation
strong mode coupling based on changing the intermode
teraction coefficient at the coupling window between t
cavity and a shorted waveguide stub as the length of the
is varied. The efficiency of this method is evaluated. It
tested experimentally on a microwave compressor appar
operating in the 3-cm band.
© 1998 American Institute of Physics
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ESTIMATE OF THE INTERMODE COUPLING COEFFICIENT
AT A WINDOW

The intermode coupling coefficientg1,2 for modes with
the same resonance frequencyf can be estimated using th
well known formula6

g1252E ~H1H22E1E2!dV/V, ~1!

where H1 , H2 , E1 , and E2 are the magnetic and electr
vectors of the rf fields of the interacting modes andV is the
cavity volume.

The integral in Eq.~1! is taken over the volumedV of
the ‘‘deformed’’ part of the cavity within which the interac
tion takes place.

For an interaction at a coupling window whose char
teristic dimensions are much smaller than the cavity dim
sions and is located, for example, at the maximum of th
field magnetic components, Eq.~1! can be replaced by th
approximate expression

g12'dVH10H20/V, ~2!

whereH10 and H20 are the magnetic field strengths of th
fields at the center of the window.

On the other hand, besides inducing an intermode in
action, the ‘‘deformed’’ part of the cavity is known6 to cause
a relative drift in the frequency of the oscillations,s1,2,
given by

s1,25d f 1,2/ f 52E ~H1,2
2 2E1,2

2 !dV/V, ~3!

in which, as in Eq.~1!, the integral is taken over the volum
dV. Then, we find for this coupling window that

dV'd f 1,2V/2 f H10,20
2 . ~4!

Equation~2! can, therefore, be reduced to the form

g12'd f 1,2H10H20/2 f H10,20
2 . ~5!

Then, since it is necessary to put the window whereH10

andH20 are not only maximal or close to maximal, but al
comparable, for efficient interaction of the modes, we c
finally write Eq. ~5! in the form

g12'd f /2 f , ~6!

whered f 'd f 1'd f 2 .
We shall determined f for a cavity coupled to a shorte

waveguide stub using the scattering matrix method.7 For this,
we represent the device under study in the form of coup
waveguide segments, as shown in Fig. 1, where1 is the input
waveguide,2 is the cavity, and3 is the stub, whilek andh
are parameters characterizing the coupling of the cavity
the input waveguide and stub, respectively,a1 ...a4 are the
amplitudes of the incident waves, andb1 ...b4 are the ampli-
tudes of the reflected waves. Then, according to the me
we have chosen, we can write the following equations for
wave amplitudes in the system:

Ua1

a2
U5U2A12k2 jk

jk2A12k2UUb1

b2
U, Ua3

a4
U5U2A12h2 jh

jh2A12h2UUb3

b4
U,
-
-

rf

r-

n

d

to

od
e

a25b3 exp~2a2 j wc!, a35b2 exp~2a2 j wc!,

a452b4 exp~22b22 j c!, ~7!

wherea andb are the damping constants of the waves in
cavity and stub section when they have the same free p
andwc andc are the additional phase shifts of the waves
the cavity and stub owing to the difference between
working frequency of the system and the resonance frequ
cies of the cavity and stub.

Here c is set by the choice of the stub section leng
while wc is given by

wc'w11w2 , ~8!

wherew15arctan(h/A12h2)/2 is the phase shift induced b
the effect of the coupling window on the cavity frequenc
while w2 , as can easily be shown using Eq.~7!, is given by
the approximate formulaw2'arctan@h2 exp(22b)sin(2c)/
(122 exp(22b)cos(2c)1exp(24b))#/2 and is the phase shif
owing to the effect of the shorted stub.~We neglect the effect
of the input window.!

It can also be shown that

wc5pd f T, ~9!

whereT is twice the transit time of the wave along the ca
ity.

Thus, from Eqs.~6! and ~9!, we find

g12'uwcu/2p f T5uwcu/vT. ~10!

If, further on, as a model of the interacting modes w
consider a system of two coupled cavities with a coupl
parameterm instead of a system of two coupled circuits,
in Ref. 6, then we find thatm is expressed in terms ofg12 by

m5vTg12. ~11!

Therefore, for the parameterm characterizing the mag
nitude of the intermode coupling at the window, from Eq
~10! and ~11! we ultimately obtain

m'uwc~h,b,c!u. ~12!

This last expression allows us to use the results
Artemenko8 for estimating the efficiency of intermode cou
pling. According to Ref. 8, energy transfer from the workin
mode to the external load becomes efficient when the in
mode coupling becomes as efficient as the coupling betw
the auxiliary mode and the load. This means that, for e
cient extraction of the energy by mode conversion,m must

FIG. 1. Sketch of a cavity coupled to a short circuited stub.
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be at least comparable to the parameterq'2Aabout, which
characterizes the energy loss of the auxiliary mode to ra
tion through the output waveguide, wherebout is the cou-
pling coefficient for this mode to the load.

Figure 2 shows plots ofm as a function ofc when
b5531023 for h51.031022 and 1.031021 ~curves1 and
2!. These graphs show thatm depends significantly both o
the couplingh of the cavity to the stub and on the addition
phase shiftc ~from the stub length!. Regardless of the valu
of h, there are always two values ofc at which the inter-
mode coupling parameterm equals zero. At the same time,
stub length can be chosen such thatm is ;0.1 or greater.
Thus, it is evident that if the energy builds up over a st
length corresponding tom50 and it is then changed rapidl
with a commutator~spark gap!, then this method can be use
to ensure rapid initiation of intermode coupling.~According
to Ref. 8, the criterion for strong intermode coupling
m@4Aaa1, wherea1 is the damping constant for the au
iliary wave mode in a single pass of the cavity!.

ESTIMATE OF THE CHARACTERISTICS OF A MICROWAVE
COMPRESSOR WITH MODE CONVERSION AT A
COUPLING WINDOW

Using the above results, we now estimate the poss
operating characteristics of microwave compressors for
3- and 10-cm bands and investigate a method for ene
extraction.

It is easy to show that for the typical intrinsic Q facto
of an oversized copper cylindrical cavity withH01n mode
oscillations,Q01'105, and double transit times of the wav
along the cavity,T'1 – 3 ns, the damping constanta for the
H01 wave is close to 1024. Thus, for an auxiliary mode with
an intrinsicQ02'53104 and a loadQl2'23103, its cou-
pling parameterq with the external load, will be of the orde
of 0.1–0.2.

It follows, further, from Eq.~9! that for a frequency drift
d f '10– 20 MHz, corresponding to the actually attainab
coupling of a cavity with a stubh'0.1– 0.2, and for
T'1 – 3 ns, the phase shiftwc and, therefore, the paramet
m can attain values of;0.05– 0.1 comparable toq. Because
of this, the coupling window between the cavity and stub c

FIG. 2. The coupling parameter of the cavity working mode and the au
iary mode as a function of the electrical length of the stub.
a-

b

le
e
y

n

serve as an effective energy transfer element from the ca
working mode to the auxiliary mode and from the auxilia
mode to the load. Here the gain of the compressor will
given by8

M2'~12pq2/4m!M0
2, ~13!

where M0
25q2/4a is the gain coefficient of a compresso

with an interference switch.
Equation ~13! implies that M2 can be as high as

(0.8– 0.9)M0
2.

For these values ofm and q, energy extraction with
mode conversion should,8 take place with a sinusoidal modu
lation in the envelope of the output signal owing to the su
cessive transfer of energy from the working cavity mode
the auxiliary mode and back. However, since the trans
period form close toq becomes comparable to the dampi
constantt of the signal (T/m'T/8about5t), oscillations in
the envelope of the output pulse may be absent except fo
first ‘‘burst’’ corresponding to the transfer of energy fro
the cavity mode to the auxiliary mode. The reverse proc
will not have time to occur in this case.

The gain coefficients of microwave compressors w
mode conversion at the coupling window (M2<q2/4a) and
their output signal durations (tp>T/m) are estimated to be
'5 – 13 dB and'20– 150 ns in the 3- and 10-cm band
The maximum output power level will be determined by t
electrical breakdown strength of the window and the wa
guide stub, and with gas insulation~e.g., sulfur hexafluoride!
at excess pressure, giving a factor of three extra breakd
strength, it can reach'5 – 10 MW in the 3-cm band and
'50– 100 MW in the 10-cm band.

EXPERIMENTAL RESULTS

Experimental studies were conducted on a 3-cm b
system with a cavity of diameter 90 mm and length 213
mm operating at a frequency of 9.4 GHz withH01(02) modes.
The intrinsic Q of the cavity was 1.13105. The system was
excited through a coupling window in one of the end caps
the cavity at the site of the maximum in theHr-th component
of the rf field of the cavity working mode. A coupling win
dow between the cavity and a shorted stub made of a s
dard rectangular waveguide with a transverse cross sectio
28.5312.6 mm was placed in the same end cap of the cav
symmetrically opposite the input window relative to the ce
ter of the end cap.

An H-tee with a shorted half-wave side arm and a co
mutator ~electrical spark discharge! mounted in it was
mounted in the waveguide stub to study the effect of
length on the magnitude of the intermode coupling, as sho
in Fig. 3, where1 is the input waveguide,2 is the tee,3 is the
commutator,4 is the cavity, and5 is the output waveguide
The half wavelength of the side arm provided a decoupl
of about 45 dB between the inlet and output arms dur
buildup. This made it possible to avoid breakdown in t
output arm of the tee as energy built up because of illumi
tion of the waveguide tract by sparking on the plunger t
shorts this arm. In addition, this design made it possible
follow the dynamics of the intermode interaction as t

l-



as
se
th

ad
em
n
h
ec

a
e
o

th

wi
f
th
re
to

bo

e

ia

e-
tle
d

th
It
ua
p

th
e

he

d to
p

nd
h
ro-
c-

-Q
ly
for
ion
is-
sors

.

.

iz.

tic

y

cal

833Tech. Phys. 43 (7), July 1998 Artemenko et al.
length of the stub was changed, without having to re
semble it. The length of the input arm of the tee was cho
to be close to the half wavelength and to be such that at
working wavelength, the radiation of energy to the lo
through the output waveguide was minimal. In the syst
used in the experiments, the level of this radiation was
higher than the typical levels for an interference switc
(;45 dB). As an output waveguide we used a standard r
angular waveguide with a cross section of 28.5312.6 mm
connected coaxially to the cavity on its other end cap,
shown in Fig. 3, and with its wide wall parallel to the wid
walls of the input and stub waveguides. The dimensions
the oval coupling windows between the resonator and
stub and output waveguides were 12.6316 and 12.6
318 mm, respectively.

The system was powered by a magnetron generator
a pulsed output power of'60 kW and pulse duration o
;1 ms. The operating regimes were switched using
plasma of a microwave discharge in air at atmospheric p
sure, initiated by delivering a high-voltage control signal
the commutator. The spark gap response time was a
2 ns. The relative frequency detuningD f / f of the working
cavity mode and of theE11(12) ~auxiliary! mode degenerate
with it, which was strongly coupled to the output waveguid
was less than 531024– 1023 during switching, which means
that the frequencies of the interacting modes are essent
the same9 for a intermode coupling coefficientg12'1023

(m'0.1).
After operation of the switch, rf pulses with the env

lopes shown in Fig. 4 were recorded at the system ou
Curve1 corresponds to a stub length for which the intermo
coupling is close to maximal (c'p/22h), curve 2, to a
length at which there is almost no coupling between
modes (c'p2h), and curve3, to an intermediate case.
can be seen that the experimental results are in good q
tative agreement with the theoretical estimates of this pa
and Ref. 8. The maximum measured gain coefficient for
compressor was 9 dB with a peak output signal pow

FIG. 3. Sketch of a resonant system for experimentally extracting energ
conversion of the cavity working mode at a coupling window.
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'0.5 MW and pulse duration of 30 ns at a level of 0.5. T
intermode coupling parameterm for these rf output pulse
characteristics is estimated to be>0.05. The efficiency with
which the energy of the compressed pulse was transferre
the load was;0.2– 0.25 in the case of unoptimized buildu
in the cavity.

CONCLUSION

In this paper we have provided a justification for a
experimentally validated the feasibility of obtaining hig
power nanosecond rf pulses through the buildup of mic
wave energy in an oversized cavity followed by rapid extra
tion through conversion, at a coupling window, of the high
cavity working mode into an auxiliary mode that is strong
coupled to the external load. Our results give grounds
hope that rf microwave compressors with energy extract
by mode conversion may turn out to be sufficiently prom
ing devices with characteristics close to those of compres
using interference switches for energy extraction.
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Magnetostatic volume waves in exchange-coupled ferrite films
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The influence of exchange coupling of layers on the propagation of magnetostatic dipole volume
waves in normally and tangentially magnetized two-layer epitaxial ferrite structures is
investigated. It is shown that the indicated influence is manifested in the form of dynamic spin
pinning effects on the interlayer boundary and formation of a common dipole-exchange
wave spectrum for the entire structure. In this case, at the synchronism frequencies of the dipole
and exchange waves the losses of the dipole waves grow and anomalous segments appear
in the dispersion. In films magnetized in the ‘‘hard’’ direction relative to the axis of normal
uniaxial surface anisotropy the magnetostatic dipole volume waves can interact resonantly
with the surface spin waves supported by the boundaries with pinned spins. ©1998 American
Institute of Physics.@S1063-7842~98!01707-3#
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INTRODUCTION

The use of multilayer ferrite structures as waveguides
magnetostatic waves~MSWs! is of interest from the point of
view of extending the possibilities of controlling their dispe
sion and damping, and of forming new types of spin-wa
excitations.1–3 These possibilities are realized most fully
those cases in which the frequency ranges of the existenc
magnetostatic waves in individual layers are sufficien
similar and regions of degeneracy of the spectra of isola
films arise, where these isolated films are ferrite films co
prising a multilayer structure and being in essence coup
waveguides for the magnetostatic waves. Neglecting
magnetoelastic interaction,1! one usually distinguishes tw
main mechanisms of coupling of film waveguides: via dipo
fields4–6 and via the exchange interaction at the fi
boundaries.7,8 In the case when the relationA12*D is ful-
filled between the interlayer exchange constantA12 and the
surface anisotropy constantD, both of the indicated mecha
nisms play a significant role in the formation of the sp
wave excitation spectrum.9,10 In this case the influence o
exchange coupling of layers on the propagation of magn
static waves is most distinctly manifested at the synchron
frequencies of the dipole and exchange waves of the st
ture and is associated, first, with the appearance of dyna
spin pinning on the interlayer boundary,11 and second, with
the formation of a common exchange wave spectrum of
structure accompanied by the appearance of ‘‘repulsion12

of the spin-wave resonance~SWR! modes of the layers in the
degeneracy region. The aim of the present work is the st
the influence of the interlayer exchange on the propertie
the magnetostatic forward~MSFVW! and backward~MS-
BVW! volume waves in two-layer ferrite films.

Note that the influence of interlayer exchange on
8341063-7842/98/43(7)/12/$15.00
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propagation of magnetostatic surface waves~MSSWs! in a
two-layer ferrite structure was considered in Refs. 13–15
was shown there that dynamic spin pinning caused by
change coupling, like surface anisotropy in the case of i
lated films,16–19leads to resonant growth of losses and to
appearance of anomalous segments of the dispersion a
SWR frequencies. It may be expected that in the case
MSFVWs and MSBVWs propagating in exchange-coup
ferrite films, exchange coupling will lead to analogous e
fects. In this case, in the interpretation of the experiment
is important to distinguish the contributions to the changes
the dispersion and damping of the magnetostatic waves
to the parametersD andA12. For this reason we have place
special emphasis on this aspect in the present work.

We also discuss the possibility of resonant interaction
magnetostatic dipole volume waves with surface spin wav
which can exist near the boundaries of films with pinn
surface spins20,21 or at an interlayer boundary in the case
interlayer exchange of antiferromagnetic type:A12,0 ~Ref.
7!. Since the existence of such surface waves is possible
for a certain type of surface anisotropy, such a formulation
the problem can be of interest for diagnostics of surface s
states in a multilayer structure.

RESULTS OF CALCULATIONS

Let a two-layer ferrite structure be oriented such that
z axis is perpendicular to the surface of the structure, and
boundary between the films coincides with thexy plane. The
films are characterized by their thicknessdl , saturation mag-
netization 4pM0l , exchange stiffnessAl , line width of the
ferromagnetic resonanceDHl , where l 51,2 is the number
of the layer, and the layerl 52 is located in the half spac
z,0. We characterize the exchange coupling at the bou
ary z50 by the interlayer exchange parameterA12. The
© 1998 American Institute of Physics
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films are taken to be unbounded in thexy plane and homo-
geneous and isotropic and to possess a normal uniaxial
face anisotropy characterized by the surface anisotropy
stantDli , i 51,2, where the indexi 51,2 corresponds to the
lower and upper surfaces of thel th film. We consider waves
propagating along thex axis.

MSFVW GEOMETRY

We direct the external magnetic fieldH0 along thez
axis. Following Ref. 9, we write the combined solution of t
magnetostatic equation and the Landau–Lifshitz equatio
layers in the form

hxl5S (
j 51

6

Bj exp iK jzD
l

T,

hzl5S (
j 51

6
K j

q
Bj exp iK jzD

l

T,

myl5S (
j 51

6

x jBj exp iK jzD
l

T,

mxl5S (
j 51

6

a jBj exp iK jzD
l

T, ~1!

where T5exp i(qx2vt), Bjl are unknown amplitudes,K jl

are the roots of the characteristic equation for thel th film

~p31ap21bp1c! l50, ~2!

wherep5K21q2, and the coefficientsa,b,c have the form

a52vH /vex , b5~vH
2 2v21q2vmvex!/vex

2 ,

c5q2vmvH /vex
2 , ~3!

where vH5g(H024pM0), vm5g4pM0, vex52gA/M0,
andg is the gyromagnetic ratio.

We take the coefficientsx j anda j entering into the ex-
pressions for the components of the magnetization of thel th
film to be in the form

x j5
ivgM0

ṽH
2 2v2

, a j5
ṽHgM0

ṽH
2 2v2

,

ṽH5vH1vex~K j
21q2!. ~4!

In expressions~3! and~4! we have dropped the subscri
l , indicating that the corresponding coefficient belongs to
l th film.

The expressions for the fields in the regionsz.d1 and
z,2d2 have the form

hx
35B3 exp~2qz!T, hz

35 ihx
3uz.d1

,

hx
45B4 exp~qz!T, hz

452 ihx
4uz,2d2

. ~5!

We assume that the conditions of continuity of the ta
gential fieldshx and normal components of the magne
induction bz5hz14pmz are fulfilled at the boundaries o
the structure atz5d1,0,2d2
ur-
n-

in

e

-

hx
35hx

1 , bz
35bz

1uz5d1
,

hx
15hx

2 , bz
15bz

2uz50 ,

hx
25hx

4 , bz
25bz

4uz52d2
. ~6!

We write the exchange boundary conditions in the fo
characteristic for normal uniaxial surface anisotropy,21,9

]m1

]z
1L11m150uz5d1

,

]m2

]z
2L22m250uz52d2

,

]m1

]z
2L12m12

A12

A1
S m12

M01

M02
m2D50U

z50

,

]m2

]z
1L21m21

A12

A2
S m22

M02

M01
m1D50U

z50

, ~7!

where the parametersLli 5Dli /Al characterize spin pinning
on the upper (i 51) and lower (i 52) surface of thel th film,
andml5mxl ,myl .

The dispersion equation for the waves was derived fr
the condition of compatibility of system of equations~6!, ~7!
upon substitution of the corresponding expressions for
fields and magnetizations with amplitudesBjl , B3, B4 not
equal to zero. In our case this reduces to finding the con
tions of vanishing of a 14th-order determinant, which w
done numerically. In the calculations of the dispersi
curves, losses were not taken into account, the wave num
q of the magnetostatic waves was prescribed, and the
quencyv corresponded to the roots of the dispersion eq
tion. In the calculations of wave damping, losses were ta
into account by the standard substitutionvH→vH2 igDH.
The frequency of the magnetostatic waves in this case
taken to be assigned by a generator, and the values o
wave numberq5q81 iq9 corresponded to the roots of th
determinant, where the real partq8 and the imaginary partq9
of the wave number determine respectively the dispers
law and the MSW losses. In the choice of the values of
wave number we chose those values that were closest to
values ofq of the fundamental mode of the volume wave

Note that in experiments it is possible to judge the nat
of the losses of magnetostatic waves from the form of
frequency response characteristic~FRC! of a model of delay
line type. If losses to conversion of the microwave signal
magnetostatic waves and the effect of ‘‘direct’’ inductio
between transformers are not taken into account in the
culations of the FRC, then the form of the FRC is given

P528.68q9S, ~8!

whereP is the level of the output signal in dB andS is the
distance between the transformers in the model.

Since in experiments performed using standard ra
measuring apparatus~such as an FK2-18 phase differen
and attenuation meter! it is possible to record signal level
not lower than260 dB, in the discussion of calculated re
sults segments of the FRC with levels below250 dB are
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not considered. In normally magnetized two-layer films su
segments of the FRC correspond to segments of the spec
of spin-wave modes that coincide with the frequency reg
of existence of dipole MSFVWs in isolated layers5–7

vHl<v<v0l , ~9!

wherevHl and v0l5AvHl(vHl1vml) are respectively the
long-wavelength (q→0) and short-wavelength (q→`)
boundaries of the MSFVW spectrum of thel th film.

In the calculations of the dispersion curves and the F
we will return to the structures with the parameters indica
in Table I. We take the damping parameters and the dista
between transformers to be equal toDH15DH250.2 Oe
andS54 mm. We are interested in the behavior of the d
persion and losses of the waves as functions of the spin
ning parametersLli and interlayer exchange parameterA12.
We assume that the surface anisotropy constants in the fe

TABLE I. Parameters of the investigated structures.

Sample
No. Layer l 4pM 0 , Gs d, mm A,1027 erg/cm

1 1 400 13.8 1
2 700 12.2 1.2

2 1 1650 4.92 3.8
2 800 17 2.2

3 1 640 6 2
2 1750 8 3.85
h
um
n

C
d
ce

-
in-

ite

films are characterized by valuesuDli u<0.1 erg/cm2 ~Ref.
22!. In this case the pinning parameters of the surface sp
Lli 5Dli /Al take valuesuLli u<106 cm21.

Figures 1, 2, 3, and 4 display, respectively, for the f
quency intervals~9! the results of calculations of the FR
and dispersion laws of the spin-wave modes in structur
for a field H05800 Oe and different values of the param
etersLli and A12. It can be seen that the FRC has two r
gions of signal transmission, denoted asI and II , which cor-
respond to segments of the spectrum occupied by MSFV
in isolated layers.

In the absence of interlayer exchangeA1250 and for the
pinning parameters equal toL115L2250, L215L12525
3104 cm21 the FRC in regionsI andII has the form typical
of isolated films with one-sided spin pinning24,25 ~Fig. 1a!.
This is indicated, first, by the presence of deep ‘‘dips
whose frequency positions are well described by the exp
sion for the spin-wave resonance~SWR! frequencies in a
normally magnetized film21

f N5 f H1 f exQN
2 , ~10!

where f 5v/2p, and QN5(pN)/d is the wave number of
the spin wave at theNth SWR frequency. Second, the dep
of the dips in each of regionsI and II grows monotonically
with growth of the MSFVW frequency.

It can be seen from a comparison of the form of regio
I and II of the FRC and the corresponding segments of
spectrum in Fig. 4 that forA1250 in regionII of the FRC the
dips are noticeable only at the frequencies of intersection
n
-
e
.

FIG. 1. FRC of a model of delay
line type for the case of propagatio
of MSFVWs in the absence of ex
change coupling in free spins on th
outer surfaces of the structure
Magnitude of the spin pinning
on the inner surfaces: a —L215L12

5253104 cm21, b — L12525
3105 cm21; L215253104 cm21.
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FIG. 2. FRC of a model of delay
line type for the case of propagatio
of MSFVWs in the absence
of exchange coupling in free
spins on the outer surface
of the structure. Magnitude
of the spin pinning on the
inner surfaces: a — A1250.01
erg/cm2, L215L125105 cm21; b —
A12520.01 erg/cm2, L215L12

5105 cm21; c — A1250.01 erg/cm2,
L215L1252104 cm21.
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the MSFVW fundamental mode of film 2 and the spin-wa
modes of this same layer~layer 2!. However, in the given
frequency interval spin-wave modes of the layer with larg
magnetization~layer 1! are present, whose cutoff frequenci
V are given by expression~10! upon substitution of the film
parameter values of layer 1 and for the frequency range
region II in Fig. 1 they have mode numbersN15101–119
~in Fig. 4 the indicated frequencies are indicated by arrow!.
The indicated modes of layer 1, of course, interact with
modes of layer 2, which is manifested, in particular, in
‘‘repulsion’’ of the dispersion curves. The efficiency of th
given interaction is determined mainly by the values of
spin pinning parameters in layer 1 and is much smaller, a
rule, than the interaction of modes of layer 2 with each oth
The above-said is illustrated by the inset to Fig. 4, wh
reveals the nature of the dispersion of the spin-wave mo
of layer 2 with mode numbersN2'14–16 and the spin-wav
mode of layer 1 with mode numberN1'103, which is
marked in the inset by an asterisk. For values of the surf
r

of

e

e
a
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spin pinning parametersuL11u,uL12u.105 cm21 in region 2
of the FRC the dips at the SWR frequencies of layer 1
come noticeable~Fig. 1b!. Note that for the indicated value
of the spin pinning parameters in layer 1 in region1 of the
FRC both the depth of the dips and the attenuation of
signal at frequencies far from resonance of the MSFVW a
spin-wave modes grow noticeably. On the whole, neglect
the exchange interaction the dependence of the spectrum
the FRC on the structure parameters is analogous to the
of normally magnetized isolated films.23,24

Figure 2 displays the results of calculation of the FR
simultaneously taking into account pinning of surface sp
near the interlayer boundary in the exchange coupling
layers and the case whenD;A12'0.01 erg/cm2. When the
signs of the surface anisotropy constant and the interla
exchange constant are the same, the depth of the dips in
FRC increase as a group and an insignificant modula
appears in regionII in the vicinity of the frequenciesV
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corresponding to coincidences of the SWR spectra of
isolated films. This is illustrated by Fig. 2a, whereL11

5L2250, L215L125105 cm21, andA1250.01 erg/cm2.
In the case when the signs of the surface anisotropy c

stant and the interlayer exchange constant are different
modulation of the depth of the dips in regionII of the FRC
increases~Figs. 2b and 2c!. The frequency positions of th
deepest neighboring dips have values similar to those of
frequenciesV, but do not coincide with them. Table II list
the values of the frequency intervalsD f between the deepes
neighboring dips in the region of the FRC indicated in F
2b by arrows and corresponding to MSFVWs with wa
numbersq'40–400 cm21.

The indicated behavior of the FRC in regionII is in line
with the form of the conditions on spin pinning~7! at the
boundaryz50 of the exchange-coupled films. Indeed, pr

FIG. 3. RegionI of the FRC of a model of delay line type for the case
propagation of MSFVWs. a — in theabsence of exchange coupling for th
case of free spins on the outer surfaces of the structure andL1250, L21

522.13105 cm21; b — in theabsence of exchange coupling for the ca
of free spins on the surfaces of the first layer andL21522.13105 cm21;
L22522.133105 cm21; c — for A1250.004 erg/cm2 and magnitudes of
the spin pinning on the same surfaces as in case b.
e
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e
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vided the conditionL12,L21;A12/A1 ,A12/A2 is fulfilled,
surface anisotropy and exchange coupling give compar
contributions to the spin pinning. In this case, the magnitu
of the contribution due to the exchange coupling of layers
determined by the ratio of the high-frequency components
the magnetic moments of the films and is of an oscillato
nature in the vicinity of the frequenciesV, wherem1;M2.
The form of the FRC corresponds to the formation of a co
mon spectrum of spin-wave modes of the structure, as is
confirmed by direct calculation of the SWR frequencies
the structure as functions of the exchange coupling par
eterA12 ~inset2 to Fig. 4!.

Note that forA12.0 the ‘‘repulsion’’ of SWR frequen-
cies at the frequenciesV takes place ‘‘above’’ the frequenc
V ~inset2 to Fig.4!. The fact that the frequency of one of th
interacting modes remains practically identical withV
means that the magnetizations in the layers on both side
the boundary have similar amplitudes and are in pha
Therefore, ferromagnetic exchange coupling does not s
stantially alter the nature of the magnetization distributi
for this mode and at the given frequency the spin pinning
the interlayer boundary falls. From this vantage point it
clear that growth of the frequency of the ‘‘repelled’’ mod
with increase ofA12 is due to the tendency of ferromagnet
exchange coupling to decrease the degree to which the o
lations of the magnetization on the two sides of the interla
boundary are out of phase, which is equivalent to an incre
in the spin-wave resonance number and can be ident
with growth of spin pinning.11,21 Taking the above into ac
count, the existence in the vicinity ofV of the deepest dip a
frequenciesv.V becomes understandable. Antiferroma
netic exchange coupling, on the contrary, most noticea
alters the nature of the magnetization distribution of tho
modes that oscillate in phase at the boundaryz50. In this
case, the frequency of the ‘‘repelled’’ mode is lowered~inset
2 in Fig. 4! and the deepest dips in region2 of the FRC are
found at frequenciesv,V. The nonmonotonic variation
with frequency of the depth of the dips in regionII of the
FRC of the type shown in Figs. 2b and 2c is also preser
in the case when exchange coupling of the films makes
main contribution to spin pinning on the interlayer bounda
(uA12u@uDu).

Let us now consider conditions under which resonan
features arise in regionI of the FRC, associated with th
interaction of the spin-wave modes of the layers of the ty
noted for regionII of the FRC in Figs. 1 and 2. From Eqs.~9!
and~10! it is easy to see that for the structure under cons
eration consisting of films with different magnetizations a
situated in a magnetic field normal to its surface, only s
face modes of the FRC of layer 2 which have imagina
wave numbersQN can fall into the frequency band of exis
tence of the MSFVWs. Thus, SWR modes exist in films w
normal uniaxial surface anisotropy in the case when the fi
are magnetized in the ‘‘hard’’ direction relative to the su
face anisotropy axis.21 For normally magnetized films, SWR
surface modes can exist for a normal uniaxial surface ani
ropy of ‘‘easy plane’’ type, which under conditions~7! cor-
responds toLl j ,0. Figure 3a shows regionI of the FRC for
the pinning parametersL115L125L2250, L21522.1
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FIG. 4. Dispersion of MSFVWs for
H05800 Oe, calculated in the absence
exchange coupling for the case of free spi
on the outer surfaces of the structure an
L125L2152105 cm21.
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3105 cm21 in the absence of exchange coupling betwe
the layers. The solitary dip at frequenciesvS'340–
350 MHz is due to interaction of the MSFVWs of layer
with the surface exchange spin wave supported by
boundary with pinned spins atz50. Inset3 to Fig. 4 illus-
trates the nature of the spectrum of spin-wave modes in
vicinity of vS . The position of the frequencyvS is deter-
mined mainly2 by the value of the spin pinning parameterL
in film 2 and falls in the frequency band of existence
MSFVWs of layer 1 for 22.33105,L21,21.7
3105 cm21.

Reasonably enough, in the case in which the spins on
boundaryz52d2 in film 2 are characterized by a pinnin
parameterL22 whose value lies in the indicated range, a d

TABLE II. Widths of the frequency intervals between dips in the FRC
structure 1.

d f , MHz D f , MHz

12 17
12 17
12 13
24 18
14 19
13 15
n

e

e

f

he

will be formed in the FRC which is due to the interaction
the MSFVWs with the surface spin wave traveling along
surface. Finally, for simultaneous spin pinning on both s
faces of film 2 in regionI of the FRC two dips can arise
whose positions are determined by the parametersL21 and
L22. This latter case is illustrated by the curve in Fig. 3
which was calculated forL21522.13105 cm21 and L22

522.133105 cm21.
Exchange coupling of the films affects mainly the po

tion and shape of the dip formed due to resonance of
MSFVWs of layer 1 with the surface spin wave traveling
layer 2 near the interlayer boundaryz50 ~Fig. 3c!. The fre-
quencyvS at which the dip arises is increased if the e
change coupling is ferromagnetic (A12.0) and decreased i
it is antiferromagnetic (A12,0). Together with a change in
the position of the dip, exchange coupling leads to ‘‘fram
ing’’ of the edges of the dip by a series of shallower di
which are arrayed at the SWR frequencies of layer 1 a
whose depth falls with distance from the central frequency
the dip. The appearance of these features is tied up with
pinning on the interlayer boundary, which is induced in t
structure by exchange coupling. Indeed, the presence
natural excitations in the layers at the frequencyvS means
that on both sides of the boundary high-frequency magn
zations have nonzero amplitudes. The surface spin wav
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layer 2 decays exponentially into the film at distances de
mined by the rootsK j of the characteristic equation an
being primarily an exchange wave forq50, it has nearly
zero amplitude at distances R;Avex /(vH2vS)
'231025 cm. Such a rapid falloff of the magnetizatio
amplitude in layer 2 can be understood in light of interlay
exchange of the magnetization of layer 1 as an indication
the presence of spin pinning on the boundary and leads to
appearance of dips in the FRC. Obviously, the efficiency
the indicated mechanism falls off outside the region of f
quenciesvS . It is also clear that in structures composed
films with thicknessdl@R, the influence of exchange cou
pling of the layers on the resonance of the MSFVWs with
surface spin waves pressed against the outer boundari
the film ~in the given case, up against the bounda
z52d2) will be weak.

MSBVW GEOMETRY

To consider the propagation of magnetostatic backw
volume waves~MSBVWs! in the structure, we direct the
field along thex axis. We take the expressions for the fiel
hxl , hzl and the magnetization componentmyl to be in a
form analogous to expressions~1!, and we write the compo
nentmzl as

mzl5S (
j 51

6

j jBjexpiK jzD
l

T. ~11!

HereK jl are the roots of the characteristic equation
the l th film in the form~2!, where the coefficientsa,b,c have
the form

a5~vm12vH!/vex ,

b5~vmvH1vH
2 2v22q2vmvex /vex

2 !,

c52q2vmvH /vex
2 , vH5gH0 . ~12!

We represent the coefficientsj j in the form

j j5
ṽH

2 gM0K j /q

ṽH
2 2v2

.

The expressions for the fields in the regionsz.d1 and
z,2d2 have the form~5!.

We assume that the conditions of continuity of the ta
gential fieldshx and the normal components of the magne
inductionbz5hz14pmz in the form ~6! are satisfied at the
boundaries of the structurez5d1 ,0,2d2. We write the ex-
change boundary conditions in the form characteristic
normal uniaxial surface anisotropy22,9

]mz1

]z
2L11mz150,

]my1

]z
50U

z5d1

,

]mz2

]z
1L22mz250,

]my2

]z
50U

z52d2

,

]mz1

]z
1L12mz12

A12

A1
S mz12

M01

M02
mz2D50,
r-

r
f

he
f
-
f

e
of

y

d

r

-

r

]mx1

]z
2

A12

A1
S mx12

M01

M02
mx2D50U

z50

,

]mz2

]z
2L21mz21

A12

A2
S mz22

M02

M01
mz1D50,

]mx2

]z
1

A12

A2
S mx22

M02

M01
mx1D50U

z50

. ~13!

The dispersion equation was derived and studied in a
ogy with the above-considered case of MSFVWs. Figure
and 6 display the form of the spin-wave spectra and the F
of a model of delay line type corresponding to wave prop
gation in structure 1 from Table I forH05193 Oe and the
above-chosen values of the dampingDH, distanceS, and
different values ofA12 and Lli . The calculations were lim-
ited to the frequency region of the existence of dipole M
BVWs in the isolated layersvH,v,v0l , wherevH is the
short-wavelength (q→`) boundary of the MSBVW spec
trum ~12!, being common for both films, andv0l

5AvH
2 1vHvml are the long-wavelength boundaries (q

→0) of the dipole MSBVW spectra. It is clear that for stru
ture 1 the long-wavelength boundary of layer 1 with magn
tization 4pM05700 G is located at a higher frequency th
the long-wavelength boundary of layer 2.

Before going on to a discussion of the results, note t
the frequencies of the SWR exchange modes in tangent
magnetized films are given by22

f N5A@ f H1 f m1 f exQN
2 #@ f H1 f exQN

2 #. ~14!

Clearly, in isolated layers the resonant interaction of
pole MSBVWs with exchange spin-wave modes is impo
sible since f N. f 05v0/2p. For two-layer structures like
structure 1 in Table I in the frequency intervalv02,v
,v01 the dipole MSBVWs of the layer with greater magn
tization can interact resonantly with the volume exchan
spin-wave modes of the layer with smaller magnetization13

Note also that forL.0 in a tangentially magnetized film
with normal uniaxial surface anisotropy the existence of s
face exchange spin waves is possible at frequenciesvS

,v0 ~Ref. 21!. As in the case considered above of norma
magnetized films withL,0, it may be expected that whe
such surface waves fall into the spectrum of dipole MS
VWs an interaction will arise between them. In two-lay
structures containing films with different magnetization
surface waves supported by all four surfaces of the struc
can fall into the frequency region fromvH to v0m , where
v0m5min(v01,v02), for certain values of the paramete
Lli .0.

Figure 5 displays the form of the spin-wave spectru
calculated for structure 1 with pinning parametersL115L22

50, L125L215105 cm21 in the absence of exchange co
pling. It can be seen that the nature of the spectrum a
whole corresponds to the above arguments—in the freque
interval 900–1200 MHz regions of ‘‘repulsion’’ of the dis
persion curves of the layer spin-wave modes are visible, a
ing at the frequencies of degeneracy of the dipole MSBV
spectrum of layer 1 and the exchange spin-wave spectrum
layer 2. The magnitude of the ‘‘repulsion’’ of the dispersio
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FIG. 5. Same as in Fig. 4, forH05193 Oe.
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curves is governed mainly by the spin pinning parameter
layer 2 and the interlayer exchange parameter as show
Refs. 9, 6, and 24. In addition, near the frequenciesvS1

'970 MHz andvS2'1155 MHz, whose positions in Fig.
are indicated by arrows, significant restructuring of the sp
trum is seen to take place, due to interaction of the MS
VWs with the surface spin waves. Inset a to Fig. 5 reve
the nature of the ‘‘repulsion’’ of the spin-wave modes ne
the frequencyvS2.

Figure 6 displays the form of the FRC for chosen valu
of the pinning parameters and the exchange coupling par
eter A1250 ~Fig. 6a!, A1250.005 erg/cm2 ~Fig. 6b!, and
A12520.001 erg/cm2 ~Fig. 6c!. It can be seen that at th
resonance frequencies of the MSBVWs with the surfa
waves and at the resonance frequencies of the MSBVW
layer 1 with the volume exchange modes of layer 2, dips
formed in the FRC, and that in contrast to the case of M
FVWs the depth of the dips in the absence of exchange c
pling between the layers at the frequencies of the MSBV
resonances and volume exchange modes turns out to be
stantially less and grows as the MSBVW frequency is lo
ered. Note also that in the long-wavelength region of
FRC q<53102 cm21, which is the most accessible fre
quency range for experiment and is demarcated by arrow
Fig. 6a, variations in the resonance frequencies are es
tially absent—the depth of the dips does not exceed 1–2

For the exchange coupling parameterA12Þ0 the depth
of the dips in the long-wavelength region of the FRC gro
by 5 –10 dB. It can be seen that in contrast to the MSFV
cases shown in Figs. 3b and 3c, taking inhomogeneous
in
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change into account in the given case has hardly any ef
on the nature of the frequency dependence of the depth o
mutual arrangement of the dips corresponding to the re
nances of the MSBVWs of layer 1 with the volume spi
wave modes of layer 2, which is well described by expr
sion ~14!.

Exchange coupling has a much stronger effect on
resonance of the MSBVWs with the surface spin wav
propagating along the interlayer boundaryz52. For ferro-
magnetic exchange coupling the frequencies of the sur
spin wavesvS grow whereas for antiferromagnetic exchan
coupling they fall. Clearly, for fixed values of the spin pin
ning parametersL at the boundaryz50 such values of the
parametersA12.0 will be found for which the surface spin
waves cease to exist and the dips associated with them in
FRC will be absent~Fig. 6b!. It is also clear that as the
antiferromagnetic exchange coupling is increased, the
quency vS can fall so far that it drops below the lowe
boundary of the MSBVW spectrum:vS,vH . For the case
shown in Fig. 6c, exchange coupling does not violate
conditions of existence of the resonance of the surface
waves with the MSBVWs. In this case in regionII of the
FRC in the vicinity ofvS2 the dips corresponding to reso
nances of the MSBVWs with the volume spin-wave mod
of layer 2 deepen as in the case of the MSFVWs~Fig. 3c!.

A distinguishing feature of tangentially magnetize
structures in comparison with the case of normal magnet
tion is the possibility of the appearance in the spectrum,
antiferromagnetic (A12,0) exchange coupling, of waves o
the two-layer structure at the frequenciesvS,v0m of the
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FIG. 6. FRC of a model of delay line
type for the case of propagation o
MSBVWs, calculated for the case o
free spins on the outer surfaces fo
different values of the parameters o
exchange coupling and spin pinnin
on the inner surfaces. a — for A12

50, L125L2152105 cm21; b —
A1250.005 erg/cm2, L125L21

52105 cm21; c — A12520.001
erg/cm2, L125L2152105 cm21.
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surface spin waves supported by the interlayer bounda7

Such waves, which like surface spin waves are due to sur
anisotropy, can also interact resonantly with the MSBVW
and lead to the appearance of dips in regionI of the FRC.
For this case the numeral 1 in Fig. 6c indicates region I
the FRC, calculated for the case of free surface spinsL50
and A12520.001 erg/cm2. Note that in the case of antifer
romagnetic exchange coupling between the layers and
pinning on the outer boundary of the film with the low
magnetization two dips can appear in the FRC for 104,L22

,1.73105 cm21 and 0.A12.20.01 erg/cm2, correspond-
.
ce
s

f

in

ing to resonances of the MSBVWs and surface spin wa
localized near the boundariesz50 andz52d2 ~curve2 of
the FRC in Fig. 6c!. If the spins are pinned on interlaye
boundary, then taking the interlayer exchange interact
into account does not lead to the appearance of an additi
dip but only alters the shape and frequency of the dip cau
by the surface anisotropy. Also note that for values of
spin pinning parameter 1.93105,L,2.23105 in layer 1 the
surface spin waves supported by these boundaries will
interact with the MSBVWs of layer 2.
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FIG. 7. FRC of a model of delay line
type for the case of propagation o
MSBVWs for H05193 Oe.
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EXPERIMENTAL RESULTS

In the experiments we used two-layer ferrite structu
prepared by liquid-phase epitaxy on substrates
gadolinium–gallium garnet with~111! orientation by succes
sive growth of layers of yttrium–iron garnet with the com
position Y3Fe22yScyFe32xGaxO12, y<0.3, x<1.0. The
layer parameters are indicated in Table I. The gyromagn
ratios in both layers had values typical for YIG film
g52.8 MHz/Oe.

The samples were placed in an input and an output
crostrip transformer, both of which had a width of 15mm and
a length of 5 mm. The distance between the two transfo
ers could be varied, which made it possible to use the ‘‘m
bile probe’’ method to measure the dispersion and damp
of the magnetostatic waves.25 The external magnetic fieldH0

was oriented either normal to the plane of the struct
~‘‘MSFVW geometry’’! or in the plane of the structure pe
pendicular to the microstrips~‘‘MSBVW geometry’’!.

We investigated the amplitude and phase–freque
characteristics of an MSW delay-line model in the frequen
range 0.126 GHz at room temperatures. Special attent
was given to the appearance of segments of resonant gr
of losses, typical for resonances of dipole MSWs with t
spin-wave modes of the structure, in the FRC of models
those shown in Figs. 1, 2, 3 and 6.

Figure 7 shows the form of the FRC of the model w
structure 1 for the MSBVW geometry for the external fie
H05193 Oe and the distance between the transform
equal to 4 mm. It is possible to distinguish two regions
signal transmission which according to Figs. 5 and 6 sho
be ascribed to propagation of MSBVWs in layers 1 and
The frequencies of the long-wavelength boundaries of
regions of existence of dipole MSBVWs in the filmsf 0l are
shifted by 30–50 MHz relative to the values shown in Fig
5 and 6, which may be due to the influence of volume
isotropy in the layers. Inside region II of the FRC, segme
of fade-out of interference are visible, as are dips, wh
positions are accurately given by formula~14! upon substi-
s
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tution of the parameters corresponding to layer 2, and
resonance numbersN2'29–36. At the same time, segmen
of anomalous dispersion are observed in the dispers
curves, and the standing wave ratio of the input transform
grows as described in Ref. 13.

The indicated features in the damping, dispersion, a
excitation are characteristic signs of resonant interaction
the dipole and exchange waves and, according to the re
of calculations shown in Figs. 5 and 6, should be linked w
resonant interaction of the fundamental mode of the dip
MSBVWs of layer 1 with the volume spin-wave modes
layer 2. Note that in the frequency interval corresponding
region 2 of the FRC, MSBVWs in the structure have wav
numbersq<500 cm21, and the depth of the dips in this cas
is 10–20 dB. As was noted in the discussion of the result
calculations of the FRC of the MSBVWs, in the long
wavelength region the appearance of dips of such signific
depth can be due only to the presence of exchange coup
between the layers. Comparison with experiment shows
the exchange coupling parameter in this case isA12

;0.01 erg/cm2.
Note also that at frequencies 970–980 MHz of regioI

of the FRC a dip is observed that divides it into two parts:Ia
andIb ~Fig. 7!. From its position and shape, the indicated d
is analogous to the dip in the FRC in Fig. 6 due to reson
interaction of the MSBVWs with the surface spin wav
However, it seems that its appearance cannot be linked
resonant interaction of a dipole MSBVWs with a surfa
spin wave. Indeed, one of the properties of pinning of surf
spins in tangentially magnetized films with normal uniax
surface anisotropy is the frequency dependence of the e
tive pinning parameter21

Leff5
L*

2 S 12
1

A11~2v/vm!2D . ~15!

It can be easily seen from Eq.~15! that in the investigated
frequency range 0.126 GHz the parameterLeff varies by
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FIG. 8. Same as in Fig. 7, forH05800 Oe.
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almost an order of magnitude. In line with this the positi
of the resonance dip in the FRC should change. This posi
can be characterized by the magnitude of the detuningdF of
its central frequency from the long-wavelength frequen
boundaryf 0 of the MSBVWs in the film~Fig. 6!. The inset
to Fig. 7 plots the calculated~solid curve! and experimenta
~dotted! dependence of the parameterdF on the magnetic
field H0. It can be seen that the indicated curves are q
different. Etching of the outer surface of the film to a dep
of ;1mm did not result in disappearance of this dip.

In addition, upon turning the model relative to the dire
tion of the tangential fieldH0 in such a way that the field is
finally aligned with the transformers, region Ia took on t
form of the FRC corresponding to a Damon–Eshbach m
netostatic surface wave. Consequently, the appearance o
gion Ia in the FRC shown in Fig. 7 can, in analogy with Re
26, be linked with resonant excitation of the structure by
high-frequency magnetic field of the strip transformer a
with the setting up in the film at the frequencies of existen
of the forward magnetostatic waves of magnetization os
lations.

Figure 8 reveals the shape of the FRC of the model w
structure 1, normally magnetized in a fieldH05800 Oe for
the distance between the transformers equal to 4 mm. It
be seen that both regions of signal transmission I and II h
an indented appearance. Differences in the positions of
calculated and measured boundaries can be ascribed t
influence of anisotropy and other factors outside the scop
the approximations used in the calculations, e.g., nonuni
mity of the layers.27 The form of the FRC as a whole corre
sponds to the calculated results shown in Fig. 2b, where
took A1250.01 erg/cm2 andL52105 cm21. The deep dips
in region I of the FRC, marked by dots, are located at f
quencies given by formula~10! upon substitution of the pa
rameters corresponding to layer 1 and the mode num
N1'5 –23 and on the whole have the form characteristic
isolated films with asymmetrically pinned surface spins.6,24

In region II of the FRC the frequencies at which th
deepest dips are located are separated from one anoth
d f '8 –20 MHz. Here the values ofd f behave nonmono
tonically with growth of the frequency in the region of th
n
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FRC corresponding to MSFVWs with wave numbe
q'40–400 cm21, and in a way completely analogous to th
pattern shown in Figs. 2b and 2c~see also Table II!.

The adduced experimental results clearly indicate
presence in the structure of an interlayer exchange inte
tion. Comparison of the FRCs shown in Figs. 7 and 8 w
the calculated results shows first that the relationA12<D
between the interlayer exchange constant and the surfac
isotropy constant is fulfilled at the interlayer boundary an
second, that the interlayer exchange parameter in the s
ture under consideration varies in the range 0.005,uA12u
,0.05 erg/cm2. However, it is difficult to uniquely deter-
mine the nature of the exchange coupling on the basis of
experimental data shown in Figs. 7 and 8 since the ma
tudes and signs of the spin coupling parameters at the bo
aries of the structure are not known with sufficient accura
At the same time, resonance of the MSBVWs propagating
the layer with lower magnetization with the surface sp
wave was not observed experimentally whereas such a r
nance can observed for20.001.A12.20.01 erg/cm2. This
gives us reason to believe that in the investigated struc
interlayer exchange is ferromagnetic:A12.0. Note that this
conjecture, like the above determined interval of absol
values ofA12, is in good agreement with known results fo
multilayer epitaxial garnet structures.28,29 Within the frame-
work of the two-layer structure model with normal uniaxi
surface anisotropy, not taking account of either thickn
nonuniformity of either of the layers or the presence o
transitional layer between them, agreement of the exp
mental and calculated results for the chosen values of
structure parametersdl , 4pM0l , Al , and DHl can be ob-
tained forA12;0.01 erg/cm2 andL;2105 cm21.

Note that propagation of MSFVWs and MSBVWs in th
remaining structures of Table I is accompanied by sim
peculiarities, and the structures themselves are characte
by interlayer exchange and surface spin pinning parame
of the same order as for structure 1.

CONCLUSION

We have shown that the influence of interlayer exchan
interaction on the propagation of magnetostatic dipole v
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ume waves in two-layer epitaxial ferrite structures is ma
fested mainly at the frequencies of resonant interaction of
magnetostatic dipole volume waves primarily with the v
ume spin-wave modes of the structure and has a form c
pletely analogous to the case of solitary films: at the in
cated frequencies the losses of the magnetostatic waves
resonantly, and the spectra of the interacting waves re
We have shown that anomalies arise in the frequency de
dence of the indicated spectral transformations and of
wave damping in structures with exchange coupling and
these anomalies arise at the degeneracy frequencies o
spin-wave modes of the structure. The indicated anoma
are caused by repulsion of the spectra of the degenerate
wave modes accompanied by the effect of dynamic pinn
of the ‘‘interlayer’’ spins at the frequency of the ‘‘repelled
spin-wave mode, and are configured by the magnitude of
exchange coupling parameterA12, and also by the relation
betweenA12 and the spin pinning parameters at the fi
boundariesL.

We have shown that in structures with uniaxial norm
surface anisotropy, magnetized in the hard direction rela
to the anisotropy axis, magnetostatic dipole volume wa
can be found under conditions of phase synchronism and
interact efficiently with the surface spin waves propagat
along the film boundaries with pinned spins. In these str
tures, exchange coupling of the layers leads to appearan
dynamic spin pinning for those spin modes whose frequ
cies are close enough to the resonance frequency of the
netostatic dipole volume waves and the surface excha
wave.

In structures comprised of films with different saturati
magnetization, we have experimentally investigated the
fluence of interlayer exchange on the propagation of mag
tostatic dipole forward and reverse volume waves. In
case of backward volume waves we have shown that
losses to propagation of the dipole wave propagating in
layer with greater magnetization grow resonantly at the
bridization frequencies of the dipole waves of this layer w
the SWR modes of the layer with lower magnetization, a
that for isolated layers the indicated changes in the prope
of the MSBVWs are fundamentally impossible. In the ca
of MSFVWs the influence of interlayer exchange is mo
strikingly manifested at the degeneracy frequencies of
SWR spectra of the isolated films, i.e., in the frequency
gion corresponding to propagation of MSFVWs of the lay
with lower magnetization. A study of the indicated anom
lies in the propagation of magnetostatic waves would mak
possible to estimate the interlayer exchange parameter
spin coupling parameters in the structure.

This work was supported by the Russian Fund for F
damental Research~Project No. 97-02-18614!.
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1!The phonon mechanism of formation of the spin-wave excitation spect
in a multilayer structure was considered in Ref. 4.

2!Since the frequencies of the surface spin wavesvS in normally magnetized
films have values21 vS,vH , wherevH is given by formula~3!, the sur-
face spin waves of layer 1 cannot interact resonantly with the MSFVW
the structure and are not considered here.
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Mechanisms and kinetics of the initial stages of growth of films grown by chemical
vapor deposition

D. A. Grigor’ev and S. A. Kukushkin
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The initial stages of growth of films and coatings by chemical vapor deposition are investigated.
A system of equations is derived which describes the evolution of an island film at the
stage of Ostwald ripening under conditions characteristic of vapor deposition. Solving this system
of equations yields the dependence of all of the main characteristics of island films~the size
distribution function of the islands, the dependence of the mean radius and density of the islands!
as functions of time and the spatial coordinate. Suggestions are given for the preparation of
films with prescribed properties. ©1998 American Institute of Physics.
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INTRODUCTION

The method of chemical vapor deposition~CVD! is
widely used to prepare films and coatings for different p
poses, including semiconductor films, HTSC films, a
many others.1–5 There are a number of works, bot
experimental2,5 and theoretical,3,4 that examine processes o
film growth using this method. The theoretical studies, a
rule, examine only the hydrodynamics of the flow around
substrate, while the influence of the surface and the proce
taking place on it reduces for the most part to just a calcu
tion of the fluxes of the components to be deposited.3,4 In
particular, no attention has been given thus far to the in
ence of the fluxes of the deposited components on the ki
ics of film growth as well as such characteristics of isla
films as the size distribution of the islands, the mean rad
and critical radius of the islands, etc.

On the other hand, a number of works devoted to p
cesses taking place on the surface6–8 consider growth of the
films only in the case when the material is delivered to
substrate uniformly over its area. The present paper re
sents an effort to consider the theory of growth of isla
films under conditions characteristic of CVD processes.

STATEMENT OF PROBLEM AND PHYSICAL ESSENCE OF
THE PROCESSES

The essence of the method of chemical vapor deposi
consists in blasting the substrate with a carrier gas contai
one or more impurity components which serve as the sou
of material for film growth. The film can grow both directl
from the impurity components or products of their reactio
with each other~e.g., in the growth of zinc selenide films3!
and from their decay products~when using metalorganic
compounds as the impurities2!. In this regard, for conve-
nience of description we can divide the process of va
deposition into two stages. In the first stage the impu
components are brought to the surface of the substrate
the chemical reaction takes place liberating the mater
8461063-7842/98/43(7)/7/$15.00
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from which the film will grow. Examples of such a reactio
is the reaction between gaseous zinc and selenium with
formation of zinc selenide,3 the decomposition of metalor
ganic compounds with the liberation of metals,2 etc. This
process is described by the equation of convective diffus
with the corresponding boundary conditions, which we w
consider in greater detail below.

In the second stage, at first there takes place an accu
lation on the substrate of an excess quantity of material~in
comparison with equilibrium!, from which the film will grow
~e.g., zinc selenide3!. The accumulation of material fo
growth can take place both directly from the compone
brought to the surface, and as the result of a chemical re
tion between them. Next, a first-order phase transition ta
place with the formation of solid islands of a new phase.
first-order phase transition on a solid surface, as a rule,
be broken down into several stages.1,6 First takes place fluc-
tuational formation of islands of the new phase on the s
strate surface, followed by independent growth of islan
without change in their number, followed by coalescence
Ostwald ripening. This last process is characterized by
formation of generalized thermal and diffusion fields
which islands with size less than critical dissolve and tho
with size greater than critical grow. During this stage t
total number of islands decreases and their size and p
distribution is established~in the case of a multicomponen
system!. This stage is the most prolonged, and as a rule fi
formation of the structure of the film takes place during th
stage, as has been shown5–8 in a number of experimental an
theoretical works.1! By virtue of the hydrodynamics of the
flow of the carrier gas around the substrate, the quantity
the reagents delivered to its surface and reacting on i
different over its area. This leads to the result that the c
centration of the material from which the film grows will b
nonuniform over the area of the substrate; consequently
structure of the film will also be nonuniform over its area

For definiteness, we will consider a variant of th
method of vapor deposition in which the substrate is align
© 1998 American Institute of Physics
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with the carrier-gas flow~Fig. 1!. Below we show how it is
possible to extend the proposed theory to other orientat
of the substrate. To elucidate the physical essence of
processes involved, we will examine the case in which
lands of only one composition, i.e., of one phase, are form
on the surface. These islands are formed of at least two c
ponents~the substrate surface may serve formally as the s
ond component!. We let the process take place under isoth
mal conditions, i.e., the substrate temperature is taken t
constant. A diagram of the process is shown in Fig. 1. It w
shown in Refs. 1 and 6 that a necessary condition of oc
rence of the process of Ostwald ripening is that the ensem
of islands be found within the boundary layer of the gas.
the case of detachment of the boundary layer the proces
Ostwald ripening breaks down, the islands begin to gr
independently of one another, the generalized diffusion fi
breaks down, and the film will not have the predicted str
tural and phase composition. This phenomenon, obviou
can be used to explain the fact that it is possible to dep
high-quality films and coatings by vapor deposition, as
rule, on items with good hydrodynamic flow around them

SAMPLE CALCULATION OF THE FLUX OF REACTING
MATERIAL FROM THE CARRIER GAS TO THE SUBSTRATE

We take the length and thickness of the wafer that
have chosen as to serve as the substrate~Fig. 1! to be much
greater than its thickness. In this case it may be treate
infinitesimally thin. The substrate is blasted by the carr
gas at below atmospheric pressure and with a constant
perature. The gas velocity far from the substrate is equa
U. The reacting components are mixed into the carrier
with concentrationsCi . If the concentration of the impurity
components is significantly less than the concentration of
carrier gas and they do not interact, then their behavior
be treated separately. We assume that the process takes
under stationary conditions. We write the two-dimensio
~Fig. 1! stationary equation of convective diffusion~1! for
each impurity component in the incompressible carrier
moving rectilinearly under conditions of laminar flow. If th
parameters of the process vary substantially in time, then
necessary to use the nonstationary equation of convec
diffusion, which is usually solved numerically3,4

FIG. 1. Diagram of the process. Arrows indicate direction of motion of
carrier gas:1 — substrate,2 — islands,3 — boundary layer.
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Vx

]Ci

]x
1Vy

]Ci

]y
5DCi

]2Ci

]y2
. ~1!

HereCi is the concentration of thei th impurity component
in the carrier gas;Vx andVy are the components of the ga
velocity; DCi

is the diffusion coefficient of thei th compo-
nent in the gas.

The boundary condition far from the wafer for the co
centrationCi is Ci uy→`5C0i , whereC0i is the concentration
of the impurity component in the gas column. This conditi
reflects the fact that the falloff of the concentration of t
reacting component takes place in the thin boundary la
The boundary condition on the reaction surface~i.e., at
y50) is the equation of mixed kinetics

DCiS ]Ci

]y D U
y50

5k* Ci
j ,

where k* is the rate constant of the chemical reaction
formation of the material from which the film will grow
~e.g., the reaction of decomposition of a metalorga
compound2!.

Solution of Eq.~1! in the given case does not prese
difficulties; therefore we can at once write down the expr
sion, important in what follows, for the source strength of t
i th component incident on the substrate at the pointy50 as
a function of the coordinatex

ggi~x!5DCiS ]Ci

]y D U
y50

'
32/3

2

C0iDC0i
A0.665U3/4

h1/4G~1/3!Ax1x0

, ~2!

whereh is the dynamic viscosity of the gas,U is the velocity
of the carrier gas far from the substrate,x is the distance
from the edge of the substrate,x0 is the left boundary of the
region in which the process of Ostwald ripening takes pla
~Fig. 1!, G(z) is the gamma function, whose value can
found in mathematical tables, andz is its argument.

Note that for illustration we have considered here t
simplest stationary form of the equation of convective diff
sion. To obtain a more accurate solution taking accoun
details of the technology~e.g., nonstationarity of the proces
configuration of the reactor, rotation of the substrate, etc.! it
would be necessary to use different numerical method3,4

The technique of using values of the material fluxes obtai
by other methods to examine the evolution of an island fi
is considered below.

Now let us go on to a description of the processes tak
place on the substrate surface when growing films by
vapor deposition method.

EVOLUTION OF ISLAND FILMS DURING VAPOR
DEPOSITION

Let an ensemble of islands of the same composition,
a single phase,2! be found on the surface of the substrate~Fig.
1!, having equilibrium shape, e.g., spherical with radiusR.
Islands of cylindrical shape can be described analogously
chemical reaction takes place on the substrate surface
tween the materials being delivered from the carrier gas~see
above!, described by the equation
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nm5k, ~3!

where m and n are the concentrations of the compone
being delivered to the substrate, andk is the reaction rate
constant.

We take the stoichiometric coefficient of the reaction
be unity.

As a result of nonuniformity with length of the deliver
of materials from the gas, diffusion fluxes arise over t
substrate. The distribution of material over the substrate
this case should be described by the diffusion equation
each of the components. These equations should contai
sink strength of material into the islands of new pha
(d/dt)I (x,t), where I (x,t)5(1/2)x*0

` f (R,x,t)R3(x,t)dR
is the volume of material in the islands;f (R,x,t) is the size
distribution function of the islands

x5
1/3p~223cosQ1cos3Q

VmNnQ0
;

Q is the angle of contact,Vm is the volume per atom~mol-
ecule! in the new phase,Nn is the number of adsorption site
per unit surface area,Q0 is the amount of material of the new
phase at the beginning of the process of Ostwald ripen
and f (R,x,t) is the size distribution function of the island
The factor 1/2 is included in the expression forI (x,t) so as
not to double count the flux sinking to the islands. In the c
when the stoichiometric coefficients in Eq.~3! are not equal
to unity, this factor must be replaced by the ratio of t
corresponding stoichiometric coefficients. The diffusi
equation should also include the phase sourcedg

s(x), which
is determined by the minimum of the sources of the com
nents~2! also with the factor 1/2. Thus, the diffusion equ
tions of the components on the substrate surface with
corresponding boundary conditions has the form

]n

]t
5Dn

]2n

]x2
1

1

2
dg

s~x!2
d

dt
I ~x,t !, ~4!

]m

]t
5Dm

]2m

]x2
1

1

2
dg

s~x!2
d

dt
I ~x,t !, ~5!

x50; m5m0 ; n5n0 ;

x5`; m5m` ; n5n` . ~6!

According to Ref. 7, the system of equations describ
the process of Ostwald ripening of an ensemble of isla
should also include the equation of continuity for the isla
distribution function in size space

] f ~R,t,x!

]t
1

]

]R
~ f ~R,t,x!VR~R!!50,

f ~R,t,x!u t505 f 0 , ~7!

wheref 0 is the initial distribution function, andVR(R) is the
rate of growth of the islands. It was shown in Ref. 7 th
VR(R) is found by solving the diffusion equation for an in
dividual island in the generalized field defined by the rema
ing islands and depends on the mean concentration of
components in the system. In our case, if this concentra
s
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varies weakly over the length of the substrate, it can be
equal to its mean value, employing data from Ref. 7.3! In
particular, in the case when the rate of growth of the islan
is bounded by the rate of formation of chemical bonds on
surface of a particle, i.e., by the rate of incorporation of t
components into the crystalline lattice of an island

VR5
2sbVm

2 c1~Q!a~Q!

KBTR S R

Rcr
21D , ~8!

whereb is the specific border flux onto an island,s is the
surface tension,KB is Boltzmann’s constant,Rcr is the criti-
cal radius, andT is the process temperature.

System of equations~4!–~7! is a complete, closed, non
linear system of equations describing the process of Ostw
ripening in an island film under conditions characteristic
vapor deposition. First we simultaneously solve Eqs.~3!–~5!.
We subtract Eq.~4! from Eq. ~5! and denote the concentra
tion differencem2n as M . For simplicity, we take the dif-
fusion coefficients of the components to be equalDm5Dn

5D. We introduce the new independent variable

m5
x1x0

D~ t1t0!
.

Equations~4! and ~5! then transform to

d2M

dm2
12m

dM

dm
50, ~9!

and boundary conditions~6! transform respectively to

m50; m5m0 ; n5n0 and M5m02n05M0 ,

m5`; m5m` ; n5n` and M5m`2n`5M` .

Solving Eqs.~9! and ~3! simultaneously, we obtain ex
pressions form andn

m5
1

2
~M1AM214k!, n5

1

2
~M2AM214k!, ~10!

where

M5M02~M02M`!FS x1x0

AD~ t1t0!
D ,

andF(z) is the error function.
Now, knowing the explicit form of the functionsm(x,t)

andn(x,t) from Eqs.~4! and~5!, we obtain an expression fo
the total flux to the surface

gS~x,t !5
1

2
gg~x!2

d

dt
I ~x,t !,

at late timest

gS~x,t !5

2k~M02M`!2expS 2
1

2

~x1x0!2

D~ t1t0! D
pD~ t1t0!~M014k!3/2

. ~11!

We write the equation of mass balance on the substr8

E
0

t

gS~x,t !5xE
0

`

f ~R,x,t !R3~x,t !dR, ~12!
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we substitute the value of the flux~11! in it and, integrating
the left-hand side of Eq.~12!, we obtain

2k~M02M`!2

p~M0
214k!3/2 H EiS 2

1

2

~x1x0!2

D~ t1t0! D2EiS 2
~x1x0!2

D~ t0! D J
1

32/3

2

DCi
A0.665U3/4

h1/4G~1/3!Ax1x0

t5xE
0

`

f ~R,x,t !R3~x,t !dR,

~13!

where Ei(z) is the exponential integral function.
We now consider two physically important limitin

cases.
1. Let the following relation hold between the terms o

the left-hand side of Eq.~14! in the considered interval o
space and time:

2k~M02M`!2

p~M0
214k!3/2 H EiS 2

1

2

~x1x0!2

D~ t1t0! D2EiS 2
~x1x0!2

D~ t0! D J
!

32/3

2

DCi
A0.665U3/4

h1/4G~1/3!Ax1x0

t. ~14!

Physically, this means that the flux of material from the c
rier gas to the surface is large and the first term in Eq.~14!
can be neglected. Then Eq.~14! takes the form

32/3

2

DCi
A0.665U3/4

h1/4G~1/3!Ax1x0

t5xE
0

`

f ~R,x,t !R3~x,t !dR.

~15!

We introduce the new variablesu5R/Rcr and
X5D0 /D(x,t), where

D~x,t !5
n2n`

n`
1

u2u`

u`

is the relative supersaturation of the phase, whereD0 is its
initial value. As the ‘‘time’’ it is necessary to choose th
quantity t5 ln(X2), which for larget has a unique relation
with the time. Rewriting relation~22! in terms of the new
variables, we obtain

15x* e
3
p tE

0

p

x~t1c!
u3

ds~u!
du, ~16!

where

x* 5
32/3

2

xh1/4G~1/3!Ax1x0

DCi
A0.665U3/4

,

c5E
0

u du

g~u!
5 ln~22u!22

4

22u
222 ln 4,

x(t1c) is an arbitrary function that awaits to be determin
from the condition of conservation of mass

gs~u!5
1

2u
~u22!2,

p takes the valuesp52,3,4 depending on the mechanism
mass transport in the system.7
-

We have reduced Eq.~15! to the form of Eq.~16!, which
corresponds to the equation solved in Ref. 7, with the s
difference thatx* in the given case depends on the spa
coordinatex. Note that having transformed expression~2! to
the form ggtn21, we see that this corresponds formally
n51. As was shown in Ref. 8, the material sources are
caying for n,3/p, while for n>3/p the sources are calle
nondecaying. Thus, under the stationary conditions con
ered here~i.e.,n51) the source can be both decaying for t
mass transport mechanism corresponding top52, and con-
stant for p53 or growing for p54. Consequently, when
depositing different materials the same conditions of the p
cess can lead to the formation of fundamentally differe
structures, from monodisperse~at a given point in space! for
p<3 to polydisperse with size distribution which will b
obtained below. We consider here only the casep52; the
remaining cases can be obtained by analogy in accorda
with the results of Ref. 8 and the present study.

Without going through the intermediate calculations, w
write out the main functional dependences characterizing
island film at the stage of Ostwald ripening when growi
the film by vapor deposition under the condition that t
distribution of the component be governed mainly by hyd
dynamic delivery of material from the gas phase. Thus,
this case the critical radius of the islands is equal toRcr

p

5Rcr0
p 1Apt, whereRcr0 is the critical radius of the islands a

the beginning of the process of Ostwald ripening, and
values of the coefficientAp can be found in Ref. 7. Fo
example, forp52 the coefficientA2 is given by

A25
bsVm

2 c1~Q!a~Q!

KBT
.

The mean radius of the islands varies in time as

R~x,t !5Cpn~Apt !1/p, ~17!

where

Cpn5

E
0

u0
Pp

s~u!udu

E
0

u0
Pp

s~u!du

,

u0 is a reference point; forp52 this quantityu052 ~see
Ref. 7!.

The number of islands varies according to the law

Ng~x,t !5
Ggp

~3/p21!~Apt !3/p21Ax1x0

,

Ggp5
32/3

2

g0DCi
A0.665U3/4VmRk0

p22Nn

h1/4G~1/3!pAp

3E
0

u0 e2~3/p2n!t~u!u3du

~dup21/dt!s
, ~18!

wheret(u)5*0
u0du/(dup21/dt)s ~Ref. 7!; Nn is the number

of adsorption sites per unit surface area;g0 is a coefficient
determined in accordance with Ref. 7.
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FIG. 2. Dependence of the islan
distribution function f p(R,x) on ra-
diusR and spatial coordinatex. a —
the evolution of the ensemble of is
lands is governed by the hydrody
namic material source, b — the evo-
lution of the ensemble of islands is
governed by diffusion over the sub
strate.
ds

.

e

m

u
is
he
e
o

of
al

nd,

of

of
In general, the size distribution function of the islan
has the form

f ~R,x,t !5
N~x,t !

Rcr~ t !
Pp~u!. ~19!

The form of the functionPp(u) was introduced in Refs
1,6, and 7. For example, forp52

P2~u!55 2e322nuexpS 2
322n

12u/2D
~22u!212~3/22n!

u,2,

0 u>2,

wheren is equal to 1 for the stationary case under consid
ation.

For a nonstationary processn will differ from unity. Fig-
ure 2a displays the form of the functionf (R,x,t) at the some
given moment of timet.

The degree of filling of the substrate in the case of he
spherical islands has the form

j~x,t !5
4pGpgCpn2~Apt !121/p

~3/p21!Ax1x0

. ~20!

2. Let us now consider the case when the material fl
from the gas phase to the substrate is small in compar
with diffusion of the components over the surface of t
substrate~15!. This case can be realized, for example, wh
the concentration of the impurity components in the gas c
umn is small@see Eq.~2!#. In this case Eq.~14! takes the
form
r-

i-

x
on

n
l-

2k~M02M`!2

p~M0
214k!3/2 H EiS 2

1

2

~x1x0!2

D~ t1t0! D2EiS 2
~x1x0!2

D~ t0! D J
5xE

0

`

f ~R,x,t !R3~x,t !dR. ~21!

Let us consider the expression on the left-hand side
Eq. ~21! at late timest. We replace the exponential integr
function by its approximate value at late timest

2k~M02M`!2

p~M0
214k!3/2 H lnS t1t0

g D2 lnS 1

2

~x1x0!2

D D J
5xE

0

`

f ~R,x,t !R3~x,t !dR, ~22!

whereg51.781 . . . is theEuler constant.
We equate the left-hand side of the equation to zero a

solving the resulting equation forx, we obtain the right
boundary of the region of space at which the process
Ostwald ripening takes place~Fig. 1!

xb5A2D~ t1t0!

g
2x0 .

Thus the process of Ostwald ripening of an ensemble
islands takes place in the regionx0,x,xb , which expands
with the passage of time. Transforming in Eq.~22! to the
variablesu andt, we have
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2k~M02M`!2

p~M0
214k!3/2

lnS 2D

g~x1x0!2D
5xe

3
p tE

0

p

x~t1c!
u3

gs~u!
du2t, ~23!

and in the limitr→` we obtain

2k~M02M`!2

p~M0
214k!3/2

lnS 2D

g~x1x0!2D
5xe

3
p tE

0

p

x~t1c!
u3

gs~u!
du. ~24!

It can be seen from Eq.~22! that it is formally similar to the
equation of mass balance in Ref. 7; therefore, without go
through the intermediate steps, we can immediately write
all the main parameters of an island film as functions
space and time. The mean radius of the islands in this
proximation is given by expression~17!, and the number of
islands per unit surface area is equal to

Nd~x,t !5

GpdlnS 2D

g~x1x0!2D
3/p~Apt !3/p

, ~25!

where

Gpd5
2g0~M02M`!2VmRk0

p22Nn

~M0
214k!3/2p

E
0

u0 e2~3/p2n!t~u!u3du

~dup21/dt!s
.

The distribution function in this case has the form~19!,
in which n50 in the expression forPp(u). The form of this
function is shown in Fig. 2b.

The degree of filling of the substrate by the islands v
ies with time according to the law

j~x,t !5
4pGpd

3/p~Apt !1/p
lnS 2D

g~x1x0!2D . ~26!

DISCUSSION OF RESULTS

On the basis of the above analysis we can draw so
conclusions which are important for an understanding of
kinetics of film formation by vapor deposition and of met
ods for controlling its growth. Let us first consider the ca
of growth of islands of a new phase, controlled by the de
ery of material from the carrier gas~15!. Note that we have
considered the simplest stationary case while most works
the hydrodynamics of vapor deposition consider nonstat
ary processes in three-dimensional space. The solution in
case, as a rule, is obtained numerically. To consider the
netics of film growth as set forth in the previous section,
can make use of the following method.

In Refs. 6–8 it was shown that at long times all t
external sources can be majorized by polynomials of the t
ggtn21, wheregg is the sink strength andn is some number
n.0. Therefore, if we are to consider a nonstationary p
cess it is necessary to majorize the obtained numerical
g
ut
f
p-

-

e
e

e
-

n
-
is
i-

e

e

-
e-

pendence of the material flux to the substrate3,4 by a function
of the form gg(x,t)5gg(x)tn21 and consider the evolution
of the island film on the surface of the substrate in acc
dance with the method proposed above. For the station
flux considered above the following peculiarities of the ev
lution of an island film may be noted. If in the system th
mass transport mechanism corresponding top52 is
realized,8 then at each point on the substrate the particles
have a wide size spectrum~Fig. 2!. The degree of filling of
the substrate in this case grows, and the formation time
continuous film as a function of the spatial coordinate can
estimated by the formula

tmid g5
1

Ap
S ~3/p21!Ax1x0

4pGpgCpn
2 D

p
p21

. ~27!

Employing formula~27!, we can estimate the proces
time up to formation of a continuous thin film at a give
point of the sample. In the nonstationary case forn<1/p,
according to Ref. 8, a porous noncontinuous film is form
Note that if we consider a system with islands of differe
composition, then not only the size but also the composit
of the islands will vary in space since there is a connect
between these two characteristics.7,8 If the mechanism of ma-
terial transport corresponding top53, 4 is realized in the
system, then this will correspond to nondecaying mate
sources4! and the film will have a more finely disperse
structure with a practically monodisperse distribution of t
islands over size and composition.8 In this case, if the flux
from the gas phase depends weakly onx, then it is possible
to obtain a film that is uniform in its structural and pha
composition over a large part of the substrate. In the c
when the material flux to the substrate from the gas phas
small and the material is redistributed as a result of diffus
over the substrate, then formally there is no material sou
the degree of filling of the substrate falls, and as a resu
noncontinguous film will grow and the islands will be di
tributed in size according to the general law given by relat
~19!. If the growing film consists of islands of different com
position, then, in addition the islands in this case will
distributed over composition and as a result will have a n
uniform spatial structure.

We point out that control of the evolution of an en
semble of islands requires a preliminary determination of
growth mechanism of the chosen material on the given s
strate. A method of obtaining these data is considered
detail in Ref. 8.

This work was carried out with the partial support of th
Russian Fund for Fundamental Research~Project No. 96-03-
32396!.

1!In the present work we consider only the process of Ostwald ripening;
will consider the process of nucleus formation separately.

2!We do not consider the evolution of multiphase films here in order no
overshadow the physical essence of the processes taking place.

3!It follows from Ref. 7 and the present study that in this approximation
critical and mean radii of the islands do not depend on the spatial coo
nate. For a substrate of moderate size, this is in accord with experim1

We will take into account the influence of nonuniformity of the conce
tration over the length of the substrate on the rate of growth of the isla
and their mean and critical radii in a separate communication.
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4!For the variant of a stationary flux we have considered. To study a n
stationary process, it is necessary to carry out the solution and analys
accordance with Refs. 7 and 8 and the present work.
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Optical properties of liquid gallium–indium alloy
L. A. Akashev and V. I. Kononenko

Institute of Solid State Chemistry, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg,
Russia
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Beatte ellipsometry is used to study the refractive index and absorption coefficient of liquid
gallium and of a gallium–30 at. % indium alloy for wavelengths of 0.4–2.0mm at a temperature
at 373 K. The dispersion rel curves of the photoconductivity and reflectivity are calculated
from the experimental data. The measured data in the infrared are used to calculate the
concentration of conduction electrons and the relaxation rate. It is found that when 30
at. % of indium is introduced into gallium, the concentration of charge carriers does not change,
while the relaxation rate of the conduction electrons changes substantially, and this leads
to a decrease in the electrical conductivity of the liquid alloy. ©1998 American Institute of
Physics.@S1063-7842~98!01907-2#
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Alloys and compounds based on gallium and indiu
have some extremely valuable properties. They are use
semiconductor devices based on III–V and III–VI com
pounds and superconductors, as heat transfer agen
nuclear reactors, as lubricating materials, in high tempera
thermocouples, etc. There is also a relatively new domain
application of gallium–indium alloys, the fabrication of lo
temperature solders which are of great importance in se
conductor technology. Their major advantage is that they
used over a wide range of temperatures and can be use
solder ceramic as well as metallic materials. Information
the optical properties of liquid metals and alloys is of gre
importance for the development of the theory of liquid me
solutions and for solving applied problems concerning
synthesis of materials with specified properties. Data on
reflection and absorption capacities of liquid metal solutio
are part of the reference material required for calculation
the crystallization process with allowance for radiative h
transfer, etc.

There is no information about studies of the optic
properties of liquid gallium–indium alloys in the literatur
In this paper we present data from a study of liqu
gallium–30 at. % indium alloy over wavelengths of 0.4–2
mm at a temperature of 373 K~the liquidus temperature o
this alloy isTl5325 K), as well as of liquid gallium (Tmelt

5303 K). The optical constants were measured by Be
ellipsometry on an LE´ FZM ellipsometer.1 The apparatus on
which the measurements were made has been describ
detail elsewhere.2 This device has been upgraded: t
vacuum system has been improved (1024– 1025 Pa) and the
temperature inside the chamber has been raised~to 1600 K!.
The optical constants were measured for an angle of i
dence of the light on the sample of 82°. The principles
ellipsometry are discussed in Refs. 3 and 4.

In these studies metals of grade Ga2000 and In2000
8531063-7842/98/43(7)/2/$15.00
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were used~principal metal content 99.999%!. The alloys
were synthesized in a vacuum at a pressure of 1024– 1025Pa
and a temperature of 473 K with a hold of 30 min. To obta
a flat, horizontal melt surface, molybdenum crucibles in
shape of a saucer were used (25230 mm in diameter and 5
mm high!. The angle between the crucible wall and its bo
tom was about 140°, so that the melt surface remained
sentially horizontal, despite the comparatively small size
the crucible.

FIG. 1. The photoconductivities of liquid gallium~1! and gallium–30 at. %
indium alloy ~2! as functions of photon energy.
© 1998 American Institute of Physics



ui
ea
th
o

tu
ab
nc
id
re

hs
n

id
on
-
o
n-
th

p
a

to
s
r

it

id

o

o

.9

e

of

w-

-

an
tiv-
tra-
e in
the

n-

vsk

854 Tech. Phys. 43 (7), July 1998 L. A. Akashev and V. I. Kononenko
The method for measuring the optical constants of liq
metals is described in Ref. 2. An error analysis of the m
surements of the optical constants of these melts showed
the error was less than 5%. The high frequency photoc
ductivity s(v)5nkc/l and reflectivityR were calculated in
this spectral range~0.4022.0 mm! from the measuredn and
k for these liquid systems at 373 K.

There are, as yet, few experimental and theoretical s
ies of liquid metals, but it has already been reliably est
lished that, within a certain spectral range, the freque
dispersion of the optical coefficients of a number of liqu
metals can be explained in terms of a model of almost f
electrons, using the Drude–Zener formulas. Compared
solid metals, this range is extended toward the visible.5 Data
on the optical properties of liquid indium at four wavelengt
between 0.37 and 2.5mm have been published by Hodgso6

and of liquid gallium in the infrared~to 8 mm! by Comins.7

Figure 1 shows plots of the photoconductivity of liqu
gallium and Ga–30 at. % In alloy as functions of phot
energy. Curve1 ~Fig. 1!, for liquid gallium, has no anoma
lies associated with interband electronic transitions. The
tical properties of liquid gallium in this range of photon e
ergies are determined by intraband transitions of
conduction electrons.

For the liquid Ga–30 at. % In alloy, a significant absor
tion band was observed at photon energies between 1.25
1.52 eV. This occurs because, when impurity atoms~in this
case indium atoms! are introduced into the matrix~gallium
atoms!, additional electron energy levels develop owing
an interaction of the matrix atoms with the impurity atom
and these new levels form an additional band near the Fe
level ~we observed it in this energy range!.

Figure 2 shows the dispersion curves of the reflectiv
of these melts. The reflectivityR varies from 83 to 90% for
liquid gallium ~Fig. 2, curve1! and from 83 to 87% for the
alloy ~Fig. 2, curve2!, and in the near-IR, the reflectivityR
of pure gallium is somewhat higher than that of the liqu
Ga–30 at. % In alloy.

Using the refractive index and absorption coefficient
these melts measured in the IR, we have calculatedN ~the
concentration of conduction electrons! andg ~the relaxation
rate! in the nearly-free-electron model. The concentration
conduction electrons in liquid gallium wasN51.28
31023 cm23 and g51.2631015 s21. Here the maximum
photoconductivity, given bys(0)5Ne2/mg, wheree andm
are the electron charge and mass, is equal to 2
3106 s/m, which is less than the static conductivity8 sst

53.763106 s/m. This is equivalent to a larger value of th
optical relaxation rate,gopt.gst.
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For the liquid Ga–30 at. % In alloy, the concentration
conduction electrons wasN51.2731023 cm23, i.e., hardly
changed on introducing 30 at. % In into the gallium; ho
ever, the relaxation rate was substantially higher:g51.78
31015 s21, which led to a reduction in the maximum pho
toconductivity of the alloy,s(0)52.043106 s/m, which is
also less than the static conductivity of the alloy,sst52.88
3106 s/m.8

Therefore, introducing 30 at. % In into gallium causes
additional absorption band to appear in the photoconduc
ity spectrum of the alloy; here the charge carrier concen
tion remains constant, but there is a substantial increas
the relaxation rate of the conduction electrons, so that
electrical conductivity of the liquid alloy decreases.

This work was supported by the Russian Fund for Fu
damental Research, Project No. 95-03-08005a.
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FIG. 2. Dispersion curves of the reflectivity of liquid gallium~1! and of
gallium–30 at. % indium alloy~2!.
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Analysis of the focusing efficiency of pulsed pressure waves as a function of the initial
amplitude distribution and temporal profile
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197101 St. Petersburg, Russia

Yu. V. Sud’enkov
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Solutions of the parabolic diffraction equation for the focusing of pressure pulses with a
monopolar or bipolar initial profile and a bell-shaped or annular amplitude distribution are
presented. These results are analyzed and conditions determined under which more
efficient focusing occurs during the transition from a bell-shaped to an annular distribution of the
initial amplitude, as well as when a monopolar pulse is replaced by a bipolar pulse.
© 1998 American Institute of Physics.@S1063-7842~98!02007-8#
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Studies of the focusing of pulsed elastic waves in liqu
are, as a rule, restricted to the case of pulses with a mon
lar initial profile and a uniform or bell-shaped radial amp
tude distribution. This happens because of limitations wh
arise on the theoretical, as well as experimental, level
going to more complex problems. In our experiments,1,2 we
have demonstrated the possibility of greatly enhancing
focusing efficiency by using pulsed beams with annular d
tributions of the initial amplitude, and Komissarovaet al.3

have observed analogous phenomena during studies o
focusing of pulses with a bipolar initial profile.

The theoretical analysis of the focusing of pulsed pr
sure waves with different spatial and temporal characteris
is rather complicated, especially when dissipative and n
linear effects are taken into account, and can only be car
out numerically. Nevertheless, for some special cases,
possible to obtain exact analytical results in the linear pa
bolic approximation which indicate a way to raise the focu
ing efficiency by optimizing the initial temporal profile of th
pulse and the radial distribution of its amplitude.

STATEMENT OF THE PROBLEM

We limit ourselves to axially symmetric pulsed beam
neglect nonlinear and dissipative effects, and assume th

kr /kz!1, ~1!

wherekz andkr are, respectively, the axial and radial com
ponents of the wave vector.

In this case, the parabolic diffraction equation4

~]2p/]r 21r 21]p/]r !c0/25]2p/]z]t ~2!

with the boundary condition

p~z50,r ,t!5p0f ~r !w~t1r 2/2Rc0!, ~3!

can be used to describe the focusing process, wherep is the
pressure increment,z and r , respectively, are the axial an
8551063-7842/98/43(7)/4/$15.00
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radial coordinates,t5t2z/c0 is the retarded time,c0 is the
speed of sound,f (r ) and w~t! are the radial amplitude dis
tribution function and the temporal profile of the pulse, no
malized to their maxima,R is the radius of curvature of the
initial spherical front, andp0 is the maximum initial ampli-
tude of the pulse.

SOLUTIONS

1. Let us consider the focusing of a pressure pulse wi
monopolar initial profile and a bell-shaped amplitude dis
bution,

p05p0
~1! , f ~r !5exp~2r 2/r 0

2!,

w~t!5exp~2t2/t0
2!. ~4!

Using the Fourier transform technique,4 we find the so-
lution of Eq. ~2!,

p~z,r ,t!5p0~2p!21E
2`

1`

s~v!D~z,r ,v!exp~2 ivt!dv,

~5!

where s(v)5*2`
1`w(t)exp(ivt)dt, D5(12z/R

1 iz/d)21 exp@2(12z/R1iz/d)21(11id/R)r2/r0
2#, and d

5vr 0
2/2c0 is the diffraction~Rayleigh! length, i.e., the pres-

sure field in the pulsed beam is represented by the sum o
infinite number of converging monochromatic Gauss
beams with continuously variable frequency.

The focus of a monochromatic Gaussian beam is alw
shifted relative to thez5R plane in the direction toward the
source.4 Accordingly, the focus of the pulsed beam describ
by Eq. ~5! must also be located in a planez5zf,R. For a
Gaussian beam with frequencyv the shift in the focus will
be more negligible, and the focusing efficiency greater,
better the following condition is satisfied:4

vr 0
2/2Rc0@1. ~6!
© 1998 American Institute of Physics
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FIG. 1. The radial distribution of the
pressure pulse amplitude~a! and its
temporal profile ~b! in the z5R
plane.
u

ill
y
ha
es
t

e

m
e

on
s

e-

la

ed

ist

rar-
ain,

the
test
ter-

ure
ris-

ses
s.

-

ped
Thus, the larger the fraction of the pulse energy attrib
able to harmonics whose frequencies satisfy Eq.~6!, the less
the parameters of the pressure field in the planesz5zf and
z5R will differ and the more sharply the pulsed beam w
be focused. Since the case of greatest interest is precisel
one with the most efficient focusing, we shall assume t
(R2zf)/R!1, i.e., the real focus of the pulsed beam is
sentially coincident with its geometric focus. Let us calcula
the pressure field at in the planer 5R,

p~z5R,r ,t!5pf
~1!F~r /R0!f~T/T0!, ~7!

where F(r /R0)5(11r 2/R0
2)21 and f(T/T0)5

2(2e)1/2(T/T0)exp(2T2/T0
2) are the radial distribution of the

amplitude and the temporal profile of the pulse, normaliz
to the maximum ~Fig. 1!, T5t2r 2/2Rc0 , T05t0(1
1r2/R0

2)1/2 is the characteristic pulse duration,R0

5Rc0t0 /r 0 is the radius of the beam waist at half maximu
pf

(1)5p0
(1)G(1) is the maximum value of the amplitude of th

compression phase of the pressure pulse, andG(1)

5t0
2A2eRc0t0 is the gain in the compression phase.
2. We shall specify a pulse with an annular distributi

of the initial amplitude and a monopolar initial profile a
follows:

p05p0
~2! ,

f ~r !5K@exp~2r 2/r 2
2!2exp~2r 2/r 1

2!#,

w~t!5exp~2t2/t0
2!, ~8!

whereK5(12x22)21 exp@2(x221)21 ln x# is a normalizing
coefficient withx5r 2 /r 1.1.

Using the linearity of the problem, we find the corr
sponding solution in thez5R plane:

p~z5R,r ,t!5pf
~2!@F~r /R2!f~T/T2!

2x22F~r /R1!f~T/T1!#/~12x22!, ~9!

where R1,25Rc0t0 /r 1,2, T1,25t0(11r 2/R1,2
2 )1/2, pf

(2)

5p0
(2)G(2), G(2)5r 2

2 exp@2(x221)21 ln x#/(2e)1/2Rc0t0 .
3. We now consider the case of a pulse with a bipo

initial profile and a bell-shaped amplitude distribution:

p05p0
~3! , f ~r !5exp~2r 2/r 0

2!,
t-

the
t
-
e

d

,

r

w~t!52~2e!1/2~t/t* !exp~2t2/t
*
2 !. ~10!

By analogy with Eq.~7!, we write

p~z5R,r ,t!5pf
~3!L~r /R* !L~T/T* !, ~11!

where L(r /R* )5(11r 2/R
*
2 )23/2 and L(T/T* )5(e3/2/2)

3(2T2/T
*
2 21)exp(2T2/T

*
2 ) are the radial distribution of the

amplitude and the temporal profile of the pulse, normaliz
to their maxima~Fig. 1!, R* 5Rc0t* /r 0 and T* 5t* (1
1r 2/R

*
2 )1/2 are the characteristic radius of the focal wa

and pulse duration, andpf
(3)5p0

(3)G(3) and G(3)

5r 0
221/2/eRc0t* .
Unlike the case of the functionf(T/T0), the maximum

and minimum of the functionL(T/T* ) are not the same in
absolute value~Fig. 1b!: uL(0)u5e3/2/2>2.24. We shall
therefore also determine the maximum amplitude of the
efaction phase in the focal plane and the corresponding g

Pf
~3!5pf

~3!uL~0!u5p0
~3!r 0

2~e/2!1/2/Rc0t* ,

g~3!5Pf
~3!/p0

~3! . ~12!

Thus we have obtained exact analytical solutions of
linear parabolic wave equation which can be used to
various numerical algorithms and can also be used to de
mine methods for raising the focusing efficiency of press
pulses by optimizing their spatial and temporal characte
tics.

DISCUSSION OF RESULTS

1. We shall compare the results on the focusing of pul
with bell-shaped and annular initial amplitude distribution
The ratio of the corresponding gains gives

ln~G~2!/G~1!!52~r2
2 ln r22r1

2 ln r1!/~r2
22r1

2!, ~13!

wherer1,25r 1,2/r 0 , with r1,r2 .
An analysis of Eq.~13! shows that three different situa

tions are possible: forr2>1, G(2)/G(1).1; for r2<e21/2,
G(2)/G(1),1; and, fore21/2,r2,1, the ratioG(2)/G(1) can
be either greater than or less than unity, depending onr1 .
For example, for the caser151 andr252, Eq.~13! predicts
a substantial increase in the gain on replacing a bell-sha
initial amplitude distribution by an annular one:G(2)/G(1)
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857Tech. Phys. 43 (7), July 1998 É. V. Ivanov and Yu. V. Sud’enkov
528/3>6.35. We shall write down expressions forG(1) and
G(2) using the concept of the effective convergence angleb.5

For axially symmetric, weakly converging beams, the para
eterb is defined by

b2>2E
0

a

f ~u!udu, ~14!

whereu5r /R is the angle reckoned from the acoustic a
anda is the geometric convergence angle.

It is assumed that the anglea is small enough (a
<16°) to ensure the validity of the parabol
approximation6,7 but at the same time is large compared
the characteristic apex angles of the wave front,u0 andu2 ,
whereu0,25r 0,2/R.

Using Eq.~14!, we can write the gain coefficientsG(1)

andG(2) in the form

G~1,2!5R~b~1,2!!2/~2e!1/2c0t0 . ~15!

Therefore, the possible changes in the gain on go
from a bell-shaped initial amplitude distribution to an ann
lar one are determined exclusively by the effective conv
gence angle.

For comparing the focal pressures, we begin with
condition that the acoustic energy on the surface of the in
spherical front is constant,4,5 i.e.,

p0
2E

0

a

f 2~u!udu5const, ~16!

where we have taken the axial symmetry of the problem
the smallness ofu into account.

From this we find that the focal pressures for bell-shap
and annular initial amplitude distributions are related by
simple formula

pf
~2!/pf

~1!5~r2
21r1

2!1/2, ~17!

which describes an arc of a circle of radiuspf
(2)/pf

(1) centered
at the coordinate origin and in the (r1 ,r2) plane for r1

,r2 . Evidently, as in the case of the ratioG(2)/G(1), three
different situations are possible~Fig. 2!: for r2>1,
pf

(2)/pf
(1).1 ~zone1!; for r2<221/2, pf

(2)/pf
(1),1 ~zone2!;

and, for 221/2,r2,1, the ratio pf
(2)/pf

(1) can be either

FIG. 2. A diagram of the focal pressures for a pulse with an annular di
bution of the initial amplitude.
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greater than or less than unity, depending onr1 ~zones3 and
4, respectively!. In particular, substitutingr151 andr252
in Eq. ~17! gives pf

(2)/pf
(1)551/2>2.24. Note that the in-

crease in the focal pressure observed on going from a b
shaped to an annular initial amplitude distribution is cons
erably less than the corresponding increase in the g
(G(2)/G(1)>6.35). This is explained by a large reduction
the initial pressurep0 in accordance with the condition~16!
that the acoustic energy be constant. Thus these results
be used to estimate the focusing efficiency for press
pulses, depending on the geometric parameters of the ra
distributions of their initial amplitudes.

2. Let us compare the results for the focusing of puls
with monopolar and bipolar initial profiles. In this case, f
the gain in the compression and rarefaction phases we ob
the following equations:

G~3!/G~1!52e21/2q>1.21q,

g~3!/G~1!5eq>2.72q, ~18!

whereq5t0 /t* .
Again using the condition that the acoustic energy

constant,4,5

p0
2E

2`

1`

w2~ t !dt5const, ~19!

we also find the ratio of the pressures at the focus,

pf
~3!/pf

~1!581/2q3/2/e>1.04q3/2,

pf
~3!/pf

~1!5~2e!1/2q3/2>2.33q3/2. ~20!

Thus, replacing a monopolar pressure pulse by a bip
one can lead to a substantial increase in the gains and f
pressures, especially in the rarefaction phase. It is clear f
Fig. 1a that here the diameter of the beam waist will also
contracted. As an analysis of the spectral density functi
s(v) for the cases of monopolar and bipolar pulses sho
the observed effect involves the transfer of acoustic ene
from low frequencies (v!1/t0) to high frequencies (v
;1/t* ).

We have, therefore, found exact analytical solutions
the parabolic diffraction equation for the focusing of puls
with monopolar or bipolar initial profiles with a bell-shape
or annular amplitude distribution.

These results show that the initial temporal profile o
pressure pulse and the radial distribution of its amplitu
have a significant effect on the focusing process. In parti
lar, by going from a bell-shaped to an annular distribution
the initial amplitude or by going from a monopolar pulse
a bipolar pulse, it is possible to increase the focusing e
ciency substantially. Evidently, the greatest positive eff
can be attained by simultaneous optimization of both
temporal and the spatial characteristics of the pulse.

The present analysis in terms of the linear parabolic
proximation does not include nonlinear and dissipative
fects and, also, is only valid for weakly converging beam
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Despite these limitations, the results obtained here are
qualitative agreement with appropriate experiments for s
microsecond pulses over a wide range of initial pressures
convergence angles1–3 and can therefore be used for estim
ing focusing efficiencies.
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Analysis of the conditions for ultradeep penetration of powder particles into a metallic
matrix
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The critical conditions for ultradeep penetration of particles when a flux of high velocity
particles interacts with a matrix material are examined from the standpoint of nonequilibrium
thermodynamics. The problem of the change in entropy consistent with their deformation
during loading is solved qualitatively for the example of aluminum and copper samples. It is shown
that ultradeep penetration of particles is a system process of mass and energy transfer owing
to a developed instability in the material caused by the shock-wave action of the particle flux. The
degree of disequilibrium of the process is described by the dependence of the change in
entropy on the deformation of the matrix material. It turns out that the ultradeep particle
penetration process occurs only in a region lying beyond a bifurcation point. ©1998
American Institute of Physics.@S1063-7842~98!02107-2#
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The working of metals by a flux of high velocity pa
ticles formed in a shock wave leads to the phenomenon
ultradeep particle penetration. Particles thrown at veloci
of 1.5–2 km/s can penetrate into a metallic matrix to a de
of up to 1000 times their diameters, and the pressure du
collision is ;15 GPa or higher.1

The main task of this paper is to examine the critic
conditions under which ultradeep dynamic microdopi
takes place. Despite the complexity of the phenomena du
shock wave interactions with metals, it is possible to e
mate the thermodynamic conditions for the process by ex
ining a number of sequential states through which the ma
passes when a flux of high velocity particles acts on it.

As a dynamic system, a metal is in a stable state be
working. After a certain pressure above the dynamic yi
point is applied, the system undergoes irreversible chan
According to the second law of thermodynamics and
principle of conservation of energy, a deformed metal in
plastic state is a highly nonequilibrium thermodynamic s
tem.2 Here the entropy is an index of the reversibility of th
process and a measure of the degree of disorder. After
dynamic yield point is reached, the processes are irrevers
owing to changes in the entropy.

The metallic matrix is a subsystem which interacts w
a flux of high velocity particles formed in a shock wave. T
material in the matrix exchanges both energy and matter w
this flux, as evidenced by the penetration of the particle m
terial deep into the interior of the matrix. Thus, the intera

TABLE I.

Metal p1 , GPa sdyn , GPa s0.2, GPa sdyn /s0.2

Al 0.22 0.119 0.07 1.7
Cu 0.60 0.233 0.08 2.8
8591063-7842/98/43(7)/2/$15.00
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tion of the directed particle flux with the metallic matrix ca
be regarded as a single thermodynamic system.

The flux of high velocity particles forms a shock wave
the matrix material. Plastic flow of the material sets in
some characteristic pressurep1 , and this corresponds to
sharp bend in the shock adiabat. Table I lists this press
along with the dynamic yield pointsdyn and the static yield
point s0.2, for Al and Cu.3,4

It is clear from Table I that when a flux of high velocit
particles is applied, the stresses in copper and aluminum
trices exceed the yield points beyond which irreversible pl
tic deformation sets in. The degree of deformation of the
metals as a function of the matrix volumeV during pulsed
interactions is given approximately by5 «54/3 lnV/V0.
When ultradeep particle penetration takes place, the de
mation can be 16–21%.

The flow stress for ultradeep penetration of the partic
exceeds the Chernov–Lu¨ders deformation. It can be de
scribed by the formula6 sT5s0«n, where « is the plastic
deformation,n is a constant which usually'0.3– 0.4,7 and
s0 is a constant for different metals, which, for pulsed loa
ing, has a physical significance corresponding to the ela
limit on the Hugoniot adiabat, in good agreement with t
data of Ref. 7.

Plots ofs~«! for Al and Cu are shown in Fig. 1. Thes
curves clearly are qualitatively correlated and reflect the
tial state ~point 0!, attainment of the dynamic yield poin
~point c), and a state in which the metallic matrix is d
formed with ultradeep penetration of particles~point d).

The states of the deformed metal and the change in
entropy can be characterized using a method proposed
Grigor’ev et al.,8 based on a rheological model for a
elastoviscous–plastic body with linear hardening. T
model describes a deformed metal with a continuous sp
trum of relaxation times and yield stressest.

The change in the statistical entropy from the initial sta
© 1998 American Institute of Physics
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is based on a definition of entropy given by Landau a
Lifshitz,9

DS52RE
0

t

f ~t!ln f ~t!dt,

whereR is the universal gas constant andf (t) is the prob-
ability density characterizing the thermodynamic state of
system as a whole and corresponding to a transition to
irreversible state. The valuet of the dimensionless yield
stress reflects the energy state in a local region.

Figure 2 shows plots of the change in entropy with t
degree of deformation of the metal during pulsed loading
a flux of high-velocity particles. The transition to a new sta
is characterized by a change in entropy and a maximum
the curve. After the dynamic yield stress is reached, n
structural levels begin to form. This region determines
zone within which ultradeep dynamic microdoping tak
place. The sharp drop in the entropy change curve co
sponds to and confirms the large amount of experime
data on the avalanche formation of dislocations during sh
loading and the conversion of elastic stress energy into
surface energy of a new intergrain boundary. By the ti
deformations of 5–7% and pressures of;1 GPa have been
attained, multiple slip and a cellular structure appear
copper.4 Pulsed loading causes a change in the interato
interaction energy. The jump frequency of atoms in the k
nel is higher than in an equilibrium lattice and this corr
sponds to a rise in the diffusion coefficient.

The entropy change shown in Fig. 2 may explain w
deep penetration does not occur when a matrix is bomba

FIG. 1. Deformation state plots of the metal matrix during working with
flux of high velocity particles:1—aluminum,2—copper.
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by single particles, since the nature of the interaction dur
single particle bombardment corresponds to the region 0c,
where the metal is still in an equilibrium state and posses
an energy of the elastic stress fields.

In summary, by examining the critical conditions for o
currence of the ultradeep particle penetration process,
have established that a metallic matrix experiences a c
plex of states and a change in its thermodynamic potentia
accordance with the amount of deformation. Ultradeep p
ticle penetration is a systemic process of energy and m
transfer resulting from a developed instability in the mater
owing to the shock interaction of the high-velocity particle
Below the bifurcation point, the process probably cann
occur.
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FIG. 2. Relative change in entropy as a function of the degree of defor
tion in aluminum1 and copper2.
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Numerical analysis and synthesis of electron-optical systems of complex structure. II
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The numerical analysis and synthesis of intrinsically three dimensional electron-optical systems
with complex structures are examined. ©1998 American Institute of Physics.
@S1063-7842~98!02207-7#
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INTRODUCTION

In an earlier examination1 of the numerical synthesis o
complex electron-optical systems, primary attention was
voted to the modeling of systems whose electrodes for
surfaceS, or have a finite symmetry group, or admit supp
mentation to a surfaceS1.S with a finite symmetry group.
In this case, a numerical solution of the correspond
boundary-value integral equation on the surfaceS can be
obtained with sufficient accuracy using the methods of Se
of Ref. 1. In the meantime, a multiply connected bound
surfaceS either may not have a finite symmetry group at
or may have such a group, but of low order; however,
components corresponding to the individual cascades o
electron-optical system can be described by higher-o
symmetry groups. This last point is especially important
modeling specific electron beam devices, since, becaus
their design or in setting the technological tolerances dur
assembly, the symmetry of the system as a whole~if it ex-
isted! may be destroyed.

The domain of applicability of the methods of Ref.
which explicitly take into account the symmetry of th
boundary surface, can be extended significantly by us
them together with iterative algorithms. In fact, let th
boundary surfaceS of the original boundary-value problem
be asymmetric, but permit a representation of the form

S5 ø
i 51

M

Si ; SiùSj50; iÞ j , i , j 51, 2, ...,M ,

where some of theSi either have a finite symmetry group o
admit supplementation to symmetric elementsSi8 .

If each element of the boundary,Si , i 51, 2, ..., M , in
this case is treated independently of the rest, as a sep
element located in the external field of the remaining e
ments, then it is possible to construct an iterative proc
each step of which reduces to solving the appropriate inte
equation on an elementSi of the boundaryS. In the course
of formalizing this process, it turns out that it is an opera
analog of the matrix method of Seidel, in which, in ea
step, an operator matrix, whose elements are operators
responding to one sectionSi of the boundaryS, is treated.
Since the economical algorithms described in Ref. 1 can
used to handle these operators, this iterative process mak
possible to reduce greatly the volume of calculations. In
dition, the order of the matrices being handled in a numer
8611063-7842/98/43(7)/4/$15.00
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implementation of this algorithm is considerably reduce
and this makes the numerical process of finding an appr
mate solution to the original boundary value problem mo
stable. Naturally, not only Seidel’s matrix method but al
the entire class of triangular partition methods, at least
suitable for realizing this analysis.

ITERATIVE METHODS

Let the set of boundary points of a Dirichlet, Newman
or Cauchy boundary-value problem for the Laplace equa
~problem~9! of Ref. 1! form a surfaceS of the form

S5 ø
i 51

3

Si , SiùSj50, iÞ j , ~1!

whereS1 has a finite symmetry group$tk%, k51,2,...,N1 of
orderN1 , and the componentsS2 andS3 of the surfaceS are
asymmetric, but a surfaceS̄2 :S2,S̄2 with a finite symmetry
group$t̄k%, k51, 2, ...,N2 of orderN2 , exists such that the
area ofS2 is greater than the area ofS̄2\S2 . Then the bound-
ary integral equation~Eq. ~10! of Ref. 1! corresponding to
the original boundary value problem with boundary surfa
S of the form ~1! can be represented in the form

(
j 51

3

Ai j r j~x!5w i~x!, xPSi , i 51, 2, 3, ~2!

where

@Ai j u#~x!5xSi
~x!E A~x,x1!u~x1!dm~x1!,

xPSj , xPSi .

It is easy to show that the operatorl (S1), which is a
contraction of the boundary operatorl of the original
boundary-value problem to the surfaceS1 : l (S)→ l (S1), is
invariant under transformations from the group$tk%,

Tk
21l ~S1!Tk5 l ~S1!, Tku~x!5u~tk

21x!,

;tkP$tk%, k51, 2, ...,N1 . ~3!

In addition, the operatorl (S2), which is a contraction of
the boundary operatorl to the surfaceS2 : l (S)→ l (S2), can
be extended to the surfaceS̄2 : l (S)→ l (S̄2), so that

T̄k
21l ~S̄2!T̄k5 l ~S̄2!, T̄ku~x!5u~ t̄k

21x!,
© 1998 American Institute of Physics
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the
; t̄kP$t̄k%, k51, 2, ..., N. ~4!

For numerical solution of Eq.~2! we shall use the itera
tive process employing one of the matrix triangular iterat
methods,

~D1vL̂ !
uk112uk

v
1Auk5 f , k51, 2, ... ,

where D and L̂ are operators from the expansion
A5iAi j i to a sum of diagonal, lower, and upper triangu
matrices,A5D1L̂1U, i.e., for Eq.~2! we have

A11u1
~n11!5~12v!A11u1

~n!1v@w12A12u2
~n!2A13u3

~n!#,

A22u2
~n11!5~12v!A22u2

~n!1v@w22A21u1
~n11!2A23u3

~n!#,
r

A33u3
~n11!5~12v!A33u3

~n!1v@w32A31u1
~n11!2A32u3

~n!#.
~5!

Equation ~3! implies that Tk
21A11Tk5A11,

k51, 2, ...,N1 , i.e., the algorithms of Sec. 3 of Ref. 1 ca
be used for numerically solving the first of Eqs.~5! in each
stage of the iteration. In turn, Eqs.~4! mean that for an effi-
cient numerical solution of the second of Eqs.~5!, in each
step of the iteration one can use the reduction method,
the inverse operator toA22(S2) is constructed on the basis o
the inverse operator toĀ22(S̄2), which is the extension of the
operatorA22 to the surfaceS̄2 .

Therefore, using matrix triangular iteration metho
makes it possible to take into account the symmetry of
FIG. 2.
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components of a surfaceS which is asymmetric on the
whole, while representingS in the form of symmetric bound
ary elements or of boundary elements which admit sup
mentation to symmetric elements serves, in turn, as an a
rithm for constructing the operatorB5D1vL̂ of the desired
iteration process. In addition, it is known that iteration me
ods of this class have a rather high rate of convergence,
their major disadvantage is related to the need to deal wi
diagonal matrixD whose dimensions may be large for a gr
problem. Furthermore, ifD has some symmetry, then in o
der to constructD21 one can use the economical methods
Ref. 1. This makes it possible to reduce greatly the mach
time employed, both for organizing the iterative process a
for obtaining an approximate solution, as a whole. Reduc
the size of the matrices dealt with, in turn, makes the proc
of finding an approximate solution more stable computati
ally, and this is especially important in solving boundar
value problems with a complicated boundary. And last: sin
in each step of the iteration process we are dealing with
integral operator associated with an individual elementSi of
the surfaceS that has a certain symmetry group, includin
modules corresponding to symmetries of other types i
program for the given symmetry presents no special d
culty.

MODELING SPECIFIC ELECTRON-OPTICAL SYSTEMS

The mathematical model described in Ref. 1 and t
paper was implemented in a software package of mode
programs permitting the numerical analysis and synthesi
complex, three dimensional electron-optical systems. Th
Fig. 1 shows projections of the actual design of an electr
optical image converter on two orthogonal planes,YZ and
XZ, passing through the device axisZ. This device consists
of a photocathode~disk 1!, a grid modeled as a transpare
electrode~disk 2!, accelerating3, intermediate4, and focus-

FIG. 3.

FIG. 4.
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ing 5 electrodes in the form of surfaces of revolution who
generators are piecewise-continuous curves consisting of
segments and circular arc segments. The anode chamb6
has a rather complicated configuration that includes a rec
gular slit 68 as well as two circular apertures. Inside th
anode chamber are two pairs of plates: deflection plate7
and calibration plates8. The deflection plate consists of thre
rectangular segments set at fixed angles relative to one
other. The calibration plate is broken into two parts: recta
gular and trapezoidal~they can, anyway, be positioned
specified angles!. Inside the anode chamber there are a
two diaphragms~9 and10!. Diaphragm9 is a cylinder with
rectangular slits in the ends, and diaphragm10 is a disk with
a rectangular slit. These elements of the electron-optical
tem can be oriented arbitrarily in space, as is allowed by
program for modeling electron-optical systems. In particu
an electron-optical system with the photocathode inclined
and displaced relative to the axis of the device~design speci-
fications! was simulated numerically, the effect of displac
ments of the deflection plates7 and8 relative to the device
axis, separately and together, was studied in order to de
mine the assembly tolerances, etc. The numerical exp
ments, and comparisons of these with data from real exp
ments, showed that good accuracy in achieved in
calculations when the order of discretization in this mod
for the electron-optical system is 5000 or more, i.e.,
original problem is reduced to a system of linear algebr
equations of dimensions@500035000# or higher. The device
can be modeled with specified potentials on its electrode
by calculating the influence functions based on the princi
of superposition with subsequent choice of a specific pot
tial distribution that satisfies given specifications. The el
trostatic field of the device was also calculated in two wa
If it is required to determine a small number of electr
trajectories~on the order of a few dozen!, then it is more

FIG. 5.

FIG. 6.
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economical to calculate the field in the device only along
electron trajectories. In the other case, a spatial grid is c
structed and the unknown values of the potential are ca
lated at its nodes.1 With a suitable approximation, the latte
method makes it possible to determine the device field at
point of the working region economically. With this ap
proach, the time spent calculating an individual trajectory
minimal, so, if needed, it is possible to determine hundr
or thousands of electron trajectories.

This mathematical model of an electron-optical syst
and its computer implementation can be used to determ
various physical characteristics of a device with fair ac
racy. For example, Fig. 2 shows the~magnified! scattering
ellipses of electron beams from point sources positio
along a single line. With different potentials on the deflecti
plates, this kind of numerical calculation makes it possible
determine the magnification, as well as such model cha
teristics as spatial resolution, distortion, chromatic abe
tion, and, if necessary, the influence of asymmetric com
nents.
e
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As an example, Fig. 3 shows the scattering funct
from a point source~the impulse characteristic of the system
i.e., the response of the system to an impulse function! with
coordinatesY55 mm andX50 when the potential on the
deflection system~7! equals the potentialu0515 kV on the
anode chamber~6!. For the same values of the potential, Fi
4 shows the scattering function from a point source
Y50 andX50. Figures 5 and 6, in turn, show the scatteri
function from the same point source, but with potentials
the plates of the deflection system~7! of, respectively,
u5u0650 V andu5u06100 V, whereu0 is the potential
on the anode chamber~6!.

1S. K. Demin, S. I. Safronov, and R. P. Tarasov, Zh. Tekh. Fiz.68~2!, 97
~1998! @Tech. Phys.43, 222 ~1998!#.
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Calculating the thermodynamic parameters of dense gases and weakly ionized plasmas
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A model is developed for the equation of state of dense gases and nonideal plasmas in the
approximation of three-body interactions. The reduced third virial coefficient is calculated for a
number of spherically symmetric pairwise additive interaction potentials of neutral and
charged particles. Its temperature dependence is constructed for various potentials. The density
and composition of plasmas in a number of pure substances are calculated numerically.
© 1998 American Institute of Physics.@S1063-7842~98!02307-1#
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Increasing the accuracy of calculations of the thermo
namic parameters of multicomponent nonideal gases
high-density multicomponent plasmas usually requires
higher orders of the virial expansion of the thermodynam
functions in powers of the density be taken into account. T
main problem then reduces to calculating the higher vi
coefficients. Calculating the thermodynamic parameters
gases and plasmas in the approximation of the second, t
etc., virial coefficients involves including particle intera
tions of the corresponding orders.1 Calculations of this sort
have been done by Semenov2 and by Krigeret al.3 These
theoretical calculations are in fully satisfactory agreem
with experimental data for the alkali metal vapors.

In computing the thermodynamic parameters of partia
ionized plasmas containing a large number of particle s
cies, one encounters the problem of calculating the vi
coefficients for different potentials, which describe the int
actions between neutral particles of the same or differ
species, as well as the interaction between neutral
charged particles. Corrections for the interaction of fr
charges are then conveniently taken into account by
method of correlation functions.

The purpose of this paper is to calculate the thermo
namic functions and composition of dense gases and we
ionized atom–molecule plasmas of several pure substa
in the approximation of three-body interactions among
the species of neutral and charged particles.

The higher virial coefficients are usually calculated
terms of the group integral method of Mayer.4 Thus, the third
virial coefficient has the form4

C~T!52
2

3
b2N2, ~1!

whereN is the number of particles in the gas,b2 , known as
the second irreducible group integral, is defined by

b25
1

2 E
VV

E f ~r 12! f ~r 13! f ~r 23!dr1dr2 , ~2!
8651063-7842/98/43(7)/3/$15.00
-
nd
at
c
e
l

of
rd,

t

y
e-
l
-
nt
nd
e
e

-
ly
es

ll

where f (r )5exp(2U(r)/T)21 is the Mayer function,U(r )
is the potential energy of interaction of two particles sep
rated by a distancer , andT is the gas~plasma! temperature
in energy units.

Integrals of the form~2! are not calculated analytically
even in the simplest case of pairwise additive spherica
symmetric potentials. Direct numerical calculation accord
to Eq.~2! requires large amounts of computer time or is do
with some loss of accuracy by choosing one or another w
of limiting the domain of integration.2,3

The problem of calculating the third virial coefficient
greatly simplified by using the Fourier transform5

C~T!52
4p

3
~2p!3/2N2E

0

`

dkk2@ f̃ ~k!#3. ~3!

The Fourier transform of the Mayer function,f̃ (k), is
calculated using the formula

f̃ ~k!5
4p

~2p!3/2k E
0

`

r sin~kr ! f ~r !dr. ~4!

As a result of using the Fourier transform procedure,
sixfold integral ~2! is reduced to a double integral, whic
leads to considerable savings of computer time. The th
virial coefficient was calculated using Eqs.~3! and ~4! for
Lennard-Jones potentials.6 We have used the 12–6 and 12–
potentials characteristic of the interaction between neu
particles and that of neutral particles with charged partic
respectively. The temperature dependences of the red
third virial coefficient,

C̃~T* !5C~T* !Y S 2

3
pNAr m

3 D 2

for different interparticle interaction potentials are shown
Fig. 1. ~T* 5T/« and NA is Avogadro’s number.! Besides
the Lennard-Jones potentials, the figure shows the ex
potential5 with different values of the fitting parametera, for
which there are published data.5,7,8 The calculations were
done for values of the reduced temperatureT* 50.2– 103.
Extending the range of integration in Ref. 3 near the singu
© 1998 American Institute of Physics
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point r 50 made it possible to increase the accuracy of
calculation ofC(T) compared to the data of Ref. 5 at lo
temperatures and to extend the temperature interva
T* 50.2.

We now consider a multicomponent plasma contain
M particle species. We take the interactions among
charged particles into account in the Debye approximat
assuming that the ions produced by ionization of the ma
electron atoms and molecules have nonzero intrinsic lin
dimensions~i.e., ion core!. We take the interactions involv
ing neutral particles into account in the approximation of
third virial coefficient. In order to retain the interpolatio
properties of the equation of state in the near-critical reg
for the second virial coefficient of any pair of interactin
neutral, as well as a neutral and charged, particles we s
use the van der Waals approximation. We shall assume
the electron component is weakly degenerate.

In calculating the contributions of three-particle intera
tions we shall consider the following configurations:

where X is the symbol of a chemical element andn,m,k
51,2.

The correction to the free energy owing to three-bo
interactions in a multicomponent plasma will have the fo

F352TVH 2
1

2 (
i 51

M

ni
3Ciii 2

3

2 (
i 51

~ j Þ i !

M

(
j 51

M

ninjCi j j

23 (
i 51

M22

(
j 5 i 11

M21

(
k5 j 11

M

ninjnkCi jkJ . ~5!

FIG. 1. The temperature dependence of the reduced third virial coeffic
for different interparticle interaction potentials:1,2—Lennard-Jones 12–4
and 12–6;3,4—the potential of Ref. 5 fora513.5 and 12;5—the Lennard-
Jones potential for configuration II.
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Using the expressions for the free energy of a multico

ponent plasma calculated previously9,10 in the approximation
of pairwise interactions, we finally obtain

F52TVH (
i 51

M

ni ln
eZi

ni
F12(

j 51

M

njbi j G
1

1

T (
i 51

M

ni (
j 51

M

njai j 2
ne

2le
3

27/2 1
e2

3T
A4pe2

T F(
i 51

M

nizi
2G

FIG. 2. The density of plasmas in several substances as a function of p
sure and temperature for different models.~a! Hydrogen: 1—ideal gas
model,2—Ref. 11,3—this paper;~b! sodium:1—ideal gas model,2—two-
body interaction approximation,9 3—this paper, 4—Ref. 2, ~box!
experiment;10 ~c! lithium: 1—ideal gas model,2—two-body interaction
approximation,9 3—this paper,4—Ref. 3.
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12
3

4
A4pe2

T

( i 51
M nizi

2( j 51
M njzj

2r i j

@( i 51
M nizi

2#3/2 J J 1F3 . ~6!

If the free energy of the plasma is known, then it is ea
to obtain expressions for all its remaining thermodynam
functions, as well as an equation of state and a system
equations for the ionization and chemical equilibrium; in th
way a closed thermodynamic model has been constructe

In the framework of a developed model for the equat
of state of a nonideal plasma, we have made a massive
culation of the thermodynamic functions and composition
plasmas of a number of pure substances: hydrogen, oxy
nitrogen, alkali metal vapors, water vapor, etc. As an
ample, Fig. 2a–2c shows the calculations for the density
hydrogen, lithium, and sodium plasmas. A comparison
given there with theoretical calculations2,3,10based on differ-
ent model assumptions, as well as with experimental da11

At high pressures there is a substantial deviation from
ideal gas model. Along with thermal ionization and dissoc
y
c
of

.

al-
f
n,
-
f

s

.
e
-

tion, there is a substantial rise in the contribution of pressu
induced ionization and dissociation.
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Experiments are described which show that under pulsed thermal loading conditions, a damaged
layer is formed in SiC which inherits the typical erosion defects~craters, chips, microcracks!.
© 1998 American Institute of Physics.@S1063-7842~98!02407-6#
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1. A number of technological applications of silicon ca
bide require both bulk profiled single crystals and filame
tary ~whisker! crystals, which have a unique shape and s
cific properties.1–4 Besides the purposeful, oriented pr
duction of filamentary crystals, under an electric field,
example, they can appear as an accompanying growth in
form of defects during crystallization processes on nuc
from the vapor phase or involving metal solvents.5,6 Here
two forms of filamentary crystals occur: growth structur
and evaporation structures~negative crystals!. As structural
imperfections, they change the morphology, optical transp
ency, and other properties of grown crystals.4,7

It is known that the methods of erosion technology e
sure the uniform profiling of slab and bulk crystals of silico
carbide.8 The processes and phenomena which accomp
these methods, however, have not yet been studied
equately. In this paper we present the results of some exp
mental studies of erosion tracks formed in silicon carb
crystals acted on by pulsed electrical discharges.

2. Spark cutting of silicon carbide was performed bo
on industrial and laboratory equipment by the principle
hole punching, with three-dimensional copying of the ele
trode shape.8,9 The cutting was carried out in transformer o
Profiling electrodes with simple and complex~ribbed, hemi-
spherical! shapes made of copper, aluminum, brass, nic
steel, silicon, graphite, silicon carbide, and tin alloys we
used. The initial material for these studies was in the form
single crystal slabs of silicon carbide of polytype 6H, wi
Ns2Na'531017– 331018 cm23 and thickness d'450
– 500mm.

The experiments, during which holes~passing the crys-
tal! and cavities were made and problems of engraving w
studied, showed that during pulsed thermal loading a d
aged layer is formed on SiC which inherits the typical e
sion defects~craters, shear fracture, microcracks!.

It is known that the elementary shaping cell in erosi
profiling processes in metals is the crater.9 Optical studies of
erosion tracks on the polar faces of SiC crystals~0001!C and
~0001!Si ~metallographic microscopy! have shown that an
individual erosion crater can have a complex structure
should be noted that carbon self-decoration of the eros
front of craters when a crystal is optically transparent crea
the conditions for a detailed analysis of their structure a
made reliable measurements possible. As a rule, craters
a flat bottom were observed, as well as craters within wh
8681063-7842/98/43(7)/2/$15.00
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there were groups of craters or hexagonal etch pits. E
crater contained erosion products: carbon, slag, melt. W
increasing energy of the electrical pulse, the fraction of c
bon and slag increased. Although the chemical composi
of the melt was not analyzed in the present experiments,
may assume that it is based on silicon as a dissociation p
uct of SiC, along with the electrode metal~or silicide!. This
is in good agreement with the results of an experiment
which SiC was used as a profiling electrode and the melt
observed in an erosion crater. The appearance of the
during erosion leads to etching of the crystal surface and
appearance of~0001!Si faceting of the craters. The geometr
dimensions of the craters depended on the pulse energy
the crystallographic direction~Fig. 1!. However, the growth
in the crater diameter with rising pulse energy rapid
reached saturation, and single craters with diameters in
cess of 300mm were not observed.

3. In our studies of primary erosion tracks we have o
served a new type of erosion defect in silicon carbide~Fig.
2!. Because of the outward appearance of the defect, we h
decided to call it an EFT1 ~erosion flat thorn!. An EFT is a
defect localized on the surface of a crystal. Its structure
based on an erosion crater, surrounded by extended void
the shape of spines which extend under the crystal surf
The crystallographic character of the defect is manifest in
predominant growth of the spines in the@112̄0# direction. As
can be seen from Fig. 2, the crater is partially filled w
frozen melt, traces of which surround the wall of that part

FIG. 1. The experimental dependence of the average crater diameter o
pulse energy; 6H-SiC; transformer oil.d—(0001)C, 3—(0001)Si; 1—
copper electrode~smooth curves!, 2—SiC electrode~dashed curves!.
© 1998 American Institute of Physics
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the spines which lie on the crystal surface. In the exp
ments we found the following forms of EFT: complete a
fragmentary. The complete defects are isolated and ap
during the initial stages of erosion. They can be formed
either silicon or carbon~0001! faces of the crystal. On the
~0001!C faces, however, there were defects with short, bl
spines. A similar spine structure was observed on
~0001!Si facets at high pulse energies.

The fragmentary EFTs contained a limited number
spines of different lengths and part of a crater. They m
often develop from the edge of a hole~cavity! during erosion
of the crystal.

The most structurally active elements of an EFT def
are the spines. The spines can undergo branching and b

FIG. 2. A complete EFT erosion defect. 6H-SiC,~0001!Si face, copper
electrode,Ep51.4831022 J.
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ing, but isolated defects can also interact through them.
the spines develop, they also manifest a sensitivity to
inherited growth defects of the SiC crystal.

An analysis of the experimental facts described abo
showed that the observed EFT defects are formed by a
tem of negative filamentary crystals.4 Their nucleation and
growth are directly related to the evolution of the liqu
phase formed within the local erosion volume of the SiC.
fact, negative filamentary crystals grow by a crystal–liqui
vapor mechanism.10 The complex relief of the EFT defec
~Fig. 2! is caused by the fact that evaporation of SiC invo
ing the liquid phase takes place far from equilibrium and
explosive in character. For example, the experimentally
termined linear growth rate of a spine in the@112̄0# direction
was;0.7 m/s for a pulse durationtp5100 ms.

4. Let us conclude by summarizing the main results
this work:~a! the geometric dimensions of the erosion crat
and the degree to which they are filled inside depend on
energy of the electrical pulse and the crystallographic dir
tion; ~b! melt formation during the erosion process caus
faceting of the craters and growth of filamentary negat
crystals;~c! EFT defects have a pronounced crystallograp
character; and,~d! the spines of an EFT defect are structu
ally active elements.
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The possibility of fabricating reflecting surfaces with a roughness low enough for x-ray optics is
demonstrated experimentally. ©1998 American Institute of Physics.@S1063-7842~98!02507-0#
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In recent years, there has been an ever wider rang
scientific and applied problems in which x rays and neut
fluxes are used. Examples include x-ray and neutron s
troscopy and microscopy, x-ray lithography, etc.1 These ra-
diations are steered by grazing-incidence mirrors a
multilayer x-ray mirrors. The intensity of x-ray reflectio
from mirrors depends strongly on their surface roughne2

For this reason, substrates with ultrasmooth surfaces are
in x-ray optics to reduce scattering losses. A large numbe
different types of polishing have been developed in orde
obtain ultrasmooth surfaces.3,4 However, since the com
monly used surface finishing techniques were developed
visible-range optics and microelectronics, they do not alw
yield the surface quality required for x-ray optics.

For this reason, surfaces are prepolished by direc
beams of inert and chemically active gas ions: argon, o
gen, etc. Ion-plasma polishing of materials, however, d
have its limitations. The problem is that the materials to
treated often have their own surface microdefects~disloca-
tions, inclusions, inhomogeneities in chemical compositi
etc.!. This means that various parts of a material surface
etched at different rates. Because of this, depending on
initial quality of the surface to be treated, there is alway
residual surface roughness~root-mean-square roughne
heights'3 – 10 Å!, which is hard to eliminate. Wave sca
tering on this sort of roughness is one of the most import
factors influencing the quality of x-ray and neutron optic
One way of reducing the roughness may involve depositin
thin film of another material~isotropic and uniform in struc-
ture and properties! on the original substrate and then etchi
this film. Then one may hope to obtain reduced roughnes
the substrate–film system.

In this paper we study diamondlike carbon films whi
can have a surface roughnesss f,10 Å under certain
conditions.5 In addition, diamondlike carbon films are easi
etched in oxygen plasmas. Thus, one can choose the co
tions for etching of the diamondlike carbon film to be su
that there will also be a simultaneous reduction of the surf
roughness during the etching process. Diamondlike car
films were deposited from the gaseous phase in an rf
charge and by magnetron sputtering of a graphite targe6,7

Ar and cyclohexane C6H12 were used as working gases. A
in situ x-ray monitor of the thickness and roughness of
surface layers was installed in the vacuum chamber to m
8701063-7842/98/43(7)/2/$15.00
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tor the deposition of the layers and their subsequent pol
ing by etching.6–8

Monitoring was based on the change in the intensity o
rays (l51.54 Å! specularly reflected from the film–
substrate system during film deposition or etching. The an
of incidence wasu51°. As the thickness of the laye
changes, oscillations appear in the curve owing to inter
ence of x rays reflected by the upper and lower boundar
Polished wafers of silicon with an initial rms roughness
ss58 Å were used.

Whether the surface roughness is increasing or decr
ing can be judged from changes in the intensity of the x-
flux reflected from the film–substrate system. In fact, t
reflection coefficient of a smooth surface will be maxim
since all the incident flux is reflected at an angleu equal to
the angle of incidence. When the surface has a relief,
situation changes. Part of the radiation will be scattered
arbitrary angles and will not be picked up by the detect
Thus, it is possible to evaluate the changes in surface rou
ness from the changes in intensity of the specularly reflec
radiation.

The intensityJ of the x radiation reflected from the
film–substrate system varies cosinusoidally with the fi
thicknessd.6 The shape of the cosinusoid depends both
the substrate parameters, which are known, and on the
parameters. A change in the film surface roughnesss f will
lead to a change in the average intensity of the reflec
radiation,Jmid5(Jmax1Jmin)/2. (Jmax andJmin are the maxi-
mum and minimum intensities in theJ5 f (d) curve!. If s f

increases compared toss during deposition or etching of the
film coating, thenJmid will decrease.7 If s f decreases, then
Jmid will increase.

A typical experimental plot of the reflected radiation i
tensity as a function of the duration of the deposition proc
for a carbon film is shown in Fig. 1~curve1!. The diamond-
like carbon film was obtained from C6H12 in an rf discharge
( f 513.56 MHz!. Electrical power was delivered to the ele
trode on which the silicon wafer was placed. It is clear fro
Fig. 1 that theJ0(t) curve oscillates as the carbon film
grows. The arrows in Fig. 1 indicate the start (s) and finish
( f ) of the deposition and etching processes. The intensit
the reflected light at the maxima does not exceed the
flected intensity from the clean substrate,Js51. After a
© 1998 American Institute of Physics
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thickness of 160 Å was reached, the film growth process
halted.

The resulting carbon film was etched in an rf discha
in oxygen. The resultingJT(t) curve is shown in Fig. 1
~curve2!. It is seen thatJT(t) is a good repetition ofJ0(t) in
the opposite direction. However,JT(t) reaches higher abso
lute values thanJ0(t). Furthermore,Jmax.Js . This is a con-
sequence of the fact that the surface roughness of the
during etching is not only smaller than when it was bei
deposited, but is smaller than that of the original substrate
calculation7 showed thats f during etching was'6.5 Å. Af-
ter the film was removed from the Si surface, the reflect
coefficient ceased to oscillate.

Figure 2 shows plots ofJ0(t) and JT(t) of a film ob-
tained by magnetron sputtering in a C6H12/Ar51/1 mixture.
It is clear that during film growth on a silicon substrate,J0(t)
is essentially invariant and remains roughly equal toJs . The
curve can have this form if the optical constants of the fi
and substrate are the same and the surface roughness
film is the same as that of the silicon surface.

No oscillations were observed during etching, eith
However,JT(t) goes substantially higher thanJ0(t). Thus,
even in this case, during etching the surface roughnesss f of
the film is smaller than that of the silicon, by'2.5 Å. After
removal of the film from the silicon surface, the intensity
the reflected radiation fell to a level corresponding to
reflection from the clean substrate before the deposition
cess was begun.

FIG. 1. The intensity of reflected light as a function of time during depo
tion ~1! and etching~2! of a diamondlike carbon film.
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We may therefore conclude that during deposition fro
the gaseous phase, the diamondlike films reproduce the r
of the substrate surface. Etching them in an oxygen plas
however, leads to a reduction in the surface roughness o
film. This is evidently a result of the combined action
physical and chemical etching mechanisms. As a result,
possible to grow a diamondlike carbon film of a certa
thickness and then partially etch it away. Ultimately, we o
tain a substrate with a film on it whose surface roughnes
smaller than that of the substrate itself. It is important to n
that the film thickness can be several tens of angstroms.

This method may be useful when surface polishing
other means is difficult~e.g., if the original substrate is
curved!.
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FIG. 2. J0(t) for a film obtained by magnetron sputtering in
C6H12/Ar51/2 medium~1! andJT(t) ~2!.
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The diffraction of a Gaussian laser beam at the stra
edge of a semi-infinite metal screen is characterized b
number of features owing to the edge nature of the diffrac
radiation. Although the main processes leading to trans
mation of a wave front take place in the immediate neig
borhood of the edge, it is customary to evaluate them
terms of various optical effects which are observed a
rather large distance. For example, aligning the edge of
screen with a diameter of a beam incident perpendicula
the plane of the screen leads to a maximum in the diffrac
scattering of the laser beam, as a result of which the obs
er’s eye sees distinctly a bright, ‘‘self-luminous’’ straig
line segment at the edge of the screen. Objective detectio
the scattered light with a sheet of photographic paper, e
confirms that the diffracted radiation diverges from t
‘‘self-luminous’’ segment in different spatial directions wit
unequal intensities. Along predominantly forward directio
it has a complicated structure, the fine structure being du
the development of anisomeric laser speckle. The structu
is caused by large-scale and small-scale spatial modula
of the wave front resulting from unavoidable local deviatio
in the profile of the real edge of the screen from str
straightness.1

In this paper we report the possible existence of a m
complicated, ultrafine-scale modulation in the wave front
was encountered during a study of the structure of the an
lar laser speckle we have observed and detected object
in diffraction experiments using a type UIG-22M holo
graphic measurement system.

An LGN-503 argon laser generates cw monochroma
radiation in the form of a Gaussian beam (TEM00 spatial
mode, effective diameter 2.5 mm, wavelength 488 nm!. The
beam is incident normally on the plane of a diffractin
screen consisting of a flat, 80-mm-thick steel safety razo
blade. Diffraction takes place on the vertically orient
straight sharpened edge of the blade, which is aligned wi
diameter of the beam such that the oscillations of the elec
field of the incident wave are parallel to the edge. The sha
ened edge, of length 37 mm, was given a two-sided symm
ric wedge shape, with a characteristic size on each side
the order of 1 mm.

As detailed studies of the blade with a JSM-U3 scann
electron microscope~maximum on-screen magnificatio
10 0003, resolution 20 nm! show, the top of the assume
wedge is by no means a geometrically ideal, infinitely th
ridge. In fact, the actual edge ends in a very narrow are
the cutting edge, whose average width is 300 nm. This fac
8721063-7842/98/43(7)/2/$15.00
t
a
d
r-
-
n
a
e

to
e
v-

of
.,

,
to
g

on

t

re
t
u-
ely

c

a
ic
p-
t-

on

g

is

illustrated by Fig. 1, which shows a typical fragment of t
sharpened blade edge~side view! viewing an object area o
33333 mm2 in the frame. This micrograph was obtaine
using the photographic attachment of the microscope a
magnification of 30003.

In Fig. 1 the cutting area of the blade appears in the fo
of a continuous dark strip crossing the center of the fra
from left to right at an angle to the horizontal. Above an
below it, one can see both sides of the wedge edge, with t
individual surface microdefects. The two edges, along wh
the sharp boundary of the cutting area passes on the c
sponding side, change their local spatial directions indep
dently of one another. This indicates that the local thickn
of the end of the edge along the blade fluctuates chaotica
Measurements with the microscope show that the variati
in the thickness of the edge of the edge mainly lie with in
range from 100 to 500 nm.

This circumstance evidently affects optical phenome
at large diffraction angles, when the effect of the large-sc
modulation in the wave front has become insignificant a
in first order, all the perturbations in the laser light on t
order of a wavelength come to the fore. Thus, in the exp
ment the photographic frame of the UIG-22M system w
placed in a horizontal position below the edge at a distancL
along the vertical from the center of the illuminated part
the sharpened edge. The distribution of the illumination
the frame window was recorded objectively on a flat shee
photographic paper~at different exposures and the values
L of interest!. For example, Fig. 2 shows one of the optic
illumination patterns obtained forL55 cm ~negative image!.

FIG. 1. The microscopic structure at the end of the edge of a wedge sh
sharpened blade~side view!.
© 1998 American Institute of Physics
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Here there are two regions of detected laser speckle
the lower part of the picture~from the side of the plane of th
blade illuminated by the laser beam! and in the upper~on the
shadow side!. The lower part, which is almost complete
exposed at the chosen exposure, mainly carries informa
on the roughness of the metal surface, which scatters
coherent laser light incoherently into the half space.2 The
upper part of the picture illustrates the system of annu
laser speckle created by all sorts of chaotic microscopic
regularities at the end of the sharpened blade edge du
scattering of the laser light. The edge nature of the ann
speckle is indicated, first of all, by its concentric dispositi
relative to the wake of the imaginary extension of t
straight blade edge to the plane of the paper and, second
the observed darkening of this system of speckle by the e
of the inclined side, far away in relation to the laser source
shows up in the form of a triangular discontinuity betwe
the surface and edge speckle on the left of Fig. 2. It is c
that this discontinuity expands linearly upward, beginni
from the center of the annular speckle. On the right-ha
side of the figure, on the other hand, the two speckle syst
overlap.

The most surprising experimental observation was
existence of peaks in the integrated intensity of the system
annular speckle precisely in the direction along the bound
of the region where the two speckle systems overlap on
right-hand side of the figure, while along the direction u
ward from the center of the annular speckle, i.e., along
propagation path of the transmitted part of the beam bey
the screen, their integral intensity is lower, and it becom
very small along the directions in the upper left part of t
figure, beyond the shadow side of the blade. This type
scattering~and not Rayleigh and not quasispecular scat
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ing!, which shows up when an annular speckle system de
ops, suggests an important role for the impedance contr
tion to the scattering mechanism resulting from the fin
conductivity of the screen material, whose thickness clos
the end of the edge is locally several times smaller than
wavelength of the incident coherent light.

1Yu. V. Vasil’ev, A. V. Kozar’, E. F. Kuritsyna, and A. E. Luk’yanov,
Pis’ma Zh. Tekh. Fiz.19 ~14!, 29 ~1993! @Tech. Phys. Lett.,19, 445
~1993!#.

2M. Francon,Laser Speckle and Applications in Optics@Academic Press,
New York ~1979!; Mir, Moscow ~1980!, 171 pp.#.

Translated by D. H. McNeill

FIG. 2. Laser speckle systems of surface and edge origin in a neg
image. The plane of the sheet of photographic paper is perpendicular t
straight sharpened edge of the blade, and the distance from the center
illuminated segment of the edge to the paper is 5 cm.
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Studies of the influence of plastic deformation and the straining temperature on the temperature
dependence of the stresses developed in titanium nickelide shape memory alloys are
described. ©1998 American Institute of Physics.@S1063-7842~98!02707-X#
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Alloys based on titanium nickelide have unique sha
memory properties, superelasticity, and plasticity. The me
cal application of titanium nickelide devices and structu
as implants is often based on the material’s overcoming
external resistance in the course of recovering its shape
ing heating after prestraining. The external resistance lim
the recovery of shape and causes internal stresses to de
in the material. In the limiting situation of a rigidly confine
sample, the recovery of shape is completely prevented,
the internal stress reaches its highest level, which is clos
the critical stress for the rapid development of the martens
deformation at temperatures belowMd and close to the yield
point aboveMd ~Fig. 1b, curve1!.1 For a 2–6% prestrain the
temperature dependence of the developed stresses,s –T, be-
low the temperatureMd coincides completely with the tem
perature dependence of the critical stress for the marten
strain.2

Since force and strain effects in titanium nickelide a
closely coupled, information obtained from a plot of the te
perature dependence of the developed stresses can be u
make a qualitative, and in some cases, even quantita
estimate of its shape memory and superelasticity chara
istics.

The purpose of this paper is to study the influence
plastic deformation and the straining temperature on the t
perature dependence of the developed stresses in tita
nickelide alloys using TN-10 alloy, one of the most wide
used in medicine, as an example. TN-10 alloy is charac
ized by superior physical and mechanical properties and
a convenient temperature interval for shape recovery.

Both in the original undeformed state and after deform
tion, there are two martensitic transformations in the cho
alloy: at a temperatureTR520 °C from the high-temperatur
B2 phase to theK phase, and then at a temperatureMs

525 °C to theB198 phase.
The samples were deformed by 1.5, 4, 8, 12, and 1

each of which corresponds to different stages in the de
opment of the martensitic and plastic deformation com
nents, on a type UPR universal testing machine opera
under tensile straining conditions at temperatures of2196,
2150, 250, 0, 25, 50, and 100 °C. The magnitude of t
deformation was determined from thes –« diagram taken at
room temperature before fracture. In order to study the ch
8741063-7842/98/43(7)/2/$15.00
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acteristics of the developed stresses, samples confined i
apparatus, which had been strained and not unloaded,
heated by an electric oven to a temperature of 200–250
with simultaneous recording of thes –T diagram. The stress
relaxation after straining of the samples at temperatures o
50, 100, 150, and 200 °C, was studied by cooling the c
fined material and simultaneously recording thes –T dia-
gram.

Figure 1b shows the temperature dependence of the
ternal stresses during cooling~curve1! and subsequent hea
ing ~curve 2! after deformation by 4% in the martensit
state. In the course of continuous heating through the inte
of the martensitic transformations in the confined allo
stresses are observed to relax and be generated. The
mum value of the martensitic shear stresssmin in the s –T
diagram~Fig. 1b, curve1! corresponds roughly to the ons
temperatureMs for formation of thermal martensiteB198. At
the temperatureMd , the stresses reach the yield point a
have their maximum value,smax. Subsequent heating lead
to relaxation of the stresses by plastic shear, the resistan
which corresponds to the yield point and is found on t
s –T curve by some extrapolation curve from high to lo
temperatures~Fig. 1b, dashed line!. The yield points for all
temperatures belowMd are close to the maximum value o
the martensitic shear stresssmax at the temperatureMd .

FIG. 1. Loading~a! and subsequent change in the external stress~b! during
continuous heating~1! and cooling~2! of TN-10 alloy.
© 1998 American Institute of Physics
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Thus the difference between the maximum and minim
internal stresses,Ds5usmax2sminu, for a given temperature
characterizes the susceptibility of the material to plastic
formation and, as a consequence, the contribution of
plastic component of the strain to recovery of shape in
shape memory effects. The higher the yield point and
lower the martensitic shear stress, the lower the contribu
of plastic deformation to the strain of recovery and t
higher the degree of shape recovery.

Figure 2 shows plots ofDs as a function of the defor
mation temperatureTd for different amounts of initial pre-
strain. The highest values ofDs correspond to an 8% pre
strain in the temperature region in which martensiteB198
exists~Fig. 2d!; this is evidence of the possibility of supe
elastic behavior in this alloy and of its high reserve of reco
erable strain within this temperature interval. Evidently, t
amount of strain leads to the development of the most fav

FIG. 2. Ds5usmax2sminu as a function of straining temperature for diffe
ent amounts of prestrain of the material.« ~%!: 1.5 ~a!, 4 ~b!, 8 ~c!, 12 ~d!.
-
e
e
e
n

-

r-

able internal conditions for realization of the martensi
transformations and to an influence of theR phase’s on the
stabilization of theB198 martensite. Increasing the stra
suppresses shape memory and superelasticity effects be
of the increased contribution of the plastic component of
strain, which inhibits movement of the interphase bounda
during martensitic transformations~Fig. 2d!.

Cooling through the interval of the martensitic transfo
mations is accompanied by relaxation of the accumula
stresses, independently of the straining temperature~Fig. 1b,
curves2 and3!. It is clear from a comparison of curves1 and
2 of Fig. 1 that a rapid reduction of internal stresses dur
cooling is observed in the range of temperatures of the m
tensitic transformations, which corresponds to the minim
values of the martensitic shear stresses. During deforma
in the high-temperature state, the level of the maxim
stressessmax depends on the deformation temperature. Af
straining at 200 °C, thes –T curve has two stages. The firs
stage of stress relaxation occurs because, during strai
near Md , the plastic component of the strain leads to t
creation of stress concentrators, which stimulate the nu
ation and growth of martensite crystals as the temperatur
lowered. The major stress reduction takes place in the ra
of the martensitic transformations and is described by
Clausius–Clapeyron equation.3 Cooling to the temperature
of liquid nitrogen leads to a rise ins, i.e., stress again de
velops in the medium. This fact has been observed for
first time and is attributed to a reorientation and twinning
the cooled martensite. The results obtained here can serv
a guide in choosing the conditions for and changing the
rameters of the shape memory in a way appropriate to
problems being addressed.

1V. É. Gyunter, V. I. Itin, L. A. Monasevichet al., Shape Memory Effects
and their Applications in Medicine@in Russian# ~Nauka, Novosibirsk,
1992!, 742 pp.

2V. É. Gyunter, T. Yu. Serikova, L. A. Monasevich, and Yu. A. Paska
Inventor’s Certificate No. 1698688~USSR!, MKI Go1 No. 128; Byull.
Izobret., No. 46~1991!.

3C. Rodrigez and L. C. Brown, inShape Memory Effects in Alloy
~Metallurgiya, Moscow, 1979, pp. 35–39!.

Translated by D. H. McNeill
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