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The effect of an admixture of boron oxide®; on the superconducting properties of the bismuth-
containing 2212 phase is investigated. It is found that boron doping improves the
superconducting transition characteristics of3}Ca Cu,O, and Bj gPhy, ,Sr,Ca Cu,O, samples
slowly cooled in a furnace. As the boron content in quenched samples of the 2212 phase
increases] . and the relative volume of the superconducting fraction are observed to decrease
monotonically. Boron doping of the 2212 phase decreases the lattice param&e2004
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1. INTRODUCTION ents of the samples of the 2223 and 2212 phases. In contrast

The bi h taini ducti tem Bi—S to different variants of isomorphic substitutions in these
€ bismuth-containing superconducting system bi-— r_phases, for example, yttrium or other rare-earth elements for
Ca—Cu-0, nominally pure or doped with different elements

. S ‘calcium, resulting in the suppression of
can be regarded as a model ;ystem for. |nvest|gat|r)g thg alg’uperconductivit)]/,o‘12 it has not been ruled out that some
pearance of a superconducting state in metal-oxide hig boron ions occupy interstitial positions in the layered struc-
temperature superconductdidTSCS. Three HTSC phases tures of bismuth-containing SC phases
with the generalized formula %rZCaﬂ,1CLh02n+4_, n=_1_, . Our preliminary dat& attest to a nonmonotonic depen-
2, and 3, have been observed and structurally identified Men

this systent.™ Investigators are especially interested in the ce of the zero electric resistance temperature and the
) ) magnetic susceptibility on the boron content in samples of
low-temperature 2212 phasé& 80 K) with n=2 and the g P y P

o . . the high-temperature 2223 phase with the initial composition
T e U 05 WherCOnct B, i, 5,CACUS,O, (0=X=1). The SC propertes o
: » ' -doped les of the low-t ture 2212 ph
and the superconducting properties of the 2223 and 221 oron-coped samples of the fow-temperature phase are

" . no less interest.
phases are very sensitive to any variations of the many con-

. . . I In the present work the influence of a boron oxide ad-
ditions under which they are synthesized, the composition ofnixture on the SC properties of the 2212 phase, including
the initial mixture, and the introduction of various admix- '

. g . samples where lead is substituted for a portion of the bis-
tures into the system. This is due to, first and foremost, th?nuth (10 at.%, is investigated

complexity of the bismuth system, where intertransforma-

tions of the SC phases are observed in a quite narrow tem-
7 2. SAMPLES AND EXPERIMENTAL PROCEDURE

perature range.

There is an enormous literature on the influence of vari- Ceramic samples with the nominal composition
ous impurity elements on the properties of bismuth-Bi,S,CaCu,B,O, and Bi Pk, Sr,CqCu,B,O), x=0,
containing ceramic. An important physical-technical result is0.25, 0.5, and 0.75, were synthesized in air, using the stan-
that the partial substitution of lead for bismuth stimulates thedard solid-phase technology, from the oxides and carbonates
formation and increases the volume fraction of the high-of the corresponding elements: ,B;, PbO, SrCQ,
temperature 2223 phase over a wide range of nominal con€aCQ;, CuO, and BO;. The powder was preannealed for
positions of the sampléshough it is impossible to eliminate 17 h at 810 °C. Tabletized samples were heat-treated for 15 h
completely the 2212 phase in the synthesized material. lat 855—860 °C. After annealing was completed, the synthe-
Ref. 9 it is reported that the partial substitution of lithium sized compositions were cooled from the synthesis tempera-
and fluorine for copper and oxygen, respectively, in lithiumture by two methods:)1slow cooling in air with the electric
fluoride doped samples of the 2212 phase increases the crifidirnace switched off and)2rapid cooling (quenching in
cal temperature and the relative volume of the SC fraction.liquid nitrogen. The resistivityp was measured on-0.5

The influence of boron on phase formation and the SC<3xX9 mm bars cut from the tablets. Silver paste was
properties of bismuth-containing ceramic has still not beerburned in to form electric contacts. The standard four-contact
investigated. Since the ionic radius of boron is small, borormethod was used to measure the temperature dependence
can be introduced into the bismuth system as an admixturg(T). The lowest temperature at which the resistivity mea-
and not as an element which replaces the structural constitsurements were performed in a regime with evacuation of
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=<0.75) samples. It is evident that admixing@; to the
system substantially decreases the onset temperafliref
the SC transition, determined by the point where the function
p(T) deviates from linearity. The end-point temperatuTé%
of the SC transition in nominally-pure and doped=0.25)
samples are 72 K. At the same time, for 0.25 a long tail is
observed in the curves(T) below 75 K. This tail is due to
the presence of the impurity 2201 phase. Figure 1b shows the
curvesp(T) for slowly-cooled Bj gPhy ,Sr,Ca Cu,B,O, (0
=<x=0.75) samples in which lead was substituted for a por-
tion of the bismuth. The deviation of the functipgT) from
linearity for a boron-free sample starts only -a75 K. As
shown in Ref. 14, the Pb-doped 2212 sample is characterized
by zero-resistivity temperatur@%"=60 K. According to
published data®!®the bismuth-containing 2212 phase, syn-
70 75 80 8 90 95 100 thesized and slowly cooled in air or oxygen, possesses su-
T.K perstoichiometric oxygen, i.e. extra holes. It is natural to
suppose that the partial heterovalent substitution of divalent
F b PE?* for trivalent BE* in Bi—O layers further increases the
number of extra charge carriers and degrades the SC proper-
ties of the Pb-containing 2212 phase. In Fig. 1b it is evident
that admixing BO3; sharply improves the characteristics of
the SC transition of slowly cooled 2212 samples containing
6 lead. ThusT2ﬁ=73 K at x=0.25, though at higher boron
i concentrations residual resistivity appears at 70 K as a result
3 of the presence of the impurity 2201 phase in the sample
41 /” 1 with x=75. The observed improvement in the SC character-
istics of slowly-cooled boron-doped samples from both con-
centration series could be due to, among other factors, filling
oL of some extra holes by additional electrons from trivalent
boron.
Figure 2a displays the curvep(T) for quenched
oL, , , , , Bi,Sr,Ca,Cu,B,0, samples. The value afY" for the nomi-
70 75 80 85 90 95 100 nally pure sample increases to 83 K and the valud3fto
T, K 100 K. Quenching in liquid nitrogen has virtually no effect
_ on the SC transition in the sample wik+0.25, while at a
E!G' L ’é(T(): g’ro SLOW'V ?oo'eqtm?iosﬁlcaf'z"'fxzovo 5("")3 a"g higher boron contenk=0.75 semiconductor behavior of
0_'%'3(%'_28& 4CB,0y (b) samples witx=0 (1), 0.25(2). 0.5(3). an p(T) with substantial residual resistivity at 70 K is observed.
As noted in Ref. 17, the properties of the 2201 phase are
more sensitive to the oxygen content as compared with the
nitrogen vapor was about 70 K. The inductive method was?212 phase and semiconductor conductivity is observed after
used to determine the temperature dependence of the ma@uenching. On the basis of these data the semiconductor be-
netic susceptibilityy(T) of the quenched samples, and the havior and the high resistivity can be explained by the pres-
SC transition temperature and the change in the content ¢fnce of the impurity 2201 phase in the 2212 sample with
the SC fraction in the samples were determined from th&oron conten=0.75. The temperature dependenpés)
magnetic measurements. X-Ray phase analp$RA) was for quenched BigPly ,SL,CaCu,B,0, (0<=x<0.75)
performed with a DRON-1,5 diffractometer (Ry radia- samples are shown in Fig. 2b. It is evident that quenching the
tion), and the unit-cell parameters of nominally-pure andsample withx=0 increases the value " sharply to 90 K
boron-doped samples of the 2212 phase were determined.and appreciably narrows the width of the resistance transi-
tion. The characteristics of the SC transition ot 0.25 and
0.5 are less sensitive to the cooling regime: the zero-
resistivity temperature for these samples increases from 78
The XPA data show that most peaks in the diffractionand 74 K, respectively. For a still higher boron contant
patterns are due to the 2212 phase, which is the dominant0.75 the temperature dependendd) acquires the semi-
phase for the measured compositions. Aside from the mainonductor character observed for the same impurity concen-
2212 phase, the impurity 2201 phase #8CuQ)) with tration in the lead-free sample. Evidently, quenching in liquid
Tc~10K is present in the BBr,CaCuy,B,O, and nitrogen optimizes the hole concentration for the supercon-
Bi, gPly 2S1,Ca Cu, B, O, samples withx>y. ductivity mechanism by decreasing the oxygen content in the
Figure 1a shows the temperature dependences of the reamples from both serie@vith and without leayl with x
sistivity p(T) of slowly-cooled BjSr,CaCu,B,O, (0=x <0.75. Comparing the curvgs(T) gives a basis for con-
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FIG. 2. p(T) for quenched BiS,CaCuyB0O, (@ and
Bi, ¢Phy ;S,Ca Cu,B, O, samplegb).

cluding that the quenched BPh, ;Sr,Ca Cu,B,O, samples
with boron concentration ranging from=0 to 0.25 possess
the best SC transition characteristics. The incread@bénd
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FIG. 3. p(T) for quenched BigPh, ;Sr,Ca Cu,B,0, samples withk=0 (1),
0.25(2), and 0.5(3) and BjSr,Ca Cu,B,0, samples withk=0 (4) and 0.25
5.

creases sharply in both series wheyOB is introduced into
the SC system. The unit-cell parameters of the 2212 phase
are given in Table |. The decrease in the parametir the
boron oxide doped samples can be tentatively attributed to
boron ions occupying interstices in the lattice as a result of
their smaller ionic radius, though the question of the struc-
tural role of boron requires further investigation. Interstitial
cations are a donor impurity, decreasing the concentration of
charge carriergholes,?® which if extra holes are present,
improves the SC properties.

In summary, analyzing the curvggT) for the experi-
mental samples it can be concluded that admixip@Bto
the 2212 phase increases the onset temperature of the SC
transition in a slowly cooled lead-free sample and results in
the appearance of a SC transition witrf“:73 K in
Biy gPly 2S1,Ca Cu, B, O (x=0.25). Quenching in liquid ni-
trogen sharply improves the SC characteristics of the boron-
free samples. At the same time a substantially smaller in-

TABLE I. The lattice parametera andc of samples of the 2212 phase.

decrease of the SC transition width for quenched __ Nominal sample composition x aA | ¢A
Bi; gPly 2Sr,Ca C,B,Oy (x=0 and 0.25 samples as com- Bi,Sr,Ca,Cu,0, (s) 0 5.40 | 30.83
pared with the same parameters ob&pCa Cu,B,0, (x . Y
=0 and 0.25 samples could be due to various factors. As Bi,Sr,Ca,Cu,B O (s) 0.25 | 539 | 3073
noted in Ref. 18, the lead-free 2212 phase possesses a st Bi,Sr,Ca,Cu,B,0 (s) 0.75 5.40 30.69
stantially larger number of stacking faul(gtergrowths of Bi Pb. Sr.Ca.CuO (s) o 539 30.82
the 2201 phase, which ordinary phase analysis does ni 187702727 T2 Ty ' '
show than in the case where lead is substituted for some ¢ Bi, ,Pb, ,Sr,Ca, Cu,B O (s) 0.5 540 | 3075
Fhe b|smuth. Improvement of intergrain bonds as a.result o] Bi_St Ca Cu0 (q) 0 5.41 30.89
introducing lead into the 2212 phase, as supposed in Ref. 1 Py
for the 2223 phase, has also not been ruled out. Bi,Sr,Ca,Cu,B,0, (@) 0.25 | 541 | 3085
The temperature dependenggd’), presented in Fig. 3, Bi, ;Pb, ,Sr,Ca,Cu,0, (@ 0 s40 | 30.87
for quenched 2212 phase samples agree with the resistivil T Y
measurements. It is evident that the relative content of th, Bi, gPby,Sr,C2,CuB.O, @ 0.5 540 | 3077

SC fraction is highest in BigPh, ,Sr,Ca Cu,B,O, and de-

Note (s)—slowly cooled samplesg)—quenched samples
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An effective equation of motion for a 180° domain wall, taking account of energy losses due to
the excitation of flexural waves of the wall when it interacts with point defects, is derived

for a ferromagnetic film of arbitrary thickness. The domain wall is studied in the potential well
produced by a nonuniform magnetic field. The influence of defects on the motion of a

wall with constant velocity and small forced oscillations of the wall are investigated on the basis
of exact particular solutions of the equation derived.2@04 American Institute of Physics.

[DOI: 10.1063/1.1820032

Any ferromagnetic material contains defects which in-(the linear dimensions of a defect are much smaller than the
fluence the motion of domain wall®Ws). DW thicknessl: AVY3<|, whereAV is the volume of the
Ordinarily, the coercivity of a ferromagn€EM) is at-  defecy.
tributed to the presence of defects. It appears as a result of Since the excitation of magnons, which correspond to
pinning of DWs in the potential relief produced by defekts. flexural spin wave$,” makes the largest contribution to the
In addition, the interaction of a DW with defects results DW dissipation due to energy transfer to the magnon ther-
in energy losses by the walf}? These losses are due to mostat, we shall study DW motion on the basis of an equa-
either the irreversible transfer of the energy of a DW to spintion for the DW coordinate, which describes the motion of
waves(SWSs in an interaction proceds>’*2or the excita- the DW and the propagation of flexural S\Ws:
tion of the internal degrees of freedom of the defééts.
Previous works investigating the energy losses and brak- %X X %X
ing of a solitary DW on defects with no internal degrees of mW“L Koot ~ %52 = F(ro.b. @
freedom have shown that for stationary motion of the DW in -
a thick ferromagnetic film the contribution of defects to fric-
tion tends to a constant value as the velocitypf the DW
tends to zerd;>®%and in a thin film this contribution grows
without limit as 14 (or 1Av).°™*2 The result is that the
stationary motion of a DW in a thin film is unstable for low
velocities ranging from zero up to a critical valug ,**?i

m is the effective mass of the DV¥ is the friction coeffi-
cient (corresponding to the Gilbert relaxation term in the
Landau—Lifshitz equationand o is the surface energy den-
sity of the DW.

The motion of a DW can be described approximately on
the basis of Eq(1) for a wide class of magnets: materials
with magnetic bubble domains, weak FMs, and so on. Since
our goal is to obtain general results we shall not specify the
values ofm, k and o more precisely until we need to do so.

A solitary DW cannot exist in a real FM—the DW be- However, at the stage of numerical calculations, where the

comes unstable because of the r_n_agnetic-dipole interaCtio'ﬂ’\agnetization distribution in a DW must be given, we shall
The conyennonal met_hoq for sta_b|l|z|n_g a wall by means Ofassume a Bloch DW in a uniaxial Fidee, for example, Ref.
a nonuniform magnetic fielMF) is equivalent to the influ- 13). Then

ence on the DW of a potential well whose presence results in
the appearance of a gap in the SW spectrum. This makes the
character of DW braking on defects in a potential well quali-

tatively different from the braking of a “free” DW:>8-12 . o _ .

In the present paper these changes and the special fe3-1S the gyromagnetlc ratiayl is the saturation magnetiza-
tures due to the influence of the thicknds®f a ferromag- 10N, @c is the Gilbert relaxation constani, and § are the
netic film on the character of the braking are investigated. Iexcha/nge interaction and uniaxial anisotropy constants, and

=\ .

The equatior(1) is written in a coordinate system where
the Ox axis is oriented in the direction of the magnetization
distribution in the DW, theDz axis is perpendicular to the

We shall consider the braking of DWs by defects on thesurface of the film(with respect to the thicknegsandr,
basis of a model of randomly distributed point defécté = (y,z) is the radius vector in the plane of the DW.

ie.
in the region where the friction forcE;(v) decreases with
increasing velocity, specifically, fodF;(v)/dv<0 for v
e[0v¢l.

m=1/27wg?, k=2agM/gl, o=2\aBM?,

1. EFFECTIVE EQUATION OF MOTION OF DOMAIN WALLS
IN A DEFECT FIELD

1063-777X/2004/30(12)/7/$26.00 941 © 2004 American Institute of Physics
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The equatior(1) must be solved together with boundary 92 9 &2
conditions which in the absence of pinning of the magnetic | 72 +2\ —-— (9— 2 f(&n—do(7)) 8(p—pn),
moment on the surface of the film have the form (5)
% :% =0 &UIF?§|§=0:(9U/(9§|§=LIA:0
Jz 0z ) )
z=0 z=L and for the coordinatgg(7)
The right-hand side of Eq1) is the effective force act- 52 a9

ing on the DW. It contains a contribution due to the external -2 +2)\ +q h(7)
impelling magnetic field—R1H(t), the contribution of de-
fects, and the force exerted on the DW by a one-dimensional 5 A?
potential well. We shall choose it in a form which simplifies et g En: u(pn, )t (& —do(7)) ), (6)
the calculations, making the assumption that when the posi-
tion x, of the DW moves away from the center of the well whereS is the area of the DW, the brackets denote averaging
there arises a restoring force which for small displacementsver the plane of the DW and the position of the defects
can be described by a linear functikix,. For example,ina ({u(p,7)=0), and the prime indicates a derivative with re-
nonuniform MF with a constant gradient the restoring forcespect to the argument of the function.
will remain linear for any displacements of the DW. The equation for the excitationgp,7) must be solved

It remains to determine the contribution of defects in Eq.in order to obtain a closed-form equation fiy( 7). For this
(1) more accurately. As shown in Ref. 9, for a point defectwe representi(p,7) as a Fourier cosine series so that the
with a &shaped localization potential the interaction forceboundary conditions are satisfied:
acting between the defect and a DW is independent of the "
nature of the defedtnonuniformity of the exchange interac- (p.7)= i S g r)cm{w—p ) @
tion parameter, uniaxial anisotropy, saturation magnetization, P L/A L7 L/IAS)

and so omand is determined entirely by the magnetization i i ,
The solution of the equations for the Fourier components

distribution.
Therefore, on the basis of everything said above conte(?:7)
cerning the forces acting on the DW, E@) for solving the 92 9 92 w2p?
problem formulated in this work becomes F+2)\(9—T - a_772+1+ W) u
(92X0 (?Xo (9 X0 -
o, 0 p
m pr +k e c9r2 +Kxo=2MH(t) :; f(&n—qo(7))8(n— 7]n)005<m§n) (8
teald f(xn_xo)é(ri—rl N (2 can be represented in terms of the corresponding Green's
n | functions

wherex, andr, , are the coordinates of theth defect and

e<1 is the DW-defect interaction parameter. For a defect

with uniaxial anisotropy of magnitud@g, e=(ApB/2B)

X (AV/I3). The functionf( . . .) describes the magnetization

distribution inside the DW. For a Bloch DWf(x)

= —sinhx/cosIt x. - - .
It is convenient to write the equation fap in a dimen Substitutingu(p,7) found in this manner into Eq(6)

sionless form using the new variablgs-xq /I, &,=X,/1, yields
=wot, p=(7,0)=r./A, wo=\KIm, A=olK, o o q

1
Gp(7,7) = 5 exp(— A7)0 (7= 7%)

2 2

1+ p )\2(7_2_ 772)]./2 .

X\] 2/A2

(€)

ZK/\/Km, andh(7)=2MH/KI: 52 T2
9%q aq  d°q 2 2A2 o
W‘FZ)\E +q h +82 f(én q)é(p pn) +q0: h('T)_ ® < Z _wdT,Gp
()
X(r—1',
We shall solve Eq(3) by applying the method used in (=770~ ) (€0~ Go( 7))
Refs. 3 and 8-12. Accordingly, we represefp, 7) in the P P
form X F(&m—0o(7'))CO§ {73 Sn|COS {7 Sm| |- (10
a(p,7)=0o(7) +eu(p,7), (4) The averaging procedure

u(p,7) describes the distortion of the shape of the DW, i.e.
flexural SWs.

Substituting the expressigd) into Eq. (3) and separat- wherec is the defect concentration, simplifies the expression
ing terms we obtain the equations for the excitations (20):

n

where the ternyy(7) describes the motion of the DW and L/A
0 <2 >H<2 ...>—>C(S/L)Alf d;f de, (1)
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2 (for a Bloch DWg’(0)=16/21).
s +2)\&+ +— Z f d7’ Gy( ,0) The solution is
e 9T /A 4 7 Gplr 7
Jo(7)=Acog Q7+ 6), (15
Xg(do(7)—qo(7"))=h(7), (12

where the amplitudé\ and the phasé of the forced oscil-

—_ .2 2 . . .
where y=e“cA“l, lations are given by the expressions

Q(QO(T)—%(T')):f:dﬂ'(E—QO(T))f(ff—QO(T'))- ho
For example, for a Bloch DW VI= Q2+ 1+ A(Q) P +40N507
1d 1 tand= ZZ)\E—N (16)
900=7 ?(J wdgcosﬁgcosﬁ(g—x)> 9°-1-40

and\ .=\r () is an effective relaxation constant. This fol-
lows from the energy balance equation, which can be derived

T ae sinkPx 13 from Eq. (14):

The equation12) describes the influence of defects on . B
the motion of a DW in an arbitrary external MF. However, h(7)Go(7)=2
the solution of this equation cannot be found in a general

dd ( x coshx— sinhx

. ¥9'(0)

form. ) : , ) )
Consequently, we shall consider two particular cases XQO(T)ﬁde G(7=7",0)(do(7) —do(7")) |,
where Eq.(12) can be solved analytically and which corre-
spond to real experiments with DWs in a nonuniform MF (17)
(see, for example, Ref. I4small oscillations of DWs and where the overbar denotes averaging over time. The left-
the motion of DWs with a constant velocity. hand side of Eq(17) is, to within a constant factor, the
average strength of the external force. It equals the energy
2. SMALL OSCILLATIONS OF DOMAIN WALLS losses determined by the expression on the right-hand side.
The problem of small oscillations in a periodic field -
h(7)=Rehyexp(Q7) (Q=w/wy, o is the frequency of the h(7)Qo(7)
external MP corresponds to Eq12) linearized with respect Aef ()= STy
to qo(7): 2q0( )
) '(0)
52Qo+2)\ Qo 29'(0 IRLACES “dre g
(97_2 qO L/A 4L/A p=0
c e w2p? sinQr
2 f_xdr'epu— '.0)(do(7) — Gol7)) =h(7) <\ T+ 7 (18)
(14 Performing the integration in Eq18)
|
v2yg'(0) \/ 2p2 \/ m2p2 \ 2 m2p2 \ 2 -12
A 02-1- + 02—1-——| +402207 Y| 0%-1- ——| +40%?
erf( ) 8L/A pgo L2A2 L2/A2 L2/A2
(19

we obtain an infinite series which converges for any valuegach of these maxima is due to the resonance radiation
of O, \, andL/A [A(Q) is given by a complicated expression of a definite mode of the flexural oscillations of the
similar to Eq.(19)]. DW (uniform p=0 and nonuniformp=1,2,... over the
The plots constructed foxg4(2) andA({2) confirm the  film thicknes$, when the frequency of the external field
conclusion that the influence of defects is stronger in thinreaches the value§),. The thicker the film, the closer
FM films. They show an interesting feature of damping onthe peaks and their values are to one another. It is obvious
defects with forced oscillations of DWs. that for someL the peaks will become essentially indistin-
The function Ae(€2) (Fig. 18 possesses maxima at guishable. The intensification of losses on defects is also
the characteristic oscillation frequency of a DW in a poten-reflected in the functiorA(Q) (Fig. 1b: the amplitude of
tial well Q~Q0,=1 and at frequencies close t6);, the forced oscillations has minima at the corresponding
=1+ 7?p?A?/L%, wherep=1,2,.... Theappearance of frequencies.
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FIG. 1. Frequency dependences of the effective relaxation parataeterd
amplitude of forced oscillationgb) for various film thicknessed,/A: 1
(solid line), 2 (dotted ling, 3 (dashed ling y=5,x=0.1.

3. STATIONARY MOTION OF DOMAIN WALLS

In materials with weak dissipative properties<€1),

Yu. I. Dzhezherya and M. V. Sorokin

W(L/A, A, v)

FIG. 2. Plots of the function(L/A,\,v), reflecting the velocity depen-
dence of the friction force due to defects, for various film thicknedses;
0.5 (1), 1 (2), 2 (3). The dotted lines correspond t&y(L/A,\,v). \
=0.1.

Eachpth term corresponds to the contribution due to the
emission of a definite mode of flexural oscillations of DW
over the thickness of the film when the wall interacts with
defects.

A numerical calculation of the functioW (L/A,\,v)
shows (Fig. 2) that as the velocity increases, the friction
force acting on defects at first increases, reaches a maximum
value, and then decreases, tending asymptotically to a con-
stant value. The thinner the film, the greater the maximum
value and the higher the velocity at which the friction force
reaches its asymptotic value are.

According to Fig. 2, even withh./A =2 the plot of the
friction force acting on defects is essentially identical to the

defects of the magnetic structure can result in the appearancerve Wo(L/A,\,v) characterizing the braking on defects
of qualitative features in the character of the braking of aonly as a result of the emission of excitations which are

DW moving with constant velocit}f~2
It follows from Eq.(12) that for a DW in a potential well

uniform over the film thickness. This simplifies the analysis
of the influence of defects on the character of the braking of

such motion can occur in an external field increasing linearhyDWs in thin films.

ash(7)=hr. In this case we have
Qo(7)=—Aq+wvr, (20

where v=v/wgl is the reduced velocity of the DW1y(
=\27M?/KlI(v/vy) for a Bloch DW. The value ofv can
be easily obtained from the equation of motior h.

The quantityAq is a “phase shift’—the lag, due to the
“friction” force acting on the wall, of the change in the
coordinate of the DW from the increasing external field:

Aq=F¢(v)=2\v+(1/2 y¥(L/A \,v), (21)
Fi(v)=F((v)=F(v)/KI is the real friction forceF((v)
scaled to KI, and the function W(L/A,\,v)

=3,_o¥p(L/A,\,v) describes the braking of a DW on de-
fects:

1 ©
Wo(L/A N, v)= mfo drexp(—\7)Jg

T\/l-i-Lﬂ-Tiz—)\z)g(vr). (22

X

A. Stationary motion of a domain wall in a thin film.
Instability

Let us consider the braking of a DW in a thin filn (
<A). In this case it can be assumed that only flexural oscil-
lations which are uniform over the film thickne§seroth
mode” p=0) contribute to the braking process. When cal-
culating the friction force acting on defects we shall neglect
the damping of the SWs, i.e. we 9et 0. This is admissable
for small values of the relaxation constan&1, since in this
case damping affects only the asymptotic behavior of the
friction force acting on defects in the limig—0: A=0,
(Fi—2\v)~v Mexp(=av); N#0, (F—2\v)~Av.

On this basis we change notation and represent the fric-
tion force in the form

Fi(v)=2\v+ (12 y* D (v), (23
wherey* = yA/L=g2cA3(l/L),

d(v)= J:dTJO( 7g(vT).

The function®(») can be written in a different form, using a
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Fourier integral expansion of the functions 1/coshand
1/cosh(£—x) in the integral representation(v7) (see Eq. a
(13)):

il focdk K
4v° J1 7 2= 1sinR(7k/2v)

The asymptotic behavior of the functiek(v) at low veloci-

ties can be easily obtained from the latter expression. If
<1, then®(v) is approximately determined by an integral ‘
whose value ¥

O(v)=

F(v)/2\
-\
\\ -\

N
\

N\
g Frommmmmmmk

A\
Do B e S R

%)
<

N k®
¢(V)|u<1~$fl dk\/ﬁexri—ﬂ'k/v)

77( d* Ku( )) T <
= —| ==z K1 (x — — S
8 ldx* ! el 0 VI pii2 Z»::

xXexp —mlv), <

whereK,(x) is a modified Bessel function.

It is remarkable that the functionF(v)/2\=v
+471(y*I\)®(v) is a universal function of the velocity,
depending on the single paramet€t/\ determining the re-
laxation properties of the system. ~

The expressioli23) can be used as a basis for determin-FIG. 3. Plots of the friction forcé;(v)/2\ (a) and the effective relaxation
ing the parametefy* experimentally. Once the |a@q of the parameten\ o«(»)/\ (b) versus the reduced velocity of a DW for various

h values of y*/\: v5/\3>v5/N,>yi/N,. The dashed line corresponds to
DW has been determined, for known valueshofind pre- 4 7 1 YaiteT a2 il P

0.
scribed velocityy, the quantityy* can be found from the
relation
v*=2(Aq—2\v)/D(v). (24) As a characteristic of ;(») we introduce
If the constanty* is of the order of\, then the defects of 1 dT:f(v) 1 dd(v)
the magnetic structure make a large contribution to the force Newt (V)= 5 = 7Y
h 2 dv 4 dv
braking a DW.

Figure 3a shows a plot of the functidf(v)/2\n for
different values of the paramete® /. For comparison, the
figure also shows the function foy* /A =0, i.e. neglecting
the contribution of defects.

The function®(v) depends strongly on the form of the
functiong(»7). In turn the magnetization distribution inside
a wall determineg(v7) (the plots in Fig. 3 were constructed
for a Bloch DW).

The asymptotic behavior of the functioh(v) can be
easily determined for a DW moving with velocity>1:

& (v)=1/15v, which corresponds exactly to the results ob-
tained in previous investigatiohs for a “free” DW mov-
ing outside a potential well.

In summary, for velocitie® > wgl the friction force is
independent of the depth of the potential well. The presenCﬁqe
of a well is significant for the motion of DWs with velocities
v~wol. In this range(Fig. 38 F¢(») depends strongly on
the influence of defects, whose contribution is characterized
quantitatively by the parameter/\. M y* +471dd(v)/dv=0. (26)
~ As y*/\ increases, two extrema appear in the function |t k_, 0 then\/y* —0 and the critical velocity, tends
F¢(v)—at v, and v, (Fig. 3a, curve B On the section be- to the finite limit 1,~0.69 (Where v, is the value of the
tweenv; and v, the behavior of the curve corresponds to aargument for which the derivative of the function vanishes
friction force decreasing with increasing DW velocity, indi- On the other handy;= »,I/K/m—0 following a square-
cating that the motion of the DW could be unstable in thisrgot law.
velocity range according to the standard criteridR; /dv It can be shown in exactly the same manner that the
<0. value ofv, tends to a finite limit. Indeedy,— oo as\/y*

1 o
=A+Zy*f0 drdo(7) 19’ (v7). (25

In the absence of defects, for* =0, we have\qx(v)
=\. ThusA x(v) can be regarded as an effective, dissipative,
velocity-dependent constant.

Figure 3b shows the curves(v)/\ for various values
of y*/\. It can be concluded from their behavior that defects
play a large role in the braking of DWs at low velocities.

The points where .#(v) vanish are identical to the criti-
cal velocities v; and v,, which exist only for y*/\
>4/|®' (v,,)|~15.27 (where the argument,, is the value
for which the derivative of the functiod®(v) has its mini-
mum value.

Analysis of the function\ ¢4(») shows how the values of
critical velocity behave iK—the coupling constant be-
tween the DW and the potential well—tends to zero.

For this we write the condition .¢(»)=0 in the form
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—0, and for high DW velocities Eq26) can be written in
the form\/y* —1/15(v,)?=0 or, using the initial notation,

vo=1/2/15(cl3a®¥Y L k\m) Y2 (27)

The quantity(27) is identical, to within the notation, to a

previous result obtained in an analysis of the motion of a

“free” DW. 2 As the depth of the potential well tends to

zero, the region with the anomalous velocity dependence of

the friction force iF;/dv=0) ve[v,,v,] is identical to
the velocity intervalv €[ 0,v,,], Where the stationary motion
of a “free” DW is unstable. In other words, as—0 the

velocity dependence of the friction force has the form char-

acteristic for a “free” DW2~12
In conclusion, we note that even in the zone

e[vy,v,], wheredF;/dv<O0, the presence of a potential

well can stabilize the stationary motion of a DW. To deter-

mine the criterion for the motion of a wall to be stable we
shall investigate the solutiof20) for stability with respect to
small perturbations.

For this we write the solution as

(28)

whered(7) denotes a small deviation of the coordingtg )
from the valuevT—Aq, describing the stationary motion of
the DW.

The equation obtained fof(7) by linearizing the equa-
tion of motion of a DW is

do(7)=v7—AQ+6(7),

(920 (96 * * ! ! ! !
P—I—Z)\E-I—ﬁ-l—y f, dr'G(7—7,009"(v(7—17"))

X(0(7)—6(7"))=0. (29

We seek its solution in the form expf). It is obvious
that stationary motion is stable if the small correctié(r)
decays with time, i.e. the stability criterion is [ge<0. Sub-

Yu. I. Dzhezherya and M. V. Sorokin

H'(vV)/A

B (VA R VI/A

FIG. 4. Plots of the function”(v)/\ for various values ofy*/\: y5/\3
>y5 /N> yi /N, (8). Comparison of the functions.;(v)/\ (curve 1) and
w"(v)IN (curve2), y*IN=40 (b).

for stable uniform motior” >0 is different from the crite-
rion \o#>0. This follows from Fig. 4b which shows the val-
ues ofu”(v) and\¢x(v) for y*/A=40. The hatch marks in
the figure mark the region between, and v, where the
stationary motion of a DW is unstable.

The stabilizing effect of a potential well explains the fact

stituting the expression for the perturbation in the forminat the regiorf v, v4] is different from the regiofivy , v,].

0(7)=6yexp(u7) into Eq. (29 we obtain the characteristic
equation

M2+2AM+1+%fw d7rdo(7)g’' (v7)(1—expuT))=0.
(30)

Since\ and y* <1 we seek the solution of the transcen-
dental equatior{30) in the form

p=it+ip —u”, (3D
wheren' is a correction to the characteristic oscillation fre-
guency of a moving DW, ang” is the damping constant for

small perturbation®(7). To within terms of first-order i
and y* these quantities are

[

u' = 7’7 f:dﬂ]o(T)(l—COST)g'(VT),

* [
,LL”:)\‘I‘%J d7rdo(7)sinTg’ (v7). (32
0
If «”>0, then the perturbatiofi(r) decays and the sta-
tionary motion of a DW will be stable.
Figure 4a showsw”(v)/\ for various values ofy*/\.

As K—0, the regio v3,v4]—[v1,v2]—[ 0wl
It follows from Eq. (32) that a zone of unstable motion
of a DW, for whichu” <0, appears ify*/\>30.53.

B. Stationary motion of a domain wall in a thick film.
Coercivity

Analysis of the functions in Fig. 2 shows that if the film
thickness is of the order of several then the friction force
due to defects acting on a DW with>1 is close to a con-
stant valueF .

To estimate this quantity we shall examine the braking of
a DW in a thick film > A). In this case the spectrum of
flexural SWs over the thicknesg)(changes from discrete to
quasicontinuous and the boundary conditions on the surface
of the film can be neglected, i.e. the problem actually reduces
to the braking of a DW in an unbounded FM.

In this case, to solve Ed5) u(p,7) can be represented
by, for example, a Fourier integral instead of a Fourier series:

u(p,r)=(2w)*3f dwdkT(k,w)exfdi(kp—wo7)],
(33

We note that in the presence of a potential well the criteriorwhereT(k, ) is the Fourier transform afi(p, 7).
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Calculatingu(p, 7), substituting the result into Ed6), to the characteristic frequenay, of the DW in a potential
and performing simple transformations we obtain the follow-well or the frequencies of flexural excitations which are non-

ing expression for the friction forcE(v): uniform over the film thicknessv,= w1+ 7°p“A“/L
. 5 (p=1,2,...), then resonance emission of surface SWs oc-
E((v)=2\v+ lf do — @ curs and energy Iosse§ of the DW increase shafly. 1.
16 Jo sinkf(mw/2) For stationary motion of a DW, the braking process due
1— w2p? to defects in the presence of a potential w&ll#0) is dif-
X g—arctan% _ 34y  ferent from the braking process for a “free” DW.? As
wV

v—0, the contribution of defects to the friction force tends to

It is found that the friction forceF((v)—2Av due to  2€M0 for a film of any thickneséFig. 2). For thin. films L
defects has the asymptotic valt@.12 yv asv—0, and for ~</) defects engender an anomaldiisype velocity depen-

high velocities ¢>1) it tends to the constant value dence of the total friction forc€Fig. 3@ and instability of
stationary motion(Figs. 3b and %

In general, the contribution of defects to the braking
force depends strongly on the film thickness.lAgcreases,
the functional dependence of the friction force due to defects

€on the DW velocity changeéFig. 2). For large film thick-

5
BT [T

Therefore the real friction force acting on a DW tends to th

— — 2~12 ; ; ;
vaIue_FO_—C_).102yKI =0.102%cl"0. It is ObVICiUS that _th|s nessesl(>A) the influence of defects reduces to a manifes-
quantity is independent of the presence of a “magnetic trap tation of dynamical coercivity, first described in Refs. 4-5
(the parameteK). It can be shown that the same value Ob'and 8-9

tains for the friction force for braking of a “free” DW on We thank V. G. Bar'yakhtar and Yu. I. Gorobtsov for

defects in an unbounded FM. , _helpful suggestions and a fruitful discussion of the results
In this case, equating the friction force to the impelling obtained in this work
force 2VVH makes it easy to understand the physical mean- '

ing of the quantity obtained:
Fi(v)=xv+Fy=2MH. (36)

Thus the DW velocity 1S, V. Vonsovski, Magnetism Nauka, Moscow(1971).
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The influence of photoillumination on the magnetic and transport properties of epitaxial thin
films of the manganite RgLay 1Ca) sMNnO; is investigated. It is found that illuminating films with
He—Ne laser light increases their magnetization and decreases their electric resistance,
stimulating an antiferromagnetic-insulator—ferromagnetic-metal phase transition, which is
observed in this crystal in a magnetic field at low temperatures. It is shown that the phase-
transition field is appreciably lower after the films are photoilluminated. It is concluded

that photoillumination gives rise to the formation and growth of ferromagnetic metallic clusters
inside an antiferromagnetic insulating phase. The mechanism of the effect of light on the
magnetic and electric states of the manganitg ¢, Ca sMnO; could be related with
photoinduced electron transfer from Rinto Mn** ions, which results in melting of the

charge ordering present in this manganite in the antiferromagnetic insulating state, and gives rise
to a transition of the crystal into a ferromagnetic metallic phase2®4 American

Institute of Physics.[DOI: 10.1063/1.1820033

1. INTRODUCTION transparent for the inducing radiation, are best for investigat-
ing the influence of light on phase transitions in manganites.
The observation of colossal magnetoresistance in man- \We recently observed the influence of light on a mag-
ganites containing Mt and Mrf* ions has engendered in netic field induced antiferromagnet—ferromagnet phase tran-
the last ten years enormous interest in these compounds frosition in a thin Pg ¢La, ,Ca, ;MnO3; manganite film, which is
the standpoints of science and applications. The electric reather transparent to visible light, at temperatiifes50 K.°
sistance of manganites can decrease by an order of magniluminating the film with He—Ne X=633 nm) or Ar
tude in a magnetic field near the Curie temperature or during=488 nm) laser light increased the magnetization and stimu-
magnetic field induced phase transitions. Of special interedtated a phase transition from the AFM into the FM state. It
are manganites whose resistive properties or the insulator-should be noted that our experimental dadifer substan-
metal phase transition observed in them can be affected hyally from the results described in previous investigations of
photoillumination!~* Examples of such manganites are a photoinduced dielectric—metal phase transition in
(Lag.aNdy 7) 25CaysMn0O5,  photoilluminating which de- P, ;Ca, MnO; single crystalg=* For example, the light flux
creases the electric resistarfcand Pg-Ca, qMnO;, where  density in experiments with a PiLay ;Ca sMnO; film® was
light gives rise to a phase transition from the insulating intofive orders of magnitude lower than the threshold light flux
the metallic staté=* density giving rise to a photoinduced transition in the man-
The insulator—metal phase transiton in a ganite Pg,Ca MnO;.2~*In addition, the illumination dose
Pro Ca MnO; single crystal was induced by pulsed Nd— needed to achieve saturation of the photoinduced effect was
YAG laser light with wavelengtth =532 nm (second har- 8-9 orders of magnitude higher in our experiments.
moni¢) at temperaturel =30 K. The authors attribute this The ratio of M#™ and Mrf* ions in the manganites
photoinduced phase transition to melting of the charge ordetPr, d_a, ;,Ca, s;MnO; and Py Ca, ;MnO; is the same, and the
ing of Mn** and Mrf* ions and formation of ferromagnetic H—T magnetic phase diagrams of these compounds are
(FM) metallic clusters inside an insulating antiferromagneticsimilar® On this basis the magnetic field induced phase tran-
(AFM) phase during photoillumination. Since manganitessition from the AFM into the FM state, observed during mag-
are opaque for visible light, the photoinduced phase transinetic measurements in a gRtag ;Ca, sMnO; film,® should
tion in a Pp,Ca MnO; single crystal occurs in a surface be accompanied by a substantial decrease of the electric re-
layer whose thickness is close to the penetration depth of theistance, i.e. a transition from the insulating into the metallic
inducing light. In this connection thin films, which are rather state. In this connection it is of definite interest to study the

1063-777X/2004/30(12)/8/$26.00 948 © 2004 American Institute of Physics
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influence of photoillumination on the magnetization and con-
ductivity of a Pp ¢Lag 1Ca) sMNnO; film in a magnetic field. 5

In the present paper we present the results of compre-
hensive investigations of the resistance and magnetic prop-
erties of Pg¢lag 1Ca MnO; films in a magnetic field and
the results of an investigation of the influence of light on a
field induced antiferromagnetic-insulator—ferromagnetic-
metal phase transition.

E

m-104 G-cm®
w

N

2. SAMPLES AND EXPERIMENTAL PROCEDURE

The experimental samples of Rtay ;Ca ;MnO5 con-
sisted of thin films prepared by the MOCV(Metal Organic 1L
Chemical Vapor Depositigrmethod. The films were depos- § T=25K
ited in inert gas from the initial vapors of volatile solutions at ]
T=860°C on a substrate cut from SrLaGaOr SrTiO; 0 . . ' ' '
. ) o ; 10 20 30 40 50
single crystals in th€001) plane. After deposition, the films H, kOe
obtained were annealed in oxygen gas for 0.5 h at the same
temperature(the method is described in detail in Refl.. 6 FIG. 1. Field dependences of the magnetization of film 1 at temperature
Secondary mass spectrometry was used to check the cation1|(.25 K:inan uniIIumi_nated film(O andl)_; with i_IIumi_nation qf the film in
. . . . . . a constant external fielt =25 kOe (O); in an illuminated film with the
composition and uniformity of the films. X-Ray investiga- . ermal field decreasing).
tions showed that the pglay 1Ca sMNnO; films obtained are
epitaxial and have no polycrystalline inclusions. The crystal
lattice parameters obtained from the x-ray data are in googhagnetization measurements, perpendicular to the film sur-
agreement with the parameters for the bulk materials witlface. For film 2 the measurements were performed in the
the same composition. The crystal structure of the films cortemperature range 25T <250 K in magnetic fields up to
responds to the orthorhombic space grdupma The ex- 10 kOe. In this case the field was oriented parallel to the film
perimental films were about 350 nm thick and the substratgurface. The two-contact method was used to measure the
was about 0.5 mm thick. The film and substrate were rathefesistance, since the resistance was quite tigihging from
transparent to visible light. Spectral investigations showed (® to 1¢° Q). Two electrically conducting contacts consist-
that the transmission of a film with a substrate for light with ing of silver paste and separated by 3 mm from one another
wavelengthh =633 nm is about 10% at low temperatures. were deposited on the film surface. The length of the con-
Two Pry glag 1Cay sMnO; films were investigated in the tacts along the gap between them was also equal to 3 mm. A
present work: film 1 deposited on a SrLaGasibstrate and  section of the sample lying between the electric contacts was
film 2 deposited on a SrTiDsubstrate. The parameters of jlluminated to investigate the influence of light on the con-
these films, specfically, their magnetization and electric conductivity of the films.
ductivity, differ appreciably. Nonetheless, the temperature
dependences of the magnetization and electric resistance a|
the dependences of these quantities on the external magne
field are qualitatively the same. A magnetic field induced  The measurements of the field dependences of the mag-
irreversible phase transition from an AFM-insulating into anetizationm(H) in the absence of photoillumination showed
FM-metallic state is observed in both films at temperatureshat in Pggla;Ca sMnO; films a magnetic field induced
T<50 K. phase transition from the AFM into the FM state is observed
In the present work measurements of the magnetizatioat temperature$<50 K. The dependencas(H) for films 1
and electric conductivity of two RglLag:Ca MnO; films  and 2 are presented in Figs. 1 and 2, respectively. Figure 1
were performed in the absence of illumination and with theshows the functiorm(H) (open squargsfor film 1 at T
films illuminated by He—Ne laser light with wavelength =25 K; this curve was obtained after the sample was cooled
=633 nm. The light flux density was about 0.1 WkriThe  from room temperature in the absence of a magnetic field
magnetization of the films was measured using a MPMS-3Zero-Field Cooling—ZFE This first postcooling depen-
Quantum Design SQUID magnetometer with an optical in-dence was measured with the magnetic field increasing from
sert (fiber-optic sample holdgrfor illuminating the sample 0 to 50 kOe. This curve, which is similar to the cunv¢H)
during the measurements. A samffiém on a substrajecon-  obtained under the same conditions in & Ba, sMnO5
sisted of a disk approximately 3 mm in diameter. The mag<crystal! is observed to have two breaks—one Hi
netization measurements were performed in the temperature 19 kOe and one dtl,~32 kOe. The transition from the
range 5 K<T<300 K in fields up to 50 kOe. The magnetic AFM into the FM state in film 1 occurs in the field range
field was oriented perpendicular to the surface of the film. 19 kOe<H <32 kOe. The functiom(H) measured with the
An optical helium cryostat was used to perform mea-magnetic field decreasing from 50 to 0 k@ifled squares in
surements of the temperature and field dependences of ti&g. 1) lies much higher on the plot and the reverse transition
electric resistance of the films. For film 1 the measurementfrom the FM into the AFM state is not observed. When the
were performed in the temperature range 258°K<300 K  field is subsequently increased from O to 50 k@éth the
in magnetic fields up to 30 kOe, oriented, just as in themagnetization of the film reversed beforehand-t60 kOe

%:.SRESULTS OF THE MAGNETIC MEASUREMENTS
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, H} 6.0
ol s - - . s T=10K, H=40kOe
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FIG. 2. Field dependences of the magnetization measured in film 2 at tem- Y 1 2 th 3 4 5
peraturesT =10, 25, and 35 K in unilluminated]) and illuminated(®) ’
films. FIG. 3. lllumination time dependences of the magnetization of the films 1

(8 and 2(b): open circles—without illumination, filled circles—with illu-
mination. The dependences measured under illumination with linearly po-

. L. . . larized (1) and unpolarized2) light are shown for film 1.
or without magnetization revergahe curvem(H) is virtu- P 9

ally identical to the curve obtained with the field decreasing
from 50 to 0 kOe. Thus the magnetic field induced phase

transition from the AFM into the FM state in the experimen- llluminating the experimental films with He—Ne laser
tal PrglagCaMnO; film is irreversible, just as in a radiation with wavelengthh =633 nm in a magnetic field
Pr, :Ca sMnO; crystal’8 increased the magnetization and stimulated a phase transition

The field dependences of the magnetization of film 2 ardrom the AFM into the FM state. The experiments investi-
shown in Fig. 2. Just as in the case offil a magnetic field gating the influence of light on the magnetization of the films
induces in fim 2 a phase transition from the AFM into the and the phase transition from the AFM into the FM state
FM state when the magnetic field is applied for the first timewere performed as follows. First, the film 1 was cooled in the
after the sample is cooled in zero field from room temperaabsence of a magnetic field from room temperature to the
ture. However, the onset of the transition is observed irtemperature at which the measurements were performed
somewhat stronger magnetic fields. s 25 K the break in  (Fig. 1 shows the data far=25 K). Next, the magnetic field
the curvem(H) corresponding to the fieldl; is observed at was slowly increased to a value close t;(+ H,)/2 and the
~25 kOe, while in film 1 at this temperatui¢;~19 kOe.  magnetization was measured as the field was increased. A 25
In addition, the completion of the transitiofbreak in the kOe external fieldFig. 1) corresponds to approximately the
functionm(H) at the fieldH,) is not observed in film 2 right midpoint of the rangéd;—H,, where in fim 1 a transition
up to 50 kOe, i.e. the field interv&lH=H,—H, in this film  from the AFM into the FM state occurs dt=25 K. The
was wider than in film 1. For the field decreasing from 50 tosample was photoilluminated in this field. The magnetization
0 kOe the curvem(H), just as in the case of film 1, lies of the film (open circles in Fig. lwas observed to increase
much higher and the curvey(H) obtained with the field during illumination.
subsequently increasing from 0 to 50 kOe is virtually iden-  The kinetics of the photoinduced increase of the magne-
tical. Therefore the magnetic field induced transition fromtization of film 1 is shown in Fig. 3a. As one can see from
the AFM into the FM state is also irreversible even in thethe dependence of the magnetizatia(H) on the illumina-
film 2. tion time, when the light is switched o€ 1 h) the magne-
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tization of the film at first increases rapidly and then satu- 3
rates. The influence of linearly polarized and unpolarized i, a
light on the magnetization of the experimental film was stud-
ied. The light flux density was the same in both cases. As one
can see from Fig. 3a, in the first case the magnetization of
the film as a function of the illumination time increases much
more rapidly than for illumination with unpolarized light.
The magnetization saturation time for illumination with po-
larized light was somewhat longer than 1 h. However, when
the sample was illuminated with unpolarized light the photo-
induced change of the magnetization did not saturate even
after illumination for 4 h.

The increase of the magnetization of the film under illu-
mination is not due to heating of the film by the light. The [ i A
temperature dependence of the magnetization of film 1 in the 0 50 100 150 200 250 300
FM state, where according to experiment there is no photo- T,K
induced change in magnetization, was used to determine the
magnitude of the heating of the sample by laser light. For the
initial sample temperaturd =25 K illumination increases
the temperature of the sample by 3—4 K. This temperature
increase corresponds to a magnetization incréase the
ZFC dependencen(H) in Fig. 43 by 4x10 ¢ G-cm®,
which is almost an order of magnitude less than the observed
photoinduced increase of magnetizatigfig. 39. In addi-
tion, the temperature of the sample reaches an equilibrium
value much more rapidly under illumination than the photo-
induced change saturates. When the illumination was %&m%%u
switched off after saturation was reached, a small increase of B ° ogp
the magnetization of the film was observ@gen squares in T,
Fig. 33; this is due to cooling of the sample. When the light 2 | i \ ) ! |
was then switched on, resulting in the sample being heated, 0 50 100 150 200 250 300
the magnetization rapidly returned to its previous value T.K
(filled squares in Fig. 3a FIG. 4. Temperature dependences of the magnetization of the filasahd

As one can see in Fig. 1, the magnetization of the film2 (b) in the fieldsH=25 and 40 kOe, respectively: the ZFC and FC curves
under illumination does not reach the value corresponding tg‘e?‘suﬁd in “””'“mi”aie(‘j da”d Xﬁﬁ;ﬂ li]'e"f’mi”f‘ged(ﬁ'm lluminated
the FM phase in the field 25 kOe. However, its magnitudeaurlng ¢ mPeastrements and more Ore: the: ImeasuremeNtso
increases substantially under the action of the light. The field
dependence of the magnetization, measured with the field
decreasing from 25 to 0 kOe after illumination is switched
off (filled circles in Fig. 1, lies on the plot much higher than
the initial curvem(H) _obtgined with the fielq in(_:reasing in Similar photoinduced changes of the magnetic state of a
the absence of illuminatioiopen squares in Fig.)1The

q d H d with b g fsample were also observed in film 2. Figure 3b shows the
epen encen(H) measurec with a su sequgnt Increase _Odependence of the magnetization of this film on the time for
the field from 0 to 25 kOe in the absence of illumination is

. . , , , _~which it was illuminated with linearly polarized light in a
identical to the dependence obtained with decreasing f'eldmagnetic fieldH = 40 kOe at temperatur&=10 K. As one

Thus the photoinduced changes in the sample remain aftet,, see from the figure, the magnetization of film 2 increases
the magnetic field is removed and appear when the field ignger jllumination, and the saturation time of the photoin-
reintroduced. The photoinduced transition into a differenty,ceq change of magnetization is about 1.5 h. Therefore, in
magnetic state in a Pglag :Ca MnO; film is also irrevers-  poth films 1 and 2 photoillumination induced an increase of
ible, just as the magnetic field induced transition. No relax-magnetization and stimulated a transition from the AFM into
ation of the photoinduced change in magnetization was obthe FM state. The field dependences of the magnetization in
served, to within the limits of the measurement error, over & photoilluminated sample were measured for film 2. These
period of 20 h after illumination was switched off. dependences are presented in Figfilled circles. Just as
We also note that a photoinduced increase of the magnéor measurements of the field dependences in an unillumi-
tization was also observed in fieldd<H,, though the nated film the sample was first cooled each time in zero field
photoinduced change in this case is smaller than in the rangeom room temperature to the measurement temperature.
of fields corresponding to the phase transition from the AFMThen the film was photoilluminated for 1 h, after which the
into the FM state. The investigations of the film temperaturefield dependence of the magnetization of the film was mea-
dependence of the photoinduced change in magnetizatiosured with illumination continuing in fields from 0 to 50 kOe

nd +) samples.

showed that the magnitude of the change increases as tem-
perature decreases.
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and from 50 to 0 kOe. As one can see in Fig. 2, the influence
of photoillumination on the dependenoe(H) is virtually 108F o=
unnoticeable af=35 K, is clearly seen aT=25 K, and
increases strongly ai =10 K. The fieldH; in which the
transition from AFM into the FM state starts decreases under
the action of light. The shift of the field ; in the illuminated 10°
film as compared with the unilluminated film is 5 kOeTat c
=25 K and about 15 kOe & =10 K, i.e. the quantityH! e %%Imz%%
—H, increases appreciably as temperature decreases. o
The influence of photoillumination on the temperature 104 %
dependences of the  magnetizationm(H) of
Pryelag 1Ca sMNnO; films was also taken into account. The
dependences(H) for the films 1 and 2 were measured in a
magnetic field with sample, heating of the sample, which 10° L L L L L
was precooled from room to liquid-helium temperature in the 50 100 150 200 250 300
absence of a field or in a magnetic field in which the mea- T.K
surements were then performéield cooling—FQ. Figure C
4 shows the ZFC and FC temperature dependences of the 10105‘ g b
magnetization of the films {Fig. 48 and 2(Fig. 4b), mea- r 3
sured in the field$d =25 kOe and 40 kOe, respectively. The i
difference between the ZFC and FC dependences in the unil- 108;_ ®
luminated films is clearly observed at temperatures r ‘%%
<50 K for film 1 andT<40 K for film 2 and is due to the 10" F o
existence of a nonuniform magnetic state containing AFM s °

T T YT
&

LA R R H
O

/

o

and FM phases in the sample. Figure 4 also shows the ZFC T10°F O%

and FC temperature dependences of the magnetization for 105L

illuminated films. The films were illuminated at=10 K L

andH =25 kOe by linearly polarized light at leas h before 10%E

the magnetization measurements and during the measure- 35 ' ' | |

ments. As one can see in Fig. 4, the ZFC and FC depen- 10 0 50 100 150 200 250
dences for the illuminated film 1 are indistinguishable from T.K

one another and are identical to the FC dependence of the

magnetization measured for the unilluminated film. For theF1G. 5. Temperature dependences of the electric resistance of filgyaudd
illuminated film 2 the ZFC and FC dependences are also thé ®

same and lie even farther above the FC dependences for the

unilluminated film. The results obtained additionally confirm o o N

that illumination with He—Ne laser light stimulates a phaseducuwty itself can give rise to a phase transition from the
transition from the AFM into the FM state in insulating into the metallic stafeMeasurements of the tem-
Pro.dLa0 1Ca MnO; films. A difference in the temperature Perature and field dependende€T) and R(H) were per-
dependences of the magnetization between the illuminateprmed in a regime with a prescribed voltage. This voltage
and unilluminated films is observed <50 K for fim 1 Was adjusted experimentally to the lowest value sufficient to
(ZFC dependengeand T<80 K for film 2 (ZFC and FC ensure measurement accuracy and was 0.5 V. The electric
dependenc@sWe note that the photoinduced change in thefesistance of both experimental films was approximatt_aly the
ZFC magnetization cannot be explained by heating of th&ame at room temperature-@x10° Q) and strongly in-
sample. Heating can cause the ZFC magnetization to readif€ased with decreasing temperature. Figure 5 shows the
only its maximum value, which is less than the magnetiza€urvesR(T) for the films 1(Fig. 58 and 2(Fig. 5b, mea-

tion of illuminated films aff<50 K. For film 2 the ZEC and sured with the films being cooled. The time over which the
FC curves both lie above the FC dependence of an unillumitémperature drops from room temperature to 25 K varied

nated film. Heating of the sample cannot produce such #0m 45 min to 4 h. No effect of the rate of cooling on the
result. electric state of the sample was observed. According to Fig.

5, as temperature decreases, the resistance of the films in-
creases smoothly, and a sharp increase of resistance is ob-
served at temperatures 100—-110 K. It could be that the break
A phase transition from the AFM insulator into the FM observed in the curvB(T) for both films near 100 K is due
metallic state and the influence of photoillumination on thisto AFM ordering. At low temperatures the resistances of
transition were also observed when we studied the electriiims 1 and 2 differ substantially from one another. The re-
conductivity of Pg d.ag ;Cay, sMnO;s films in a magnetic field  sistance of film 1 reaches 10f Q, while the resistance of
at temperature3 <50 K. The current—voltage characteris- film 2 is several orders of magnitude greater’100° Q.
tics of the experimental films were nonlinear. It is well At low temperaturesT<50-70 K) the electric resistance of
known that the applied electric field arising in a the films is not single-valued. For example,Tat 25 K the
Pryelag 1Ca aMnO3 film when measuring the electric con- resistance of film 1 with several coolings was in the range

4. RESULTS OF RESISTANCE MEASUREMENTS
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10% ¢ curve m(H) at the same temperatu(Eig. 2) the transition

y a starts atH,~25 kOe and is still incomplete at 50 kOe. The

i / ) observed difference in the magnetic and resistance measure-
ments is probably due to the presence in the sample, in the
case whereR(H) is measured, of an electric field which
itself can give rise to a phase transition from the insulating
into the metallic staté. The combined effect of electric and
magnetic fields on the electronic and magnetic subsystems of
T=25K the crystal for resistance measurements is that the phase tran-
sition occurs in weaker external magnetic fields.

As the magnetic field decreases, the reverse transition
from the metallic into the insulating state is not observed
(Fig. 6a; in Fig. 6b the reverse variation of the field is not
A i | A | shown. Thus the resistance measurements, just as the mag-
netic measurements, show that the magnetic field induced

H, kOe AFM-insulator—FM-metal transition is irreversible.
10'° Experiments measuring the electric resistance in illumi-
nated Pg gLag 1Ca, sMnO; films showed, just as the magnetic
measurements, that illuminating films with He—Ne laser light
with A =633 nm appreciably decreases the magnetic field in
which a transition from the insulating into the metallic state
is observed. Prior to illumination the film was cooled in the
absence of a field from room temperature to the measure-
ment temperature. After the required temperature was estab-
lished, the film was illuminated & =0 for 1 h, and then the
dependencer(H) was measured. lllumination of the film
continued during the measurements of the field dependence.
As we can see from Figs. 6a and 6b,Tat 25 K photoillu-
mination shifts the AFM-insulator—FM-metal transition in
the direction of weak fields by~3 kOe for film 1 and
~4 kOe for film 2. A photoinduced decrease of the transition
H, kOe fields was observed in experiments measuring the electric
resistance at temperatur€s<50 K. It should be noted that
FIG. 6. Field dependences of the electric resistance of filt@ and 2(b)  after a film is illuminated its resistive properties returned to
measured al=25 K in unilluminated(O) and illuminated(®) films. the initial state observed before illumination only after the
sample was heated to room temperature and held at this tem-

5x10°—2x10° Q, and the resistance of film 2 was in the Perature for one day.
range 4< 10°—1x 10'° Q. It should be noted that the error The kinetics of the photoinduced change in the electric
in the measurements of the resistance of the second film wagsistance of films is shown in Fig. 7. In experiments study-
high for R>10° Q. This could be due to the jumps in the ing the kinetics the magnitude of the external magnetic field
curveR(T) and the large scatter of the points. ConsequentlyWwas set in the rangel}<H<H,, whereHj andH, are the
for R>10° Q only qualitative judgments can be made aboutfields in which a transition at a prescribed temperature from
the temperature variation of the resistance of film 2. the insulating into the metallic state starts in illuminated and
The magnetic field dependences obtained for the electrignilluminated films, respectively. The resistance of an unil-
resistance of films 1 and 2 in unilluminated and illuminatedluminated film was measured for several minutes and then
films are presented in Fig. 6. These dependences were me@hotoillumination was switched on at the time marked by the
sured with the magnetic field switched on for the first timearrow in Fig. 7. As one can see from Fig. 7a, after film 1 was
after the films were cooled in the absence of a field fromilluminated for about 1 min its resistance abruptly dropped
room temperature to the measurement temperature. It is iy almost an order of magnitude. The observed photoin-
teresting that an AFM-insulator—FM-metal transition ap-duced decrease & is close in magnitude to the decrease of
pears in the curveR(H) (Fig. 6) in weaker fields and is the resistance of film 1 at a phase transition induced by a
sharper than in the curves(H) (Figs. 1 and 2 Thus for magnetic field(Fig. 6a. In film 2 the photoinduced phase
film 1 in the absence of illumination the transition is ob- transition is slowerFig. 7b. The resistance of the film de-
served in the curveR(H) at T=25K in the fieldsH,; creases by three orders of magnitude under the action of
~14.5 kOe andH,~16.5 kOe(Fig. 63, while in the curves light; this agrees well with the decrease Rfat a magnetic
m(H) at the same temperatu(gig. 1) the transition occurs field-induced transitioiiFig. 6b. We note that for film 2, just
in the fieldsH,;~19 kOe andH,~32 kOe. For the film 2 as for film 1, the photoinduced change of the electric resis-
with no illumination the transition in the curvi@(H) at T  tance occurs much more quicklifig. 7) than the change of
=25 K starts in the fieldH,~3.6 kOe and is essentially magnetizationFig. 3).
complete in the fieldH,~10 kOe (Fig. 6b), while in the Just as in the investigation of the influence of light on
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reach 40 K for such a shift of the phase transition to occur,
a i.e. the light must heat the sample by 15 K.

105 W@éo 5. DISCUSSION AND CONCLUSIONS
C The following conclusions can be drawn from the
[ present investigations of the influence of photoillumination
- on the magnetic and resistance properties of
i Pryelag 1Ca aMnO; films and the magnetic field induced
- transition from the AFM-insulating into the FM-metallic
0900000000000 00 state observed in these films.
I —Illumination of PgglagCayaMnO; films with A
4 ?: 12%':(09 =633 nm visible light in a magnetic field at temperatures
107 1 | . | T<50 K increases the magnetization and decreases the elec-
0 10 20 tric resistance of the films and stimulates a transition from
t, min the AFM-insulating into the FM-metallic state. In the illumi-
nated films the magnetic field induced transition from the
AFM-insulating into the FM-metallic state occurs in weaker
external fields than in unilluminated films.

—The photoinduced AFM-insulator—FM-conductor
transition is irreversible. The photoinduced changes in the
state of the manganite 4 a, ;Ca ;MnO5 remain after the
magnetic field is removed and appear after the field is re-
stored with no changes from the form in which they were
observed after the film was illuminated in a magnetic field.
Relaxation of the photoinduced changes of magnetization
and electric resistance is not observed. It should be noted that
photoilluminating Pg¢lLag 1Ca MnO; films in the absence
of a magnetic field does not produce any changes in the

L L magnetization and electric resistance of the films either di-
20 30 40 rectly during illumination or when the magnetic field is sub-
t, min sequently switched on after illumination is switched off.
FIG. 7. lllumination-time dependences of the electric resistance of films 1 —Under identical conditions the photoinduced change
(@) and 2(b). Open circles—without illumination; filled circles—with illu-  Of the electric resistance saturates much more quickly than
mination. The arrows mark the moment when the illumination is switchedihe photoinduced change of magnetization. Apparently, the
on. presence of an electric field in the manganite
Pryelag 1Ca aMnO; films accelerates the process producing
the photoinduced changes.

—Linearly polarized light gives rise to a transition from
the magnetic properties of 4-a,,Ca MnO; films, in the  the AFM-insulating into the FM-metallic state much more
investigation of the influence of illumination on the resis- quickly than unpolarized light under the same conditions.
tance properties of the same films a check was made to see The effect of light on the magnetic and resistance prop-
that the observed photoinduced changes are not due to triviatties of PgglLa, 1Cay sMnO; films could be due to the non-
heating of the sample. To this end the temperature depemmniform state of manganite. It is known that the appearance
dence of the resistance of film 1 in the metallic state, inof phase separation is characteristic for manganites. At low
which no photoinduced changesRare observed, was mea- temperatures regions with the FM-metallic phase exist in
sured. This dependence was measured in the absence oPg gLa; ;Ca sMnO; films together with the AFM-insulating
magnetic field, which when applied beforehand induced amphase. The difference of the ZFC and FC temperature depen-
irreversible insulator—metal transition. The temperature dedences of magnetization at temperatufes50 K attests to
pendenceR(T) obtained can be used to determine thethe nonuniform state of the crystal. The presence of a FM
amount of heating of the film by the laser radiation. It wasphase is seen in the nonlinear dependence of the magnetiza-
found that for initial sample temperatufle=25 K illumina-  tion in weak fields for film 1(Fig. 1). In film 2, where the
tion increases the temperature of the film by not more than 8ependencen(H) in weak fields is lineatFig. 2), the num-

K. We note that virtually the same change of the film tem-ber of FM-metallic clusters is smaller than in film 1. Low-
perature by 3—4 K was also observed under the action aemperature observations of the much higtier 3—4 orders
light during the magnetic measurements. An increase of thef magnitude aflf=25 K) resistance of film 2 than film 1
film temperature ¥ 3 K cannot shift the phase transition (Fig. 5 confirm this.

toward weaker fields by the amount3 kOe, which is ob- Photo-illumination of manganite could result in the for-
served experimentallFig. 68. According to theH-T mation of new and growth of existing FM-metallic clusters
phase diagram obtained for film 1 from the resistance meanside the AFM-insulating phase®A photoinduced increase
surements witlJ =0.5 V, the temperature of the film must in the concentration of the FM-metallic phase in the crystal
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increases the magnetization and decreases the electric resis- On the other hand the relaxation time of the photoex-
tance. Thus light stimulates a phase transition from the AFM<eited state can be very long, so that relaxation is not ob-
insulating into the FM-metallic state and shifts the transitionserved during the experiment for several ho(nelaxation

to weaker magnetic fields. It follows from the magnetic mea-was not detected for 20 h in an experiment investigating the
surements that photoillumination results in a transition onlyphotoinduced change of magnetizatiom a Py Ca, ;MnO,

of a portion of the antiferromagnetic phase into the ferro-crystal the transition time from the metallic into the insulat-
magnetic phase. Even after the photoinduced effect saturat@sy state after the magnetic field was switched off was about
the magnetization is less than the magnetization correspong- h at T=40 K.*® In addition, this time increased by two
ing to the dependence(H) measured wittH decreasing orders of magnitude as temperature decreased from 45 to 40
from 50 to 0 kOe(Fig. 1). At the same time the electric K |t could be that in our experiments at lower temperatures
resistance of RBidlLag ;Ca MnO; films decreases under the the relaxation time is many orders of magnitude longer.
action of light to the same valugFig. 7) as for a phase The effect of light on the phase transition studied in

transition induced by a magnetic fie{#tig. 6). This can be  anganite films could be due to the photoinduced transfer of
explained by taking account of the fact that for a transition ofgjectrons from MA* to Mn?* ions. The transfer of an elec-

a part of the crystal into the FM-metallic state a percolation,n e from Mn3* to Mn** through the @, orbital of oxy-
; - 12 ] P
gg;:‘i;ge;e;ﬁgz? ;T?ﬁghsg;ﬁ Tgt\I/:/ﬁIfZThictz)ii? rita%aél’liingon- gen occurs under the action of light change in the valence
P of Mn ions can result in melting of the charge ordering,

ductivity. At the same time a substantial portion of the film which occurs in the AFM-insulating state, and give rise to a

can remain in the AFM insulating state. Subsequent IOhOtOIIfransition into the FM-metallic phase. It could be that lin-

lumination of manganite can result in the appearance of nev(garly polarized light induces directed charge transfer be-
and growth of existing FM-metallic clusters inside the re-

. i . . ~ tween Mrt* and Mrf* ions in the crystal lattice; this gives
maining AFM-insulating phase and, correspondingly, an in-. . .
. ! rise to a more rapid rearrangement of the electronic, mag-
crease in the concentration of the FM phase and the magn%étic and structural states of the crystal. This can explain the
tization. In the process the resistance properties of the film =~ rystal P
experimentally observed more rapid process of photoinduced

can change only negligibly, because the conductivity is de- _ . . .
termined by the existing percolation cluster. Such a modefhanges under the action of polarized light as compared with

explains the experimentally observed more rapid saturatiof’fnpOla_”ZGOI light. . .
of the photoinduced change in the electric resistance as com- 1S work was partially performed under project No.
pared with the photoinduced change in the magnetizatior§'026/2004 of the Ukrainian National Academy of Sciences.
The appearance of a percolation cluster can also explain the
observed sharper AFM-insulator—FM-metal transition in the
dependenceR(H) (Fig. 6), while in the dependences(H)
(Figs. 1 and 2 this transition occurs in a wider range of
fields. E-Mail: vgapon@ilt.kharkov.ua

The presence of an electric field in the sample at the time——
the resistance properties of the films are studied also prob-
ably influences the phase transition from the AFM-insulating
into the FM-metallic state. It can give rise to a transition in
the AFM-insulating regions lying between the FM-metallic | _
clusters and thereby facilitate the formation of a percolation ‘é}Ml'ﬁj'ég(vz'o%';o”g' J- 3. Du, J. N. Wang, and Y. P. Sun, Phys. Rev. B
cluster. Thus the presence of an electric field can also resulik "vivano, T. Tanaka, Y. Tomioka, and Y. Tokura, Phys. Rev. Leg,
in a sharper phase transition and rapid saturation of the4257(1997.
photoinduced change of the electric resistance. 3T. Mori, K. Ogawa, K. Yoshida, K. Miyano, Y. Tomioka, and Y. Tokura,

As noted above, relaxation of the photoinduced changegf(- F(’)hys- SO\‘;\} W@QK%JPG%Q Tomioka. and Y. Tokura. Phve. Rev. B
of magnetization and electric resistance was not observed5'7’ Rgf\rY(V)Zé(l'ggg.l' - VIyano, . Tomioka, and . fokura, Fhys. Rev.
experimentally. The photoinduced transition from the AFM- sy Baran, s. L. Gnatchenko, O. Yu. Gorbenko, A. R. Kaul, R. Szymczak,
insulating into the FM-metallic state is irreversible. It could and H. Szymczak, Phys. Rev. @, 9244(1999.
be that the nonuniform state existing in a magnetic field and®0. Yu. Gorbenko, A. R. Kaul, N. A. Babushkina, and L. M. Belova,
consisting of regions of an AFM-insulating phase and a FM- 73(. !\I'/loar:wei(r).kghzmgégrii?téigs\)(ni\ﬂoritomo and Y. Tokura, J. Phys. Soc. Jpn
metallic phase is unstable. A photoinduced transition of a 6'4’ 3626(1595_ T ' ' = IS, 506 Iph-
portion of the AFM-insulating into the FM-metallic phase &1 tomioka, A. Asamitsu, H. Kuwahara, Y. Moritomo, and Y. Tokura,
changes the concentration of the phases and transfers thehys. Rev. B53, R1689(1999.
crystal into a more stable state. After the light is switched off *A. Asamitsu, Y. Tomioka, H. Kuwahara, and Y. Tokura, Natrendon)
the manganite film is in a more stable state and consequentlyéBaL 5@;12:305 Fiz. Nauke6, 833 (1996
relaxation is not observed. If this supposition is correct, weu o Go‘;”,kov; USE: Fiz. NaukL68 665(1998.
arrive at the conclusion that the state of the crystal arising?v. M. Loktev, Fiz. Nizk. Temp26, 231(2000 [Low Temp. Phys26, 171
when the crystal is cooled from room temperature to the (2000].
measurement temperature in the absence of a magnetic field": Anane, J. P. Renard, L. Reversat, C. Dupas, P. Veillet, M. Viret,
is stable and consequently does not change under illumina-" Pinsard, and A. Reveolevschi, Phys. RevS§ 77 (1999.
tion. Translated by M. E. Alferieff
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The EPR spectrum of an impurity Feion in three organic substances is investigated in the
temperature range 4.2—-295 K: bromocresol greepHGBr,OsS), crystal violet

(Cy5H30CINg), and a compound of crystal violet with fullarene g83,CIN3) +Cgo). An

unusual change in the shape of the EPR spectrum as a function of temperature is observed in all
substances investigated. At 4.2 K the spectrum is a superposition of three contributions:

two resonance lines with effectivg factors g;=4.39 andg,=2.03 and a nonresonance
contribution. As the temperature changes, the intensities become redistributed between these three
contributions. As temperature increases, the total intensity oflliaed the nonresonance

contribution decrease and the intensity of Ihécreases. The observed properties of the EPR
spectra are characteristic for noncentral ions which possess a multiple-minimum potential.

The redistribution of the populations of vibronic states of a noncentrl ke determines the
temperature variation of the EPR spectrum.2004 American Institute of Physics.

[DOI: 10.1063/1.1820034

An unusual temperature dependence of the EPR speters whose multiple-minimum potential is due to the Jahn—
trum of the FE" ion has been observed in a number of Teller effect have been studied in greatest detail. Th&" Fe
organic and mineral substance$.The main feature of the ion is a$S ion, and for this reason the Jahn—Teller effect is
EPR spectrum in these substances is the existence of twmpossible. It is more likely that the properties of the’*Fe
resonance lines whose intensities behave oppositely asian which were observed in Refs. 1-7 are a manifestation of
function of temperature. As temperature decreases, the inteits noncentraloff-cente) positioning®
sity of one line increases and the intensity of the other de- The behavior of a noncentral magnetic ion is manifested
creases, and one line is stronger at Igiquid-helium) tem-  as characteristic features in the EPR spectrum: the presence
peratures and the other is strong at highom) temperatures. of LT and HT components of the EPR spectrum and intensity
The first line was determined to be the low-temperatuie redistribution between the LT and HT components of the
component of the EPR spectrum and the second line thepectrum as temperature changes.
high-temperaturéHT) component. A change in temperature The EPR spectra of a F& ion in the substances inves-
causes the absorption intensity to be redistributed betweeiigated in Refs. 1—7 exhibit the same general properties but
the LT and HT components of the spectrum. Such behavioalso large differences. The general properties of the EPR
of the EPR spectrum attests to an unusual dynamics of thepectra of these substances are due to the fact that fie Fe
molecules surrounding the Feion or of the iron ion itself. ion occupies noncentral positions. The difference in the
The existence of this dynamics could have a large effect oshape of the spectra is due to the individual features of the
various properties of substances containingFens. magnetic centers. One such feature is the existence of non-

The investigation of dynamical transitions is of interestresonance absorption in the EPR spectrum, whose intensity
in itself, because the magnetic centers manifesting suchnd shape depend on the temperature. In the present work, to
properties possess, as a rule, a multiple-minimum potentiaktudy the manifestation of these differences the EPR spectra
Such magnetic centers have not been adequately studied ex-the magnetic centers of a Feion were investigated in
perimentally. They all have the property that the motion dethree different organic substances: bromocresol green
termining the transition from the LT to the HT spectrum (C,;H.,Br,OsS), crystal violet (GsH;CIN3), and a com-
occurs in a potential well with several minima separated by gound of crystal violet with fullarene ((GH30CIN3)
potential barrier. Magnetic centers with a multiple-minimum + C4). The shape of the EPR spectrum of the Féon in
potential can have a different physical nature. Magnetic centhese substances is very different. This makes it possible to

1063-777X/2004/30(12)/5/$26.00 956 © 2004 American Institute of Physics
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FIG. 1. EPR spectra of an e ion in C,H,,Br,0sS. The shapéa) and
derivatives(b) of the absorption lines at various temperatures.

demonstrate different manifestations of “noncentrality.”

To obtain the compound (GH;¢CIN3) + Cgg @ mixture
consisting of 50 mg of fullareneg(99.5% purity and 58.3
mg crystal violet(1:2 molar ratig was heated in argon gas at
a rate of 5°C/min up to the temperature 105°C. When
cooled, the eutectic mixture formed at this temperature con-
geals into a uniform free-flowing mass.

1. EXPERIMENTAL RESULTS

The EPR spectrum was investigated in the temperature
rangeT=4.2—295 K using a 3-cm EPR spectrometer with a
Hp1o Square cavity with microwave frequency=9.241
+0.001 GHz.

Figures 1-3 show the EPR spectra of the experimental
substances at several temperatures. The absorption lines
(Figs. 1la—3awere obtained by numerically integrating the
experimental EPR spectra, some of which are presented in
Figs. 1b—3b. The EPR data presented in Figs. 1-3 show that
the spectra of all three substances contain two resonance
lines whose parameters and behavior as a function of tem-
perature are similar to those of the resonance lines of the
substances described in Refs. 1-7. FoiHzBr,OsS the
resonance lind at T=4.2 K is described by the effectivg
factor g;=4.39£0.03. For the complexes,£H;,CIN; and
(Cy5H3CINg) + Cg the g factors areg;=4.5+0.1 andg,
=4.3+0.3, respectively. The effectivg factor g,=2.03
+0.02 describes the resonance liddor C,,H,,Br,O5S at
295 K. For GgH3oCIN; g,=2.15+0.15 atT=185 K. Ac-
cording to Fig. 3a, for the complex ggH3CIN3) + Cgq the
transition to a resonance line with the effectiydactor g,
~2.0 is still not complete at 295 K.

Vasyukov et al.
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Absorption

CogH3oCIN,

| 1 1

T=4.2K

0 2 4 6

H, kOe

10

FIG. 2. EPR spectra of an &e ion in C,sH3CIN;. The shapega) and
derivatives(b) of the absorption lines at various temperatures.

Figures 1a—3a show that the EPR spectra of the experi-

Absorption

mental substances differ substantially. The main difference is
the intensity ratio of the lines and2. For bromocresol green

F~N
(o))

H, kOe

FIG. 3. EPR spectra of an Feion in (CsH3,CIN;) + Cgo. The shapéa)
and derivativegb) of the absorption lines at various temperatures.
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the linelis stronger than the lin2. Conversely, the lin@ is  intensities of both contributions decrease. At room tempera-
stronger for GsH3oCIN3. For the third substanaéig. 3@ at  ture the intensity of the liné is zero, and the intensity of the
T=4.2 K neither resonance line is observed at all, making ihonresonance contribution reaches its minimum value. This
impossible to talk about their intensity ratio. Nonetheless, théind of correlation in the temperature dependence of the con-
resonance line¢ and?2 do exist. The spectra in the form of tributions to the EPR spectrum suggests that the origin of all
the derivative of the absorption line show tligee Fig. 3p  three contributions is of the same nature and is due to the
The line1 is not observed in the EPR spectrum of the com-Fe’* ion.

plex (CsH3CIN3) + Cgg against the strong nonresonance

background contribution to the spectrum. A nonresonance. piISCUSSION

contribution is present in the EPR spectra of all experimental

substances. ¢ K tain t lin@sas. 1 ith
Before analyzing the temperature dependence of th@FESENt Work contain two resonance |r(iiigs.. —3 wi
ffectiveg factorsg;~4.3 andg,~2. The lines in the EPR

resonance lines in the spectrum and the nonresonance con-

o . . trum with factors are characteristic for Feion
tribution we call attention to the fact that two mechanisms:Pcor | SL.JC@ actors are characteristic for eions -
in a polycrystalline substance. Different reasons for the si-
for the temperature dependence of the spectrum can be dis- . . .
o . S . multaneous observation of resonance lines witfactorsg
tinguished. The first mechanism is conventional. It decreases

the total intensity of all contributions to the EPR spectrum.Zrze ?/g?%:oﬁ%? trﬁeeé(r?g“g%? ;EeREefPSFIQSSaQStrGl)J.n:Z? ;er:T(])[:\irear;-
The relationl (T) =14 tanhf/2kT) describes this decrease b P

. ) . tral iron ion in polycrystalline substances is investigated
of the |nten5|t_y. The second me<_:han|s_m_ for the temloeratur&eoretically in Ref. 5. The analysis in Ref. 9 of the results of
dependence is due to the multiple-minimum nature of the

) . . : -an investigation of the EPR spectra of iron ions in silicate
potential of the magnetic center and is manifested as a red'@]asses suggested that the resonance lines with thése-

tribution of intensity between the various contributions to thetors in silicate glasses belong to different magnetic centers

EPR spectrum. D'V'd'“g the total intensity shown n FI9S. The difference between the centers is that the magnitude of
la-3a by tanli(/2kT) gives the reduced total intensity and 5 |oy.symmetry component of the crystal field acting on a

the temperature variation of the absorption line shape Wh'crﬁwagnetic ion is different. The line with~2 corresponds to

is due only to the second mechanism for the temperaturg center whose low-symmetry component of the crystal field
dependence of the EPR spectrum. . . _is much less than the Zeeman energy. The initial splitting
According to Figs. 1a-3a, the intensity redistribution is parameteid in the spin Hamiltonian satisfies the condition
characteristic for all three substances but is sharpest qu)<h,,, wherehv is the microwave photon energy. The line
C21H14Br,0sS. At 4.2 K the EPR spectrum of these sub-yyith g~4.3 corresponds to a center whose low-symmetry
stances can be represented as a superposition of three cong,intm field component is much greater than the Zeeman

butions: two resonance lin¢ and2), whose parameters are energy. Here the parametdrin the spin Hamiltonian satis-
similar to those of the lines described in Refs-7), and a  fies the conditiorD>hv.

nonresonance contribution to the EPR spectrum. The inten- |t jg supposed in Refs(1-7) that the resonance lines
sity ratios of all three contributionsin the EPR spectra of theyjth g factorsg~2 andg~4.3 belong to different vibronic
experimental substances are substantially different. The totgakates of the same magnetic center of thé F®n. This
intenSity of all contributions is temperature dependent. Atsupposition was based on an ana|ysis of the temperature de-
T=4.2 K the intensity of the nonresonance contribution ispendence of the EPR spectra of substances containing non-
much higher than the total intensity of both resonance linesgentral Fé* ions!~*%7 and a noncentral-ion modethat
As temperature increases, the reduced total intensities of thgkes account of all electronic—vibration@ibronic) states.
nonresonance contribution and lidedecrease while the in- This model is similar to the model describing the tempera-
tensity of line 2 increases. At room temperature the totalture variation of the EPR spectrum of a Jahn—Teller ion with
intensity of the linel is zero for all three experimental sub- an2E orbital ground staté®*
stances. For §H1,Br,0sS and GsH3CIN3 the intensity of For clarity in presenting the structure and properties of
line 2 is higher than that of the nonresonance contributionthe vibronic states, Fig. 4a shows schematically the shape of
but for the complex (&gHzoCIN3) + Csp the intensity of line  a potential surface with two potential wells. The parameters
2 is comparable in order of magnitude to that of the nonresog,, and R, denote the height of the barrier separating the
nance contribution. potential wells and the spontaneous displacement of thé Fe

A temperature change changes not only the total intenion from the symmetry point of the molecular environment.
sity of the nonresonance contribution but also the form of theThe number of wells can be different in different substances.
contribution. As temperature increases, the intensity of thgfor example, in polyparaphenylene the*Femagnetic ion
low-field part of the nonresonance contribution decreasepossesses two potential wéllwhereas noncentral ions in
more rapidly than that of the high-field part. This change incubic crystals can possess six or eight potential Wells.
form is similar to the intensity redistribution between the It is convenient to divide the entire collection of vibronic
nonresonance contribution and the resonancedine states into three parts according to their properties. These

It should be noted that the temperature dependence afroups of states can be called, by analogy to Ref. 11, under-
the nonresonance contribution is similar to that of the resobarrier, near-barrier, and over-barrier. In Fig. 4a the gray
nance linel. The total intensities of the nonresonance con-shading marks the region of near-barrier states. A magnetic
tribution and the resonance lidereach their maximum val- ion in an under-barrier state is actually localized in one of the
ues at low temperatures. As temperature increases, thmotential wells, as a result of which the molecular environ-

1. The EPR spectra of the substances studied in the
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| E a 2. The modeling performed in Ref. 5 of the shape of the
absorption line in the EPR spectrum shows that magnetic-
dipole transitions in polycrystalline substances engenders
only the resonance linesand?2. The nonresonance absorp-
tion observed experimentally is not due to magnetic-dipole
transitions. This absorption could be due to electric-dipole
transitions between vibronic states.

The experimental results presented in Figs. 1-3 were
obtained with a 3-cm EPR spectrometer with gJ45quare
cavity. The experimental sample was placed in a 3-mm in
diameter glass ampul at an antinode of the alternating mag-

l 1 S netic field at the center of the cavity. The amplitude of the
-Ro Ro R alternating electric field at the center of the cavity is zero, but
D b away from the center it increases and reaches its highest
0 D=hv value at the distance/4. The ampul diameter is large enough

with respect ton/4 that the alternating electric field at the
boundaries of the sample can be assumed to be different
from zero. Noncentral magnetic ions in below- and near-
barrier states possess an electric dipole mondedifferent
from zero. For this reason these ions can interact with an
alternating electric field. The interaction(d-E) at an anti-

D =0,26 hv

D=0 node of the electric field is several orders of magnitude stron-
\ ger than the interaction-gug(S-H) at an antinode of an
alternating magnetic field. Consequently, even a weak elec-
- tric field acting on part of the sample near an antinode of the
Eo E magnetic field can result in higher microwave power absorp-

FIG. 4. The shape of the potential surface of a noncentralapmand the tion thap an altem."’}t'ng_ magnetic field. o
dependence of the initial splitting parameter on the energy of the vibronic  If this supposition is correct, then it is clear why the

state(b). intensity of the nonresonance contribution decreases with in-
creasing temperature. If the barrier height is low, then a tem-
perature increase results in filling of the over-barrier states.

ment of the ion is distorted more strongly than that of the ionAS the population of these states increases, the population of
in any over-abarrier state. The near-barrier states possess R€lOW- and near-barrier states decreases. The electric dipole
termediate properties, which depend strongly on the excitaloment is zero for over-barrier states, so that these states do
tion energy and vary from the isotropic properties of over-not contribute to nonresonance absorption. As a result, the

barrier states to the strongly anisotropic properties of belowbigher the temperature, the weaker the nonresonance absorp-
barrier states. tion Is.

A distortion of the environment engenders a low- As the magnetic field increases, nonresonance absorp-
symmetry component of the crystal field acting on a magiion decreases. To explain this feature it is necessary to take
netic ion. The parametd in the effective spin Hamiltonian account of the fact that each vibronic state is five-fold spin
describes this low-symmetry component of the crystal fielddegenerate§=5/2). Each vibronic state splits in a magnetic
The values of the paramet® are different for different field. The properties of this splitting are ordinarily described
vibronic states. Figure 4b shows schematically the deperPy an effective spin Hamiltonian. The properties of the vi-
dence of the parametd on the activation energy of the bronic state determine the parameters of its spin Hamil-
vibronic state. The maximum value of the paramégrcor-  tonian.
responds to the ground vibronic state. The paramBtds The main parameters of a spin Hamiltonian wigh
zero for over-barrier vibronic states. =5/2 are theg factor and the initial splitting parametér.

It is shown in Ref. 5 that for a fixed microwave photon For a$S ion the degree of distortion of the molecular envi-
energyhv a line withg factorg~4.3 is observed in the EPR ronment strongly influences the parameleand, as a rule,
spectrum of a polycrystalline sample when the parameter dfias no effect on the anisotropy of tle tensor. For this
the initial splitting of the ground vibrational state satisfies thereason theg factor in the spin Hamiltonians of all vibronic
conditionD=hv, which is less stringent than the condition states is approximately the same and equajtp and the
D> hv presented in Ref. 9. For a Feion the conditionD parameteD takes on different values for different vibronic
=hv determines the boundarg,; between the over- and states. The ground vibronic state corresponds to the maxi-
near-barrier states. mum value of the paramet&=D,, and the over-barrier

A necessary condition for observing a resonance linevibronic states correspond to spin Hamiltonians vtk O.
with g~ 2 in the EPR spectrum of a polycrystalline sampleis  In a strong magnetic fieldgugH>D) the dependence
D<0.26hv.° For a Fé" ion the conditiorD =0.26hv deter-  of the energy,, of thenth vibronic state on the magnitude of
mines the boundarg, between the near- and over-barrier the magnetic field is determined solely by gpéactor which
states. has the same value for all vibronic states:
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en=¢eon+gugHmM, (1) potential surface. The strong influence of the shape of the
potential wells on the EPR spectrum opens up new possibili-
ties for the experimental investigation of magnetic centers
which exhibit noncentrality.

wherem is the projection of the spi on theZ axis, ug is
the Bohr magnetortl is the magnitude of the constant mag-
netic field, andeq, is the energy of thath vibronic state at
H=0. According to the relatiofil), the resonance condition
for an electric-dipole transition between two vibronic states E mail: chaban@zero fti.ac.donetsk.ua
with the same spin projections is independent of the mag-—_____
netic field. This means that fgugH>D the electric-dipole
absorption is independent &f and therefore cannot be ob- 1y p. p'yakonov, V. N. Vasyukov, V. A. Shapovalov, E. I. Aksimenteva,
served in the EPR spectrum. H. Szymczak, and S. Peichota, Fiz. Tekh. Ws. Dawl&ni60 (1998.

Conversely, if the magnetic field is Wealsl/iBH<D), 2V. N. Vasyukov, V. P: D’yakonc_)V, V Shapovalov, E. I. Aksiment'eva, H.
then the contribution of the paramet®rto the dependence ﬁﬁ{,?gga';‘gzgo%o?'eChOta’ Fiz. Nizk. Tergg, 363(2000 [Low Temp.
of the energy on the magnetic field becomes substantial. They, N. vasyukov, V. V. Shapovalov, S. A. Schwarz, M. H. Rafailovich, J. C.
energies of the vibronic states with different values of the Sokolov, and V. A. Shapovalov, J. Magn. Res¢h969-1992 154 15
parameteD depend differently om. ,(2002. _
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The nonequilibrium contribution to the electron paramagnetic susceptibility of a conductor in an
alternating electric field applied to the surface of the conductor is calculate@002
American Institute of Physics[DOI: 10.1063/1.1820035

1. INTRODUCTION “submagnetizing” fieldH is inhibited and can be neglected.

o ) o ~ This makes it possible to write separate kinetic equations for
The equilibrium spin magnetization of metals, which gach spin projection:

Dorfman discovered and Pauli explained, is well kndvin.

However, the nonequilibrium nature of the electron distribu-

tion in alternating and nonuniform external fields—with a  i(kv,— @)+ 7"

constant magnetic fielti—can also be spin-polarized, i.e.

different for spin subbands with depths+BH and e supplementing the equations with the Poisson equation

— BH (&g is the Fermi energy3=-ef/2mcis the Bohr mag-

netor). Specifically, the breakdowns of the electrical neutral-

ity of a conductor which are caused by an alternating electric IkE= ZE(O)_47TGZ (P9 = )

field should be accompanied by forcédith the same fre- -

quency w) oscillations of the magnetic momeM of the  for the functionE,. For the sake of simplicity, we shall

conductor. Evidently, the effect is a surface effect: the in-consider an electron spectrum which is axisymmetric with

duced magnetization #M (0) has its maximum valugin respect to theDZ axis, so that the magnetic field does not

modulusg at the boundary. appear in Egs(1) and (2) explicitly. However, the brackets
In the present brief communication this quantity will be with the subscriptst denote integration over the isoenergy

calculated under reasonable simplifying assumptions and exsurfacese =g+ SH (with weight |v|~1(27%)~3). Thus

pressed in terms of the parameters of the electron spectruril). are the corresponding partial densities of staté$;

The nonequilibrium magnetization appearing in an asymmet+(1)_=(1). The general time factor exp{wt) is omitted

ric (no center of inversionmetal as a result of the interaction here and below.

of electronic spins with the impurity potential in an electric The problem of the penetration of a longitudinal electric

field has been investigated in Ref. 3; the important role offield into a metal is analyzed in detail in Refs. 5 and 6. The

nonuniformity in magnetoelectric phenomena has beefotal distribution of the induced magnetic momdi(z) in

pointed out in Ref. 4. In the case studied here, the naturghe sample can be found by proceeding similatilfiow-

nonuniformity due to the presence of the boundaries of thever, here we are interested only in a narrow region at the

sample plays the main role, and scattering proceéséh  surface of the conductdiand frequencies and 7! much

respect to momentum and spinan be studied here in a |ess than the electron plasma frequeiiy). Consequently,

simplified manner, since the transit time of carriers throughpassing in Eqs(1) and(2) to the limit of largek we obtain
the perturbed layer at the surface is very short on th@mmediately

ne— %) =—ev,Ey, (]

average.
) —2ikE(0)
h=ieE/k; Ek:Wy (3
2. ELECTRIC FIELD where
Let a constant magnetic fidldH and an alternating elec- k=4me*(1) (4

tric field with intensityE(0)exp(—iwt) be applied in a direc-

tion normal to the surfacef a semi-infinite sample (8z is the known(and for metals actually very large; Q./v)
<®). The surface is assumed to be parallel to the crystastatic-screening damping constant. It is evident that the as-
reflection plane and not to scatter charge carfievile shall  sumption of axial symmetry of the spectrum becomes super-
take account of the volume scattering in momentum space ifluous for BH<#/ (), i.e. it in no way limits the generality
the 7 approximation; spin relaxation in a sufficiently strong of the present analysis.

1063-777X/2004/30(12)/3/$26.00 961 © 2004 American Institute of Physics
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3. INDUCED MAGNETIZATION with volume carrier density N=10®cm 3 and &

1014 — ; o
The nonequilibrium part of the spin magnetic momkht ~ 10" " €rg (Ref. 10 r=10. Thus, in strong electric fields
can evidently be determined as the difference of nonequilibthe surface value of the nonequilibrium magnetizatib(0)
rium populations of the spin subbands multiplied 8/H. ~ can even exceed the equilibrium paramagnetic moment.

According to Eq.(3) the corresponding Fourier transform is ~ However, only the integrated magnetization of a sample
with macroscopic thicknes® can actually be measured,

~ (1), —(1)_ while according to the expressiorid) and (5) M(z) de-
M= B¢+ — () - ) ~2BeE(0) TKEF 2 (5) creases rapidlywith damping constank) with depth? Av-
eraging over the sample volume, we obtain for the effective
so that expanding in powers BH <z gives for the surface  (observablg magnetic susceptibility
value of the inverse transforiv

- x0) 2E(O)(aln<1>) ,E(0)
_ 1y, —(1)_ Xeff™ =2B =B~
M(O)%,BeE(O)# D eD de N eDeg
~ @(‘NWD) 6) where the last(order of magnitude equality refers to a
pere de o smooth power-law functiofll) . Consequently, the effect is

€7€F

easier to observe in thin sampRszor purposes of estima-
tion we assume thdDd is of the order of the film thickness,
D=10"4-10° cm. In addition, Eqs(8) and(9) show that

M pars= BX1)H the most suitable objects would be conducting crystals with

low Fermi energies: semimetals, organic complexes with

is the well-known expression for the equilibrium paramag-charge transfel and a wide class of doped semiconductors,
netic moment For a typical metal the corresponding suscep-Which are degenerate at low temperatures, with even lower
tibility (in SI units is xpare=47M par/ H=10"°. The non- valueslofsp. Summarizing apd substituting on the right—
equilibrium moment (6) is proportional to the energy hand side of Eq(9) the approximate parameter values stipu-
acquired by a charge over the penetration length of the eledated above we obtain
tric field and is independent of the frequendgr w<<(l,).
We have obtained a quite general result: the coefficient of
transformation of the electric field into an additional mag-

netic field is determined only by the electron density of states nFig\S/;[t S?luol_[)lzrr;]eisutr)emsr;ts O:t tzeinrr:zgr}ﬁtlcr: I'erld Vljllth
(1) and its derivative near the Fermi energy. If (1)(e) sensitivity = _ nave been repore € lerature. ]
: . traweak magnetic fields down to 18 G can also be de

Ve, as in the case of a qu_adr_atlc_spectrum, then the ampl&'ected(see Refs. 13-15 and the literature cited the@on-
tude of the surface magnetization is sequently, it is entirely possible to discriminate the effect,

hik BH especially an alternating effect, against the background of a
47 M(0)~ T “——E(0). 7) constant magnetizing field.

mc &g We note that in a macroscopic description, i.e. neglecting

spatial dispersion, a longitudindirrotationa) electric field

. We. call attentlo'n to the ex.cepuonal' case of a tV\{O'could not generate oscillations of the magnetizatisimce
dimensional(or quasi-two-dimensional, which is possible in .

layered conductojselectronic spectrum, where the density B=—c(VXE). Consequently, the nonequilibrium magneto-

of states is independent of enefgyin this case the expres- electric effect is nontrivial and in itself merits experimental

sion (6) vanishes, i.e. the effect is absent in the present a c_)bservauor_l. n addmon,l it could serve for mz_alkmg EXpert-
mental estimates of an important characteristic of the elec-

proximation. Conversely, the effect_ should be substantially(ronic spectrum—the rate of change of the energy density of
stronger when the functiofi) (e) varies sharply neas.. states near the Fermi energy—and studying situations where
this rate is anomalously high.
4. DISCUSSION AND ESTIMATES The contribution of orbital motion of carriers, which is
neglected here, to the nonequilibrium magnetization depends
in a more complicated manner on the spectral parameters.
However, it can be shown that for general values of these
~ ~ parameters it is approximately of the same order of magni-
M) x(0) _E(9) (8 tude (absolute magnitudeas the spin contribution found
Mpara  Xpara  Nep here. It is unlikely that these terms will compensate one an-
other completely, so that the expressions presented above are
In principle, the perturbing fielé&(0) is limited only by  adequate for making an order of magnitude estimate of the
the electric strengt!® of the insulating layer between the total effect.
sample and the electrode. For good dielectr®s 10* | thank V. D. Natsik, Yu. G. Pashkevich, V. G. Peschan-
c.g.s.e.m.U. Setting E(0)=10° c.g.s.e.m.u. we obtaim skii, I. V. Svechkarev, and S. V. Tarasenko for a discussion of
=102 for a typical metal. But, for example, for bismuth this work and for helpful remarks.

where

Yer=10"°. (10)

The expressiong) and(7) are convenient for making a
relative estimate

r=
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The exciton reflection spectra of {Bi,lq layered crystals are investigated in the temperature
region 4.2-300 K with light polarizatioE L c. It is estimated that the energy gég

equals 2.857 eVT=4.2 K) and the exciton binding energy Ry is 279 meV. A nontraditional
temperature shift oEy(T) for layered substances is found for the first time. It is learned

that this shift is described very well by the Varshni formula. A transition region in the temperature
broadening of the half-widtii(T) of the exciton band with increase of temperature is

registered in the interval between 150 and 220 K. It is shown that this region may be identified
as the heterophase structure region where ferroelastic and paraelastic phases coexist. A

surge of H(T) at the point of the ferroelastic phase transitioh,€220 K) is also

observed. ©2004 American Institute of Physic§DOI: 10.1063/1.1820036

1. INTRODUCTION layers and in the planes of the layéfsAnomalous tempera-
ture behavior ofEy(T) can be explained on the basis of the
essential influence of anharmonic optical vibrations of the
layered lattice starting at low temperature and of low-
. ) frequency optical phonons starting at  higher
- 1.2 - -

=Br, Clor I),>" which are kindred to the well-known per temperature$*?*However, this temperature dependence has

ovskites. Interest in these crystals is caused by the manifeﬁ—ot been studied for 48,X, compounds in general and for
tation of a ferroelastic second-order phase transition at thcéS3Bi Iy crystals in partizcugiar
2'9 .

— 2-4 ; ;
temperature T, =220 K™ accompanied by a reversible The aim of this paper is to study the temperature behav-
change of cryst.al symme'try class from he'xa.gonairﬁlmt'o ior of the exciton band of GBi,lq layered crystals.
centrosymmetric monoclinic &, the prediction of an in-
commensurate phase Bt 220 K, and the possibilities of
practical use in recorder systems, pressure g@ission
sensors, and acousto- and optoelectronics. Cs;Biylg layered crystals were grown by the Bridgman

Optical data on GBi,lg crystals have been obtained in method. The peculiarities of this technology are given in
connection with the birefrigenceexciton state§,” phonon  Refs. 25 and 26. Samples with dimensions of approximately
spectrd and low-temperature optical characterisfics. 7X5X%0.02 mm were cut off from a bulk crystal in air with

On the other hand, one of the important physical prop-a blade. Special care was taken to avoid deformations. The
erties of layered crystals is the anomalous temperature dsamples had a mirror-smooth surface with the optic axis
pendence of the energy gdf,(T), which increases al perpendicular to cleavage surface. The reflection spectra
<T,, and decreases a@t>T,,. For different layered crystals were measured in the heating regime. They were recorded
T, varies within a temperature range of 30-43%*The  with an automated experimental setup based on a MDR-23
phenomenon originates from high anisotropy of the chemicainonochromator in the energy interval of 2.0-3.5 eV in the
bonding due to the strong ionic-covalent bonding in separateemperature range of 4.2—300 K and with light polarization
sandwich layers and the weak van der Waals binding beE L c. The energy resolution was better than 0.5 meV. The
tween neighboring sandwiches. This is confirmed by theelative error of measurement of the reflection spectra did not
presence of low-frequency optical vibrations in the Ramarexceed 3%. The temperature was stabilized with accuracy
spectra of layered cryst&l5*1°-18 which determine the better than 0.1 K.
exciton-phonon interactiolf;'%2° spin-lattice relaxatioRt The resonance energies of the exciton absorption bands
temperature dependence of electron paramagnetic resonangere determined from the inflection point of the exciton os-
(EPR spectr&'?? and also a large difference in the linear cillation with quantum numben=1 by setting the second
broadening coefficients in the directions perpendicular to thelerivative of the reflection coefficient with respect to energy

Cs;Bi,lg crystals belong to an extensive family of little-
studied three-component;B, X, layered compound@A are
alkaline atoms, B-As, Sb, Bi, Fe, Cr, Mo, or W, and X

2. EXPERIMENTAL

1063-777X/2004/30(12)/4/$26.00 964 © 2004 American Institute of Physics
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E eV FIG. 2. Temperature shift of the energy gag(T) (a) and broadening of the

half-width H(T) (b) of th iton band of G8i,lq | d tals.
FIG. 1. Reflection spectrum @t=4.2 K with E 1 ¢ (a) and[&(w)Aw]? (b) at-wi (T) (b) of the exciton band of G8i,ly layered crystals

for Cs;Bi,lg layered crystals.

energy of the cutoff. It equals 2.857 eV. The binding energy
Ry of the exciton is found as the difference betwégnand
gthe maximum of the exciton band, that is Rg79 MeV. It
should be noted that Ry in the Bl crystals is high, and

equal to zero ¢°R/dE?=0). The inflection point found in
such a way coincides up t6<200 K with the one deter-
mined in the ordinary way as the half energy interval or th
half distance on the reflectance scale between the extrema 9f s A 6

the exciton oscillation. The half-widthi(T) of the exciton ~Nigher than in basic Bil (Ry=144 MeV).™ This may be

absorption band was found as the energy difference betwediPlained by that fact that gBil, crystals are alkali halide
the maximum and the minimum of the fundamental exciton®®MPounds. In such substances the polar type of chemical
oscillation. The insertion errors in the measured values of th@onding takes place, and therefore Ry may be high.

temperature variations of the energy position of the exciton ~ 1he temperature shift of the energy gag(T) and the
bandE(T) and its half-width are insignificatand do not ~ témperature dependence of the half-wit{iT) of the exci-
influence their qualitative course. ton absorption band of GBi,lq crystals are shown in Fig. 2.

In Fig. 2a the points are experimental datag(T) and the
3. RESULTS AND DISCUSSION continuous curve representsy(T) as obtained from the

. ] computation by the Varshni form
A typical reflection spectrum at 4.2 K arill ¢ and the

dependence dfe,(w)%w]? as a function of energfiw for 2
Cs;Bilg crystals are shown in Fig. 1. The intense oscillation Eo(T)=E4(0)+ —, (1)
with inflection point at energy 2.578 eV and the two shorter- T+6

wavelength maxima at energies of 2.961 and 3.073HY.

1a are caused by excitons in the ground state-() and  where E4(0)=2.857 eV, a=—3.7X 10 % eV/K, and 6
interband electronic transitions, respectivefyOn the basis =258.654 K. We would like to stress a few points: the

of this spectrum, extrapolation by the Yahoda methaahd  experimental results are described very well by this formula;
the Kramers—Kronig relations, we have previodslyund  2) the energy position of the energy gap does not change at
the reale (w) and imaginarys,(w) parts of the complex T<45 K and shifts to the long-wavelength side with increase
dielectric functione(w). Knowing e,(w), we estimated the of temperature up to 300 K without any anomaliesTat
direct band gajy of C;Bislg crystals at 4.2 K and L c. =220 K. Such behavior oEgy(T) is not peculiar to layered
The dependence §t,(w)%w]? as a function of energfiw  semiconductors but is typical for the majority of the well-
was constructed in accordance with Ref. (Fig. 1. One  studied ones, for example Ge, Si, SiC, II-VI, and IlI-V. It
can see three intense bands with maxima at energies cfn therefore be explained in the following manner. First, at
2.548, 2.986, and 3.079 eV. The calculated spectrum satitew temperatures the mechanisms caused by the interaction
factorily correlates with the experimental reflection spec-of electrons and holes with acoustic and optical phonons are
trum. The value ofEg in such a case is estimated as theturned on and then at higher temperature the other mecha-
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nisms connected with the thermal expansion of the crystat. CONCLUSIONS
lattice take place. It is very important that all mechanisms
contribute with the minus sign.

The absence of an anomaly in the temperature shift
E4(T) allow us to suppose that the anisotropy of the optica
properties in the monoclinic structure is not high. This con-
clusion correlates very well with the low intensities of the
low-frequency doubleté33.4, 38.3, (44.3, 48.2cm ™ tin the

We have presented analyses of the effect of temperature
Yariation on the exciton reflection spectra of;8sl, lay-

0 '

Iered crystals. It was found that these are not typical layered
crystals. These crystals are layered semiconductors in the
hexagonal phase and behave like conventional semiconduc-
tors in the monoclinic phase. We have registered a transition
region in the temperature broadening of the half-width of the

e e 1 010N band n th temperatre el 150-220 K and
X surge afT =220 K. Our analyses suggest that both phenom-

as layered semiconductors in the hexagonal phase and noerr'1a are caused by the formation of a heterophase structure
mal ones in the monoclinic phase. y P

Thus CsBijl, crystals demonstrate nontraditional tem- region and the ferroelastic phase transition, respectively.

perature behavior dE4(T) for layered substances.
The experimental temperature dependence of the halfg_mai: motsnyi@sun.semicond.kiev.ua

width H(T) (points of the exciton band of G8i,lq crystals  YThe optical functions of a system of two noninteracting classical oscillators

is depicted in Fig. 2b. With increasing temperature from 4.2 were simulated taking into account the traditional extrapolations by the
i . . Philipp-Taft and Yahoda methods. It was found that the functions are in

t0 150 K the half-width Increase,s nonlinearly from 48'9 to good agreement with the model functions only in the second case.

99.7 meV. TherH(T) begins to rise less sharply, forming a

plateau(the transition regionup toT<220 K with a surge at

T=220 K. After thatH(T) returns almost to the starting

point at T=225 K and increases linearlyH(T)=k(T 1. P. Aleksandrova, A. F. Bovina, O. A. Ageev, and A. A. Sukhovsky, Fiz.
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Infrared and optical polaritons propagating in an isotropic dielectric with metal coatings in the
presence of a constant magnetic field parallel to the plane of the layer are studied. It is

shown that a constant magnetic field creates nonreciprocal surface modes which did not exist
previously at the boundary with the metal. The number of surface modes for the opposite

walls is different(1 or 2 and can be changed by switching the directions of the magnetic field
or the wave vector. A polariton with a fixed frequency in a magnetic field with a definite
orientation propagates along a given boundary in only one direction. A constant magnetic field
also creates for volume modes new frequency intervals which are proportional to the first
power of the magnetic field, and simultaneously decreases the energy of the volume modes,
transferring this energy into surface modes, i.e. a constant magnetic field “pushes” the

field of an electromagnetic wave out of the interior volume and onto the surface of the dielectric.
This effect is proportional to the magnitude of the constant magnetic field and the thickness

of the dielectric layer. ©2004 American Institute of Physic§DOI: 10.1063/1.1820037

1. INTRODUCTION 2. DIELECTRIC TENSOR

Phonon polaritons are electromagnetic waves which ~ Let .the_ dielectrif: be isotropic and Iocate.d in a constant
propagate in a medium and interact with optical phonon exmagnetic f|gIdH0 orlgnted parallgl to they axis. We write
citations. The influence of a magnetic field on polaritons inth€ Lagrangian density of the optical phonons in terms of the
semiconductors and metals with free Char@sca”ed p|as_ electric pOlarizatiorP andP (tlme derivative of the electric
mon polaritons has been studied in a number of wotkge, ~ Polarization:
for example, Refs. 157 )

. S . pc a .

In a dielectric with no free charges the action of a mag- | = ——— —p2+eP- yP[PH]. 1)
netic field on phonon polaritons can be described by dynami- 2f 2
cal magnetoelectri€ME) energy? The magnetoelectric en-
ergy describes the change in the electric polarization in
magnetlp fleld.actmg on bour(cbnlc.anq electroniccharges netic energy density. Using the relatiﬁhqurvgl (V, is the
of the d.|ele_ctr|c. A previous |nves.t|gat|8.|mf the effegt of a unit-cell volume and is the displacement of the chargp,
magnetic field on phonon polaritons in a uniaxial semi-, obtainf=g%mV,, wherem is the mass of the charge.
infinite dielectric at its boundary with an ideal metal or ane |ast term in Eq(1) is the dynamical ME energy due to
superconductor has shown that polaritons which do not exishe interaction o with the effective electric field produced
at the boundary with a metal because of the metallic extincby a charge moving with velocity in a magnetic fieldEq
tion effect® appear in the presence of a magnetic field.— _c~L(vx H); c is the speed of light. Using the preceding
Strong nonreciprocity of the optical and IR surface phononestimates, we find that the constant V,/cq.
polaritons in such a system was also predicted. In general, ions and electrons contribute to the electric

In the present paper phonon polaritons in an isotropigyolarization. The ionic contribution predominates at IR fre-
dielectric of finite thickness, coated with metal on both sidesquencies, wherm is the reduced mass of the unit cell. In the
are studied. The metal is assumed to be a good conductor, sptical range the electronic contribution to the polarization is
that the tangential component of the electric field at themuch greater than the ionic contribution, amdis the elec-
boundary with the metal is zero. Examples of such metals argon mass. We note that the dynamical ME energy is a scalar
Ag and Au® The influence of the magnitude of the magneticand therefore is present in the energy of any crystal.
field and the thickness of the dielectric on the spectra of  Solving Lagrange’s equations with the functi@ and
volume and surface polaritons in such a system is analyzedetting P, e, and h proportional to exp{iwt) we find the
It is shown that a magnetic field gives rise to nonreciprocafollowing expressions for the components of the dielectric
surface waves and causes the field of the electromagnetiensor:
wave to concentrate near the boundaries of the dielectric.

This nonreciprocal displacement of the field is proportional (0] e)(0F-0?) (Q§—0?)
to the magnitude of the constant magnetic field and the thick- X~ #22~

HereH=H,+h, ande andh are the alternating electric and
?nagnetic fields. The first term in E@l) is the phonon ki-

(0f—0d)(ws—0?) ' D (0f-0))
ness of the dielectric. (2

1063-777X/2004/30(12)/5/$26.00 968 © 2004 American Institute of Physics
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FIG. 1. Dielectric filmD with thicknessl and metal coatingM (Z<0, Z
=1) in a constant magnetic field, oriented in the plane of the film along
the positiveY axis; the wave vectok is oriented along th& axis.

. . . 8mwwyf
ey =1(e)*=¢e'=

(wi— wz)(wg— w?)’
where

— 2 2 —
w1 2= \Vwot+ 0+ oy,
1

Q%,ZZ 2

[wg+Qg+4wa

FV(Q5— 0d)?+8w3(Q3+ wd) +16w}], (3
wi=af, wy=gH,, g=fy=ag/mc,
Qg=wg+4ﬂ'f.

In the absence of a magnetic fielg is the frequency of

the electric polarization excitations. A magnetic field re-

moves the degeneracy of the excitatioRg, oscillates with
frequencywg, and the excitation®, and P, correspond to

I. E. Chupis 969
#%h
_O.,Zzy_bhy:O, b=kZ—w?c 2(e—&'%e 1),
dh
ezz_c[w(sz_slz)]l(Skxhy_"s,a_Zy)a (5
) [, oh
e,=—ic[w(e?—¢'?)] 1(8 kxhy+sa—zy).
The solution of Eq(5) for hy has the form
hy=Aexq—\/Bz)+Bexr(\/Bz), (6)

where the coefficientfA and B are determined from the
boundary conditions, according to which the tangential com-
ponent of the electric field, vanishes at the boundaries with
an ideal metal aZ=0:

A(e'ky—eb)+B(e'k,+e/b)=0, 7)
A(e'ky—eb)exp — bl)+B(ek+e/b)
xexp(\/BI)=0,
i.e. the following condition must be satisfied:
"k
(02— 1)[exp(\bl) —exp — \b1)]=0, o= - ; ®)
&

If there is no constant magnetic fielde. ¢’ =0=0,
then, as follows from Eqq7) and(8), A=B, and

\/BZia, 9

The polaritons are volume waves. The number of modes

hy=2Ac05az, la=n7m n=0,1....

coupled modes; andw, in which the electric polarization and their dispersion laws are determined by the function
precesses around the direction of the magnetic field. Accord(®) (5):
ing to Eq.(2), in a magnetic field the dielectric tensor ac-

2 2_ 2
quires off-diagonal componentsy, ande,,. These compo- b= ( ki— w_zs) <0, &= Qg wz ;
nents attest to the appearance of gyrotropy. ¢ Wo— @
The gyromagnetic ratig for ionic excitationgIR region S—
of the spectrum is positive and is of the order of K -+2 . n-com (10
~101—102 A-$-kg '-m%, and for optical range elec- “ T I“w?

tronic excitationgg|~10°—10° A->- kg™ - m~ 1. Assuming
the ratiowy / wy to be small we have the following approxi-
mate expressions for the frequenci8s

o)

mf)’

1+2

(1)1'2% (1)01 Wy ,

o}

1= 2af

Qlwa)o

(4)

)! QZANJQO

3. POLARITON MODES

We shall study a flat layer of a uniaxial honmagnetic

dielectric with thicknesd. Let the dielectric be in contact

It follows from Eq. (10) that volume polaritons in the
absence of a constant magnetic field exist in frequency
ranges where>0, i.e. for o<wg and w>Q,. Since the
radicand in Eq(10) must be positive, the modes exist in the
frequency interval$ w;,wq] and w=w, where

. 1
07N = S[Q5+ N F Q5+ ND) = 4N jw],

N nc? a2

n— |2

11

with an ideal metal Z<0, Z>1). This system is actually a The activation frequency of the mod#l) is inversely pro-

planar waveguidéFig. 1). Let a constant magnetic field,
be directed along th¥ axis in the plane of the layer. Let an
electromagnetic wave propagate in the dielectric along<the
axis, and in this wave let, hocexp(kx—iwt). It follows from

Maxwell’s equations that in this geometry the magnetic field
influences only the TM waves, in which the field components _w

e, €, andhy are nonzero and satisfy the equations

portional to the thickness of the dielectric layer. The number
of modes in these frequency ranges is infinite. Fer0 (or
| =) we have the dispersion law for a volume mode in a

semi-infinite dielectric:

2
2
kx——28.

c (12
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The modes possess positive dispersion and lie in the radidABLE |. Parameter values for surface modes in the agsig>0. For

tion range.

All modes in the low-frequency range intersect the light

line, and the wave vectdk,— *© as w—wq. The high-

frequency modes lie to the left of the light line and approact

the line asymptotically as frequency increases.
In a magnetic fieldoff-diagonal components of the di-
electric tensok,,= (e4,)* ande’~H, appear and the com-

ponents of the permittivity contain additional poles and zeros -1

(2), which lie in the order(see Eq.(4)) w1<Q1<w,<Qs.
The additional frequency intervhl,,€)4] arising in a mag-
netic field is proportional tdd,, while in a uniaxial dielec-

gHy<0, k, has the opposite sign in each frequency interval.

k ®

X

+ O<o<of, ®>Q)
+1

Q<<

O<o<or, w>Q)

Qi <o<a)

tric the dependence is quadratic, i.e. the interval is much

smaller’ In an isotropic dielectric the relative quantity
Aw/w~wylo. Inthe IR range ¢~ 102 s~ 1) in a magnetic
field Ho~10 T the ratioAw/w~10"%, and in the optical
range @~ 10 s71) in the same field\ w/w~10"2.

propagate along the opposite wall of the waveguide. The
reason for this nonreciprocal displacement of the electromag-
netic field is as follows. The action of the constant magnetic
field Hy on the charges in the dielectric is equivalent to the

The polariton spectrum in the presence of a magnetigction of an effective electric fieldEqgq=—c (VX Hy),

field is shown in Fig. 2. The dot-dash curves, for which
8/2

-2
&

correspond to a semi-infinite crystdd<€ 0).

2
. w
k2=k2=—2

=k= (13

wherev~k is the velocity which the charges acquire in the
electromagnetic wave. In our geomettyy is directed along
the Z axis and changes sign when the directiorkabr H
changes. Under the action of this effective electric field the
charges are displaced toward one of the boundaries. The di-

In the absence of a magnetic field there were two sucfiection of displacement depends not only on the directions of
curves: in the low- and high-frequency regions of the speck andHg but also on the sign of the charge which predomi-

trum. These curves were described by E®). In the pres-

nates in the polarization process, i.e. the sigig ¢§>0 for

ence of a magnetic field there were four curves, and accordonic polarizability in the IR range and<<0 for electronic

ing to Eq.(13) they are shifted. It follows from Eq$6) and
(7) that forb=0 in a constant magnetic fiell= — B, i.e. for

polarizability in the optical range of the spectrurithe ad-
ditional polarization arising in a magnetic field is accompa-

ke#0 the fieldsh,=e,=e,=0. For polarons, whose spec- n?ed by_ the appearance of an off-diagon_al component of the
trum is described by the dot-dash curve, there is no electrglielectric tensor, which changés according to Maxwell’s

magnetic field.

The quantityb (see Eq.(5)) is positive fork§>?2 and
negative fork)2(<P. Negative values ob signify the exis-
tence of volume modes. Positive values of the paranieter

equation

ohy |
— =1wC (g€ t+eyL,).

the presence of a constant magnetic field correspond to thehe component,,~H, and depends on the frequency. Con-
appearance of surface waves. Indeed, positive values of thgquently, the localization of a wave at one of the edges of

parameteb in Eq. (8) correspond to real values ofand the
possibility of the solutionsr=+1, i.e.s’k,= *&+/b. It fol-
lows from the expressiofb) for b that Eq.(12) describes the

the dielectric depends not only on the signskefand gHq
but also on the sign of,,, i.e. on the frequency. For fixed
frequency andH, the wave propagates in only one direction

spectrum of such waves, i.e. they exist only in frequencyalong the given boundary surface.

ranges where >0. The sign ofo- depends on the signs bify

The penetration depth of a surface wavéis1/\b. The

andk,, the frequency range, and the sign of the gyromagrelations(2) and(12) yield

netic ratiog (g>0 in the IR region of the spectrum angd
<0 in the optical region of the spectrynTable | gives the
corresponding ranges of the parameters dor +=1. The

8f rwlwy

_1:
cV(QF - 0?) (05— ) (0]~ 0?) (0~ w?)

(15

valueo=1 corresponds to a surface wave near the boundary

Z=0, and ife=—1, the wave is localized on the opposite
side =1):
h9=Aexg—\bz), B=0, o=1;
hj=Bexp\bz), A=0, o=-1. (14)

According to Table | the solutions= =1 exist in the

Evidently, the penetration depth of the wave is inversely
proportional to the magnitude of the constant magnetic field
and depends strongly on the frequency. In the absence of a
constant magnetic field the penetration depth is infinite, i.e.
the waves are volume waves. In order of magnituile
~clwy . In the optical ranges~10 2 cm forH~10 T and
wy~102 s, According to Eq.(17) the penetration depth

same frequency range, but they correspond to opposite direcan be even smaller near the frequencigs w,, 4, and
tions of propagation of a wave or opposite orientations of th),. In thin films, wherel~d, the wave is essentially a

constant magnetic fieltly. Hence it follows that for given
directions ofH, andk a wave with a given frequency propa-

gates only along one of the waveguide boundaries. If the

direction of the magnetic field dt, changes, the wave will

volume wave. We note that the fielf=0 in the surface
waves studied here.

The heavy lines in Fig. 2 depict surface modes rnéar
=0 for gHy>0 (or the modes neat=1I for gHy<0), and
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g'? )\ﬁ

% sw?|

(18)

New frequency intervalgQ,,w,] and[Q _ ,Q,], where
QO =0,—wy, appear in a magnetic field. The width of
these intervals is;, and in these intervals {k,|>k, sur-
face polaritons with dispersion lai&2) (heavy line in Fig. 2
exist and if|k,|<k, the volume polaritong18) exist. All
branches are radiation branches and have positive dispersion.

At high frequencies, just as in the absence of a magnetic
field, there is an infinite number of volume modes but a field
shifts the lower frequency limitw>Q ,=Q,+wy. The
modes are radiation modes and as frequency increases they
approach the light line. Only ondottom volume branch is
shown in Fig. 2.

As the thicknesd of the dielectric layer increases, the
volume modes contract toward the dot-dash curves, and the
electromagnetic field in them tends to z€id). In the limit
of a semi-infinite dielectric in the presence of a constant
magnetic field there are no volume polaritons, and in the
spectrum in Fig. 2 only surface modéseavy and dot-dash
lines) remain.

FIG. 2. Polariton modes of a metal-coated isotropic dielectric in a constant
magnetic field. Fine lines—volume modes, dot-dash lines—volume modeg. CONCLUSIONS
in a semi-infinite dielectric, heavy and dashed lines—surface modes. For

gHo>0 the heavy lines correspond to surface modes @eaf and the It follows from the results presented that a constant mag-

dashed lines correspond to modes riéar and vice versa fogH,<0. netic field gives rise to surface polariton modes and causes
the field of the electromagnetic wave to “contract” toward
the lateral surfaces of the waveguide. The effect whereby the

the dashed lines indicate surface modes a0 for gH, field is “pressed” against the lateral walls is well known in
<0 (or surface modes ned@r=1 for gHy>0). ferrite microwave waveguides and is used in rectifying
The fine lines in Fig. 2 depict volume modes, for which devicest! Our analysis shows that this effect should also

|kX|<?andb<O. Settingyb=ia and using the relationd) occur in the IR and optical ranges fo_r di.electric.waveguides
we obtain the following expression for the real part of the!" the presence of a cons.tant. magnenc field. Ad|ﬁerent num-
magnetic field in the waves): be_r of ;urface .mode_s, lying in different frequency intervals,
arises in the dielectri¢two near one wall and one near the
ae othen. A wave with a given frequency propagates along a
—5 75 3 (ae cosaz+e'K, Sinaz), given wall of the waveguide in only one direction. The
e K+ a‘e T y ) )
choice of wall” for a wave with a fixed frequency depends
- not only on the orientations of the magnetic field and the
—: n=0,1.... (16) wave vector but also on the sign of the gyromagnetic rgtio
i.e. on the ionic ¢>0) or electronic §<0) type polariz-
ability. Consequently, it is in principle possible to judge
which contribution(electronic or ioni¢ to the polarization
predominates in a given frequency interval by observing the
nonreciprocal displacement of the field of a wave in the IR
and optical ranges of the spectrum. Of course, the nonrecip-
ae rocal displacement of a field will be more noticeable in films
Rehy ~2A k sinaz+ —-— ok, 50842  as<e'ky. with thicknessl > & (8 is the penetration depth of the elec-
(17) tromagnetic field15)).
The influence of a constant magnetic field on volume
It is evident from Eqgs(16) and(17) that a constant magnetic modes is seen in the appearance of new narrow frequency
field (or an increase in the thickness of the dielectric layer bands[Q;,w,] and[Q_,Q,]. However, as the magnetic
decreases the amplitude of the alternating field in a voluméield increasegjust as when the thickness of the dielectric
electromagnetic wave. In a prescribed constant figjdn a  layer in a nonzero magnetic field increasesergy is trans-
semi-infinite dielectric (—) h,—0, and in the mode de- ferred from volume into surface modes, i.e. a constant mag-
scribed by the dot-dash curve in Fig. 2 there is no electronetic field pushes the alternating field of an electromagnetic
magnetic field at all. wave onto the surface. This phenomenon could decrease
The dispersion law for volume modes in the presence ofosses during propagation of polaritons in a dielectric wave-
a magnetic field is guide.

Reh,=2A

y

In weak fields, where'k,<ae, the quantityh, calculated
using the expressiofil6) tends to the valud,, for Ho=0
(9). In the opposite limite'k,>ae (strong fields, large
thicknesd) we have
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At present,explicit expressions for the electranfactor in crystals are known only for the
following two cases: when the Fermi energy of the electrons lies at the edge of the electron
energy bandg (K.,), or when the electron energy spectrum of a crystal can be approximated
by the two-band model. Here we obtain explicit formulas for ghtactor in situations when the
Fermi leveler is close to but does not coincide with the band edge and when the two-

band model of the spectrum includes small corrections from other electron energy bands. In
particular, we derive expressions that describe the dependencesgfab®r one—e(ke,) and
on the magnetic field direction for doped semiconductors. The results are applied to [lI-V
semiconductors and to bismuth. 8004 American Institute of Physics.

[DOI: 10.1063/1.1820038

1. INTRODUCTION dynamics of the electron spin is neglected completely. As
was shown in our previous papé&r® the simplified ap-
o : » o proach is approximately valid if the spin—orbit interaction in
with inversion symmetry specifies the splitting of Landauhe crystal is not too strong. Besides this, at an arbitrary
energy levels caused by an interaction of the electron spi@yength of this interaction there are two situations when the
with a magnetic field AE=g(en/2mc)H, and can differ i yjified approach leads to the exact result fordghiactor.
considerably from its free-electron valugs=2. Heree and In the first situation, which is characteristic of doped

m are the charge and mass of an electron, &hds the  gemiconductors, the Fermi level of the electrons practically
external magnetic field. In this paper we shall discussgthe ..incides with a minimun{or a maximun of the electron
factors in the semiclassical limit when there are many Lan-energy band:(k), and hence thig(k) can be well approxi-
dau levels under the Fermi surface of the crystal. Besideg,ateq by the “one-band” model,

this, we exclude from consideration those situations in which

magnetic breakdown occurs. In this case the semiclasgical h2(k,— kem)2

factor appears in the well-known quantization fafefor the e(k)~=e(ke) + a;y 5 2—ma 2

electron energy in a magnetic field,

As is well known! the g factor of electrons in crystals

wherekg, is the point of the energy-band extremum in the
(1) Brillouin zone, andn,, are all positive(or negative effective
masses at this point. In this case the electron orbit takes the

) ) _ shape of a very small ellipse surrounding the pdigt and
whereS is the cross-sectional area of the closed semiclassine g factor of the orbit coincides to a first approximation

cal orbitI" of the electron in the Brillouin zonek, is the  yith the localg factor g(Key).
component of the wave vector of the electron in the direction | the second situation the electron energy spectrum of

of the external magnetic fielth, n is a large integer, the {phe crystal can be well approximated by the two-band
cyclotron massn* = (%2/2) (9S(e,ku)/ d¢), the constanty  model?® The two-band model can be applied to the descrip-
is always equal to 1/2 when the spin—orbit interaction istion of the energy spectrum if in some region of the Brillouin
taken into accourt? and theg factor g(e ki) 7depends ON  zone the energy gap between the band under consideration
the location of the orbif” in the Brillouin zone. ~and some other band as well as the energy differences be-
The exact equations for thg factor were derived in  tyeen these bands and the Fermi energyare all relatively
Refs. 5, 8(In fact, they are another representation of Roth'sgmall as compared to other energy gaps in the cry&akn
results’) These equations take into account the dynamics ofyne may consider only these two bands, neglecting the other
the electron spin when the electron moves in its semiclassic@ands of the crystalin this case the energy dispersion rela-
orbit. For this reason the factor depends on the entire orbit tjons e(k) for both the bands are found from a quadratic

and is usually not expressed in explicit form. On the otheraquation that can be always reduced to the form
hand, in many papersee, e.g., Refs. 10—26he so-called

elH e,ky)m*
S(s,kH)=27T|ﬁ|—C n+ yiu

4m

local g factors g(k) introduced by De Graaf and [Vo(0)+V,a(0)]k]? Eg [Vo(0)—va(0)]k 2
Overhausér for pointsk on the Fermi surface were calcu- e | Tt
lated, and they factor of the orbit was obtained by integra- s 2 oo oo

tion of g(k) over the orbit. In this simplified approach the +aki+aski+asky, (3

1063-777X/2004/30(12)/7/$26.00 973 © 2004 American Institute of Physics
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wherevy(0), v,(0), g1, 02, g3 are some real constants, and wheren is a unit vector directed along the magnetic field

Eq is the energy gap between these bands at some point efk) is the electron dispersion relation for the band being
the above-mentioned region of the Brillouin zotvee take investigatedk=K — (e/cf)A(ia/dK), A(r) is the vector po-
this point ask=0). For example, the electron energy Spec-tentia| of the magnetic fielé, and the functiors(K) in Eq.
trum of bismuth and its alloys near the pointof the Bril- (4) is assumed to be completely symmetrized in the compo-

louin zone is close to this type._The two-band mpdel can bg'nents of k. The 2x 2 matrix [eHj(k.n)/c] describes the
also useful for narrow-gap semiconductors. In this two-ban

. o nteraction of the electron spin with the magnetic field in the
case the appropriate equafiatetermining theg factor can ! ' pin Wi gnetic field |

be solved explicith?® and the result for the factor of the crysiali, alnndr\l,t:f eé(??eneti dﬁgﬂf%;?iggﬁ?"h[?;t; 'LCL zilzéu-
electron orbit(this orbit need not be small ngveoincides M12™ Ko : bp

with that obtained in the framework of the locgl factor late this r_natrl_x explicitly when one _start_s frqm the so-called
. . . L k-p Hamiltoniarf or from the Hamiltonian in the LMTO

approach. Interestingly, in this case the combinati®n . 29 ~

o . 29 ; g . representatiof® Dependences of the matrjx on k and on

=gnT /am is equal to=-1/2,°7 i.e., the magnetic-field split- n, up to numerical factors, can be also found using the theor

ting of the electron energy levels described by théactor  up ' 9 y

9= . s = > : of invariants®®
coincides exactly with their orbital splitting. This result gen-

. i In Appendix A of this paper we present the equations of
eralizes the well-known finding of Cohen and Bloifnob- .
tained for a simplified variant of the two-band modkl, Ref. 8 for theg factor and find they factors for the one-band

. a]nd two-band models of the spectrum. Let us denote the
The above exactly solvable cases can be applied to red . . . ~
energy dispersion relation and the matfixfor the energy

situations only approximately. In particular, the Fermi energy, and under consideration in these exactly solvable cases as

in doped semiconductors does not lie strictly at the edge of o, (0) L .
the energy band, and thus the electron orbits have a small bfit (k) and (k) (p.p’=1.2). Below we shall consider

finite size. In that case, thg factors of such orbits differ models for which one may write

slightly from theg factor calculated at the edge of the band,  ¢(k)=¢@(k)+Ae(k), (5)
g(key. Sinceg factors are measured with high accurdcy?
the correctionAg=g—g(ke) was investigated experimen- ,upp,(k)=Mf$,(k)+AMpp,(k), (6)

tally in a number of semiconducto?.It is clear that to )
calculate this correction, one has to go beyond the frameX/here the termae(k), Au,, (k) are small corrections. As-

work of the localg factor approach. As to the two-band suming that these corrections are known, we shall find the

model, it describes the energy spectrum of bismuth suffidPpropriate corrections to tiefactors of the electron orbits

ciently well when the wave vectde is perpendicular to the for these extended models_. Note that the orbits are slightly
longest axis of its Fermi surface at the polnf i.e., this deformed by the terme(k) in Eq. (5). The appropriate de-
model is good enough for magnetic fields directed along thidormation is found in Appendix B.

axis. When the magnetic field deviates from the longest axis_i _ Tofind theg factor, we have to solve E¢A2). Note that
corrections to the factor of the two-band model have been 't IS @lways possible to reduce the mateiy;,, in Eq. (AS) to
observed experimentally in bismuthand accurate calcula- dla_lgonal form by a co_nstant unitary transfqrmaﬂon in the
tion of theg factor is possible only if one goes beyond the SPINOr space. Thus, without loss of generality we may as-

framework of the two-band modéand of the local factor ~ SUMe thata;=—C=A, C15=C2 =0, with X from Eq. (A6).
Then Eq.(A2) takes the form

approach
In this paper we consider one-band and two-band ex-
tended models of the electron spectrum which include small i W.T: 2NTY(K) + A g K) 72+ 28 g (K) 7
corrections to the above exactly solvable cases. These mod-
els enable one to describe the electron energy spectra in a —Auisk), )

number of real situations. In the framework of these ex- B . . .
tended models we finéxplicit formulas for theg factor, ~Where k=k[t.e] (see Appendix B The solution of this
using the theor§.In particular, the case of doped semicon- €duation can be represented in the form

ductors is analyzed in detail. As an illustration, the results m(t)~Ce ¢+ Ar(t),

obtained are applied to Ill-V semiconductors and to bis-
muth. where the first term is the solution of BF) atAu,, =0; C
is some complex constant which is to be found from the
boundary conditionA3); A7 is a small correction propor-
2. CALCULATION OF THE g FACTOR tional to Az, , and
The g factor in the quantization rul€l) is expressed in

terms of the matrix elements of the effective one-band (P(t):zwf‘dt,d,(k[tf,s]), (8)
Hamiltonian Hy¢ of a Bloch electron in a magnetic field. hc Jo

Since the electron bands are twofold degenerate in crystals |nsertingr(t) thus obtained into EqA4), we eventually
with inversion symmetr§},the Hamiltonian is a X2 matrix  grrive at

in the spinor space. This Hamiltonian to first order in the
magnetic fieldH has the form®3’

m Ae 4m
Ag=g(e.ky) =g (e ky)= — —t 7 [Aun

. Laoe
Aer=e(R) 1+ _Ha k), ) +Re(Au,C)], ©)
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where the first term is due to the deformation of the electrorcorrection may be identically equal to zero due to symmetry

orbit [i.e., it is caused bye(k)],

Ap=p(T)—¢'9(T),

the function ¢°)(T) is given by formula(8), but with
k[t’,e] replaced byk©[t’",£(?] in the argument ofy (note
that according to Eq.(A7), one hasme@(T)/(7m*)
=9?); the bar overA u,,, means time averaging over the
periodT:

- 1 (T (0 .,
A,upprszo dt'A,LLppr(k(O)[t',s(o)])e"” Mp=p")

and the constant is determined from the equation

1—¢leM
Apqtih W C—(Aup)*=0.
(10

AILL12C2+ 2

It should also be emphasized that we are finding the differ

ence in theg factors calculated at different energiesand
(). However, since the differenae-¢() is small(Appen-
dix B) and we calculatég to first order inAe(k), Aw,,,
we may neglect the difference betweeande(® in Eq. (9).

In the case of the one-band mod@lppendix A), the
function /=1, and thusA ¢=0. This means that in this case
Ag determined only byAu . rather than byAe(k). More-
over, if the combinatiors(®)=g(®m*/4m is not close to an
integer or a half-integefi.e., if the appropriate difference is
considerably larger tham*|A /%), the constantC is
relatively small, and the third term in E¢9) may be omit-
ted. Then we arrive at the simple formula

_AmApg

Ag Z (11

In the case of the two-band mod&\ppendix A, Ag de-
pends on both\ u,,, and Ae(k). Besides this, since in this

case the electron energy levels in the magnetic field are dou-

bly degenerate {®= +1/2), the constan€ is not small,
and it follows from Eqs(9), (10) that

|

3. SEMICONDUCTORS

AMA p1
A

m A(P 4mA,LL11 z
m o h

m*

12

To apply our results to semiconductors, let us consider
more closely the case of the one-band model of the electron

energy spectrum, Ed2). Assuming that the energy is mea-
sured from the band edg€k,,) and the wave vectdt from
Kex, EQ.(2) is rewritten as follows:

eOk)= >

a=xy,z

h2k2(2m,) 4, (13

wherek,, are the components & As was mentioned above,
in the one-band case the correctidrgy depends only on

Au,, rather than on the correction to the energy dispersion

relation, Ae. Thus it is sufficient to consider onlgu,,,

here. Sincq.cﬁi), is a constant matrixAppendix A), the first

correction to it is proportional tk. However, this linear

of the crystal, and so we shall treat both the linear and the
guadratic corrections tpf}i’, :

bk, + >
a,,B:X,y,Z

pk)=e+ > (14)

a=Xy,z

A%k kg,

wheret= (%), andb®, a*# are some constant matrices. The

matrices (%), b®, a*# depend only on the unit vectar
=H/H.

It should be also noted that formu(al) was derived in
the representation in which the matiixis diagonal. If this
matrix is not assumed to be diagonal, formuld) trans-

forms into
T
[Ta
0

where A\ = \/cZ,+|c,)?=J/—Det(€). Using Egs.(15 and

C1iA uqst RE(CA wgp)
A‘ b

4m

Ag: ﬁ_T

(15

(14), we find that

2m

m.e k3
Agz%x-as7%r—2;—+mkH+a$2, (16)

whereky=n-k; n=H/H, and then-dependent parameters
m,, b,, a,, a5 are expressed via traces of the matriCes

be, a%# as follows:

n,m,Tr(¢b®),

>

n,ngm,mgTr(€a*#),
a,,B:X,y,Z

as=m,*

>

a=x\y,z

m,Tr(¢a**)—a,.

Experimental investigations of the oscillation effects en-
able one to measure thefactors of the electron orbits lying
in the extremal cross sections of the Fermi surfaséh
respect toky).> For spectrum(13) the extremal cross sec-
tions correspond tdk,=0, and for such orbits we obtain
from Eq. (16)

2mm,
—3— as.

Ag(e,ky=0)=¢ Py

(17)

Formulas(16) and (17) are the main result of this Sec-
tion. For a given matrixA u,,/(k,n) they enable one to find
Ag explicitlyfor variouse, ki, and magnetic field directions
n. However, these formulas fail for values o6
=g©m*/4m such that sin(26®)~0; see Sec. 2. A more
accurate estimate of the condition under which E§) and
(17) hold true yields

ymzwawn’

Agm*|
2 ‘>

am |’

(18)

Note that the intervals 0#(®) where Eqs(16), (17) fail are
very narrow whemg is small.
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8mm*ce
Ag(s)zw(aﬁa&(e,@)), (22

As an example, we consider the IlI-V semiconductors,.e., we obtain an expression for the coefficighin relation
and in particular, the well-known GaAs, which are widely (19). For the casep= m/4 formula(22) coincides with that
used in practice. The semiconductors of this class have thgerived in Ref. 41 by another method, and it very well de-
zinc-blende crystal structure with the point of the band ex-scribes the experimental angular dependences\ @ffor
tremum,k.,, being in the center of the Brillouin zone, i.e., GaAs*?

ke,=0. These semiconductors have no center of inversion,

According to Ref. 34, one hag(®)=-0.44 andp

and strictly speaking, the electron energy levels in these crys~6.3 eV ! for GaAs. But it is well known that even a small
tals are nondegenerate in spin even without a magnetic fieldmount of Al significantly shiftg)(®) to positive values. This
However, near the center of the Brillouin zone this splittingproperty of the compound ABa _,As is now used in spin-
of the electron energy levels caused by the spin—orbit intertronic devices® At a concentratiorx~0.1 the electrorg

action is considerably le¥5 than the spliting AE

factorg(®~0. Then conditior(18) fails, and Eq(9) must be

=g(er/2mc)H caused by the magnetic field that is usually used to calculatd g. Eventually, in the region of concentra-
applied to the samples in experiments. In this context theionsx whereg(®)~0, we obtain

concept of theg factor is justified and is commonly used to
describe the electron energy levels in magnetic field for

I11-V semiconductors.

8mm*ce
hel

Ag= Vlas+aF(0,0)1°+a3G(6,¢), (23

The correctionAg has been investigated experimentally where

in these semiconductors, and it was found that

Ag(e)=pe (19
for the extremal cross sectiong(=0). The coefficient

varies from 144 eV for InSb to 2.2 eV for InP. Note that

sin® 6 _
G(6,¢)= & [coS 6(cos dp+7)+sir? 4o].

Note that the angular dependence Xf described by Eq.

relation (19), found experimentally, is in complete agrement (23) differs noticeably from that given by E¢22).

with our result, Eq(17).

Bismuth

Let us take the axes of the coordinate system along the

principal crystal axes. Then the energy dispersion relation for

these compounds has the form of E43) with m;=m,
=my=m*, and the matrixi(k,n) can be written £9:4

(0)
g,u(k, n)= T’“B(&n) +a,k?(on)+ 2ag(ok)(kn)

+ag( ki, + Gykony +&,k2n,), (20)

wheren=H/H, ug is the Bohr magnetorg(® is theg fac-

In bismuth near the symmetry pointsof its Brillouin
zone there are two bandsy(k) ande4(k), which are close

to each other and to the Fermi enetdy.(These bands,
which we denote by subscripts 0 aad are separated by a
gapEy=go—e,~10 meV at this poin}. The electron Fermi
surface of Bi consists of three “ellipsoids” located near the
three L points. The symmetry of this point i€,,. It is
common practice to put the origin of the coordinate system
(i.e., the pointk=0) atL, to take thex axis along the two-

tor at the band edge, arag, a5, andag are some constant fold axis C,, to place theyz plane on the reflection plane
real parametergexpressions for these parameters in terms of,, and to choose thg axis in the direction of the longest

the band-structure parameters can be found in Ref. ®ie
first term in this expression describg$®)=c [see Eqs(6)
and (14)], while the other terms in Eq20) give Au,, .
Note that the term linear ik is absent. Inserting thegeu , ./
into formula(16), we immediately arrive at

gmm* h2K3
Ag(a,kH)=ﬁ3—|e| a48+2a5w+a6 SF(G,(p)
h2K3 ) )
+W(1_3F(0’¢)) , (21)
where
1 4
Fih.o)=5[1- > g
a=X.,y,z

=sir? O(sir? 6 co ¢ sir ¢+ cos ),
and the angle® and ¢ are defined as follows:

n=(sin# cose,sind sin¢,cosb).

Expression(21) completely agrees with that calculated in

Ref. 40. Atk =0, formula(21) yields

principal axis of the ellipsoidthis axis is approximately ten
times longer than the other twdSince the Fermi surface of
bismuth is elongated in the, direction, the two-band model

is not sufficient to describe the electron energy spectrum in
this direction, and the following extended two-band model of
McClure**#®is commonly used:

(ao—aa)k§2 Eq (a0+aa)k§2 5 2
e s P e R
+[02/?kj+ agk;, (24

where the energy is measured from the middle of the en-
ergy gapEy at thelL point; @g, a4, 0, andqs are real
parameters of the model, whitg is an imaginary constant,
Re@,)=0. The values of all these parameters are well
known?%47 |t is essential that the value ¢f,| is relatively
small. It is for this reason that the Fermi surface is elongated
in the k, direction, and the termaok;, a,k’ are taken into
account. Without these terms, E@4) reduces to the two-
band model.

The g factors of the central cross sections of the Fermi
surface of Bi have been measured with high accufacy.
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When the magnetic field is directed aloggone hak,=0  where
for the central cross section, and E@4) reduces to the

2,22 2 2 (2.2 (2 2
. . . A=n + 1395192l +nz1qal" g5
two-band model. This model describes the spectrum of bis- yuds T Rzq1ia N

muth sufficiently well in this situation, and hencé 5= %[1 _ E_g] _ p0[1 " E_g} ,
=gm*/4m~1/2. If the magnetic field deviates from thye 2 2
axis, a correction to this two-band result appears. This cor- E
rection was calculated in Ref. 28 for an arbitrary angle be- VP =B [1 - —g} + vg{i + Eg—} ;
tweenH and they axis. Here we shall consider the terms

with ag anda, as small corrections and shall fiddy for the _ E, E,

. . . . A=ogll+==|-ag|d+—=—=|,
conduction band:y(k), using Eq.(12). It is clear that this a
approach is valid at sufficiently small anglesbetweenH

and they axis. with B=y,z. Formula(27) can be further simplified if one
It follows from Eq. (24) that takes into account that this expression is valid only rigr
#+0 and that the ratio|@,|%/q,03) is of the order of 102 in
so(K)=&0(K) + Ae, bism_uth‘.“i'47 Then we may put\~n’g3q3, and eventually
we find
20 (k)= (Eg2) 2+ q2k2+ |z K2+ 02k, 8~ 5(0)+ Cy tany cos{ + tar? [ Cyy Sin? ¢
+Cy,c08 (], (28)
(ag— an)k] Ey (aptaykd . o
Ae= o ) where the following parametrization for the vecto=H/H
4 2g¢7 (k) 4 has been usedt= (sin #sin{,cosy,sinycosy). The quantity

&0) is the value ofé for magnetic field directed along i.e.,
The matrix elements oft, for the central cross sections of when the angle; betweenH and this axis is zero. Note that
the Fermi surface of Bi were calculated in Ref. 28. They arethis §0) differs from 1/2 if the parametes’ has an imagi-

nary part,
to,11(8)=piT + A=Al ~iBap0an+ Po(Ea—8)? 1 he
~ ~ - 8(0)= -+ ImwY.
Pt TR, (29 073" 20,0,
o The constant€,, C,,, C,, are
,U«o,lz(S)EM(lz)"‘AMlzzADB%(%ny_Qan)_zﬁatU he
= 2 R4
+T0(Ea— )2+ Tat2= T2 2], (26) C1=5g,q2 (M ¥+ laalRe?),
where _helgy| . e—Egl2_

2x 2,

220" 1602
fie|qy Re7+ e—Egl2__
2 20,03 e 1603 «
It is clear from these formulas that an experimental investi-
gation of angular dependences &in the xy andyz planes
(i.e., in the planeg=w/2 and {=0) near they direction
would enable one to measus), C,, C,,, C,, and hence
to extract the parameters I, q; Imv%+|g,|Rev?, Rev?,
andp from the appropriate experimental data.
~ -y , In Fig. 1 we compare thé obtained using the explicit
Poa= PoaNx:Voa™ YoaNy T VoaNz- formula (28) with the & calculated numerically in Ref. 28.
Note that in Ref. 28 the termsok; and a,k; were not as-
Heren; are the components of the vector H/H; poandpa  sumed to be small, and hence the resultsfare valid even
are some real constants, amy, vY, vg, v; are constant gt 5~ /2. Interestingly, the approximate formu(@8) de-
complex parameters. The mati{®) is obtained from Egs.  scribess quantitatively even if the vector deviates substan-
(25), (26) by setting poa=v§a= .= @0a=0. Note that tally from they axis.
Egs.(25), (26) take into account corrections to the two-band
model even for magnetic field directed along thexis (n,
=ny=0). APPENDIX A: FORMULAS FOR THE g FACTOR
Using Eq.(12), we obtain

A=[(Ea—&)(Eg+Ea—26)] %

E, ao
B=(Eat+Egte)lh Eo,a(k)=r(7g+ Zaki);

t=q:1Ky; u=0qzk,+0ask,,

and

Here we present the equations determininggtiactor®
1 1 £ and the solutions of these equatithfor the cases of the
& —
S~ =+ = hi|gy|asnp+ = (g2n2+g2nd)| 1- 2|« one-band and two-band models of the electron energy spec-
2 2A 8 2e trum.
As is well known? in the semiclassical approximation an

+7a, Im([asny+ilazn[»Yng+v7n,]) |, (27) electron in a crystal in a magnetic figitl may be considered
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Herew,, = u,, [K(t)] are the matrix elements of the matrix
o in Eq. (4), andk(t) is the function determined from Eq.
(A1). The boundary condition to E4A2) is

7(T)=7(0), (A3)

whereT=2mcm*/(|e|H) is the period of the electron mo-
tion in the orbitl’, andm™* is the electron cyclotron mass.

On calculating the functionis(t) and(t) the electrory
factor for a closed orbif is given by®

_ 2mle[H
9= Tm*hic

i
fodt<ml<k)+Re{r<t)m<k)}). (Ad)

Herek denotes the functiok(t) determined from Eq(AL).
Since the combinatiofe|Hdt/c is proportional to the infini-
tesimal elementdk| of the orbitI" [see Eq.(Al)], the ap-
pearance of the factde|H/c in Eq.(A4), of course, does not
mean the proportionality af to H. This factor is due only to
the parametrization of the electron orbit with the use of the
timet.
For the one-band and two-band models of the electron

L 4 4 energy spectrum, the orhit is an ellipse, and the function

3rn/4 i k(t) is easily found from Eq(A1). In both these cases the
matrix u,, has the forrf®

0.5
0.4
© 0.3

0.2

0.1 b

FIG. 1. The dependence é&=gm*/4m on the magnetic field direction in M;?)),(k) =y(k)c,, (A5)
Bi, Eq. (28), (solid lineg. The values of the parameters are the same as in ) )
Ref. 28. The magnetic field lies either in the plane(a) or in thexy plane ~ Where p,p’'=1,2, (k) is some real function of the wave
(b). The a_mglen is measured fror_‘n thg axis; the positivg direction of is vector (and of the electron energyandc,;=—c,, andc,
taken as in Ref. 35. The dotted lines show the appropriate results of Ref. 28, c3, are real and complex constants, respectively. With the
which well describe the experimental d&ta. . . g

use of Eq(A5), equation(A2) with boundary conditiorfA3)

is solved exactly,
as a wave packet, with the wave vector of the pa&ketov- 7=(—Cpy=\)/Cy,

ing in an orbif T in the Brillouin zone. The dependence of
the wave vectok on the timet can be found from the equa- Where

tion A= \/(C11)2+|C12|2. (A6)

hk= g[Hx w(K)1, (A1) H:)?jr:alist ifsollows from Eq.(A4) that theg factor for these
where the electron velocity is given by gO— izm)\le||-| detd/(k(t)). A7)
1 de(k) mm*fic Jo
OTE T In the one-band case one Aag=1, c,, = pu,, (Key,

During the electron motion in the ortit the direction of its ~ Wherekey is the point of the band extremum in the Brillouin
spins changes due to the spin—orbit interaction. To describ@one- Using the formuld@=2mcm*/(|e[H), we obtain

the direction of the electron spin in the semiclassical ap-  g(O=+am\/4.

proximation, we introduce a complex paramet€k) that
defines the components of the electron wave functith)
in the spinor space of the Hamiltonia#) as follows:

Note that in the one-band model tlj does not depend on
the energy and thus coincides with theactor at the band
edge.

In the two-band case one Rés

file+0.5Eg—fivy(0)k] ™t
This definition leads to the following representation of the W(k)= 26— A[Vo(0)—Va(O)]K
electron spin at the poirk of the semiclassical orbit: 0 a

1 (2Rer2Im7,1—|7/?)
s:_

1
«P(k)oc(,

wherece is the electron energy, and the other notations are as
2 _ in Eq. (3). The explicit expressions far,,, are presented in
2 1+|7| Ref. 28. Integrating Eq(A7), we now arrive &

Then the dynamics of the electron spin may be described by (0 = + 2m/m*
a function#(t). This function obeys the equatidh

|e[H

c

Note that in this case the combinatiaf=gm*/(4m) is
equal to+1/2, and thus the electron energy levels in the

\fir= magnetic field are doubly degeneréte.

(12T +2p197T— plo). (A2)
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Measurements of the spectral distribution of the light absorption coefficient in the garnet
NaCaMn,V;0,, are performed in a wide range of wavelengths. The influence of unpolarized
illumination of a crystal on the light absorption spectrum is investigated. A substantial
long-lived photoinduced effect is observed at low temperatures. This effect is manifested as a
change in the spectral distribution of the light absorption coefficient and reflects a

lowering of the valence of the vanadium ions under the influence of photoilluminatior20@2!
American Institute of Physics[DOI: 10.1063/1.1820039

1. INTRODUCTION position is close to that of NaGsIn,V30;,; the V** ions
) L , are present in the lattice together witiVions® It is very
Optical excitation is one of the most effective methods)y oy that 4+ jons are also present in the initial structure of

for generating metastable states, which are found to be Ionqhe garnet NaGMn,V40y,. Moreover, on the same basis
lived in many cases. Many micro- and macroscopic Properiic «ouid also be tr2ue3 fcirz.lvﬁ’f ons. ’

ties of compounds change as a result of a photoinduced tran- The most informative experimental method for deter-

sition into metastable states. For examp_le,_ in certain h'ghfnining the valence of ions is spectroscopy, specifically, op-
temperature superconductors photoexcitation changes the

spectral characteristics of these compoullsnd at the tical spectroscopy. Indeed, the energy spectrum reflects quite

. : . . . clearly the individual features of any particular ion. If an ion
same time stimulated their conducting properties—the super: .
hanges valence, acquiring an extra electron or, conversely,

conducting transition temperature, the normal-phase conduf— . o
tivity, and the critical superconductivity current all oses an eIectror?, then this necessarily influences the energy
increase™® At low temperatures these effects are |Ong_spectrum (_)f the ion. e L .
lived—the relaxation times are of the order of days and pos- There is now full justification for believing that photoin-
sibly months. However, above 120-150 K the relaxationduced effects in garnets based on manganese ions are due to
times decrease sharmtgo,minutes seconds, or lgstn high- & change in the valence of these ions under the influence of

H H inA11-13
temperature superconductors the oxygen subsystem p|‘,lesp(tiot0|lIum|nat|on. Nonetheless, manganese garnets can

decisive role in the formation of long relaxation times. also contain other optically active ioffor example, ions of
Quite long-lived photoinduced effects have also been opdifferent t_rans[tlon. metajsthat can also change valence un-
served in many garnets23As in the preceding case, these Qer photoﬂlumlnat.lon, so there is no guarantee th.at all photo-
effects are due to charge transfer as a result of optical exciduced changes in spectra are due to a change in the valence
tation. There is good reason to beliéVehat just as in high- Of solely manganese ions.
temperature superconductors the long relaxation times in In addition, the contributions of M and M in the
these garnets are also due to the presence of an oxygen s@ectral distribution of photoinduced absorption cannot al-
system. ways be separated simply and uniquely. This is because a
Some transition-metal ions in the crystal lattice of mostMn®* ion has ahalf-filled 3d shell (five electrons The de-
garnets where a photoinduced effect has been observed colgneracy of the @ state is high because the maximum pos-
be in a valence state different from the ground state for thisible values of the total orbitdl and spinS angular mo-
compoundthis is probably due to the presence of structuralmenta are large. As a result of the interaction of thee 3
nonuniformities, which inevitably appear when the crystalselectrons the energy structure of Knis found to be very
are grown. Moreover, in many cases, external perturbationgleveloped and most electronic transitions occur into the
can change the valence of transition-metal ibns? near-IR, visible, and UV regions. The electronid 8hell of
The ground-state configuration of the experimental garthe Mr?* ion is nearly half-filled 6=4). The energy struc-
net NaCaMn,V;0,, contains ions of divalent manganese ture of the ion is also well developed. In addition, #ncan
Mn?* and pentavalent vanadiun?V ions. At the same time undergo a spin-allowed electronic transitiofE(°D)
EPR measurements have shown th&t Vons are presentin  —°T,(°D). In the absorption spectra of garnets this transi-
the compound NaGdlg,V;0;, whose stoichiometric com- tion corresponds to a very wide and intense band near
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19000 cm' !, overlapping a large part of the spin-forbidden A, 10%nm

bands of MA* and Mrf* ions. It should also be kept in 12 10 9 8 7 6
mind that charge transfer, which in these systems accompa- LALLM L
nies at least some electronic transitions, causes substantial

broadening of the absorption bands of electromagnetic waves - 15T
and increases the band intensities. All this complicates the =
interpretation of the bands associated with electronic transi- o 10+
tions in manganese ions and makes it difficult to attribute the =
bands unequivocally to M or Mn®* ions. X

The situation for transition-metal ions is different. For 5F
these ions the number of electrons in an unfilledsBell (or,
conversely, with an almost filled shels small. In particular, oh——r——" .
this is true for the vanadium ion. Tha3hell of a vanadium 8 10 12 14 16 18
ion in the \P* state is empty and thd-d transitions are 1
completely absent. In the N/ state there is only oned3
electron; the spectrum of such an ion is not VeryriG. 1. Photoabsorption spectrum of Na®m,V;0;, in the absence of
developed—it lies in the radio, IR, and visible ranges and iptical excitationd=50 um; T=30 K.
due to which occur from ainglecrystal field split tern?D.

Consequently, if transitions of vanadium from thé*Vinto

the V** state occur as a result of photoexcitation, then suchbsorption is observed in the entire experimental frequency
transitions should be accompanied simply by the appearangange, but substantial growth &f(») starts at 14000 cit.

of a new absorption ban@r several bandswhich does not Unpolarized emission from a helium—neon laser was
exist in the initial spectrum? In other words, the interpreta- used as the source for optical excitation. The radiation wave-
tion of the changes in the absorption spectrum in this case iength was 633 nm and the radiation density was
much simpler and, most importantly, unequivocal. For ex-0.13 W/cn?. The laser beam was directed at a small angle to
ample, in Ref. 14 EPR and optical spectroscopy were used titie [100] axis.

observe the change in valence of vanadium ions in a Optical excitation results in a photoinduced increase of
NaCaMg,V30,, single crystal, using thermal quenching the light absorption coefficient of the crystal in the entire

(heating of the sample followed by rapid cooljrig transfer ~ experimental frequency range. Figure 2 shows the kinetics of
the sample into a metastable state. the photoinduced chang@X of the light absorption coeffi-

In the present paper the results of the observation ofient of the crystal measured at two wavelengths. The initial
valence changes of a vanadium ion in the garnesharp growth oK corresponds to the moment when the laser
NaCaMn,V30;, under the action of optical excitation are illumination is switched on, and the dropoff nea¢ 15 min
presented. Optical spectroscopy is used as the instrument ofrresponds to the time when the laser illumination is
observation. At sufficiently low measurement temperatureswitched off. The photoinduced effect essentially saturates in
(30 K) the photoinduced changes in the absorption spectra5 min of illumination, after which the spectral distribution
are large, and the relaxation times are long. At the same timef the absorption coefficient of the illuminated sample re-
this temperature is somewhat higher than thelNempera- mains virtually constant.

v, 10% em-

ture of the garnet NaG&n,V30;, (Ty=25 K (Ref. 16), On this basis, with the laser switched on, the light ab-

making it possible to neglect in the analysis any features dusorption spectrum was recorded 15 min after the photoillu-

to antiferromagnetic ordering. mination. The difference between the two measurements of
the absorption spectrum of the sample performed after and

2. EXPERIMENT before photoillumination gives the spectral distribution of the

NaCaMn,V;0,, single crystals were grown by sponta-

neous crystallizatioh! Samples were cut in the form of 30 F

plane-parallel plates perpendicular to thE00] crystallo- }

graphic axis. A quartz halogen lamp, powered by a highly st

stable current source, served as a light source for the mea- AR :

surements. The light from the lamp was passed through a s
MDR-23 diffraction monochromator, which was used to scan WW”’"’;‘%
the spectrum, and directed onto a sample located in a cry- ; ,\% WS 2
ostat. In the sample the light propagated alond ] axis. 10} T Wi,

The monochromatic light flux density on the sample was :
low, so that the photoinduced effect from the probe source

20

AK, cm1

was below the threshold of measurement accuracy. Photo- 0 bt ) A . L . ) |
multipliers were used to record the light intensity at the exit 0 5 10 15 20 25 30 35
from the sample. t, min

Figure 1 shows the spectral distribution of the light ab-FIG. 2. Time dependence of the photoinduced light absorption in

sprption coefficienK(v) in a sample of.a NgQMnZV?Olg NaCaMn,V50,,. d=50 um, T=30 K; A=750 um (1), A\=575 um (2.
single crystal before the sample was illuminated with light.The arrow marks the moment when photoillumination is switched off.
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A, 10%nm deformed because the electron on the photoexciteti Ntm
12 10 9 8 7 6 is repelled by the electrons on the oxygen ion. This creates a
S ' ' " favorable situation for a hole to leave th8 Vion and enter

30} the oxygen subsystem. In other words, a vanadium ion,
- which has an oxygen neighbor in common with the photoex-
L A cited Mr?* ion, is transferred into the 4 state.
© 20~ P Therefore both scenarios produce identical changes in
ﬁ N the oxygen subsystem. But they differ by the method by

which a hole is generated: in the first case the hole arrives
from a Mr®* ion and in the second case fron?\/
In Fig. 3, which shows the spectral distribution of the
. . photoinduced effect in NaG®In,V3;0,,, the most notice-
8 10 12 14 16 18 able feature is the appearance of a new bapd It is
v, 102 cm-1 known'® that the frequency of the lowest energy band in the
absorption spectrum of a Mh ion in the octahedral envi-

FIG. 3. Spectral distribution of photoinduced_ light absorptioq in ronment formed by & ions (close to the & complex in
NaCgMn,V;0;,. d=50 um, T=30 K. For comparison the broken line

shows the light absorption spectrum of a Nadg,V 30, crystal with an NaCQMn2V3012) is of the order Of,16000 cnt. In the case
optically active V#* ion'* (in arbitrary units along the ordinate of a M** ion the lowest bandspin-allowed transitionin
garnets lies near 19000 crh*° Therefore the new band can-
not be identified with electronic transitions in the fnand
photoinduced effectFig. 3. The gap in the spectral distri- Mn3" jons. On the other hand, the contour of the photoin-
bution of the photoinduced absorption in the sample near theluced bandv, is nearly identical to that of the band in the
optical excitation wavelength =633 nm is due to suppres- absorption spectrum of the crystal Na®hy,V;0;, (Fig.
sion of the scattered laser light. 3).1* In Ref. 14 the quenching method made it possible to
Aside from the general growth of the photoinduced ab-lower the initial valence of the vanadium igne. V®* was
sorption in the entire experimental frequency range, the opreduced to VV*). Thus the appearance of the new bagdn
tical excitation gives rise to a new absorption band with athe  spectrum of the photoilluminated garnet
maximum near »,=14500 cmi' and half-width about NaCagMn,V;0;, can be attributed, with a high degree of
4000 cmr . This new band can be clearly seen against thesonfidence, to the appearanceaafditionalions V** in the
background due to the long-wavelength tail of the strongeerystal lattice, which occurs together with the photoinduced

absorption. effect as a result of the transfer of electrons from the oxygen
subsystem & to the \P* ions (mechanism 2
3. DISCUSSION The result obtained is direct experimental proof of the

A d in the introducti h ‘ lowering of the valence of a vanadium ion in the garnet
$ hoted in the introduction, the presence of an oxyger}\lac.swn2V3O12 under photoillumination. At the same time

subsystem in the experimental garnet plays a special role iHot all photoinduced changes observed in the absorption

tEe formation of hﬁles with Iongb ref:omblngl;llqn t'rfn@dﬂ ¢ spectrum of garnet in the experimental wavelength range
the present case there are two basic possibilities for the Or(Fig. 3 are due exclusively to the transitions V—V** in a

. . 2 .
mation of holes in the oxygen subsystem®(® which are . vanadium ion. It is very likely that manganese ions also con-

capable of producing a long-ived photoinduced effect Ntribute to the observed photochromic effect in the high-
NaCaMn,V3;0,,. We shall briefly examine these possibili- frequency region of the spectrum

ties. 3t o We are deeply grateful to A. M. Ratner for a fruitful
1. A Mn°" ion absorbs a laser photon. The excitation ;. ;
) . X discussion of the results.
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X-Ray investigations of solid solutions formed by condensation of mixtures of normal hydrogen
and neon gases are performed for concentrations ranging from 2 to 60 midh%nd

temperatures ranging fino 5 K to themelting temperature of the sample. The structure of the
vacuum condensates N#H, immediately after the samples are obtained is investigated.

The boundary of single-phase solutions of hydrogen in neon is established to be 2 mol.%. At high
H, concentrations a hexagonal hgphase forms in addition to a cubic fcc phase. The

lattice volumes of these phases are somewhat larger but close to the volume of a pure-neon cell.
The hexagonal hgpphase vanishes when the condensates are heated to a temperature of

the order of the melting temperature of neon. This metastable hexagonal phase in the neon-rich
mixtures studied is probably identical in nature to the previously observedpigse in

hydrogen-rich solid mixtures. Both phases have one symmetry and the same cell volume.
Information on the phase composition of the condensates is obtained from data on the
concentration and temperature variations of the x-ray reflection intensities. It is shown that as the
concentration of hydrogen molecules in the initial gas mixtures increases, the amount of the

fcc phase in the condensates decreases almost linearly and the amount of,theasepincreases.

A combined analysis of the data obtained in the present work and previous measurements
established the phase boundaries in the entire concentration range of the condensates. Evidently,
because the molecular parameters of the components are close titd,Neixtures do

not form gel-like states, which are characteristic for quench-condensed ,Kr—H
condensates. @004 American Institute of Physic§DOI: 10.1063/1.1820040

1. INTRODUCTION atoms fill nanovoids. Since diffusion is strongly suppressed

. . at sufficiently low temperatures, helium interlayers prevent
The problem of controllable technologies for preparing ) : . . 4 :
: . T he impurity fractions from forming macroscopic particles.
solid mixtures capable of functioning as accumulators o

. . . .~ As temperature increases, all particles start to diffuse, the
energy-dense states is topical from the standpoint of appllcaBinding of impurity nanoparticles with one another causes
tions and general physics. A method for producing solid mix- dditional heat to be rel d. and th f alli
tures of helium with various particle@toms, small mol- additional heat to be released, and the process of crystatiza-

ecules and radicals, and so)avas once proposedThis was tion of the impurity fragtion proceeds like an avalanche. Not
done using a jet of the corresponding impurity particles,so long ago it was believed that an absolutely necessary ex-

which was blown directly into the container holding the su-Pefimental condition for obtaining impurity-helium states is
perfluid helium. This yielded self-maintaining gel-like h|g.h thermall conductivity of superfluuj hellum, asa result- of
samples which held their shapes for very long times, if theifVhich the high energy of the impurity particles in the jet
temperature remained sufficiently low. As temperature inPlown into the container dissipates rapidly and effectively.
creased, these samples decomposed explosively and a corrbsequently, however, a procedure for embedding impuri-
sponding impurity fraction was forméedhe critical tempera-  ties directly in solid helium was proposed and realizsee

ture depended strongly on the type of impurity. A series ofR€ef. 4. But, a no less unique property of solid helium is used
experiments enabled the authors of this method to advand® this case—its superhigh plasticity.

the hypothesis that the impurity particlésn) form van der Since hydrogen is not a superfluid, the no less topical
Waals complexes of the type Imi3das a result of the stron- problem of producing similar states based on hydrogen must
ger impurity-helium attraction which in turn can form an be solved on the basis of different considerations. We have
amorphous or even crystalline body as a result of attractiv@roposed and realized a method for quench-condensing gas-
intercomplex forces. Subsequent structural and optical invessous mixtures of normal hydrogen with krypton and argon
tigations(see the review in Ref.)3howed that morphologi- atoms on a cold substrate. This method has yielded samples
cally the states under discussion are gels where the impurityith a large fraction being similar to helium-impurity stafes.
particles form an irregular hollow framework and the heliumThis showed that we were dealing with hydrogen-impurity

1063-777X/2004/30(12)/6/$26.00 984 © 2004 American Institute of Physics
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gels. More generally, it would be desirable to extend thissolidus. There are two reasons for this. In the first place, in
method(possibly, modifying it appropriate}yto other non- this case the concentration boundary is determined not by the
metallic, specifically, noble, elements. equilibrium line but by the lability line. In the second place,
Among binary mixtures of cryocrystals the systemthe true concentration in a uniform phase can differ appre-
Ne—H, possesses the unique feature that the molecular p&iably from the nominal concentration and, in addition, it can
rameters of the components are extremely cfdsk.is now  strongly depend on the condensation procedure. For ex-
known that in many respects NeHlloys close to equilib- ample, we have established in our previous work that when
rium behave anomalously. For example, the presence of Bydrogen is dissolved in neon the fcc structure of neon re-
structural anomafy in weak solutions of neon in solid mains up to 5% K. For a different method for obtaining
parahydrogen led to the conclusion that van der Waals confample$’*® the solubility of hydrogen can reach 10%, and
plexes Ne(H),, which are “built into” and from the dy- the application of hydrostatic pressure decreases it apprecia-
namics standpoint are quasi-independent of the hydrogen Ialy in this system.
tice, can exist. The specific anomaly in the heat capaoity In the present work, using the results of previous
such solutions can also be explained on the basis of thivestigation§'®and the latest data on solutions of hydrogen
complex-formation hypothesis. In addition, x-ray studies ofin argon and kryptori, experiments were performed on
solutions of neon with parahydrogen and normal hydrogeﬁamples obtained under extremely nonequilibrium conditions

have revealed an unusual phase which can be regarded adferystallization. How the annealing temperature and hydro-
phase formed on the basis of neon but with a cubic fcc in9en concentration influence the structural characteristics of

stead of a hexagonal hcp structdfeThe main motivation  the Ne—F solid solutions is also studied.

for the present work was to investigate this new hexagonal
phase and the formation of gel-like states in greater detai. EXPERIMENTAL PROCEDURE

and from the standpoint of possible partial decomposition of The samples were obtained by condensing small por-

the semiclassical system Ne»H : )
. tions of gaseous mixtures of normal room-temperature hy-
Another question proposed for the present work was the
. h drogen and neon onto a flat copper substrate=ab K. The
maximum mutual solubility of the componefitsor our

sample-preparation procedure. The point is that even thouq%ondensation conditions were adjusted so that the substrate
pie-prep P : P ould not be heated by more than 1-2 K when the mixture

the molecular parameters O.f the experimental Cormmnem@rystallizes. The initial components were at least 99.99%
‘E‘re exg%mely closg(according toztgggregtgg%rcesé the pure. The hydrogen concentration in the mixtures was set to
_ennar -Jones  parameters an_e: o o A ande within 5% using theP-V method. The nominal hydrogen
=35.2-36.7K for B and 0=2.749-2.788 ande concentrationx in the gas mixtures was varied from 2 to

=35.6-36.7 K for Nethe degrees to which the components ge, The polycrystalline samples obtained were estimated to
retain their quantum nature differ substantially primarily be-po 51 mm thick.

cause of the large difference in masses. Consequently, the |14 powder x-ray diffraction method with a DRON-3M
difference of the molar volumes of the crystals of the pur€yiftactometer and a helium cryostat for the temperature
components is also large. Thus, the cell volume isgnge 5300 K was used to perform the structural studies.

13.31 crﬁ/mole is for hcp neon ;smd 22.83 ém_wole forthe  The temperature of the samples was measured and stabilized
hep lattice of normal hydrogen,which predisposes this 4 \yithin +0.05 K. Diffraction patterns were obtained not

nominally almost isotopic system to decomposition, just a%nly from freshly prepared samples but also while the

in the case of truly isotopic hydrogen—deuterium mixtures. samples were heatdébr two or three temperatures right up
According to Refs. 12 and 13, separation occurs even iR, ihe corresponding melting temperatyres

liquid solutions. As a result, the mutual solubility of the com-
ponents is very limited in the liquid state and especially in
the solid state. According to x-ray investigations, when
Ne—H, mixtures crystallize from the liquid pha¥ehe maxi- For the extremely stringent conditions which we used to
mum solubility of neon in normal solid hydrogen is no more condense NevH, mixtures and for hydrogen impurity con-
than 0.25%.(Here and below we refer to molar fractions. centrations varying over wide limits it is impossible to obtain
This result has been confirmed by more accurat&ompletely amorphous samples, though partial structural dis-
measurementS,where the same quantity was determined toordering is observed, especially near the equimolar compo-
be 0.2%. An analysis of the thermal conductivity of solutionssition. This is clearly seen in Fig. 1, where typical x-ray
of neon in hydrogen gave the same valfids far as the diffraction patterns from a sample obtained by condensing a
maximum solubility of normal hydrogen in polycrystalline gas mixture wittk=50% Ne are presented as an example. It
neon is concerned, x-ray diffraction investigations haves evident that the coherent reflections from condensates
shown that it is at least 0.5% for crystallization of liquid freshly preparedta5 K are much weaker and much wider
mixtures®* than the reflections from solid solutions annealed with tem-
When solid solutions are obtained under extremely nonperature increasing. A substantial temperature variation of
equilibrium conditions, for example, with high degrees ofthe form and intensity of incoherent scattering is also ob-
supercooling, the regions of single-phase solutions based aerved. The initial samples have a clearly noticeable bell-
the initial components can be much wider than the nominashaped background scattering localized at angles 2
limits (determined according to the composition in the con-=32-38°, covering the strongest reflection from the close-
densing gas depending on the maximum solubilities at the packed(111) planes of the fcc neon crystals. As temperature

3. RESULTS AND DISCUSSION
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phases of the solid mixtures N&H,, obtained by condensation from gas at
FIG. 1. X-Ray diffraction patterns from the solid mixtures -N80% nH, 5 K: fcc (@), hcp(A), molar volume of fcc phase of pure neon at §®).
condensedtab K and then systematically annealed at higher temperatures.
The diffraction patterns do not contain reflections from a phase based on the
hydrogen lattice; only two systems of reflectigitise indexing is indicated

from cubic and hexagonal phases with molar volumes close to that of soll(ﬂ?at the hC@ phase was absent in some samples and traces of

neon can be seen. The diffraction patterns are shifted relative to one another ; .
along the vertical axis. this phase were present in other samples. Consequently, this

concentration is taken as a limit where the hphase only

just begins to appear, and it is also assumed that all of the
increases above 10 K, this background vanishes and the imydrogen dissolves in the fcc neon phase.
tensity and localization of coherent scattering increase appre- The lattice parameters and volumes of both phases were
ciably. This could indicate that the defect density and stressedetermined in the entire experimental range of concentra-
in the crystal structure of the solutions decrease and that ations. It was found that within the statistical variance the
amorphous phase, which is present in the samples and molar volumes of the fcc and hgmphases are essentially
responsible for the observed background halo, crystallizesndependent of the composition of the samples in the gas
and the crystallites increase in size as a result. This temperghase(Fig. 2). Nonetheless the nominal hydrogen content
ture behavior is characteristic for all compositions of the ex-varies by a factor of 30. We note that the volumes of both
perimental mixtures. phases are clearly greater than the characteristic value for

It is evident, including in Fig. 1, that the diffraction pat- pure crystalline neorfopen circle in Fig. 2° In addition,

terns contain a collection of reflections which are unusual fothe volume of the hexagonal hcphase in the entire concen-
the cubic phase of pure neon. Analysis showed that the oliration range is systematically leisy 0.06 cni/mole) than
served diffraction pattern corresponds to the presence of twihe average volume of the cubic pha$ég. 2. The neon-
phases in the sample—cubic fcc and hexagonal hcp phasdsased hexagonal phase hdp characterized at =5 K by
In addition, the molar volumes of both phases are close téhe parameter ratio/a=1.636+ 0.0005, which agrees satis-
the volume of the pure-neon lattice. Since the two indicatedactorily with the previously obtained valtfeand somewhat
phases have close volumes, the reflections from the closgreater than the value 1.634.0005 observed for pure nor-
packed layers of both phases almost completely coincidenal hydrogerf® The ratioc/a remains constantto within
with one another. We obtained the same result in Ref. 10the variancg just as the volume, over the entire concentra-
where this phase was first observed and correctly identifietlon range. The ratioc/a for the hcp phase is also
but not investigated. The hcp phase was also observed iemperature-independettt.
Ref. 14 with crystallization of mixtures with hydrogen con- The data showing that the lattice parameters and vol-
centration above 0.5 mol.% from the liquid phase, but theumes of both phases are independent of the hydrogen con-
appearance of this phase was attributed to the decompositi@mentration are very surprisingFig. 2). This is especially
of a solid solution with separation of a hydrogen-based hexstrange because we did not observe a hydrogen-based phase,
agonal phase. In the present work it was established thand therefore in the entire experimental concentration range
together with a cubic fcc neon phase, the reflections fromalmost all of the hydrogen can enter into the solid neon when
this unusual hexagonal hgphase(the notation hcpis in-  the NenH, mixtures condense. The phenomenon under dis-
troduced in order to distinguish this phase from thecussion can be understood if it is assumed that thenidl-
hydrogen-based hexagonal phasehc@re observed fox  ecules in solid mixtures with neon do not possess the quan-
<98% Ne. Since these reflections from the hghase are tum properties which they possess in pure-hydrogen crystals.
strongly shifted(by more than 5°) relative to the “hydro- When hydrogen enters the neon lattice the quantum nature of
gen” triplet, they cannot correspond to diffraction from the hydrogen molecules is easily suppressed. Then, substitu-
hydrogen-based hexagonal crystals. Summarizing this part afon of hydrogen molecules for neon atoms at the sites of the
the our investigations, we underscore the fact that for allinit cell should not greatly change the interaction energy,
samples, right up to a mixture composition with 60 mol.%since the molecular parametetrsand o for hydrogen mol-
hydrogen, no reflections from a phase based on a hydrogestules and neon atoms are close to one another, and there
lattice are observed. We also note here that samples»with should be no observable lattice deformations over a wide
=98% did not always give reproducible results in the senseoncentration range. This prerequisite is confirmed in the
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FIG. 3. Concentration dependences of the intensities of20@ reflections FIG. 4. Concentration dependence of the ratio of the intensities qfLO®
from the fcc phas€O) and (100 reflections from the hgpphase(l) and and (200 reflections from the hexagonal hcpnd cubic fcc phases of the
the sums of the intensities of the reflections from the cybid) and hex-  solid solutions NeaH, obtained by condensing gaseous mixtures on a sub-
agonal(002 phases of the solid solutions NeH,, obtained immediately  strate with temperature 5 K.

after condensation of gas mixtures on a substrate with temperatur@®8.K

x-ray reflections from the condensates of the solid solutions

concentration dependences of the parameters and volumbe-nH, were analyzed assuming that the microstructural
which we obtained for the lattices of the fcc and hippases State of the sample&legree of dispersion, microdistortions,
of Ne-nH, solid solutions condensed from gas on a substratéexture, and so grwas the same at all concentrations. This
at temperature 5 KFig. 2). The cubic and hexagonal neon assumption is close to reality, since the method used to ob-
phases have, to within the measurement error, almost tH@in the condensates and the x-ray diffraction measurements
same lattice volumes, which remain virtually unchanged as @erformed on them were identical for all compositions. This
function of concentration over a wide concentration range. makes it possible to attribute the observed changes in the

On this basis the appearance of coexisting fcc ang hcpintensities primarily to a change in the phase composition of
phases at a certain composition cannot serve as evidence filye samples. Figure 3 shows that as the nominal hydrogen
the “standard” separation of the solid solution. Both observ-content increases, the intensity of tt@00) line of the fcc
able phases possess almost identical lattice volumes, whilghase decreases and the intensity of(f@) line of the hcp
the volumes of the neon- and hydrogen-based solid solutionghase increases; both dependences are nearly lineat. As
should be substantially differeriby 70% or morg There- decreases, the total intensity of the reflections, which are
fore the observed cubic and hexagonal phases should be &ectually inseparable, from the close-packédl) layers for
tributed to the crystalline modifications of neon-based soluthe fcc and(002) layers for the hcp lattices also decreases
tions. It is well known that the difference of the energies ofquite rapidly.
the fcc and hcp lattices is extremely small for crystals of ~ The dependences of the total intensity of {260 line
inert elements. The high density of stacking faults in fccof the fcc phase on the nominal concentration were analyzed
inert-gas crystals attests to tffsConsequently, various fac- to obtain quantitative data on the phase composition of the
tors, including impurities, can disrupt the stability of the cu-samples. Figure 5 shows the ratio of the total intensities of
bic structure relatively easily. the (200) line of the fcc phase as a function f referenced

As a supposition requiring further checking, we shallto the intensity of this line at the critical concentratian
formulate the following scenario for the crystallization of =98%, for which we believésee abovethe entire sample
neon-hydrogen mixtures. In all probability, the fcc lattice of to be still in the fcc phase. Assuming the microstructure of
neon cannot accept even a very snilss than 2%amount  the samples to be the same for all compositions, it can be
of H, impurity without becoming unstable. In this respect the
hcp lattice is found to be more “suitable,” admitting an ad-

mixture of hydrogen molecules as impurities in substantially 1.0F ®
larger numbers. As a result, two phases are formed when a L
gas mixture with a definite composition condenses. In one = ¢ 0.8}
phase the hydrogen content is minimufac) and virtually 8§ -
all of the impurity component is in the other structure 580.6-
(hcp,). Actually, in this case a single factor will determine g2 r
the ratio of the amounts of these two phases in the samples. %g 0.4
To analyze the ratio of the hexagonal and cubic phases x© 0.2k
of neon, curves of the total intensities of all observed reflec- -1 .
tions were constructed as a functionxofFig. 3) for freshly o T

prepared samples, and similar curves were constructed for 0 20 40 60 80 100
the ratios of the total intensities of the reflections belonging X, mol. % Ne

unequivocally to_ different pha_ses(—]:OO) re_ﬂeCtiO_n_s for hcp  FiG. 5. Concentration dependence of the content of the cubic fcc phase in
and (200 reflections for fcc(Fig. 4). The intensities of the the vacuum condensates Mét, at T=5K.
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supposed that this ratio characterizes the specific content &fG. 7. Temperature dependences of the intensities of x-ray reflections from

the fcc phase. It is evident that aslecreases, the content of the hexagonal hgpand cubic fcc phases of the binary mixture Ng0

the fcc fraction decreases and, according to the linear exrpOI'%nHz: (100 hcp (@), (111) and(003 hep (4), and(200 fec (V).

trapolation performed, drops to zero with approximately

17% neon in the mixtures. gen concentration in the condensates increases, the tempera-
The results obtained, together with the data in Refs. §ure of intense decomposition of the hophase decreases.

and 10, make it possible to construct the following unifiedAs follows from Ref. 8, in the limit of hydrogen-rich solu-

qualitative picture of the phase composition and boundariegions this phase decomposes at temperatures near the melting

of the phase regions of NeH, condensates obtained in the temperature of pure H

entire concentration interval at 5 K. The solid solutions based

on pure components exist in relatively narrow ran@e§. 4 cONCLUSIONS

6): the hcp phase of hydrogen fox<0.25 mol.% and the . . ) .
fcc phase of neon-based solutions fatnH,)<(2-5) Quench condensation of N&-, mixtures in a wide

mol.%. Multiphase samples form in the intermediate concentoncentration range from 0.5 to 98% does not yield amor-

tration range. On the Ne side the condensates consist of twg10US Or extremely fine-crystalline states, as observed in
phases in a wide concentration range from 2 to 87 mol.9gnixtures with heavier inert gases. The system studied here
nH,—cubic fcc and hexagonal hepThen a range of triple- follows a different path, specifically, the hexagonal Hcp

phase states is observed 5-13 mol.% Ne, where a hydrogeﬂhase of neon is present in vacuum condensates together
with phases based on the Rcand fcc lattices of the initial

based hexagonal hgphase is added to the phases with the
volume of the fcc and hepneon lattices. In the interval CcomMPonents. Both phases—hand fcc—have nearly same
unit-cell volume, which is close to the lattice volume of pure

0.5-5 mol.% Ne only two hexagonal phaseshapd hcp i ) i
with volumes close to the volumes of the lattices of pure€0N and remains constant over a wide concentration range.

hydrogen and neon were usually observed. The result of ext"€ NCR phase is an excellent hydrogen accumulator and, in

trapolating to low neon concentrations agrees well, to withinfn€ liMit, can contain up to 83 mol.%;H As the concentra-

the error in determining the reflection intensities, with thetion of hydrogen molecules in the initial mixtures increases,
proposed diagraniFig. 6) of the phase composition of the the quantity of the hcpphase increases, and the content of

condensates. The amount of the fcc phase in the triple-phad® cubic fcc phase decreases linearly. When the temperature
region is indeed very small, and this phase completely vanof the samples increases, a complete irreversible decomposi-

ishes at the boundary with the region of coexistence of th&ion of the hcp phase into the phases of the initial compo-
hep, and hcp phases. nents occurs near the melting point of the crystals. The latter

The presence of a three-phase region in a tWo_circumstance attests to the facts that this phase is metastable

component system attests to the fact that one phase is a ndi2d itS appearance in the condensates is due to the extremely
equilibrium state. Previous investigatiéri€and the investi- nonequilibrium conditions of crystallization under which the

gations performed in the present work have established thsplid mixtures were obtaineq directly from the gaseous state.
even though it is long-lived at low temperatures the shcp For the vacuum condensation method used in the present

phase is a nonequilibrium state. At high temperatures, wher&©rK: E)he boundary of single-phase states on the neon side is
the accelerating diffusion of the molecules leads to an equi2 mol.% H,. .
We are deeply grateful to M. |I. Bagatskand B. Ya.

librium state, the hcpphase becomes unstable and irrevers- ; ) - . ) ,
ibly vanishes, decomposing into the stable héwydrogen Gorodilov for a discussion of the results obtained in this
and fcc neon phases. The present investigations of the inflyvork and for valuable remarks. Partial financial support for
ence of temperature on the phase composition ofnNg- this work was provided by the International Science Founda-
condensates confirm this conclusion. Heating samples with 40N CRDF (grant UP2-2445-KH-02
high neon content above the hydrogen melting temperature _
ordinarily results first in a weak and then, near the meltingl)'\f/\-/'\"a"idgaltsov%l:t-mafkov-Ua © roferming o the eauilibr bty
. . . . . e underscore that here we are not referring to the equilibrium solublli
point of neon, a strong change In th_e '”te”S'tY of reﬂe(_:tlons of H, in solid neon(or vice versg because at temperatures near 5 K it
from the hcp and fCC_phaseS’ attesting to an increase in the gpoyig be vanishingly small. The measured quantity is the maximum con-
amount of the latte(Fig. 7). It was noted that as the hydro- centrationx;,, of the H, impurity in Ne crystals obtained under definite
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quench-condensation conditions for which decomposition does not occui®A. S. Baryl'nik, A. I. Prokhvatilov, and G. I. Shcherbakov, Fiz. Nizk.

and the neon-rich phase retains “its individuality.”
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Comparative measurements are performed of the cathodoluminescence of Xe—Ne solid alloys
and free Xe clusters. A nonelementary band is observed on the low-energy side of the
well-known transition in the neutral excimer complex;3X€.1 eV). The structure and intensity

of this band depend on Xe concentration. It is concluded on the basis of an analysis of the
experimental data for cryocrystals and ionized clusters that this new band is a superposition of the
luminescence of homo- and heteronuclear charged excimer complexes. It is shown that the

neon matrix can serve as an effective reservoir for accumulation of hole centers and localized
electrons. ©2004 American Institute of Physic§DOI: 10.1063/1.1820041

1. INTRODUCTION stabilizing positively and negatively charged centers. Thus,

. . . . i Is with i iti le of formi -

In connection with the development of high-power exci- dppl_ﬂg cryocrysta.s with impurities capable otforming nega
tive ions and serving as traps for electrons is widely used in

mer lasers, special attention has been devoted since 19803t oe “matrix isolation” method®® In Ref. 11 luminescence

the observation and investigation of charged excimer com- : )
. ; : spectroscopy was used to obtain evidence of electron local-
plexes of inert elements in gas dischargés.the last few

. . ization in pure and doped neon at liquid-helium temperature.

years studies have been performed of the emission from g . . .

. . . e existence of long-lived traps for electrons in pure cryoc-
mixtures in cryodischarges cooled almost to the condensa- . .
. : rystals of inert elements was recently established by ther-
tion temperature of inert gasést should be noted that ex- . : -

; . : . ._mally stimulated exoelectronic emissith.
periments studying excimer complexes in condensed iner ; . .
media have been performed in parallel for more than 20 yr Among cryocrystals neon occupies a special position be-
P P Yeause of the large band gaB~21.5 eV), the lattice labil-

These Work_s are devoted primarily to the investigation Ofity, and the large high electron affinity, which creates favor-
neutral excimer complexefRefs. 3—5 and the references

: I nditions for generation an mulation of char
cited therg. able conditions for generation and accumulation of charged

- o centers.
At the beginning of the 1990s the_VU\( Emission Spec- o objective of the present work is to search for
troscopy method was used for the first time to show the

: ; : . tharged excimer complexes in solid solutions of inert ele-
existence of charged excited clusters of inert elements, WthF] 9 P

S - ; rgents in a neon matrix. Comparative measurements were
can be regarded as an ionized cluster containing an ion an .
. performed of the cathodoluminescence of cryocrystals based
an excimer molecul.In Ref. 6 free argon, krypton, and :
T on a Xe—Ne mixture and free xenon clusters, where com-
xenon clusters ranging in size from 100 td* Homs/cluster

L ] : lexes similar to those indicated above exist. In this work
were ionized and excited by an electron beam. This resulted . . ;
) . ) reliable proof of the formation of excited charged complexes
in the formation of complexes of the type [, where R is

. : . i Ik cryocrystals radiating with reciable intensity in
an atom of an inert element, in them. The radiative decay o bulk cryocrystals radiating appreciable intensity

he VUV region is obtained for the first time.
such complexes greatly expands the spectral range of the
radiation of ordinary neutral R centers. The ionic com-
plexes (R)* and (R)* in small argon and xenon com-
plexes(30—100 atoms/clustethave also been observed in Comparative spectral measurements were performed on
experiments on the photoexcitation of cluster bedrite  setups for studying the luminescence of cryocrystals and
guestion of whether or not such clusters can form in massivéheir solid solutions as well as free clusters.
cryocrystals has remained open up to now. For a long time it Cryocrystals consisting of solid binary mixtures Xe—Ne
was believed that it is very difficult to accumulate chargewere investigated with Xe concentrations ranging fr@m
centers in pure defect-free cryocrystals of inert elements, ex=0.01% to 30%. The samples were grown by rapid conden-
cited above the band gap, because of rapid electron-hokation of a gas mixture on a substrate in an optical helium
recombinatiorf. It is precisely the rapid electron-hole recom- cryostat atT=4.5 K and exposed at the same temperature.
bination via the formation of excitons that is responsible forSpectrally pure Xe and Ne with total impurity content not
the appearance of neutral excimers of the tygeiRRbulk  exceeding 0.01% were used to prepare the gas mixture. A
cryocrystals. beam of monoenergetic electrons with energy 400 eV and

However, if electron trapsstructural or impurity form  current density 0.1 mA/cf excited the luminescence. A

in the matrix, then, in principle, conditions can be created foWMR—-2 monochromator and a photon-counting circuit were

2. EXPERIMENTAL PROCEDURE

1063-777X/2004/30(12)/4/$26.00 990 © 2004 American Institute of Physics
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FIG. 1. Intensity distribution in the cathodoluminescence spectra of Xe—Ne 0 A Sagn
cryoalloys for various Xe concentrations=4.2 K. 6.0 6.5 7.0 7.5 8.0

used to record the spectra. In addition, the influence of theiG. 2. Decomposition of the measured luminescence spe@ijainto
irradiation dose on the nature of the spectrum under continusaussian componentsroken lineg. The solid line is the sum of the two
ous irradiation of the sample by electrons and the afterglo omponents of the decomposition. The Xe concentration in Ne is&aB%nd

. AR 1% (b).
spectra and the decay time of their individual bands were °®)
studied.

Free xenon clusters were obtained by homogeneous con- ) o . ) i )
densation of the gas flowing out of a supersonic nozzle intdength is characteristic for solutions with low impurity con-

vacuum. Clusters ranging in size froll=100 to 4 _centratipn, while thg shorter-wavelepgth component reaches

X 10" atoms/cluster were obtained by varying the temperaltS maximum intensity at concentratidb=39% (Fig. 1). To

ture and gas pressure at the entrance into the nozzle. Tifbeck this supposition the total spectrum ws decomposed

temperature of the clusters studied was about 57 K. A bearffito three components: thel band, corresponding fo the

of 1 keV electrons was used to excite the clusters. transition%, [ — %" in neutral X¢ center, and the bands
The experimental techniques used for cryocrystals and1 @nd Tz, which form the low-energy shoulder of the

cluster beams are described in greater detail in Refs. 13 arRnd- The decomposition intd andT; (Fig. 23 andM and
14. T, (Fig. 2b is shown for two strongly different xenon

concentrations—0.1 and 3%, for which the relative contribu-
tion of one of theT bands is greatest. The decomposition
3. EXPERIMENTAL RESULTS into these three Gaussian bands made it possible to describe

The relative distribution of the luminescence intensitiessatisfactorily the general spectral distribution in the entire

of xenon in a neon matrix in the range 6—8 eV are presemeac%ncentratlon range. The maximum of tfi¢ band lies at

in Fig. 1 for several concentrations of the binary mixture. ForEna,=6-8£0.1 eV and the half-width is AE™=0.7

Xe concentrations from 0.03 to 10% a distinct shoulder is+0.1 eV; the values for theT, band are E;Zax=6.5
observed on the low-energy side of theband correspond- +0.03 eV andAE™2=0.8+0.1 eV.

ing to the well-known transitiorts [ —'X " in the exci- An investigation of the influence of the irradiation dose
meric molecule X& (E.=7.1 eV). The shape, character- on the intensity distribution did not show any substantial
istic width, and position of this shoulder depend on thefeatures. Only a tendency for the total intensity of the spec-
concentration of the solution. A systematic shift of the maxi-trum to decrease was observed.

mum point of the shoulder with increasing concentration is  However, a persistenfup to 1 h and longer post-
observed. This suggests that the observed shoulder is nistadiation afterglow was observed. This attests to delayed
elementary and consists of at least two components and thatectron-hole recombination. The duration of the afterglow
the intensities of these components depend oppositely on tliepended on the impurity concentration in the cryoalloy and
Xe concentration. The component with the longest wavedecreased with increasing xenon concentration. A sum of two
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exponentials described the intensity decay curves well:

= A, exp(—t/m)+A, exp(—t/,), wherer,~8.5 s for all con- 100 N
centrations andr; decreased substantially with increasing
concentration from 140 s foC=0.3% to 37 s forC
=30%. Generally speaking, the existence of such a persis-

\
\
\

. ) N . . 2 \ Crystal
tent impurity afterglow, which is not observed in other inert < Gas \‘ Ne+0,1% Xe
cryocrystals, in itself attests to low electron mobility, i.e. 550 |- 1
electron localization in the neon matrix. & !

The presence of a persistent afterglow made it possible
to determine its spectral composition. It was found that the -
afterglow spectrum contains only tih@ band. The radiation
in the T, and T, bands is absent from the persistent after-
glow spectra. It should be noted that when the sample was 05 5 6.0 6.5 70 75
heated from 4.5 K after the afterglow vanished thermal lu- ' ' . ) '
minescence was observed only in fiieband; this attests to
the existence of quite deep traps for charges of both signs. 100 |- M b

In summary, the observation of persistent afterglow and /
thermal luminescence shows a substantial accumulation of /
spatially separated and localizéd the volume of the solid -
alloy) positively charged Xg and electrons in the samples
during the initial irradiation. Thevl band is due to the re-
combination of the these centers. On the other hand, the ab-
sence of persistent afterglow in tig and T, bands of the
spectra shows convincingly that these bands cannot be due to ! !
recombination of Xg ande. / 1

50 - ~ Crystal
Xe Cluster ,' \ Ne+3% Xe

I, arb. units

4. DISCUSSION 0 27 1 i | L L
6.0 6.4 6.8 7.2 7.6 8.0
E, eV

A comparative analysis of the emission spectra of gas-
eous and solid Xe—Ne mixtures and also pure xenon clusters
in the 6—8 eV range was performed to identify theandT, FIG. 3. Comparison of the luminescence spectra of Xe in Ne for various Xe
bands. The emissions from the gaseous and $0liPo Xe con_centrations and the emission spectra of a Xe—Ne gaseous nigtarel
Xe—Ne mixtures are compared in Fig. 3a; a similar compariluminescence spectra of free Xe clusts
son is made in Fig. 3b for xenon clusters and a solid mixture
with 3% Xe. The data for the gas mixtures were taken from
Ref. 15. In this work the charged Neparticles were injected corresponds to the maximum intensity of fhgband in Fig.
from a gas discharge into Xe buffer gas at pressBre 1. We note in this connection that at higher concentrations
~0.5 atm. An intense peak was observed on the low-energthe formation probability of multiatom impurity complexes
side of theM band. This peak was attributed to the emissionin alloys increases and that of diatomic complexes decreases.
from triatomic ions Né& Xe, and is represented in Fig. 3a by We shall now consider the nature of thg band, which,
the broken curve. The radiative transition into the bottomjust as theT, band, is not observed in the persistent after-
repulsive ionic state of the complex proceeds according tglow spectra. The latter indicates that this band likewise is
the schem® not due to the recombination of localized charge carriers.

+ According to Fig. 3b, for high concentratio®s~3%, when

Ne*Xe,—NeXe, +hv (@) the T, band is greatly weakened, tig component corre-
and results in the appearance of a band at 6.49 eV witkates well with the radiation from xenon clusters with
half-width 0.34 eV. The quite good agreement between the>100 atoms per cluster. According to the results of Refs. 6,
position and shape of the emission band of the complex, and 14 the observed band for clusters corresponds to ra-
Ne* Xe, and the position and shape of tlig band makes it diation from ionized clusters containing charged excimeric
possible to attribute the latter to the same transitijrbutin ~ complexes. It is worth repeating that the maximum intensity
the solid alloy Xe—Ne. The following facts confirm this as- of the T, band is observed at concentrations for which im-
sertion: 1 the transition(1) in an ionic complex is allowed purity centers withN;=3—-4 atoms begin to form in the
and has a very short lifetime~(10 ° s), and since no matrix. This makes it possible to attribute tAg band to
change in the charge occurs in the reaction, the transitioradiation from excited ionic centers of the type (X& and
should precede the recombination process; this is whifshe (Xe;)*. An additional argument for attributing thg, band
band is absent in the persistent afterglow in our experimento charged centers is that this band is absent in the lumines-
2) the maximum of theT, band should be reached at Xe cence of N&-0.25% Xe crystals with selective photoexcita-
concentrations for which the probability of the formation of tion by synchrotron radiation photons below the ionization
diatomic complexes Xgin the Ne matrix reaches its highest threshold of xenon in a Ne matriX.We also note the fol-
value; statistical computational methdfisshow that this lowing. According to Fig. 1, the intensity of the low-energy
should occur for concentrations of several percent, whiclshoulder decreases appreciably for xenon concentration
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It is shown experimentally that the relative motion of the superfluid and normal components of
He Il in a second-sound wave is accompanied by the appearance of electric induction.

The process is reversible. It is shown that the amplitude ratio of the temperature and induction
potential oscillations is a temperature-independent constant equaltd@.3</V. © 2004

American Institute of Physics[DOI: 10.1063/1.1820042

1. INTRODUCTION 2. EXPERIMENTAL PROCEDURE

The question of a possible connection between the mac- The experiments with first and second sounds were per-
roscopic superfluid motion and electric properties of conformed by the resonance method in the temperature range
densed helium is a virtually unstudied aspect of the physicg . 3-4.2 K in two cavities with working lengths 1.05 and 28
of superfluid*He. In the present paper the idea of a possiblenm. The inner walls of the cavities were polished and gilded
relationship between the internal electric fields and un+g decrease the surface losses.
damped superfluid flows of liquid helium beldly is devel- The measurement scheme was conventional: a signal
oped experimentally for the first time. from a generator was fed into a sound generator and the

The hydrodynamics of He Il can be described in thefndamental branch of an amplifier. A lock-in amplifier,
two-fluid model Dby introducing two velocity fields— goyple screening of the input circuits, compensation of the
superfluid motion with velocity/s and normal motion with input capacitance, and an autonomous power supply for the

velocity V,,. One of the most convenient methods for excit- .o o mpjifier made it possible to achieve voltage sensitivities
ing these motions is to generate a first or second sound. It 181072 V in the 1 Hz band.

well known that in a first-sound wave both components os-
cillate in-phase Ys=V,) and in a second-sound wave they
move in antiphase, i.eV,;= —V,p,/ps, Wherep,, andpg are

Piezoceramic sensors served as the first-sound generator
and detector. A gold or copper thin-film heater was used to
. . .é;enerate second sound. A ruthenium oxide thin-film bolom-
the densities of the corresponding normal and superflui : L 1
. ' : . eter with sensitivity 6.7 K= served as a second-sound detec-
components of He Il. In addition, first sound is a density . . :
. tor. The bolometer made it possible to measure confidently
(pressurg wave and second sound is a temperature wave . — ;
. the amplitudeA T of the temperature oscillations, induced by
they are coupled only through the thermal expansion coeffi- d d d 0 16 K
cient, which can be neglected because it is small. seC(I)tn_ soulrllk, ownthot th ' larizability i . tant
Although first and second sounds have now been inves- IS well known that the polarizability 1S an importan

tigated in great detail, the question of their influence on theelectrlc characteristic of a dielectric. The polarizability can

electric properties of He Il and, first and foremost, the polar2€ Meéasured by placing the dielectric between the plates of a

ization remains unclear. flat-plate capacitor. A special feature of the experiments was
One specific property of superfluid helium can be use&h"{‘t thg_cavity and the capacito.r useq for measuring the po-
to study the physics of the processes occurring inside He Ifarizability of He Il were combined in one apparatus: the
It is well known that when the walls of a vessel are heatedirst- and second-sound cavities also functioned as capacitors
counter currents of normal and superfluid components arisfr detecting electric inductiofdisplacementin the He II.
in superfluid helium in a direction perpendicular to the wall. In the experiments an electrode placed at the location of the
In turn, the relative motion of the normal and superfluid bolometer served as one plate of the capacitor and the cavity
components is due to the action of the internal forces in théousing served as the other plate. The magnitude of the in-
liquid, which are associated with the kinetics of establishingduced charge divided by the input capacitanckl
an equilibrium macroscopic quantum state, on the micro=AQ/C;,, determined the potential difference of the capaci-
scopic level. The distinct direction of the vector of forcestor. A gold film, solid brass, and ruthenium oxide were used
makes it possible to ask the following question: Does arfor the measuring electrode in different experiments.
electric multipole moment of the liquid arise in this case? Thus, changing the sensors at the ends of the cavities
In the present paper the results of the first experimentsnade it possible to perform measurements of the sound am-
searching for and studying the electric response induced bpglitude and to observe the electric properties according to the
second sound in superfluid helium are reported. magnitude of the charge induced on the electrode.

1063-777X/2004/30(12)/4/$26.00 994 © 2004 American Institute of Physics
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TABLE I. Characteristics of the series of experiments

Series No.  Sound generator Sound detector Quantity recorded 1.05 mm cavity 28 mm cavity
1 heater bolometer AT + +
2 heater electrode AU +
3 capacitor bolometer AT +
4 capacitor electrode AU +
5 piezoelectric sensor piezoelectric sensor AP +
6 piezoelectric sensor electrode AU -

Note The measured quantitiésT andAU are, respectively, the amplitude of the temperature oscillations and
the amplitude of the oscillations of the potential on the electrode in a second-soundAiRiiethe amplitude

of the pressure oscillations in a first-sound wave,-thand — signs indicate whether or not the corresponding
amplitude is observed in the experiments.

3. EXPERIMENTAL RESULTS data obtained for the second-sound velocity and absorption

. . . ... _(determined from the width of the resonancegree ver
The series of experiments performed with two cavmes( ceg y

. . well with the published values?
using different sound generators and detectors are summa- .
An unusual result was obtained when the bolometer was

rized in Table I. . o S .
- . . replaced with an electrode sensitive to electric induction
After the liquid helium condensed in the measurement, . S .

" ; . displacement sharp resonances of electric inductidiJ
chamber, the cavities were filled through a slit at the top, an ig. 1b appeared at the same frequencies asAfGr (see
the temperature was stabilized, the amplitude—frequenc;fgl' | [r)ip No. 2 The m ; mq nis that w formed
curves of the measurement apparatus were measured for eac% € 1, seres No. k= The measurements that we periorme

ove the\ point did not show a signahU. This signal

series of experiments. a d onlv in the He II ) d the sianal litud
1. Figure 1a shows typical resonance curves of the temgPPeared only in the He 1l region, and the signal ampiitude

perature oscillation& T which ordinarily appear when sec- increased as temperature decreased.

ond sound propagates in He(Hee Table I, series No).IThe TO eliminate any possible thermo-gr_nf, due to the
Kapitsa thermal resistance, on the receiving electrode the

film electrode was replaced with a solid brass electr@ale
dividual experiments in series No).Because of the higher

0.40- heat capacity the thermal relaxation time was several orders

0.351 of magnitude greater thah;é, but the amplituded\U did

030k not change much. This showed unequivocally that there was
no thermo-emf.

é 0.251 To perform comparative measurements, in some experi-
—0.20 ments in series Nos. 3 and 4 the bolometer was used to
0.15F measure the temperature oscillatich¥ in a second-sound

010 wave and the oscillations of the induced charg&
/\ =AUC;,. For this, it was sufficient to reconnect the output
0.051 leads of the bolometer in an appropriate manner. In so doing,
0 ' 0.1996 1'_000 1'_004 : 1.008 the opposite walls of the resonator remained parallel and the

” area of the detectors was the same.
180 res The experiments showed that the electric induction sig-

160k b nal is independent of the electrode material. The quality fac-
e 14K tors are the same for theT(f) andAU(f) lines and equal
1401 M }-SE to 700—4000 in the experimental temperature range.
>120' ' Special experiments verified that the sigadl is not
=100+ due to capacitive pickup or vibrations.
3 80 Ordinarily, the appearance of an electric displacement of
60F a dielectric signifies that electric multipoles or their polariza-

tion are present in the dielectric. For example, electric polar-

401 L : S e :
= ization appears in solids in an electric fiefit},, or in the
20 ; presence of mechanical stresses. In our experiments electric
1

0 0.996 1'_000 1.004  1.008 induction of He Il was observed in the presenceVQf-V,
/8 res but with E.,=0. It is well known that He atoms do not
possess a permanent electric moment. Consequently, the re-
FIG. 1. Amplitude—frequency curves of the second-sound cavitanepli- sult obtained is unexpected.
tude of the oscillations of the bolometer temperatiseries No. 3 b) am- 2. The following experiments were performed to clarify

plitude of the oscillations of the electric induction potenfiséries No. i . . L
Dots—experimental results, solid line—a fit of the Gaussian distribution tothe relation between the internal electric fields and the super-

the experimental points. fluid flows. An amplifier with a synchronous detector made it
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possible to determine the polarity of the induced potential

relative to the velocity vector of the superfluid component. It 40r
is well known that when an electric current flows through a 351
heater the superfluid component always moves toward the

heat source. This fact was used to tie the polarity of the 30r

induced potential to the velocity vectyl. It was found that x 251
when the superfluid component moves from the electrode « -
toward the heater a positive charge is induced on the elec- vc,—’zo-
trode. This became understandable after the phase change of g
the signal on passing into the measurement circuits and the 15¢
amplifier channel was taken into account. 10k
3. It was natural to search for the reverse effect — the
generation of a second-sound wave as a result of artificial 5
polarization of superfluid helium by an electric fiéldo this
end the heater in the 28 mm long second-sound cavity was 0 20 40 60 80 100 120 140 160 180
replaced with an electrode—grid capacitor. The grid was con- AU, nV
nected to the housing. The grid-wire diameter was 3% ) ) o
alter etching, and the gric-wire spacing was J00. When a _ §., Reften betuee e bometer Sosd s 0o poerie el

potential was a_pp!ied between the electrode and the grid th§ung generator which are induced by a second-sound wave for different
part of the liquid in a 0.6 mm long gap at the edge of thetemperatures. The solid line is drawn through the points.atanT/AU

cavity (~2% of the total length became polarized. The =2.3x10" K/V.
presence of the grid, the small transverse cross section (3
X 1.4 mm, and the long length of the cavity reliably pro-
tected the bolometer from capacitive pickup.
It was found that a second-sound wave could be excited
under such conditioneries No. B Figure 1 showa\T and  ¢onditions: radiation power and temperature. It is natural to
AU versus the frequency of the exciting signal. It is evidentconsiderAT to be a characteristic of the thermal energy of
that AT (series No. Band AU (series No. % behave ap-  the system and U that of the electrical energy. It is evident
proximately identically. that their ratio does not depend on temperature and is a con-
Measurements of the tangent of the loss angle of thgiznt The tangent of the slope angle dam\T/AU is 2.3
second-sound source, which served as an alternative to the1# k/v to within =+ 25%. We note that this value is close
heater, showed that its real power component is too small tQ, 2o/k=2 3188% 10* K/V. Here e is the electron charge and

excite the cavity. _ ~ k is Boltzmann’s constant.
It was determined that the amplitudes of the alternating |, summary, it has been established in this work that the

potential of the electrode and the temperature oscillations Oébserved phenomenon is due to the relative motion of the
the bolometer increased as the squared heater current f86mponents of He II. The influence of the direction\af
small values of the curreriseries Nos. 1 and)2When the —V, relative to the surface on the effect remains unciear.

SeCOUd method is use_d to excite a secpnd-sound wave ﬂ:ﬁﬁe observed effect could be a consequence of flows which,

a_lmphtudgs are proportional to the magnitude of the electncacCording to the two-fluid hydrodynamidsan arise along
fleld‘l'(rfsrfasu’:gséf?,tr?ende)icitation of the wave Drocess athe surface on which heat is released or absorbed.

radient of the electric field near the grid wires or the fi_eld A more fundamental reason could be the existence of an

gtren th in the aap — remained uncle%r as yet undetermined between the superfluid transition and the

4gA series gf EX eriments was erfc;rmed with ordinar electric properties of helium. For example, the observed elec-

’ | €xperin b : ytric displacement and counter currents of the superfluid and

sound to determine the influence of mechanical stresses on

the electric properties of superfluid helium. The experimentsrlormal components are a consequence of, on the one hand,

performed with first soundseries Nos. 5 and)6using a Eom; |nctjra-.atom|f[:h ei(.chfadnge Processes a}n%,_ ?n the _Ic_)ther
similar schem® showed that electric induction does not ''21d, Orderng in the fiquid over macroscopic distances. 1wo

arise in this case even for high powers applied to the Sounaxpelrir_pﬁntal facts sdugport tgis poin]:[ (r)]f vie\;v. ity of the sianal
generator  sign, series No. 6 . The measured dependence of the polarity of the signa

In summary, the effect appears only when relative modnduced on the.electrodle on the directiomfindigatgs t.hat '
tion of the normal and superfluid components in He I isthe macroscopic electric dipole formed in the liquid is ori-
present. The experiments showed that the electric inductiofi"t€d SO that its positively charged end points in the direction
and the counter motion of the superfluid and normal compo®f Motion of the superfluid componefgeries Nos. 2 and)4

nents in a second-sound wave are reversible effects. 2. Second sound in He Il can be excited by several meth-
ods: thermal, mechanicat, and electricalthis work).

It should be noted that at present there is no microscopic
theory explaining the appearance of an electric multipole
moment in helium atoms when they are in a liquid state

Figure 2 shows the relation between the measured valudselow T, and relative motion of the superfluid and the nor-
of AT and the corresponding values &fJ under the same mal component is present.

4. DISCUSSION
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5. CONCLUSIONS *E-mail: rybalko@ilt.kharkov.ua

. . . DA. M. Kosevich pointed out that the effect could be reversible.
The experiments performed in this work have shown thabg va, Rudavskosuggested the experiment with first sound.

the relative motion of the superfluid and normal component$Professor V. N. Grigor'ev advanced this interesting suggestion.
of He Il in a second-sound wave is accompanied by the
appearance of electric induction and that this process is re-
versible. Additional experiments and a corresponding theory
are required to clarify the mechanisms which are responsibley, p, peshkov, zh. Eksp. Teor. Fiz8, 857 (1948: 18, 867 (1948.
for the observed effects. ) 2K. N. Zinov'ev, Zh. Eksp. Teor. Fiz25, 235(1953.
In Closing, | thank V. N. Grigor’ev, A. M. Kosevich, .E L. D. Landau and ‘E. M.‘L?fshitzFIuid Mechanics Pergamon Press, New
Ya. Rudavsky and A. A. Slutskin for a discussion of the o'k (1987 [Russian original, Nauka, Moscoi.988).
results. Translated by M. E. Alferieff
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