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Influence of a boron oxide admixture on the superconducting properties of the bismuth-
containing 2212 phase
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The effect of an admixture of boron oxide B2O3 on the superconducting properties of the bismuth-
containing 2212 phase is investigated. It is found that boron doping improves the
superconducting transition characteristics of Bi2Sr2Ca1Cu2Oy and Bi1.8Pb0.2Sr2Ca1Cu2Oy samples
slowly cooled in a furnace. As the boron content in quenched samples of the 2212 phase
increases,Tc and the relative volume of the superconducting fraction are observed to decrease
monotonically. Boron doping of the 2212 phase decreases the lattice parameterc. © 2004
American Institute of Physics.@DOI: 10.1063/1.1820031#
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1. INTRODUCTION

The bismuth-containing superconducting system Bi–S
Ca–Cu–O, nominally pure or doped with different elemen
can be regarded as a model system for investigating the
pearance of a superconducting state in metal-oxide h
temperature superconductors~HTSCs!. Three HTSC phase
with the generalized formula Bi2Sr2Can21CunO2n14 , n51,
2, and 3, have been observed and structurally identified
this system.1–4 Investigators are especially interested in t
low-temperature 2212 phase (Tc'80 K) with n52 and the
2223 phase withn53, which has the highest supercondu
ing ~SC! transition temperature (Tc'110 K). The formation
and the superconducting properties of the 2223 and 2
phases are very sensitive to any variations of the many c
ditions under which they are synthesized, the composition
the initial mixture, and the introduction of various admi
tures into the system. This is due to, first and foremost,
complexity of the bismuth system, where intertransform
tions of the SC phases are observed in a quite narrow t
perature range.5–7

There is an enormous literature on the influence of v
ous impurity elements on the properties of bismu
containing ceramic. An important physical-technical resul
that the partial substitution of lead for bismuth stimulates
formation and increases the volume fraction of the hig
temperature 2223 phase over a wide range of nominal c
positions of the samples,8 though it is impossible to eliminate
completely the 2212 phase in the synthesized material
Ref. 9 it is reported that the partial substitution of lithiu
and fluorine for copper and oxygen, respectively, in lithiu
fluoride doped samples of the 2212 phase increases the
cal temperature and the relative volume of the SC fractio

The influence of boron on phase formation and the
properties of bismuth-containing ceramic has still not be
investigated. Since the ionic radius of boron is small, bo
can be introduced into the bismuth system as an admix
and not as an element which replaces the structural cons
9371063-777X/2004/30(12)/4/$26.00
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ents of the samples of the 2223 and 2212 phases. In con
to different variants of isomorphic substitutions in the
phases, for example, yttrium or other rare-earth elements
calcium, resulting in the suppression o
superconductivity,10–12 it has not been ruled out that som
boron ions occupy interstitial positions in the layered stru
tures of bismuth-containing SC phases.

Our preliminary data13 attest to a nonmonotonic depen
dence of the zero electric resistance temperature and
magnetic susceptibility on the boron content in samples
the high-temperature 2223 phase with the initial composit
Bi1.7Pb0.3Sr2Ca2Cu4BxOy (0<x<1). The SC properties o
boron-doped samples of the low-temperature 2212 phase
of no less interest.

In the present work the influence of a boron oxide a
mixture on the SC properties of the 2212 phase, includ
samples where lead is substituted for a portion of the b
muth ~10 at.%!, is investigated.

2. SAMPLES AND EXPERIMENTAL PROCEDURE

Ceramic samples with the nominal compositio
Bi2Sr2Ca1Cu2BxOy and Bi1.8Pb0.2Sr2Ca1Cu2BxOy , x50,
0.25, 0.5, and 0.75, were synthesized in air, using the s
dard solid-phase technology, from the oxides and carbon
of the corresponding elements: Bi2O3 , PbO, SrCO3,
CaCO3, CuO, and B2O3. The powder was preannealed fo
17 h at 810 °C. Tabletized samples were heat-treated for
at 855– 860 °C. After annealing was completed, the synt
sized compositions were cooled from the synthesis temp
ture by two methods: 1! slow cooling in air with the electric
furnace switched off and 2! rapid cooling ~quenching! in
liquid nitrogen. The resistivityr was measured on;0.5
3339 mm bars cut from the tablets. Silver paste w
burned in to form electric contacts. The standard four-con
method was used to measure the temperature depend
r(T). The lowest temperature at which the resistivity me
surements were performed in a regime with evacuation
© 2004 American Institute of Physics
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nitrogen vapor was about 70 K. The inductive method w
used to determine the temperature dependence of the
netic susceptibilityx(T) of the quenched samples, and t
SC transition temperature and the change in the conten
the SC fraction in the samples were determined from
magnetic measurements. X-Ray phase analysis~XPA! was
performed with a DRON-1,5 diffractometer (CuKa radia-
tion!, and the unit-cell parameters of nominally-pure a
boron-doped samples of the 2212 phase were determine

3. RESULTS AND DISCUSSION

The XPA data show that most peaks in the diffracti
patterns are due to the 2212 phase, which is the domi
phase for the measured compositions. Aside from the m
2212 phase, the impurity 2201 phase (Bi2Sr2CuOy) with
Tc'10 K is present in the Bi2Sr2Ca1Cu2BxOy and
Bi1.8Pb0.2Sr2Ca1Cu2BxOy samples withx.y.

Figure 1a shows the temperature dependences of th
sistivity r(T) of slowly-cooled Bi2Sr2Ca1Cu2BxOy (0<x

FIG. 1. r(T) for slowly cooled Bi2Sr2Ca1Cu2BxOy ~a! and
Bi1.8Pb0.2Sr2Ca1Cu2BxOy ~b! samples withx50 (1), 0.25 (2), 0.5 (3), and
0.75 (4).
s
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<0.75) samples. It is evident that admixing B2O3 to the
system substantially decreases the onset temperatureTc

on of
the SC transition, determined by the point where the funct
r(T) deviates from linearity. The end-point temperaturesTc

off

of the SC transition in nominally-pure and doped (x50.25)
samples are 72 K. At the same time, forx.0.25 a long tail is
observed in the curvesr(T) below 75 K. This tail is due to
the presence of the impurity 2201 phase. Figure 1b shows
curvesr(T) for slowly-cooled Bi1.8Pb0.2Sr2Ca1Cu2BxOy (0
<x<0.75) samples in which lead was substituted for a p
tion of the bismuth. The deviation of the functionr(T) from
linearity for a boron-free sample starts only at;75 K. As
shown in Ref. 14, the Pb-doped 2212 sample is character
by zero-resistivity temperatureTc

off.60 K. According to
published data6,15,16the bismuth-containing 2212 phase, sy
thesized and slowly cooled in air or oxygen, possesses
perstoichiometric oxygen, i.e. extra holes. It is natural
suppose that the partial heterovalent substitution of diva
Pb21 for trivalent Bi31 in Bi–O layers further increases th
number of extra charge carriers and degrades the SC pro
ties of the Pb-containing 2212 phase. In Fig. 1b it is evid
that admixing B2O3 sharply improves the characteristics
the SC transition of slowly cooled 2212 samples contain
lead. ThusTc

off573 K at x50.25, though at higher boron
concentrations residual resistivity appears at 70 K as a re
of the presence of the impurity 2201 phase in the sam
with x575. The observed improvement in the SC charac
istics of slowly-cooled boron-doped samples from both co
centration series could be due to, among other factors, fil
of some extra holes by additional electrons from trivale
boron.

Figure 2a displays the curvesr(T) for quenched
Bi2Sr2Ca1Cu2BxOy samples. The value ofTc

off for the nomi-
nally pure sample increases to 83 K and the value ofTc

on to
100 K. Quenching in liquid nitrogen has virtually no effe
on the SC transition in the sample withx50.25, while at a
higher boron contentx50.75 semiconductor behavior o
r(T) with substantial residual resistivity at 70 K is observe
As noted in Ref. 17, the properties of the 2201 phase
more sensitive to the oxygen content as compared with
2212 phase and semiconductor conductivity is observed a
quenching. On the basis of these data the semiconducto
havior and the high resistivity can be explained by the pr
ence of the impurity 2201 phase in the 2212 sample w
boron contentx50.75. The temperature dependencesr(T)
for quenched Bi1.8Pb0.2Sr2Ca1Cu2BxOy (0<x<0.75)
samples are shown in Fig. 2b. It is evident that quenching
sample withx50 increases the value ofTc

off sharply to 90 K
and appreciably narrows the width of the resistance tra
tion. The characteristics of the SC transition forx50.25 and
0.5 are less sensitive to the cooling regime: the ze
resistivity temperature for these samples increases from
and 74 K, respectively. For a still higher boron contentx
50.75 the temperature dependencer(T) acquires the semi-
conductor character observed for the same impurity conc
tration in the lead-free sample. Evidently, quenching in liqu
nitrogen optimizes the hole concentration for the superc
ductivity mechanism by decreasing the oxygen content in
samples from both series~with and without lead! with x
,0.75. Comparing the curvesr(T) gives a basis for con-
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cluding that the quenched Bi1.8Pb0.2Sr2Ca1Cu2BxOy samples
with boron concentration ranging fromx50 to 0.25 possess
the best SC transition characteristics. The increase ofTc

off and
decrease of the SC transition width for quench
Bi1.8Pb0.2Sr2Ca1Cu2BxOy (x50 and 0.25! samples as com
pared with the same parameters of Bi2Sr2Ca1Cu2BxOy (x
50 and 0.25! samples could be due to various factors.
noted in Ref. 18, the lead-free 2212 phase possesses a
stantially larger number of stacking faults~intergrowths of
the 2201 phase, which ordinary phase analysis does
show! than in the case where lead is substituted for some
the bismuth. Improvement of intergrain bonds as a resul
introducing lead into the 2212 phase, as supposed in Re
for the 2223 phase, has also not been ruled out.

The temperature dependencesx(T), presented in Fig. 3
for quenched 2212 phase samples agree with the resist
measurements. It is evident that the relative content of
SC fraction is highest in Bi1.8Pb0.2Sr2Ca1Cu2BxOy and de-

FIG. 2. r(T) for quenched Bi2Sr2Ca1Cu2BxOy ~a! and
Bi1.8Pb0.2Sr2Ca1Cu2BxOy samples~b!.
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creases sharply in both series when B2O3 is introduced into
the SC system. The unit-cell parameters of the 2212 ph
are given in Table I. The decrease in the parameterc in the
boron oxide doped samples can be tentatively attributed
boron ions occupying interstices in the lattice as a result
their smaller ionic radius, though the question of the stru
tural role of boron requires further investigation. Interstiti
cations are a donor impurity, decreasing the concentration
charge carriers~holes!,20 which if extra holes are present
improves the SC properties.

In summary, analyzing the curvesr(T) for the experi-
mental samples it can be concluded that admixing B2O3 to
the 2212 phase increases the onset temperature of the
transition in a slowly cooled lead-free sample and results
the appearance of a SC transition withTc

off573 K in
Bi1.8Pb0.2Sr2Ca1Cu2BxOy (x50.25). Quenching in liquid ni-
trogen sharply improves the SC characteristics of the bor
free samples. At the same time a substantially smaller

FIG. 3. r(T) for quenched Bi1.8Pb0.2Sr2Ca1Cu2BxOy samples withx50 ~1!,
0.25~2!, and 0.5~3! and Bi2Sr2Ca1Cu2BxOy samples withx50 ~4! and 0.25
~5!.

TABLE I. The lattice parametersa andc of samples of the 2212 phase.
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crease inTc
off is observed in boron-doped samples withx

,0.75. Comparing the temperature dependencesr(T) and
taking into account the decrease of the lattice parametc
with increasing boron content in the samples, it can be c
jectured that boron ions occupy interstices in the lattice a
donor impurity. The degradation of the SC properties and
high resistivity in the normal state of boron-doped samp
Bi2Sr2Ca1Cu2BxOy and Bi1.8Pb0.2Sr2Ca1Cu2BxOy with x
.0.25 are explained by the appearance of the 2201 impu
phase, which gives rise to the semiconductor tempera
dependencer(T) in the quenched samples withx50.75.

*E-Mail: vakhtang7@rambler.ru
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Energy dissipation of a 180° domain wall in a defect field. Influence of film thickness
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An effective equation of motion for a 180° domain wall, taking account of energy losses due to
the excitation of flexural waves of the wall when it interacts with point defects, is derived
for a ferromagnetic film of arbitrary thickness. The domain wall is studied in the potential well
produced by a nonuniform magnetic field. The influence of defects on the motion of a
wall with constant velocity and small forced oscillations of the wall are investigated on the basis
of exact particular solutions of the equation derived. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1820032#
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Any ferromagnetic material contains defects which
fluence the motion of domain walls~DWs!.

Ordinarily, the coercivity of a ferromagnet~FM! is at-
tributed to the presence of defects. It appears as a resu
pinning of DWs in the potential relief produced by defect1

In addition, the interaction of a DW with defects resu
in energy losses by the wall.2–12 These losses are due
either the irreversible transfer of the energy of a DW to s
waves~SWs! in an interaction process3–5,7–12or the excita-
tion of the internal degrees of freedom of the defects.2,6

Previous works investigating the energy losses and b
ing of a solitary DW on defects with no internal degrees
freedom have shown that for stationary motion of the DW
a thick ferromagnetic film the contribution of defects to fri
tion tends to a constant value as the velocityv of the DW
tends to zero,4,5,8,9and in a thin film this contribution grows
without limit as 1/v ~or 1/Av).9–12 The result is that the
stationary motion of a DW in a thin film is unstable for lo
velocities ranging from zero up to a critical valuevcr ,

11,12i.e.
in the region where the friction forceF f(v) decreases with
increasing velocity, specifically, fordFf(v)/dv,0 for v
P@0,vcr#.

A solitary DW cannot exist in a real FM—the DW be
comes unstable because of the magnetic-dipole interac
The conventional method for stabilizing a wall by means
a nonuniform magnetic field~MF! is equivalent to the influ-
ence on the DW of a potential well whose presence result
the appearance of a gap in the SW spectrum. This make
character of DW braking on defects in a potential well qua
tatively different from the braking of a ‘‘free’’ DW.4,5,8–12

In the present paper these changes and the special
tures due to the influence of the thicknessL of a ferromag-
netic film on the character of the braking are investigated

1. EFFECTIVE EQUATION OF MOTION OF DOMAIN WALLS
IN A DEFECT FIELD

We shall consider the braking of DWs by defects on
basis of a model of randomly distributed point defects7–12
9411063-777X/2004/30(12)/7/$26.00
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~the linear dimensions of a defect are much smaller than
DW thicknessl : DV1/3! l , whereDV is the volume of the
defect!.

Since the excitation of magnons, which correspond
flexural spin waves,4,7 makes the largest contribution to th
DW dissipation due to energy transfer to the magnon th
mostat, we shall study DW motion on the basis of an eq
tion for the DW coordinatex0 which describes the motion o
the DW and the propagation of flexural SWs:13

m
]2x0

]t2 1k
]x0

]t
2s

]2x0

]r'
2 5F~r' ,t !. ~1!

m is the effective mass of the DW,k is the friction coeffi-
cient ~corresponding to the Gilbert relaxation term in th
Landau–Lifshitz equation!, ands is the surface energy den
sity of the DW.

The motion of a DW can be described approximately
the basis of Eq.~1! for a wide class of magnets: materia
with magnetic bubble domains, weak FMs, and so on. Si
our goal is to obtain general results we shall not specify
values ofm, k ands more precisely until we need to do so
However, at the stage of numerical calculations, where
magnetization distribution in a DW must be given, we sh
assume a Bloch DW in a uniaxial FM~see, for example, Ref
13!. Then

m51/2pg2l , k52aGM /gl, s52AabM2,

g is the gyromagnetic ratio,M is the saturation magnetiza
tion, aG is the Gilbert relaxation constant,a and b are the
exchange interaction and uniaxial anisotropy constants,
l 5Aa/b.

The equation~1! is written in a coordinate system wher
the Ox axis is oriented in the direction of the magnetizati
distribution in the DW, theOz axis is perpendicular to the
surface of the film~with respect to the thickness!, and r'

5(y,z) is the radius vector in the plane of the DW.
© 2004 American Institute of Physics
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The equation~1! must be solved together with bounda
conditions which in the absence of pinning of the magne
moment on the surface of the film have the form

]x0

]z U
z50

5
]x0

]z U
z5L

50.

The right-hand side of Eq.~1! is the effective force act-
ing on the DW. It contains a contribution due to the exter
impelling magnetic field—2MH(t), the contribution of de-
fects, and the force exerted on the DW by a one-dimensio
potential well. We shall choose it in a form which simplifie
the calculations, making the assumption that when the p
tion x0 of the DW moves away from the center of the we
there arises a restoring force which for small displaceme
can be described by a linear functionKx0 . For example, in a
nonuniform MF with a constant gradient the restoring for
will remain linear for any displacements of the DW.

It remains to determine the contribution of defects in E
~1! more accurately. As shown in Ref. 9, for a point defe
with a d-shaped localization potential the interaction for
acting between the defect and a DW is independent of
nature of the defect~nonuniformity of the exchange interac
tion parameter, uniaxial anisotropy, saturation magnetizat
and so on! and is determined entirely by the magnetizati
distribution.

Therefore, on the basis of everything said above c
cerning the forces acting on the DW, Eq.~1! for solving the
problem formulated in this work becomes

m
]2x0

]t2 1k
]x0

]t
2s

]2x0

]r'
2 1Kx052MH~ t !

1«s l(
n

f S xn2x0

l D d~r'2r',n!, ~2!

wherexn and r',n are the coordinates of thenth defect and
«!1 is the DW–defect interaction parameter. For a def
with uniaxial anisotropy of magnitudeDb, «5(Db/2b)
3(DV/ l 3). The functionf ( . . . ) describes the magnetizatio
distribution inside the DW. For a Bloch DWf (x)
52sinhx/cosh3 x.

It is convenient to write the equation forx0 in a dimen-
sionless form using the new variablesq5x0 / l , jn5xn / l , t
5v0t, r5(h,z)5r' /L, v05AK/m, L5As/K, 2l
5k/AKm, andh(t)52MH/Kl :

]2q

]t2 12l
]q

]t
2

]2q

]r2 1q5h~t!1«(
n

f ~jn2q!d~r2rn!.

~3!

We shall solve Eq.~3! by applying the method used i
Refs. 3 and 8–12. Accordingly, we representq(r,t) in the
form

q~r,t!5q0~t!1«u~r,t!, ~4!

where the termq0(t) describes the motion of the DW an
u(r,t) describes the distortion of the shape of the DW,
flexural SWs.

Substituting the expression~4! into Eq. ~3! and separat-
ing terms we obtain the equations for the excitations
c

l

al

i-

ts

.
t

e

n,

-

t

.

H ]2

]t2 12l
]

]t
2

]2

]r2 11J u5(
n

f ~jn2q0~t!!d~r2rn!,

~5!

]u/]§u§505]u/]§u§5L/L50

and for the coordinateq0(t)

]2q

]t2 12l
]q

]t
1q5h~t!

2«2
L2

S K (
n

u~rn ,t! f 8~jn2q0~t!!L , ~6!

whereS is the area of the DW, the brackets denote averag
over the plane of the DW and the position of the defe
(^u(r,t&50), and the prime indicates a derivative with r
spect to the argument of the function.

The equation for the excitationsu(r,t) must be solved
in order to obtain a closed-form equation forq0(t). For this
we representu(r,t) as a Fourier cosine series so that t
boundary conditions are satisfied:

u~r,t!5
2

L/L (
p50

`

up~h,t!cosS pp

L/L
§ D . ~7!

The solution of the equations for the Fourier compone
up(h,t)

S ]2

]t2 12l
]

]t
2

]2

]h2 111
p2r2

L2/L2Dup

5(
n

f ~jn2q0~t!!d~h2hn!cosS pp

L/L
§nD ~8!

can be represented in terms of the corresponding Gre
functions

Gp~t,h!5
1

2
exp~2lt!Q~t22h2!

3J0FA11
p2p2

L2/L2 2l2~t22h2!1/2G . ~9!

Substitutingu(r,t) found in this manner into Eq.~6!
yields

]2q0

]t2 12l
]q0

]t

1q05h~t!2
2«2L2

LS K (
p50

`

(
n,m

E
2`

`

dt8Gp

3~t2t8,hn2hm! f 8~jn2q0~t!!

3 f ~jm2q0~t8!!cosS pp

L/L
§nD cosS pp

L/L
§mD L . ~10!

The averaging procedure

K (
n,m

...L→K (
n

...L→c~S/L !L l E
0

L/L

d§E
2`

`

dj, ~11!

wherec is the defect concentration, simplifies the express
~10!:
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]2q0

]t2 12l
]q0

]t
1q01

g

L/L (
p50

` E
2`

`

dt8Gp~t2t8,0!

3g~q0~t!2q0~t8!!5h~t!, ~12!

whereg5«2cL2l ,

g~q0~t!2q0~t8!!5E
2`

`

dj f 8~j2q0~t!! f ~j2q0~t8!!.

For example, for a Bloch DW

g~x!5
1

4

d3

dx3 S E
2`

`

dj
1

cosh2jcosh2~j2x! D
5

d3

dx3 S x coshx2sinhx

sinh3x D . ~13!

The equation~12! describes the influence of defects o
the motion of a DW in an arbitrary external MF. Howeve
the solution of this equation cannot be found in a gene
form.

Consequently, we shall consider two particular ca
where Eq.~12! can be solved analytically and which corr
spond to real experiments with DWs in a nonuniform M
~see, for example, Ref. 14!: small oscillations of DWs and
the motion of DWs with a constant velocity.

2. SMALL OSCILLATIONS OF DOMAIN WALLS

The problem of small oscillations in a periodic fie
h(t)5Reh0 exp(iVt) (V5v/v0 , v is the frequency of the
external MF! corresponds to Eq.~12! linearized with respec
to q0(t):

]2q0

]t2 12l
]q0

]t
1q01

gg8~0!

L/L

3 (
p50

` E
2`

`

dt8Gp~t2t8,0!~q0~t!2q0~t8!!5h~t!

~14!
ue
n

hi
on

t
n

f

l

s

~for a Bloch DWg8(0)516/21).
The solution is

q0~t!5A cos~Vt1d!, ~15!

where the amplitudeA and the phased of the forced oscil-
lations are given by the expressions

A5
h0

A@2V2111D~V!#214leff
2 V2

,

tand5
2leff V

V2212D~V!
, ~16!

andleff5leff (V) is an effective relaxation constant. This fo
lows from the energy balance equation, which can be deri
from Eq. ~14!:

h~t!q̇0~t!52Flq̇0
2~t!1

gg8~0!

2L/L

3q̇0~t!E
2`

`

dt8G~t2t8,0!~q0~t!2q0~t8!!G ,

~17!

where the overbar denotes averaging over time. The l
hand side of Eq.~17! is, to within a constant factor, the
average strength of the external force. It equals the ene
losses determined by the expression on the right-hand s

leff ~V!5
h~t!q̇0~t!

2q̇0
2~t!

5l1
gg8~0!

4L/L
(
p50

`

E
0

`

dt e2ltJ0

3S tA11
p2p2

L2/L2 2l D sinVt

V
. ~18!

Performing the integration in Eq.~18!
leff~V!5l1
&gg8~0!

8L/L
(
p50

` AV2212
p2p2

L2L2 1AS V2212
p2p2

L2/L2D 2

14V2l2V21F S V2212
p2p2

L2/L2D 2

14V2l2G21/2

~19!
tion
e

ld
r
ious
-
lso

ing
we obtain an infinite series which converges for any val
of V, l, andL/L @D~V! is given by a complicated expressio
similar to Eq.~19!#.

The plots constructed forleff(V) andA(V) confirm the
conclusion that the influence of defects is stronger in t
FM films. They show an interesting feature of damping
defects with forced oscillations of DWs.

The function leff(V) ~Fig. 1a! possesses maxima a
the characteristic oscillation frequency of a DW in a pote
tial well V'V051 and at frequencies close toVp

5A11p2p2L2/L2, wherep51,2,. . . . The appearance o
s

n

-

each of these maxima is due to the resonance radia
of a definite mode of the flexural oscillations of th
DW ~uniform p50 and nonuniformp51,2, . . . over the
film thickness!, when the frequency of the external fie
reaches the valuesVp . The thicker the film, the close
the peaks and their values are to one another. It is obv
that for someL the peaks will become essentially indistin
guishable. The intensification of losses on defects is a
reflected in the functionA(V) ~Fig. 1b!: the amplitude of
the forced oscillations has minima at the correspond
frequencies.
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3. STATIONARY MOTION OF DOMAIN WALLS

In materials with weak dissipative properties (l!1),
defects of the magnetic structure can result in the appear
of qualitative features in the character of the braking o
DW moving with constant velocity.10–12

It follows from Eq.~12! that for a DW in a potential well
such motion can occur in an external field increasing linea
ash(t)5ḣt. In this case we have

q0~t!52Dq1nt, ~20!

where n5v/v0l is the reduced velocity of the DW (n
5A2pM2/Kl (v/vW) for a Bloch DW!. The value ofn can
be easily obtained from the equation of motion:n5ḣ.

The quantityDq is a ‘‘phase shift’’—the lag, due to the
‘‘friction’’ force acting on the wall, of the change in the
coordinate of the DW from the increasing external field:

Dq5F̃ f~n!52ln1~1/2!gC~L/L,l,n!, ~21!

F̃ f(n)5F̃ f(n)5F f(v)/Kl is the real friction forceF f(v)
scaled to Kl , and the function C(L/L,l,n)
5(p50

` Cp(L/L,l,n) describes the braking of a DW on de
fects:

Cp~L/L,l,n!5
1

L/L E
0

`

dt exp~2lt!J0

3S tA11
p2p2

L2/L2 2l2D g~nt!. ~22!

FIG. 1. Frequency dependences of the effective relaxation parameter~a! and
amplitude of forced oscillations~b! for various film thicknesses,L/L: 1
~solid line!, 2 ~dotted line!, 3 ~dashed line!, g55, l50.1.
ce
a

y

Eachpth term corresponds to the contribution due to t
emission of a definite mode of flexural oscillations of D
over the thickness of the film when the wall interacts w
defects.

A numerical calculation of the functionC(L/L,l,n)
shows ~Fig. 2! that as the velocity increases, the frictio
force acting on defects at first increases, reaches a maxim
value, and then decreases, tending asymptotically to a
stant value. The thinner the film, the greater the maxim
value and the higher the velocity at which the friction for
reaches its asymptotic value are.

According to Fig. 2, even withL/L52 the plot of the
friction force acting on defects is essentially identical to t
curve C0(L/L,l,n) characterizing the braking on defec
only as a result of the emission of excitations which a
uniform over the film thickness. This simplifies the analys
of the influence of defects on the character of the braking
DWs in thin films.

A. Stationary motion of a domain wall in a thin film.
Instability

Let us consider the braking of a DW in a thin film (L
!L). In this case it can be assumed that only flexural os
lations which are uniform over the film thickness~‘‘zeroth
mode’’ p50) contribute to the braking process. When c
culating the friction force acting on defects we shall negl
the damping of the SWs, i.e. we setl50. This is admissable
for small values of the relaxation constantl!1, since in this
case damping affects only the asymptotic behavior of
friction force acting on defects in the limitn→0: l50,
(F̃ f22ln);n211/2exp(2p/n); lÞ0, (F̃ f22ln);ln.

On this basis we change notation and represent the
tion force in the form

F̃ f~n!52ln1~1/2!g* F~n!, ~23!

whereg* 5gL/L5«2cL3( l /L),

F~n!5E
0

`

dtJ0~t!g~nt!.

The functionF~n! can be written in a different form, using

FIG. 2. Plots of the functionC(L/L,l,n), reflecting the velocity depen-
dence of the friction force due to defects, for various film thicknesses,L/L:
0.5 ~1!, 1 ~2!, 2 ~3!. The dotted lines correspond toC0(L/L,l,n). l
50.1.
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Fourier integral expansion of the functions 1/cosh2 j and
1/cosh2(j2x) in the integral representationg(nt) ~see Eq.
~13!!:

F~n!5
p

4n6 E
1

`

dk
k5

Ak221sinh2~pk/2n!
.

The asymptotic behavior of the functionF~n! at low veloci-
ties can be easily obtained from the latter expression.n
!1, thenF~n! is approximately determined by an integr
whose value is15

F~n!uv!1'
p

n6 E
1

`

dk
k5

Ak221
exp~2pk/n!

5
p

n6 S d4

dx4 K1~x! D
x5p/n

——→
n→0

p

&n11/2

3exp~2p/n!,

whereK1(x) is a modified Bessel function.
It is remarkable that the functionF̃ f(n)/2l5n

1421(g* /l)F(n) is a universal function of the velocity
depending on the single parameterg* /l determining the re-
laxation properties of the system.

The expression~23! can be used as a basis for determ
ing the parameterg* experimentally. Once the lagDq of the
DW has been determined, for known values ofl and pre-
scribed velocityn, the quantityg* can be found from the
relation

g* 52~Dq22ln!/F~n!. ~24!

If the constantg* is of the order ofl, then the defects o
the magnetic structure make a large contribution to the fo
braking a DW.

Figure 3a shows a plot of the functionF̃ f(n)/2l for
different values of the parameterg* /l. For comparison, the
figure also shows the function forg* /l50, i.e. neglecting
the contribution of defects.

The functionF~n! depends strongly on the form of th
functiong(nt). In turn the magnetization distribution insid
a wall determinesg(nt) ~the plots in Fig. 3 were constructe
for a Bloch DW!.

The asymptotic behavior of the functionF~n! can be
easily determined for a DW moving with velocityn@1:
F(n)51/15n, which corresponds exactly to the results o
tained in previous investigations7–12 for a ‘‘free’’ DW mov-
ing outside a potential well.

In summary, for velocitiesv@v0l the friction force is
independent of the depth of the potential well. The prese
of a well is significant for the motion of DWs with velocitie

v;v0l . In this range~Fig. 3a! F̃ f(n) depends strongly on
the influence of defects, whose contribution is characteri
quantitatively by the parameterg* /l.

As g* /l increases, two extrema appear in the funct
F̃ f(n)—at n1 and n2 ~Fig. 3a, curve 3!. On the section be-
tweenn1 andn2 the behavior of the curve corresponds to
friction force decreasing with increasing DW velocity, ind
cating that the motion of the DW could be unstable in t
velocity range according to the standard criteriondF̃f /dn
,0.
-

e

-

e

d

n

As a characteristic ofF̃ f(n) we introduce

leff ~n!5
1

2

dF̃f~n!

dn
5l1

1

4
g*

dF~n!

dn

5l1
1

4
g* E

0

`

dtJ0~t!tg8~nt!. ~25!

In the absence of defects, forg* 50, we haveleff(n)
5l. Thusleff(n) can be regarded as an effective, dissipati
velocity-dependent constant.

Figure 3b shows the curvesleff(n)/l for various values
of g* /l. It can be concluded from their behavior that defe
play a large role in the braking of DWs at low velocities.

The points whereleff(n) vanish are identical to the criti
cal velocities n1 and n2 , which exist only for g* /l
.4/uF8(nm)u'15.27 ~where the argumentnm is the value
for which the derivative of the functionF~n! has its mini-
mum value!.

Analysis of the functionleff(n) shows how the values o
the critical velocity behave ifK—the coupling constant be
tween the DW and the potential well—tends to zero.

For this we write the conditionleff(n)50 in the form

l/g* 1421dF~n!/dn50. ~26!

If K→0, thenl/g* →0 and the critical velocityn1 tends
to the finite limit n0'0.69 ~where n0 is the value of the
argument for which the derivative of the function vanishe!.
On the other hand,v15n1lAK/m→0 following a square-
root law.

It can be shown in exactly the same manner that
value of v2 tends to a finite limit. Indeed,n2→` as l/g*

FIG. 3. Plots of the friction forceF̃ f(n)/2l ~a! and the effective relaxation
parameterleff(n)/l ~b! versus the reduced velocity of a DW for variou
values ofg* /l: g3* /l3.g2* /l2.g1* /l1 . The dashed line corresponds t
g* 50.
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→0, and for high DW velocities Eq.~26! can be written in
the forml/g* 21/15(n2)250 or, using the initial notation,

v25A2/15«~cl3s3/2/LkAm!1/2. ~27!

The quantity~27! is identical, to within the notation, to a
previous result obtained in an analysis of the motion o
‘‘free’’ DW. 11,12 As the depth of the potential well tends
zero, the region with the anomalous velocity dependenc
the friction force (dF̃f /dn50) nP@n1 ,n2# is identical to
the velocity intervalnP@0,ncr#, where the stationary motion
of a ‘‘free’’ DW is unstable. In other words, asK→0 the
velocity dependence of the friction force has the form ch
acteristic for a ‘‘free’’ DW.9–12

In conclusion, we note that even in the zonen
P@n1 ,n2#, where dF̃f /dn,0, the presence of a potentia
well can stabilize the stationary motion of a DW. To det
mine the criterion for the motion of a wall to be stable w
shall investigate the solution~20! for stability with respect to
small perturbations.

For this we write the solution as

q0~t!5nt2Dq1u~t!, ~28!

whereu~t! denotes a small deviation of the coordinateq0(t)
from the valuent2Dq, describing the stationary motion o
the DW.

The equation obtained foru~t! by linearizing the equa-
tion of motion of a DW is

]2u

]t2 12l
]u

]t
1u1g* E

2`

`

dt8G~t2t8,0!g8~n~t2t8!!

3~u~t!2u~t8!!50. ~29!

We seek its solution in the form exp(mt). It is obvious
that stationary motion is stable if the small correctionu~t!
decays with time, i.e. the stability criterion is Rem,0. Sub-
stituting the expression for the perturbation in the fo
u(t)5u0 exp(mt) into Eq. ~29! we obtain the characteristi
equation

m212lm111
g*

2 E
2`

`

dtJ0~t!g8~nt!~12exp~mt!!50.

~30!

Sincel andg* !1 we seek the solution of the transce
dental equation~30! in the form

m5 i 1 im82m9, ~31!

wherem8 is a correction to the characteristic oscillation fr
quency of a moving DW, andm9 is the damping constant fo
small perturbationsu~t!. To within terms of first-order inl
andg* these quantities are

m85
g*

4 E
0

`

dtJ0~t!~12cost!g8~nt!,

m95l1
g*

4 E
0

`

dtJ0~t!sint g8~nt!. ~32!

If m9.0, then the perturbationu~t! decays and the sta
tionary motion of a DW will be stable.

Figure 4a showsm9(n)/l for various values ofg* /l.
We note that in the presence of a potential well the criter
a

of

r-

-

n

for stable uniform motionm9.0 is different from the crite-
rion leff.0. This follows from Fig. 4b which shows the va
ues ofm9(n) andleff(n) for g* /l540. The hatch marks in
the figure mark the region betweenn3 and n4 where the
stationary motion of a DW is unstable.

The stabilizing effect of a potential well explains the fa
that the region@n3 ,n4# is different from the region@n1 ,n2#.
As K→0, the region@n3 ,n4#→@n1 ,n2#→@0,ncr#.

It follows from Eq. ~32! that a zone of unstable motio
of a DW, for whichm9,0, appears ifg* /l.30.53.

B. Stationary motion of a domain wall in a thick film.
Coercivity

Analysis of the functions in Fig. 2 shows that if the film
thickness is of the order of severalL, then the friction force
due to defects acting on a DW withn@1 is close to a con-
stant valueF̃0 .

To estimate this quantity we shall examine the braking
a DW in a thick film (L@L). In this case the spectrum o
flexural SWs over the thickness (z) changes from discrete to
quasicontinuous and the boundary conditions on the sur
of the film can be neglected, i.e. the problem actually redu
to the braking of a DW in an unbounded FM.

In this case, to solve Eq.~5! u(r,t) can be represente
by, for example, a Fourier integral instead of a Fourier ser

u~r,t!5~2p!23E dvdk ũ~k,v!exp@ i ~kr2vt!#,

~33!

whereũ(k,v) is the Fourier transform ofu(r,t).

FIG. 4. Plots of the functionm9(n)/l for various values ofg* /l: g3* /l3

.g2* /l2.g1* /l1 ~a!. Comparison of the functionsleff(n)/l ~curve 1! and
m9(n)/l ~curve2!, g* /l540 ~b!.



w

th

ap
b

g
an

F

a

qu

th
a
cu

-
re
os

n-

oc-

ue

to

ng

cts

s-
5

r
lts

i

947Low Temp. Phys. 30 (12), December 2004 Yu. I. Dzhezherya and M. V. Sorokin
Calculatingu(r,t), substituting the result into Eq.~6!,
and performing simple transformations we obtain the follo
ing expression for the friction forceF̃ f(n):

F̃ f~n!52ln1
g

16E0

`

dv
v5

sinh2~pv/2!

3Fp2 2arctan
12v2n2

2lvn G . ~34!

It is found that the friction forceF̃ f(n)22ln due to
defects has the asymptotic value;0.12lgn asn→0, and for
high velocities (n@1) it tends to the constant value

F̃05
pg

16 E
0

`

dv
v5

sinh2~pv/2!
'0.102g. ~35!

Therefore the real friction force acting on a DW tends to
value F050.102gKl 50.102«2cl2s. It is obvious that this
quantity is independent of the presence of a ‘‘magnetic tr
~the parameterK). It can be shown that the same value o
tains for the friction force for braking of a ‘‘free’’ DW on
defects in an unbounded FM.

In this case, equating the friction force to the impellin
force 2MH makes it easy to understand the physical me
ing of the quantity obtained:

F f~v !5kv1F052MH. ~36!

Thus the DW velocity

v52M ~H2Hc!/k ~37!

is directly proportional to the difference of the external M
and a quantityHc—the dynamical coercivity field.4,5,8,9Cor-
respondingly,F0 is the dynamical coercive force acting on
DW.

Hc50.051«2cl2s/M . ~38!

4. CONCLUSIONS

In summary, in the simplified model~2! the braking of a
DW ~due to the emission of flexural SWs! on microscopic
defects can be described on the basis of the effective e
tion ~12! for the DW coordinate.

The influence of defects on the motion of a DW wi
constant velocity and the harmonic oscillations of the w
can be determined by analyzing this equation in two parti
lar cases which admit an analytical solution.

For forced oscillations of a DW in a FM film with arbi
trary thickness the energy losses due to defects are of a
nance character. If the frequency of the external field is cl
-

e

’’
-

-

a-

ll
-

so-
e

to the characteristic frequencyv0 of the DW in a potential
well or the frequencies of flexural excitations which are no
uniform over the film thicknessvp5v0A11p2p2L2/L2

(p51,2,. . . ), then resonance emission of surface SWs
curs and energy losses of the DW increase sharply~Fig. 1!.

For stationary motion of a DW, the braking process d
to defects in the presence of a potential well (KÞ0) is dif-
ferent from the braking process for a ‘‘free’’ DW.3–12 As
v→0, the contribution of defects to the friction force tends
zero for a film of any thickness~Fig. 2!. For thin films (L
!L) defects engender an anomalousN-type velocity depen-
dence of the total friction force~Fig. 3a! and instability of
stationary motion~Figs. 3b and 4!.

In general, the contribution of defects to the braki
force depends strongly on the film thickness. AsL increases,
the functional dependence of the friction force due to defe
on the DW velocity changes~Fig. 2!. For large film thick-
nesses (L@L) the influence of defects reduces to a manife
tation of dynamical coercivity, first described in Refs. 4–
and 8–9.

We thank V. G. Bar’yakhtar and Yu. I. Gorobtsov fo
helpful suggestions and a fruitful discussion of the resu
obtained in this work.
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The influence of photoillumination on the magnetic and transport properties of epitaxial thin
films of the manganite Pr0.6La0.1Ca0.3MnO3 is investigated. It is found that illuminating films with
He–Ne laser light increases their magnetization and decreases their electric resistance,
stimulating an antiferromagnetic-insulator—ferromagnetic-metal phase transition, which is
observed in this crystal in a magnetic field at low temperatures. It is shown that the phase-
transition field is appreciably lower after the films are photoilluminated. It is concluded
that photoillumination gives rise to the formation and growth of ferromagnetic metallic clusters
inside an antiferromagnetic insulating phase. The mechanism of the effect of light on the
magnetic and electric states of the manganite Pr0.6La0.1Ca0.3MnO3 could be related with
photoinduced electron transfer from Mn31 to Mn41 ions, which results in melting of the
charge ordering present in this manganite in the antiferromagnetic insulating state, and gives rise
to a transition of the crystal into a ferromagnetic metallic phase. ©2004 American
Institute of Physics.@DOI: 10.1063/1.1820033#
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1. INTRODUCTION

The observation of colossal magnetoresistance in m
ganites containing Mn31 and Mn41 ions has engendered i
the last ten years enormous interest in these compounds
the standpoints of science and applications. The electric
sistance of manganites can decrease by an order of ma
tude in a magnetic field near the Curie temperature or du
magnetic field induced phase transitions. Of special inte
are manganites whose resistive properties or the insulat
metal phase transition observed in them can be affected
photoillumination.1–4 Examples of such manganites a
(La0.3Nd0.7)2/3Ca1/3MnO3, photoilluminating which de-
creases the electric resistance,1 and Pr0.7Ca0.3MnO3, where
light gives rise to a phase transition from the insulating in
the metallic state.2–4

The insulator—metal phase transition in
Pr0.7Ca0.3MnO3 single crystal was induced by pulsed Nd
YAG laser light with wavelengthl5532 nm ~second har-
monic! at temperatureT530 K. The authors attribute thi
photoinduced phase transition to melting of the charge or
ing of Mn31 and Mn41 ions and formation of ferromagneti
~FM! metallic clusters inside an insulating antiferromagne
~AFM! phase during photoillumination. Since mangani
are opaque for visible light, the photoinduced phase tra
tion in a Pr0.7Ca0.3MnO3 single crystal occurs in a surfac
layer whose thickness is close to the penetration depth o
inducing light. In this connection thin films, which are rath
9481063-777X/2004/30(12)/8/$26.00
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transparent for the inducing radiation, are best for investig
ing the influence of light on phase transitions in manganit

We recently observed the influence of light on a ma
netic field induced antiferromagnet—ferromagnet phase tr
sition in a thin Pr0.6La0.1Ca0.3MnO3 manganite film, which is
rather transparent to visible light, at temperaturesT,50 K.5

Illuminating the film with He–Ne (l5633 nm) or Ar (l
5488 nm) laser light increased the magnetization and stim
lated a phase transition from the AFM into the FM state
should be noted that our experimental data5 differ substan-
tially from the results described in previous investigations
a photoinduced dielectric–metal phase transition
Pr0.7Ca0.3MnO3 single crystals.2–4 For example, the light flux
density in experiments with a Pr0.6La0.1Ca0.3MnO3 film5 was
five orders of magnitude lower than the threshold light fl
density giving rise to a photoinduced transition in the ma
ganite Pr0.7Ca0.3MnO3.2–4 In addition, the illumination dose
needed to achieve saturation of the photoinduced effect
8–9 orders of magnitude higher in our experiments.

The ratio of Mn31 and Mn41 ions in the manganites
Pr0.6La0.1Ca0.3MnO3 and Pr0.7Ca0.3MnO3 is the same, and the
H –T magnetic phase diagrams of these compounds
similar.5 On this basis the magnetic field induced phase tr
sition from the AFM into the FM state, observed during ma
netic measurements in a Pr0.6La0.1Ca0.3MnO3 film,5 should
be accompanied by a substantial decrease of the electri
sistance, i.e. a transition from the insulating into the meta
state. In this connection it is of definite interest to study t
© 2004 American Institute of Physics
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influence of photoillumination on the magnetization and co
ductivity of a Pr0.6La0.1Ca0.3MnO3 film in a magnetic field.

In the present paper we present the results of com
hensive investigations of the resistance and magnetic p
erties of Pr0.6La0.1Ca0.3MnO3 films in a magnetic field and
the results of an investigation of the influence of light on
field induced antiferromagnetic-insulator—ferromagnet
metal phase transition.

2. SAMPLES AND EXPERIMENTAL PROCEDURE

The experimental samples of Pr0.6La0.1Ca0.3MnO3 con-
sisted of thin films prepared by the MOCVD~Metal Organic
Chemical Vapor Deposition! method. The films were depos
ited in inert gas from the initial vapors of volatile solutions
T5860 °C on a substrate cut from SrLaGaO4 or SrTiO3

single crystals in the~001! plane. After deposition, the films
obtained were annealed in oxygen gas for 0.5 h at the s
temperature~the method is described in detail in Ref. 6!.
Secondary mass spectrometry was used to check the cat
composition and uniformity of the films. X-Ray investiga
tions showed that the Pr0.6La0.1Ca0.3MnO3 films obtained are
epitaxial and have no polycrystalline inclusions. The crys
lattice parameters obtained from the x-ray data are in g
agreement with the parameters for the bulk materials w
the same composition. The crystal structure of the films c
responds to the orthorhombic space groupPnma. The ex-
perimental films were about 350 nm thick and the subst
was about 0.5 mm thick. The film and substrate were ra
transparent to visible light. Spectral investigations show
that the transmission of a film with a substrate for light w
wavelengthl5633 nm is about 10% at low temperatures

Two Pr0.6La0.1Ca0.3MnO3 films were investigated in the
present work: film 1 deposited on a SrLaGaO4 substrate and
film 2 deposited on a SrTiO3 substrate. The parameters
these films, specfically, their magnetization and electric c
ductivity, differ appreciably. Nonetheless, the temperat
dependences of the magnetization and electric resistance
the dependences of these quantities on the external mag
field are qualitatively the same. A magnetic field induc
irreversible phase transition from an AFM-insulating into
FM-metallic state is observed in both films at temperatu
T,50 K.

In the present work measurements of the magnetiza
and electric conductivity of two Pr0.6La0.1Ca0.3MnO3 films
were performed in the absence of illumination and with
films illuminated by He–Ne laser light with wavelengthl
5633 nm. The light flux density was about 0.1 W/cm2. The
magnetization of the films was measured using a MPM
Quantum Design SQUID magnetometer with an optical
sert ~fiber-optic sample holder! for illuminating the sample
during the measurements. A sample~film on a substrate! con-
sisted of a disk approximately 3 mm in diameter. The m
netization measurements were performed in the tempera
range 5 K,T,300 K in fields up to 50 kOe. The magnet
field was oriented perpendicular to the surface of the film

An optical helium cryostat was used to perform me
surements of the temperature and field dependences o
electric resistance of the films. For film 1 the measureme
were performed in the temperature range 25 K,T,300 K
in magnetic fields up to 30 kOe, oriented, just as in
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magnetization measurements, perpendicular to the film
face. For film 2 the measurements were performed in
temperature range 25 K,T,250 K in magnetic fields up to
10 kOe. In this case the field was oriented parallel to the fi
surface. The two-contact method was used to measure
resistance, since the resistance was quite high~ranging from
103 to 109 V). Two electrically conducting contacts consis
ing of silver paste and separated by 3 mm from one ano
were deposited on the film surface. The length of the c
tacts along the gap between them was also equal to 3 mm
section of the sample lying between the electric contacts
illuminated to investigate the influence of light on the co
ductivity of the films.

3. RESULTS OF THE MAGNETIC MEASUREMENTS

The measurements of the field dependences of the m
netizationm(H) in the absence of photoillumination showe
that in Pr0.6La0.1Ca0.3MnO3 films a magnetic field induced
phase transition from the AFM into the FM state is observ
at temperaturesT,50 K. The dependencesm(H) for films 1
and 2 are presented in Figs. 1 and 2, respectively. Figu
shows the functionm(H) ~open squares! for film 1 at T
525 K; this curve was obtained after the sample was coo
from room temperature in the absence of a magnetic fi
~Zero-Field Cooling—ZFC!. This first postcooling depen
dence was measured with the magnetic field increasing f
0 to 50 kOe. This curve, which is similar to the curvem(H)
obtained under the same conditions in a Pr0.7Ca0.3MnO3

crystal,7 is observed to have two breaks—one atH1

'19 kOe and one atH2'32 kOe. The transition from the
AFM into the FM state in film 1 occurs in the field rang
19 kOe,H,32 kOe. The functionm(H) measured with the
magnetic field decreasing from 50 to 0 kOe~filled squares in
Fig. 1! lies much higher on the plot and the reverse transit
from the FM into the AFM state is not observed. When t
field is subsequently increased from 0 to 50 kOe~with the
magnetization of the film reversed beforehand to250 kOe

FIG. 1. Field dependences of the magnetization of film 1 at temperatuT
525 K: in an unilluminated film~h andj!; with illumination of the film in
a constant external fieldH525 kOe ~s!; in an illuminated film with the
external field decreasing~d!.
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or without magnetization reversal! the curvem(H) is virtu-
ally identical to the curve obtained with the field decreas
from 50 to 0 kOe. Thus the magnetic field induced pha
transition from the AFM into the FM state in the experime
tal Pr0.6La0.1Ca0.3MnO3 film is irreversible, just as in a
Pr0.7Ca0.3MnO3 crystal.7,8

The field dependences of the magnetization of film 2
shown in Fig. 2. Just as in the case of film 1 a magnetic field
induces in film 2 a phase transition from the AFM into th
FM state when the magnetic field is applied for the first tim
after the sample is cooled in zero field from room tempe
ture. However, the onset of the transition is observed
somewhat stronger magnetic fields. AtT525 K the break in
the curvem(H) corresponding to the fieldH1 is observed at
'25 kOe, while in film 1 at this temperatureH1'19 kOe.
In addition, the completion of the transition~break in the
functionm(H) at the fieldH2) is not observed in film 2 right
up to 50 kOe, i.e. the field intervalDH5H2–H2 in this film
was wider than in film 1. For the field decreasing from 50
0 kOe the curvem(H), just as in the case of film 1, lie
much higher and the curvem(H) obtained with the field
subsequently increasing from 0 to 50 kOe is virtually ide
tical. Therefore the magnetic field induced transition fro
the AFM into the FM state is also irreversible even in t
film 2.

FIG. 2. Field dependences of the magnetization measured in film 2 at
peraturesT510, 25, and 35 K in unilluminated~h! and illuminated~d!
films.
g
e

e

-
n

-

Illuminating the experimental films with He–Ne lase
radiation with wavelengthl5633 nm in a magnetic field
increased the magnetization and stimulated a phase trans
from the AFM into the FM state. The experiments inves
gating the influence of light on the magnetization of the film
and the phase transition from the AFM into the FM sta
were performed as follows. First, the film 1 was cooled in t
absence of a magnetic field from room temperature to
temperature at which the measurements were perfor
~Fig. 1 shows the data forT525 K). Next, the magnetic field
was slowly increased to a value close to (H11H2)/2 and the
magnetization was measured as the field was increased.
kOe external field~Fig. 1! corresponds to approximately th
midpoint of the rangeH1–H2 , where in film 1 a transition
from the AFM into the FM state occurs atT525 K. The
sample was photoilluminated in this field. The magnetizat
of the film ~open circles in Fig. 1! was observed to increas
during illumination.

The kinetics of the photoinduced increase of the mag
tization of film 1 is shown in Fig. 3a. As one can see fro
the dependence of the magnetizationm(H) on the illumina-
tion time, when the light is switched on (t51 h) the magne-

m-

FIG. 3. Illumination time dependences of the magnetization of the film
~a! and 2~b!: open circles—without illumination, filled circles—with illu-
mination. The dependences measured under illumination with linearly
larized ~1! and unpolarized~2! light are shown for film 1.
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tization of the film at first increases rapidly and then sa
rates. The influence of linearly polarized and unpolariz
light on the magnetization of the experimental film was stu
ied. The light flux density was the same in both cases. As
can see from Fig. 3a, in the first case the magnetization
the film as a function of the illumination time increases mu
more rapidly than for illumination with unpolarized ligh
The magnetization saturation time for illumination with p
larized light was somewhat longer than 1 h. However, wh
the sample was illuminated with unpolarized light the pho
induced change of the magnetization did not saturate e
after illumination for 4 h.

The increase of the magnetization of the film under il
mination is not due to heating of the film by the light. Th
temperature dependence of the magnetization of film 1 in
FM state, where according to experiment there is no pho
induced change in magnetization, was used to determine
magnitude of the heating of the sample by laser light. For
initial sample temperatureT525 K illumination increases
the temperature of the sample by 3–4 K. This tempera
increase corresponds to a magnetization increase~see the
ZFC dependencem(H) in Fig. 4a! by 431026 G•cm3,
which is almost an order of magnitude less than the obse
photoinduced increase of magnetization~Fig. 3a!. In addi-
tion, the temperature of the sample reaches an equilibr
value much more rapidly under illumination than the pho
induced change saturates. When the illumination w
switched off after saturation was reached, a small increas
the magnetization of the film was observed~open squares in
Fig. 3a!; this is due to cooling of the sample. When the lig
was then switched on, resulting in the sample being hea
the magnetization rapidly returned to its previous va
~filled squares in Fig. 3a!.

As one can see in Fig. 1, the magnetization of the fi
under illumination does not reach the value correspondin
the FM phase in the field 25 kOe. However, its magnitu
increases substantially under the action of the light. The fi
dependence of the magnetization, measured with the
decreasing from 25 to 0 kOe after illumination is switch
off ~filled circles in Fig. 1!, lies on the plot much higher tha
the initial curvem(H) obtained with the field increasing i
the absence of illumination~open squares in Fig. 1!. The
dependencem(H) measured with a subsequent increase
the field from 0 to 25 kOe in the absence of illumination
identical to the dependence obtained with decreasing fi
Thus the photoinduced changes in the sample remain
the magnetic field is removed and appear when the fiel
reintroduced. The photoinduced transition into a differe
magnetic state in a Pr0.6La0.1Ca0.3MnO3 film is also irrevers-
ible, just as the magnetic field induced transition. No rel
ation of the photoinduced change in magnetization was
served, to within the limits of the measurement error, ove
period of 20 h after illumination was switched off.

We also note that a photoinduced increase of the mag
tization was also observed in fieldsH,H1 , though the
photoinduced change in this case is smaller than in the ra
of fields corresponding to the phase transition from the AF
into the FM state. The investigations of the film temperat
dependence of the photoinduced change in magnetiza
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showed that the magnitude of the change increases as
perature decreases.

Similar photoinduced changes of the magnetic state o
sample were also observed in film 2. Figure 3b shows
dependence of the magnetization of this film on the time
which it was illuminated with linearly polarized light in a
magnetic fieldH540 kOe at temperatureT510 K. As one
can see from the figure, the magnetization of film 2 increa
under illumination, and the saturation time of the photo
duced change of magnetization is about 1.5 h. Therefore
both films 1 and 2 photoillumination induced an increase
magnetization and stimulated a transition from the AFM in
the FM state. The field dependences of the magnetizatio
a photoilluminated sample were measured for film 2. Th
dependences are presented in Fig. 2~filled circles!. Just as
for measurements of the field dependences in an unillu
nated film the sample was first cooled each time in zero fi
from room temperature to the measurement temperat
Then the film was photoilluminated for 1 h, after which th
field dependence of the magnetization of the film was m
sured with illumination continuing in fields from 0 to 50 kO

FIG. 4. Temperature dependences of the magnetization of the films 1~a! and
2 ~b! in the fieldsH525 and 40 kOe, respectively: the ZFC and FC curv
measured in unilluminated~h and 3! and illuminated~film illuminated
during the measurements and more than 1 h before the measurements! ~s
and1! samples.
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and from 50 to 0 kOe. As one can see in Fig. 2, the influe
of photoillumination on the dependencem(H) is virtually
unnoticeable atT535 K, is clearly seen atT525 K, and
increases strongly atT510 K. The fieldH1 in which the
transition from AFM into the FM state starts decreases un
the action of light. The shift of the fieldH1 in the illuminated
film as compared with the unilluminated film is 5 kOe atT
525 K and about 15 kOe atT510 K, i.e. the quantityH1

il

2H1 increases appreciably as temperature decreases.
The influence of photoillumination on the temperatu

dependences of the magnetizationm(H) of
Pr0.6La0.1Ca0.3MnO3 films was also taken into account. Th
dependencesm(H) for the films 1 and 2 were measured in
magnetic field with sample, heating of the sample, wh
was precooled from room to liquid-helium temperature in
absence of a field or in a magnetic field in which the m
surements were then performed~field cooling—FC!. Figure
4 shows the ZFC and FC temperature dependences o
magnetization of the films 1~Fig. 4a! and 2~Fig. 4b!, mea-
sured in the fieldsH525 kOe and 40 kOe, respectively. Th
difference between the ZFC and FC dependences in the
luminated films is clearly observed at temperaturesT
,50 K for film 1 andT,40 K for film 2 and is due to the
existence of a nonuniform magnetic state containing AF
and FM phases in the sample. Figure 4 also shows the
and FC temperature dependences of the magnetization
illuminated films. The films were illuminated atT510 K
andH525 kOe by linearly polarized light at least 1 h before
the magnetization measurements and during the meas
ments. As one can see in Fig. 4, the ZFC and FC dep
dences for the illuminated film 1 are indistinguishable fro
one another and are identical to the FC dependence o
magnetization measured for the unilluminated film. For
illuminated film 2 the ZFC and FC dependences are also
same and lie even farther above the FC dependences fo
unilluminated film. The results obtained additionally confir
that illumination with He–Ne laser light stimulates a pha
transition from the AFM into the FM state in
Pr0.6La0.1Ca0.3MnO3 films. A difference in the temperatur
dependences of the magnetization between the illumin
and unilluminated films is observed atT,50 K for film 1
~ZFC dependence! and T,80 K for film 2 ~ZFC and FC
dependences!. We note that the photoinduced change in t
ZFC magnetization cannot be explained by heating of
sample. Heating can cause the ZFC magnetization to re
only its maximum value, which is less than the magneti
tion of illuminated films atT,50 K. For film 2 the ZFC and
FC curves both lie above the FC dependence of an unillu
nated film. Heating of the sample cannot produce suc
result.

4. RESULTS OF RESISTANCE MEASUREMENTS

A phase transition from the AFM insulator into the F
metallic state and the influence of photoillumination on t
transition were also observed when we studied the elec
conductivity of Pr0.6La0.1Ca0.3MnO3 films in a magnetic field
at temperaturesT,50 K. The current–voltage characteri
tics of the experimental films were nonlinear. It is we
known that the applied electric field arising in
Pr0.6La0.1Ca0.3MnO3 film when measuring the electric con
e
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ductivity itself can give rise to a phase transition from t
insulating into the metallic state.9 Measurements of the tem
perature and field dependencesR(T) and R(H) were per-
formed in a regime with a prescribed voltage. This volta
was adjusted experimentally to the lowest value sufficien
ensure measurement accuracy and was 0.5 V. The ele
resistance of both experimental films was approximately
same at room temperature ('23103 V) and strongly in-
creased with decreasing temperature. Figure 5 shows
curvesR(T) for the films 1~Fig. 5a! and 2~Fig. 5b!, mea-
sured with the films being cooled. The time over which t
temperature drops from room temperature to 25 K var
from 45 min to 4 h. No effect of the rate of cooling on th
electric state of the sample was observed. According to
5, as temperature decreases, the resistance of the film
creases smoothly, and a sharp increase of resistance is
served at temperatures 100–110 K. It could be that the br
observed in the curveR(T) for both films near 100 K is due
to AFM ordering. At low temperatures the resistances
films 1 and 2 differ substantially from one another. The
sistance of film 1 reaches;106 V, while the resistance o
film 2 is several orders of magnitude greater, 109– 1010 V.
At low temperatures (T,50– 70 K) the electric resistance o
the films is not single-valued. For example, atT525 K the
resistance of film 1 with several coolings was in the ran

FIG. 5. Temperature dependences of the electric resistance of films 1~a! and
2 ~b!.
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53105223106 V, and the resistance of film 2 was in th
range 431092131010 V. It should be noted that the erro
in the measurements of the resistance of the second film
high for R.108 V. This could be due to the jumps in th
curveR(T) and the large scatter of the points. Consequen
for R.108 V only qualitative judgments can be made abo
the temperature variation of the resistance of film 2.

The magnetic field dependences obtained for the elec
resistance of films 1 and 2 in unilluminated and illuminat
films are presented in Fig. 6. These dependences were
sured with the magnetic field switched on for the first tim
after the films were cooled in the absence of a field fr
room temperature to the measurement temperature. It is
teresting that an AFM-insulator—FM-metal transition a
pears in the curvesR(H) ~Fig. 6! in weaker fields and is
sharper than in the curvesm(H) ~Figs. 1 and 2!. Thus for
film 1 in the absence of illumination the transition is o
served in the curveR(H) at T525 K in the fields H1

'14.5 kOe andH2'16.5 kOe~Fig. 6a!, while in the curves
m(H) at the same temperature~Fig. 1! the transition occurs
in the fieldsH1'19 kOe andH2'32 kOe. For the film 2
with no illumination the transition in the curveR(H) at T
525 K starts in the fieldH1'3.6 kOe and is essentiall
complete in the fieldH2'10 kOe ~Fig. 6b!, while in the

FIG. 6. Field dependences of the electric resistance of films 1~a! and 2~b!
measured atT525 K in unilluminated~s! and illuminated~d! films.
as
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curve m(H) at the same temperature~Fig. 2! the transition
starts atH1'25 kOe and is still incomplete at 50 kOe. Th
observed difference in the magnetic and resistance meas
ments is probably due to the presence in the sample, in
case whereR(H) is measured, of an electric field whic
itself can give rise to a phase transition from the insulat
into the metallic state.9 The combined effect of electric an
magnetic fields on the electronic and magnetic subsystem
the crystal for resistance measurements is that the phase
sition occurs in weaker external magnetic fields.

As the magnetic field decreases, the reverse transi
from the metallic into the insulating state is not observ
~Fig. 6a; in Fig. 6b the reverse variation of the field is n
shown!. Thus the resistance measurements, just as the m
netic measurements, show that the magnetic field indu
AFM-insulator—FM-metal transition is irreversible.

Experiments measuring the electric resistance in illum
nated Pr0.6La0.1Ca0.3MnO3 films showed, just as the magnet
measurements, that illuminating films with He–Ne laser lig
with l5633 nm appreciably decreases the magnetic field
which a transition from the insulating into the metallic sta
is observed. Prior to illumination the film was cooled in th
absence of a field from room temperature to the meas
ment temperature. After the required temperature was es
lished, the film was illuminated atH50 for 1 h, and then the
dependenceR(H) was measured. Illumination of the film
continued during the measurements of the field depende
As we can see from Figs. 6a and 6b, atT525 K photoillu-
mination shifts the AFM-insulator—FM-metal transition i
the direction of weak fields by;3 kOe for film 1 and
;4 kOe for film 2. A photoinduced decrease of the transiti
fields was observed in experiments measuring the elec
resistance at temperaturesT,50 K. It should be noted tha
after a film is illuminated its resistive properties returned
the initial state observed before illumination only after t
sample was heated to room temperature and held at this
perature for one day.

The kinetics of the photoinduced change in the elec
resistance of films is shown in Fig. 7. In experiments stu
ing the kinetics the magnitude of the external magnetic fi
was set in the rangeH1

il,H,H1 , whereH1
il andH1 are the

fields in which a transition at a prescribed temperature fr
the insulating into the metallic state starts in illuminated a
unilluminated films, respectively. The resistance of an un
luminated film was measured for several minutes and t
photoillumination was switched on at the time marked by
arrow in Fig. 7. As one can see from Fig. 7a, after film 1 w
illuminated for about 1 min its resistance abruptly dropp
by almost an order of magnitude. The observed photo
duced decrease ofR is close in magnitude to the decrease
the resistance of film 1 at a phase transition induced b
magnetic field~Fig. 6a!. In film 2 the photoinduced phas
transition is slower~Fig. 7b!. The resistance of the film de
creases by three orders of magnitude under the action
light; this agrees well with the decrease ofR at a magnetic
field-induced transition~Fig. 6b!. We note that for film 2, just
as for film 1, the photoinduced change of the electric res
tance occurs much more quickly~Fig. 7! than the change o
magnetization~Fig. 3!.

Just as in the investigation of the influence of light
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the magnetic properties of Pr0.6La0.1Ca0.3MnO3 films, in the
investigation of the influence of illumination on the res
tance properties of the same films a check was made to
that the observed photoinduced changes are not due to tr
heating of the sample. To this end the temperature dep
dence of the resistance of film 1 in the metallic state,
which no photoinduced changes inR are observed, was mea
sured. This dependence was measured in the absence
magnetic field, which when applied beforehand induced
irreversible insulator–metal transition. The temperature
pendenceR(T) obtained can be used to determine t
amount of heating of the film by the laser radiation. It w
found that for initial sample temperatureT525 K illumina-
tion increases the temperature of the film by not more tha
K. We note that virtually the same change of the film te
perature by 3–4 K was also observed under the action
light during the magnetic measurements. An increase of
film temperature by 3 K cannot shift the phase transitio
toward weaker fields by the amount;3 kOe, which is ob-
served experimentally~Fig. 6a!. According to theH –T
phase diagram obtained for film 1 from the resistance m
surements withU50.5 V, the temperature of the film mus

FIG. 7. Illumination-time dependences of the electric resistance of film
~a! and 2~b!. Open circles—without illumination; filled circles—with illu-
mination. The arrows mark the moment when the illumination is switch
on.
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reach 40 K for such a shift of the phase transition to occ
i.e. the light must heat the sample by 15 K.

5. DISCUSSION AND CONCLUSIONS

The following conclusions can be drawn from th
present investigations of the influence of photoilluminati
on the magnetic and resistance properties
Pr0.6La0.1Ca0.3MnO3 films and the magnetic field induce
transition from the AFM-insulating into the FM-metalli
state observed in these films.

—Illumination of Pr0.6La0.1Ca0.3MnO3 films with l
5633 nm visible light in a magnetic field at temperatur
T,50 K increases the magnetization and decreases the
tric resistance of the films and stimulates a transition fr
the AFM-insulating into the FM-metallic state. In the illum
nated films the magnetic field induced transition from t
AFM-insulating into the FM-metallic state occurs in weak
external fields than in unilluminated films.

—The photoinduced AFM-insulator—FM-conducto
transition is irreversible. The photoinduced changes in
state of the manganite Pr0.6La0.1Ca0.3MnO3 remain after the
magnetic field is removed and appear after the field is
stored with no changes from the form in which they we
observed after the film was illuminated in a magnetic fie
Relaxation of the photoinduced changes of magnetiza
and electric resistance is not observed. It should be noted
photoilluminating Pr0.6La0.1Ca0.3MnO3 films in the absence
of a magnetic field does not produce any changes in
magnetization and electric resistance of the films either
rectly during illumination or when the magnetic field is su
sequently switched on after illumination is switched off.

—Under identical conditions the photoinduced chan
of the electric resistance saturates much more quickly t
the photoinduced change of magnetization. Apparently,
presence of an electric field in the mangan
Pr0.6La0.1Ca0.3MnO3 films accelerates the process produci
the photoinduced changes.

—Linearly polarized light gives rise to a transition from
the AFM-insulating into the FM-metallic state much mo
quickly than unpolarized light under the same conditions

The effect of light on the magnetic and resistance pr
erties of Pr0.6La0.1Ca0.3MnO3 films could be due to the non
uniform state of manganite. It is known that the appeara
of phase separation is characteristic for manganites. At
temperatures regions with the FM-metallic phase exist
Pr0.6La0.1Ca0.3MnO3 films together with the AFM-insulating
phase. The difference of the ZFC and FC temperature de
dences of magnetization at temperaturesT,50 K attests to
the nonuniform state of the crystal. The presence of a
phase is seen in the nonlinear dependence of the magne
tion in weak fields for film 1~Fig. 1!. In film 2, where the
dependencem(H) in weak fields is linear~Fig. 2!, the num-
ber of FM-metallic clusters is smaller than in film 1. Low
temperature observations of the much higher~by 3–4 orders
of magnitude atT525 K) resistance of film 2 than film 1
~Fig. 5! confirm this.

Photo-illumination of manganite could result in the fo
mation of new and growth of existing FM-metallic cluste
inside the AFM-insulating phase.2–4A photoinduced increase
in the concentration of the FM-metallic phase in the crys
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increases the magnetization and decreases the electric
tance. Thus light stimulates a phase transition from the AF
insulating into the FM-metallic state and shifts the transit
to weaker magnetic fields. It follows from the magnetic me
surements that photoillumination results in a transition o
of a portion of the antiferromagnetic phase into the fer
magnetic phase. Even after the photoinduced effect satu
the magnetization is less than the magnetization corresp
ing to the dependencem(H) measured withH decreasing
from 50 to 0 kOe~Fig. 1!. At the same time the electri
resistance of Pr0.6La0.1Ca0.3MnO3 films decreases under th
action of light to the same value~Fig. 7! as for a phase
transition induced by a magnetic field~Fig. 6!. This can be
explained by taking account of the fact that for a transition
a part of the crystal into the FM-metallic state a percolat
cluster penetrating through the entire film can arise,10–12and
from this moment on the sample will exhibit metallic co
ductivity. At the same time a substantial portion of the fi
can remain in the AFM insulating state. Subsequent phot
lumination of manganite can result in the appearance of n
and growth of existing FM-metallic clusters inside the r
maining AFM-insulating phase and, correspondingly, an
crease in the concentration of the FM phase and the ma
tization. In the process the resistance properties of the
can change only negligibly, because the conductivity is
termined by the existing percolation cluster. Such a mo
explains the experimentally observed more rapid satura
of the photoinduced change in the electric resistance as c
pared with the photoinduced change in the magnetizat
The appearance of a percolation cluster can also explain
observed sharper AFM-insulator—FM-metal transition in t
dependencesR(H) ~Fig. 6!, while in the dependencesm(H)
~Figs. 1 and 2! this transition occurs in a wider range o
fields.

The presence of an electric field in the sample at the t
the resistance properties of the films are studied also p
ably influences the phase transition from the AFM-insulat
into the FM-metallic state. It can give rise to a transition
the AFM-insulating regions lying between the FM-metal
clusters and thereby facilitate the formation of a percolat
cluster. Thus the presence of an electric field can also re
in a sharper phase transition and rapid saturation of
photoinduced change of the electric resistance.

As noted above, relaxation of the photoinduced chan
of magnetization and electric resistance was not obse
experimentally. The photoinduced transition from the AFM
insulating into the FM-metallic state is irreversible. It cou
be that the nonuniform state existing in a magnetic field a
consisting of regions of an AFM-insulating phase and a F
metallic phase is unstable. A photoinduced transition o
portion of the AFM-insulating into the FM-metallic phas
changes the concentration of the phases and transfers
crystal into a more stable state. After the light is switched
the manganite film is in a more stable state and conseque
relaxation is not observed. If this supposition is correct,
arrive at the conclusion that the state of the crystal aris
when the crystal is cooled from room temperature to
measurement temperature in the absence of a magnetic
is stable and consequently does not change under illum
tion.
sis-
-

-
y
-
tes
d-

f
n

il-
w
-
-
e-

m
-

el
n

m-
n.
he

e
b-
g

n
ult
e

s
ed
-

d
-
a

the
f
tly
e
g
e
eld
a-

On the other hand the relaxation time of the photoe
cited state can be very long, so that relaxation is not
served during the experiment for several hours~relaxation
was not detected for 20 h in an experiment investigating
photoinduced change of magnetization!. In a Pr0.7Ca0.3MnO3

crystal the transition time from the metallic into the insula
ing state after the magnetic field was switched off was ab
3 h at T540 K.13 In addition, this time increased by tw
orders of magnitude as temperature decreased from 45 t
K. It could be that in our experiments at lower temperatu
the relaxation time is many orders of magnitude longer.

The effect of light on the phase transition studied
manganite films could be due to the photoinduced transfe
electrons from Mn31 to Mn41 ions. The transfer of an elec
tron eg from Mn31 to Mn41 through the O2p orbital of oxy-
gen occurs under the action of light.1 A change in the valence
of Mn ions can result in melting of the charge orderin
which occurs in the AFM-insulating state, and give rise to
transition into the FM-metallic phase. It could be that li
early polarized light induces directed charge transfer
tween Mn31 and Mn41 ions in the crystal lattice; this give
rise to a more rapid rearrangement of the electronic, m
netic, and structural states of the crystal. This can explain
experimentally observed more rapid process of photoindu
changes under the action of polarized light as compared w
unpolarized light.

This work was partially performed under project N
3-026/2004 of the Ukrainian National Academy of Scienc
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The EPR spectrum of an impurity Fe31 ion in three organic substances is investigated in the
temperature range 4.2–295 K: bromocresol green (C21H14Br4O5S), crystal violet
(C25H30ClN3), and a compound of crystal violet with fullarene ((C25H30ClN3)1C60). An
unusual change in the shape of the EPR spectrum as a function of temperature is observed in all
substances investigated. At 4.2 K the spectrum is a superposition of three contributions:
two resonance lines with effectiveg factors g154.39 andg252.03 and a nonresonance
contribution. As the temperature changes, the intensities become redistributed between these three
contributions. As temperature increases, the total intensity of line1 and the nonresonance
contribution decrease and the intensity of line2 increases. The observed properties of the EPR
spectra are characteristic for noncentral ions which possess a multiple-minimum potential.
The redistribution of the populations of vibronic states of a noncentral Fe31 ion determines the
temperature variation of the EPR spectrum. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1820034#
pe
o

t
as
te
de

th
re
e
vi
t

t o

s
u
tia
d
e

m
y
m
e

n–
e
is

of

ted
ence
sity
he

-
but
PR
Fe
the
the

non-
sity

rk, to
ctra

een

e to
An unusual temperature dependence of the EPR s
trum of the Fe31 ion has been observed in a number
organic and mineral substances.1–7 The main feature of the
EPR spectrum in these substances is the existence of
resonance lines whose intensities behave oppositely
function of temperature. As temperature decreases, the in
sity of one line increases and the intensity of the other
creases, and one line is stronger at low~liquid-helium! tem-
peratures and the other is strong at high~room! temperatures.
The first line was determined to be the low-temperature~LT!
component of the EPR spectrum and the second line
high-temperature~HT! component. A change in temperatu
causes the absorption intensity to be redistributed betw
the LT and HT components of the spectrum. Such beha
of the EPR spectrum attests to an unusual dynamics of
molecules surrounding the Fe31 ion or of the iron ion itself.
The existence of this dynamics could have a large effec
various properties of substances containing Fe31 ions.

The investigation of dynamical transitions is of intere
in itself, because the magnetic centers manifesting s
properties possess, as a rule, a multiple-minimum poten
Such magnetic centers have not been adequately studie
perimentally. They all have the property that the motion d
termining the transition from the LT to the HT spectru
occurs in a potential well with several minima separated b
potential barrier. Magnetic centers with a multiple-minimu
potential can have a different physical nature. Magnetic c
9561063-777X/2004/30(12)/5/$26.00
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ters whose multiple-minimum potential is due to the Jah
Teller effect have been studied in greatest detail. The F31

ion is a S ion, and for this reason the Jahn–Teller effect
impossible. It is more likely that the properties of the Fe31

ion which were observed in Refs. 1–7 are a manifestation
its noncentral~off-center! positioning.8

The behavior of a noncentral magnetic ion is manifes
as characteristic features in the EPR spectrum: the pres
of LT and HT components of the EPR spectrum and inten
redistribution between the LT and HT components of t
spectrum as temperature changes.

The EPR spectra of a Fe31 ion in the substances inves
tigated in Refs. 1–7 exhibit the same general properties
also large differences. The general properties of the E
spectra of these substances are due to the fact that the31

ion occupies noncentral positions. The difference in
shape of the spectra is due to the individual features of
magnetic centers. One such feature is the existence of
resonance absorption in the EPR spectrum, whose inten
and shape depend on the temperature. In the present wo
study the manifestation of these differences the EPR spe
of the magnetic centers of a Fe31 ion were investigated in
three different organic substances: bromocresol gr
(C21H14Br4O5S), crystal violet (C25H30ClN3), and a com-
pound of crystal violet with fullarene ((C25H30ClN3)
1C60). The shape of the EPR spectrum of the Fe31 ion in
these substances is very different. This makes it possibl
© 2004 American Institute of Physics
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demonstrate different manifestations of ‘‘noncentrality.’’
To obtain the compound (C25H30ClN3)1C60 a mixture

consisting of 50 mg of fullarene C60 ~99.5% purity! and 58.3
mg crystal violet~1:2 molar ratio! was heated in argon gas
a rate of 5 °C/min up to the temperature 105 °C. Wh
cooled, the eutectic mixture formed at this temperature c
geals into a uniform free-flowing mass.

1. EXPERIMENTAL RESULTS

The EPR spectrum was investigated in the tempera
rangeT54.2– 295 K using a 3-cm EPR spectrometer with
H012 square cavity with microwave frequencyn59.241
60.001 GHz.

Figures 1–3 show the EPR spectra of the experime
substances at several temperatures. The absorption
~Figs. 1a–3a! were obtained by numerically integrating th
experimental EPR spectra, some of which are presente
Figs. 1b–3b. The EPR data presented in Figs. 1–3 show
the spectra of all three substances contain two reson
lines whose parameters and behavior as a function of t
perature are similar to those of the resonance lines of
substances described in Refs. 1–7. For C21H14Br4O5S the
resonance line1 at T54.2 K is described by the effectiveg
factor g154.3960.03. For the complexes C25H30ClN3 and
(C25H30ClN3)1C60 the g factors areg154.560.1 andg1

54.360.3, respectively. The effectiveg factor g252.03
60.02 describes the resonance line2 for C21H14Br4O5S at
295 K. For C25H30ClN3 g252.1560.15 atT5185 K. Ac-
cording to Fig. 3a, for the complex (C25H30ClN3)1C60 the
transition to a resonance line with the effectiveg factor g2

'2.0 is still not complete at 295 K.

FIG. 1. EPR spectra of an Fe31 ion in C21H14Br4O5S. The shape~a! and
derivatives~b! of the absorption lines at various temperatures.
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Figures 1a–3a show that the EPR spectra of the exp
mental substances differ substantially. The main differenc
the intensity ratio of the lines1 and2. For bromocresol green

FIG. 2. EPR spectra of an Fe31 ion in C25H30ClN3 . The shape~a! and
derivatives~b! of the absorption lines at various temperatures.

FIG. 3. EPR spectra of an Fe31 ion in (C25H30ClN3)1C60. The shape~a!
and derivatives~b! of the absorption lines at various temperatures.
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the line1 is stronger than the line2. Conversely, the line2 is
stronger for C25H30ClN3 . For the third substance~Fig. 3a! at
T54.2 K neither resonance line is observed at all, makin
impossible to talk about their intensity ratio. Nonetheless,
resonance lines1 and2 do exist. The spectra in the form o
the derivative of the absorption line show this~see Fig. 3b!.
The line1 is not observed in the EPR spectrum of the co
plex (C25H30ClN3)1C60 against the strong nonresonan
background contribution to the spectrum. A nonresona
contribution is present in the EPR spectra of all experime
substances.

Before analyzing the temperature dependence of
resonance lines in the spectrum and the nonresonance
tribution we call attention to the fact that two mechanis
for the temperature dependence of the spectrum can be
tinguished. The first mechanism is conventional. It decrea
the total intensity of all contributions to the EPR spectru
The relationI (T)5I 0 tanh(hn/2kT) describes this decreas
of the intensity. The second mechanism for the tempera
dependence is due to the multiple-minimum nature of
potential of the magnetic center and is manifested as a re
tribution of intensity between the various contributions to t
EPR spectrum. Dividing the total intensity shown in Fig
1a–3a by tanh(hn/2kT) gives the reduced total intensity an
the temperature variation of the absorption line shape wh
is due only to the second mechanism for the tempera
dependence of the EPR spectrum.

According to Figs. 1a–3a, the intensity redistribution
characteristic for all three substances but is sharpest
C21H14Br4O5S. At 4.2 K the EPR spectrum of these su
stances can be represented as a superposition of three c
butions: two resonance lines~1 and2!, whose parameters ar
similar to those of the lines described in Refs.~1–7!, and a
nonresonance contribution to the EPR spectrum. The in
sity ratios of all three contributionsin the EPR spectra of
experimental substances are substantially different. The
intensity of all contributions is temperature dependent.
T54.2 K the intensity of the nonresonance contribution
much higher than the total intensity of both resonance lin
As temperature increases, the reduced total intensities o
nonresonance contribution and line1 decrease while the in
tensity of line 2 increases. At room temperature the to
intensity of the line1 is zero for all three experimental sub
stances. For C21H14Br4O5S and C25H30ClN3 the intensity of
line 2 is higher than that of the nonresonance contributi
but for the complex (C25H30ClN3)1C60 the intensity of line
2 is comparable in order of magnitude to that of the nonre
nance contribution.

A temperature change changes not only the total int
sity of the nonresonance contribution but also the form of
contribution. As temperature increases, the intensity of
low-field part of the nonresonance contribution decrea
more rapidly than that of the high-field part. This change
form is similar to the intensity redistribution between t
nonresonance contribution and the resonance line2.

It should be noted that the temperature dependenc
the nonresonance contribution is similar to that of the re
nance line1. The total intensities of the nonresonance co
tribution and the resonance line1 reach their maximum val-
ues at low temperatures. As temperature increases,
it
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intensities of both contributions decrease. At room tempe
ture the intensity of the line1 is zero, and the intensity of the
nonresonance contribution reaches its minimum value. T
kind of correlation in the temperature dependence of the c
tributions to the EPR spectrum suggests that the origin of
three contributions is of the same nature and is due to
Fe31 ion.

2. DISCUSSION

1. The EPR spectra of the substances studied in
present work contain two resonance lines~Figs. 1–3! with
effectiveg factorsg1'4.3 andg2'2. The lines in the EPR
spectrum with suchg factors are characteristic for Fe31 ions
in a polycrystalline substance. Different reasons for the
multaneous observation of resonance lines withg factorsg
'2 andg'4.3 are examined in Refs. 5 and 9. The tempe
ture variation of the shape of the EPR spectrum of a nonc
tral iron ion in polycrystalline substances is investigat
theoretically in Ref. 5. The analysis in Ref. 9 of the results
an investigation of the EPR spectra of iron ions in silica
glasses suggested that the resonance lines with theseg fac-
tors in silicate glasses belong to different magnetic cent
The difference between the centers is that the magnitud
the low-symmetry component of the crystal field acting on
magnetic ion is different. The line withg'2 corresponds to
a center whose low-symmetry component of the crystal fi
is much less than the Zeeman energy. The initial splitt
parameterD in the spin Hamiltonian satisfies the conditio
D!hn, wherehn is the microwave photon energy. The lin
with g'4.3 corresponds to a center whose low-symme
crystal field component is much greater than the Zeem
energy. Here the parameterD in the spin Hamiltonian satis
fies the conditionD@hn.

It is supposed in Refs.~1–7! that the resonance line
with g factorsg'2 andg'4.3 belong to different vibronic
states of the same magnetic center of the Fe31 ion. This
supposition was based on an analysis of the temperature
pendence of the EPR spectra of substances containing
central Fe31 ions,1–4,6,7 and a noncentral-ion model5 that
takes account of all electronic–vibrational~vibronic! states.
This model is similar to the model describing the tempe
ture variation of the EPR spectrum of a Jahn–Teller ion w
an 2E orbital ground state.10,11

For clarity in presenting the structure and properties
the vibronic states, Fig. 4a shows schematically the shap
a potential surface with two potential wells. The paramet
E0 and R0 denote the height of the barrier separating t
potential wells and the spontaneous displacement of the F31

ion from the symmetry point of the molecular environme
The number of wells can be different in different substanc
For example, in polyparaphenylene the Fe31 magnetic ion
possesses two potential wells6 whereas noncentral ions i
cubic crystals can possess six or eight potential wells.8

It is convenient to divide the entire collection of vibron
states into three parts according to their properties. Th
groups of states can be called, by analogy to Ref. 11, un
barrier, near-barrier, and over-barrier. In Fig. 4a the g
shading marks the region of near-barrier states. A magn
ion in an under-barrier state is actually localized in one of
potential wells, as a result of which the molecular enviro
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ment of the ion is distorted more strongly than that of the
in any over-abarrier state. The near-barrier states posses
termediate properties, which depend strongly on the exc
tion energy and vary from the isotropic properties of ov
barrier states to the strongly anisotropic properties of bel
barrier states.

A distortion of the environment engenders a lo
symmetry component of the crystal field acting on a m
netic ion. The parameterD in the effective spin Hamiltonian
describes this low-symmetry component of the crystal fie
The values of the parameterD are different for different
vibronic states. Figure 4b shows schematically the dep
dence of the parameterD on the activation energy of th
vibronic state. The maximum value of the parameterD0 cor-
responds to the ground vibronic state. The parameterD is
zero for over-barrier vibronic states.

It is shown in Ref. 5 that for a fixed microwave photo
energyhn a line withg factorg'4.3 is observed in the EPR
spectrum of a polycrystalline sample when the paramete
the initial splitting of the ground vibrational state satisfies t
conditionD>hn, which is less stringent than the conditio
D@hn presented in Ref. 9. For a Fe31 ion the conditionD
5hn determines the boundaryE1 between the over- and
near-barrier states.

A necessary condition for observing a resonance
with g'2 in the EPR spectrum of a polycrystalline sample
D<0.26hn.5 For a Fe31 ion the conditionD50.26hn deter-
mines the boundaryE2 between the near- and over-barri
states.

FIG. 4. The shape of the potential surface of a noncentral ion~a! and the
dependence of the initial splitting parameter on the energy of the vibr
state~b!.
n
in-

a-
-
-

-

.

n-

of

e

2. The modeling performed in Ref. 5 of the shape of t
absorption line in the EPR spectrum shows that magne
dipole transitions in polycrystalline substances engend
only the resonance lines1 and2. The nonresonance absorp
tion observed experimentally is not due to magnetic-dip
transitions. This absorption could be due to electric-dip
transitions between vibronic states.

The experimental results presented in Figs. 1–3 w
obtained with a 3-cm EPR spectrometer with a H012 square
cavity. The experimental sample was placed in a 3-mm
diameter glass ampul at an antinode of the alternating m
netic field at the center of the cavity. The amplitude of t
alternating electric field at the center of the cavity is zero,
away from the center it increases and reaches its hig
value at the distancel/4. The ampul diameter is large enoug
with respect tol/4 that the alternating electric field at th
boundaries of the sample can be assumed to be diffe
from zero. Noncentral magnetic ions in below- and ne
barrier states possess an electric dipole momentd different
from zero. For this reason these ions can interact with
alternating electric field. The interaction2(d"E) at an anti-
node of the electric field is several orders of magnitude str
ger than the interaction2gmB(S"H) at an antinode of an
alternating magnetic field. Consequently, even a weak e
tric field acting on part of the sample near an antinode of
magnetic field can result in higher microwave power abso
tion than an alternating magnetic field.

If this supposition is correct, then it is clear why th
intensity of the nonresonance contribution decreases with
creasing temperature. If the barrier height is low, then a te
perature increase results in filling of the over-barrier sta
As the population of these states increases, the populatio
below- and near-barrier states decreases. The electric d
moment is zero for over-barrier states, so that these state
not contribute to nonresonance absorption. As a result,
higher the temperature, the weaker the nonresonance ab
tion is.

As the magnetic field increases, nonresonance abs
tion decreases. To explain this feature it is necessary to
account of the fact that each vibronic state is five-fold s
degenerate (S55/2). Each vibronic state splits in a magnet
field. The properties of this splitting are ordinarily describ
by an effective spin Hamiltonian. The properties of the
bronic state determine the parameters of its spin Ham
tonian.

The main parameters of a spin Hamiltonian withS
55/2 are theg factor and the initial splitting parameterD.
For a S ion the degree of distortion of the molecular env
ronment strongly influences the parameterD and, as a rule,
has no effect on the anisotropy of theg tensor. For this
reason theg factor in the spin Hamiltonians of all vibronic
states is approximately the same and equal tog2 , and the
parameterD takes on different values for different vibroni
states. The ground vibronic state corresponds to the m
mum value of the parameterD5D0 , and the over-barrier
vibronic states correspond to spin Hamiltonians withD50.

In a strong magnetic field (gmBH@D) the dependence
of the energy«n of thenth vibronic state on the magnitude o
the magnetic field is determined solely by theg factor which
has the same value for all vibronic states:

ic
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«n5«0n1gmBHm, ~1!

wherem is the projection of the spinS on theZ axis,mB is
the Bohr magneton,H is the magnitude of the constant ma
netic field, and«0n is the energy of thenth vibronic state at
H50. According to the relation~1!, the resonance conditio
for an electric-dipole transition between two vibronic sta
with the same spin projections is independent of the m
netic field. This means that forgmBH@D the electric-dipole
absorption is independent ofH and therefore cannot be ob
served in the EPR spectrum.

Conversely, if the magnetic field is weak (gmBH,D),
then the contribution of the parameterD to the dependence
of the energy on the magnetic field becomes substantial.
energies of the vibronic states with different values of
parameterD depend differently onH.

It can be concluded on the basis of this analysis that
magnetic field dependent contribution of the electric-dip
transitions between different vibronic states should be str
gest for weak magnetic fields and should decrease and va
completely with increasing magnetic field. This agrees qu
tatively with the experimentally observed behavior of t
nonresonance absorption. This gives a basis for believ
that the nonresonance absorption is a characteristic man
tation of ‘‘noncentrality’’ in the EPR spectrum.

3. CONCLUSIONS

The present investigations show that the EPR spect
of noncentral Fe31 ions in molecular substances can ha
substantially different forms. The difference in the form
the spectrum is due to the characteristics of the wells in
s
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he
e

e
e
n-
ish
i-

g
s-

m

e

potential surface. The strong influence of the shape of
potential wells on the EPR spectrum opens up new possi
ties for the experimental investigation of magnetic cent
which exhibit noncentrality.

*E mail: chaban@zero.fti.ac.donetsk.ua
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On the surface magnetization of a conductor in an alternating electric field
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The nonequilibrium contribution to the electron paramagnetic susceptibility of a conductor in an
alternating electric field applied to the surface of the conductor is calculated. ©2004
American Institute of Physics.@DOI: 10.1063/1.1820035#
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1. INTRODUCTION

The equilibrium spin magnetization of metals, whic
Dorfman discovered and Pauli explained, is well known1,2

However, the nonequilibrium nature of the electron distrib
tion in alternating and nonuniform external fields—with
constant magnetic fieldH—can also be spin-polarized, i.e
different for spin subbands with depths«F1bH and «F

2bH («F is the Fermi energy,b5e\/2mc is the Bohr mag-
neton!. Specifically, the breakdowns of the electrical neutr
ity of a conductor which are caused by an alternating elec
field should be accompanied by forced~with the same fre-
quencyv! oscillations of the magnetic momentM of the
conductor. Evidently, the effect is a surface effect: the
duced magnetization 4pM̃ (0) has its maximum value~in
modulus! at the boundary.

In the present brief communication this quantity will b
calculated under reasonable simplifying assumptions and
pressed in terms of the parameters of the electron spect
The nonequilibrium magnetization appearing in an asymm
ric ~no center of inversion! metal as a result of the interactio
of electronic spins with the impurity potential in an electr
field has been investigated in Ref. 3; the important role
nonuniformity in magnetoelectric phenomena has b
pointed out in Ref. 4. In the case studied here, the nat
nonuniformity due to the presence of the boundaries of
sample plays the main role, and scattering processes~with
respect to momentum and spin! can be studied here in
simplified manner, since the transit time of carriers throu
the perturbed layer at the surface is very short on
average.

2. ELECTRIC FIELD

Let a constant magnetic field1! H and an alternating elec
tric field with intensityE(0)exp(2ivt) be applied in a direc-
tion normal to the surfaceof a semi-infinite sample (0<z
,`). The surface is assumed to be parallel to the cry
reflection plane and not to scatter charge carriers.2! We shall
take account of the volume scattering in momentum spac
the t approximation; spin relaxation in a sufficiently stron
9611063-777X/2004/30(12)/3/$26.00
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‘‘submagnetizing’’ fieldH is inhibited and can be neglected
This makes it possible to write separate kinetic equations
each spin projection:

i ~kvz2v!ck1t21S ck2
^ck&6

^1&6
D52evzEk , ~1!

supplementing the equations with the Poisson equation

ikEk52E~0!24pe(
6

^ck&6 ~2!

for the function Ek . For the sake of simplicity, we sha
consider an electron spectrum which is axisymmetric w
respect to theOZ axis, so that the magnetic field does n
appear in Eqs.~1! and ~2! explicitly. However, the brackets
with the subscripts6 denote integration over the isoenerg
surfaces«5«F6bH ~with weight uvu21(2p\)23). Thus
^1&6 are the corresponding partial densities of states;^1&1

1^1&25^1&. The general time factor exp(2ivt) is omitted
here and below.

The problem of the penetration of a longitudinal elect
field into a metal is analyzed in detail in Refs. 5 and 6. T
total distribution of the induced magnetic momentM̃ (z) in
the sample can be found by proceeding similarily.3! How-
ever, here we are interested only in a narrow region at
surface of the conductor~and frequenciesv and t21 much
less than the electron plasma frequencyVe). Consequently,
passing in Eqs.~1! and ~2! to the limit of largek we obtain
immediately

ck5 ieEk /k; Ek5
22ikE~0!

k21k2 , ~3!

where

k5A4pe2^1& ~4!

is the known~and for metals actually very large,.Ve /vF)
static-screening damping constant. It is evident that the
sumption of axial symmetry of the spectrum becomes sup
fluous forbH!\Ve , i.e. it in no way limits the generality
of the present analysis.
© 2004 American Institute of Physics
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3. INDUCED MAGNETIZATION

The nonequilibrium part of the spin magnetic momentM
can evidently be determined as the difference of nonequ
rium populations of the spin subbands multiplied bybH/H.
According to Eq.~3! the corresponding Fourier transform

M̃ k[b~^ck&12^ck&2!'2beE~0!
^1&12^1&2

k21k2 , ~5!

so that expanding in powers ofbH!«F gives for the surface
value of the inverse transformM̃

M̃ ~0!'beE~0!
^1&12^1&2

k

'Mpara

2eE~0!

k S ] ln^1&
]« D

«5«F

, ~6!

where

Mpara5b2^1&H

is the well-known expression for the equilibrium parama
netic moment.2 For a typical metal the corresponding susce
tibility ~in SI units! is xpara[4pMpara/H.1025. The non-
equilibrium moment ~6! is proportional to the energy
acquired by a charge over the penetration length of the e
tric field and is independent of the frequency~for v!Ve).
We have obtained a quite general result: the coefficien
transformation of the electric field into an additional ma
netic field is determined only by the electron density of sta
^1& and its derivative near the Fermi energy«F . If ^1&(«)
}A«, as in the case of a quadratic spectrum, then the am
tude of the surface magnetization is

4pM̃ ~0!'
\k

2mc

bH

«F
E~0!. ~7!

We call attention to the exceptional case of a tw
dimensional~or quasi-two-dimensional, which is possible
layered conductors! electronic spectrum, where the dens
of states is independent of energy.7,8 In this case the expres
sion ~6! vanishes, i.e. the effect is absent in the present
proximation. Conversely, the effect should be substanti
stronger when the function̂1& ~«! varies sharply near«F .

4. DISCUSSION AND ESTIMATES

The expressions~6! and~7! are convenient for making a
relative estimate

r[
M̃ ~0!

Mpara
5

x̃~0!

xpara
.

E~0!

AN«F

. ~8!

In principle, the perturbing fieldE(0) is limited only by
the electric strengthS of the insulating layer between th
sample and the electrode. For good dielectricsS.104

c.g.s.e.m.u.9 Setting E(0).103 c.g.s.e.m.u. we obtainr
.1022 for a typical metal. But, for example, for bismut
-

-
-

c-

f
-
s

li-

-

p-
y

with volume carrier density N.1018 cm23 and «F

.10214 erg ~Ref. 10! r .10. Thus, in strong electric field
the surface value of the nonequilibrium magnetizationM̃ (0)
can even exceed the equilibrium paramagnetic moment.

However, only the integrated magnetization of a sam
with macroscopic thicknessD can actually be measured
while according to the expressions~4! and ~5! M̃ (z) de-
creases rapidly~with damping constantk! with depth.4! Av-
eraging over the sample volume, we obtain for the effect
~observable! magnetic susceptibility

x̃eff'
x̃~0!

kD
52b2

E~0!

eD S ] ln^1&
]« D

«5«F

.b2
E~0!

eD«F
, ~9!

where the last~order of magnitude! equality refers to a
smooth power-law function̂1& «. Consequently, the effect i
easier to observe in thin samples.5! For purposes of estima
tion we assume thatD is of the order of the film thickness
D.1024– 1025 cm. In addition, Eqs.~8! and ~9! show that
the most suitable objects would be conducting crystals w
low Fermi energies: semimetals, organic complexes w
charge transfer,12 and a wide class of doped semiconducto
which are degenerate at low temperatures, with even lo
values of«F . Summarizing and substituting on the righ
hand side of Eq.~9! the approximate parameter values stip
lated above we obtain

x̃eff.1029. ~10!

Fast SQUID measurements of the magnetic field w
sensitivity .10212 have been reported in the literature. U
traweak magnetic fields down to 10213 G can also be de-
tected~see Refs. 13–15 and the literature cited there!. Con-
sequently, it is entirely possible to discriminate the effe
especially an alternating effect, against the background
constant magnetizing fieldH.

We note that in a macroscopic description, i.e. neglect
spatial dispersion, a longitudinal~irrotational! electric field
could not generate oscillations of the magnetization~since
Ḃ52c(¹3E). Consequently, the nonequilibrium magnet
electric effect is nontrivial and in itself merits experiment
observation. In addition, it could serve for making expe
mental estimates of an important characteristic of the e
tronic spectrum—the rate of change of the energy density
states near the Fermi energy—and studying situations w
this rate is anomalously high.

The contribution of orbital motion of carriers, which i
neglected here, to the nonequilibrium magnetization depe
in a more complicated manner on the spectral parame
However, it can be shown that for general values of th
parameters it is approximately of the same order of mag
tude ~absolute magnitude! as the spin contribution found
here. It is unlikely that these terms will compensate one
other completely, so that the expressions presented abov
adequate for making an order of magnitude estimate of
total effect.

I thank V. D. Natsik, Yu. G. Pashkevich, V. G. Pescha
ski�, I. V. Svechkarev, and S. V. Tarasenko for a discussion
this work and for helpful remarks.
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1!Strictly speaking, including the equilibrium magnetization of an elect

gas; however, the ionic subsystem is assumed to be nonmagnetic.
2!This assumption greatly simplifies the mathematical formulation of

problem, i.e. the transition to Fourier transforms~with wave numberk) in
the Eqs.~1! and~2! following below.5,6 However, taking account of surfac
scattering would hardly change the asymptotic behavior of the functionEk

for large values ofuku; it is this asymptotic behavior that is used below
3!The distribution of the induced magnetization in the sample, including a

the piezomagnetic case, will be examined in detail elsewhere.
4!However, the decrease slows down substantially at distances exce

k21. The exact solution of the problem shows that a weak nonuniform
of the electron distribution together with the ‘‘tail’’ ofM̃ (z) also remain up
to macroscopic depths of the order of the carrier mean free path.

5!The equilibrium electron magnetization of thin metal films is studied
Ref. 11.
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Effect of temperature variation on shift and broadening of the exciton band
in Cs 3Bi2I9 layered crystals
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The exciton reflection spectra of Cs3Bi2I9 layered crystals are investigated in the temperature
region 4.2–300 K with light polarizationE'c. It is estimated that the energy gapEg

equals 2.857 eV (T54.2 K) and the exciton binding energy Ry is 279 meV. A nontraditional
temperature shift ofEg(T) for layered substances is found for the first time. It is learned
that this shift is described very well by the Varshni formula. A transition region in the temperature
broadening of the half-widthH(T) of the exciton band with increase of temperature is
registered in the interval between 150 and 220 K. It is shown that this region may be identified
as the heterophase structure region where ferroelastic and paraelastic phases coexist. A
surge of H(T) at the point of the ferroelastic phase transition (Tc5220 K) is also
observed. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820036#
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1. INTRODUCTION

Cs3Bi2I9 crystals belong to an extensive family of little
studied three-component A3B2X9 layered compounds~A are
alkaline atoms, B5As, Sb, Bi, Fe, Cr, Mo, or W, and X
5Br, Cl or I!,1,2 which are kindred to the well-known per
ovskites. Interest in these crystals is caused by the man
tation of a ferroelastic second-order phase transition at
temperatureTc5220 K2–4 accompanied by a reversibl
change of crystal symmetry class from hexagonal 6/mmmto
centrosymmetric monoclinic 2/m, the prediction of an in-
commensurate phase atT,220 K,1,5 and the possibilities of
practical use in recorder systems, pressure andg-emission
sensors, and acousto- and optoelectronics.

Optical data on Cs3Bi2I9 crystals have been obtained
connection with the birefrigence,2 exciton states,6,7 phonon
spectra,8 and low-temperature optical characteristics.9

On the other hand, one of the important physical pro
erties of layered crystals is the anomalous temperature
pendence of the energy gapEg(T), which increases atT
,Tm and decreases atT.Tm . For different layered crystals
Tm varies within a temperature range of 30–45 K.10–14 The
phenomenon originates from high anisotropy of the chem
bonding due to the strong ionic-covalent bonding in sepa
sandwich layers and the weak van der Waals binding
tween neighboring sandwiches. This is confirmed by
presence of low-frequency optical vibrations in the Ram
spectra of layered crystals8,13,15–18 which determine the
exciton-phonon interaction,14,19,20 spin-lattice relaxation,21

temperature dependence of electron paramagnetic reson
~EPR! spectra,21,22 and also a large difference in the line
broadening coefficients in the directions perpendicular to
9641063-777X/2004/30(12)/4/$26.00
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layers and in the planes of the layers.23 Anomalous tempera-
ture behavior ofEg(T) can be explained on the basis of th
essential influence of anharmonic optical vibrations of
layered lattice starting at low temperature and of lo
frequency optical phonons starting at high
temperatures.14,24However, this temperature dependence h
not been studied for A3B2X9 compounds in general and fo
Cs3Bi2I9 crystals in particular.

The aim of this paper is to study the temperature beh
ior of the exciton band of Cs3Bi2I9 layered crystals.

2. EXPERIMENTAL

Cs3Bi2I9 layered crystals were grown by the Bridgma
method. The peculiarities of this technology are given
Refs. 25 and 26. Samples with dimensions of approxima
73530.02 mm were cut off from a bulk crystal in air with
a blade. Special care was taken to avoid deformations.
samples had a mirror-smooth surface with the optic axic
perpendicular to cleavage surface. The reflection spe
were measured in the heating regime. They were recor
with an automated experimental setup based on a MDR
monochromator in the energy interval of 2.0–3.5 eV in t
temperature range of 4.2–300 K and with light polarizati
E'c. The energy resolution was better than 0.5 meV. T
relative error of measurement of the reflection spectra did
exceed 3%. The temperature was stabilized with accur
better than 0.1 K.

The resonance energies of the exciton absorption ba
were determined from the inflection point of the exciton o
cillation with quantum numbern51 by setting the second
derivative of the reflection coefficient with respect to ener
© 2004 American Institute of Physics
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equal to zero (d2R/dE250). The inflection point found in
such a way coincides up toT<200 K with the one deter-
mined in the ordinary way as the half energy interval or
half distance on the reflectance scale between the extrem
the exciton oscillation. The half-widthH(T) of the exciton
absorption band was found as the energy difference betw
the maximum and the minimum of the fundamental exci
oscillation. The insertion errors in the measured values of
temperature variations of the energy position of the exci
bandEex(T) and its half-width are insignificant11 and do not
influence their qualitative course.

3. RESULTS AND DISCUSSION

A typical reflection spectrum at 4.2 K andE'c and the
dependence of@«2(v)\v#2 as a function of energy\v for
Cs3Bi2I9 crystals are shown in Fig. 1. The intense oscillati
with inflection point at energy 2.578 eV and the two short
wavelength maxima at energies of 2.961 and 3.073 eV~Fig.
1a! are caused by excitons in the ground state (n51) and
interband electronic transitions, respectively.6,7 On the basis
of this spectrum, extrapolation by the Yahoda method,1! and
the Kramers–Kronig relations, we have previously9 found
the real«1(v) and imaginary«2(v) parts of the complex
dielectric function«~v!. Knowing «2(v), we estimated the
direct band gapEg of Cs3Bi2I9 crystals at 4.2 K andE'c.
The dependence of@«2(v)\v#2 as a function of energy\v
was constructed in accordance with Ref. 27~Fig. 1b!. One
can see three intense bands with maxima at energie
2.548, 2.986, and 3.079 eV. The calculated spectrum s
factorily correlates with the experimental reflection spe
trum. The value ofEg in such a case is estimated as t

FIG. 1. Reflection spectrum atT54.2 K with E'c ~a! and@«2(v)\v#2 ~b!
for Cs3Bi2I9 layered crystals.
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energy of the cutoff. It equals 2.857 eV. The binding ene
Ry of the exciton is found as the difference betweenEg and
the maximum of the exciton band, that is Ry5279 MeV. It
should be noted that Ry in the Cs3Bi2I9 crystals is high, and
higher than in basic BiI3 (Ry5144 MeV).19 This may be
explained by that fact that Cs3Bi2I9 crystals are alkali halide
compounds. In such substances the polar type of chem
bonding takes place, and therefore Ry may be high.

The temperature shift of the energy gapEg(T) and the
temperature dependence of the half-widthH(T) of the exci-
ton absorption band of Cs3Bi2I9 crystals are shown in Fig. 2
In Fig. 2a the points are experimental data forEg(T) and the
continuous curve representsEg(T) as obtained from the
computation by the Varshni formula28

Eg~T!5Eg~0!1
aT2

T1u
, ~1!

where Eg(0)52.857 eV, a523.731024 eV/K, and u
5258.654 K. We would like to stress a few points: 1! the
experimental results are described very well by this formu
2! the energy position of the energy gap does not chang
T,45 K and shifts to the long-wavelength side with increa
of temperature up to 300 K without any anomalies atTc

5220 K. Such behavior ofEg(T) is not peculiar to layered
semiconductors but is typical for the majority of the we
studied ones, for example Ge, Si, SiC, II–VI, and III–V.
can therefore be explained in the following manner. First
low temperatures the mechanisms caused by the interac
of electrons and holes with acoustic and optical phonons
turned on and then at higher temperature the other me

FIG. 2. Temperature shift of the energy gapEg(T) ~a! and broadening of the
half-width H(T) ~b! of the exciton band of Cs3Bi2I9 layered crystals.
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nisms connected with the thermal expansion of the cry
lattice take place. It is very important that all mechanis
contribute with the minus sign.

The absence of an anomaly in the temperature shif
Eg(T) allow us to suppose that the anisotropy of the opti
properties in the monoclinic structure is not high. This co
clusion correlates very well with the low intensities of th
low-frequency doublets~33.4, 38.3!, ~44.3, 48.2! cm21 in the
Raman spectra at 4.2 K. Therefore Cs3Bi2I9 crystals are not
typical layered compounds. These crystals can be consid
as layered semiconductors in the hexagonal phase and
mal ones in the monoclinic phase.

Thus Cs3Bi2I9 crystals demonstrate nontraditional tem
perature behavior ofEg(T) for layered substances.

The experimental temperature dependence of the h
width H(T) ~points! of the exciton band of Cs3Bi2I9 crystals
is depicted in Fig. 2b. With increasing temperature from
to 150 K the half-width increases nonlinearly from 48.9
99.7 meV. ThenH(T) begins to rise less sharply, forming
plateau~the transition region! up toT,220 K with a surge at
T5220 K. After that H(T) returns almost to the startin
point at T5225 K and increases linearly (H(T)5k(T
2225 K)1H0 , where k50.758 MeV/K and H0

5116.3 MeV) in the temperature range 225 K<T<300 K.
We made an effort to model the temperature depende

of the half-width of the exciton band. It was found that t
half-width can be described atT<150 K by the following
equation:

H~T!5H~0!cothF\vph

2kT G , ~2!

obtained by Toyozawa29 for weak exciton-phonon interac
tion. HereH(0) is the half-width at absolute zero temper
ture and\vph is the energy of the interacting phonon. Th
results of the modeling are given in Fig. 2b forH(0)
548.92 MeV and two real optical phonons which were re
istered in Raman spectra8 at 4.2 K. The calculated curves a
localized above (vph599.8 cm21) and below (vph

5114.8 cm21) the experimental dependence. The best c
relation between experiment and theory exists for an ef
tive phonon with frequency 105.8 cm21 ~thick curve!. The
dependence established is essentially different from
H(T) dependence of the exciton band of the classical laye
semiconductor BiI3 , in which the phase transitions are a
sent and a high exciton-phonon interaction takes place.14,24

The deviation of the experimental dependenceH(T)
from the theoretical~2! and the appearance of the transiti
region indicate that a reconstruction of the monoclinic cr
tal lattice takes place between 150 and 220 K. As was sh
in Ref. 30, the region 183–221 K corresponds to a h
erophase structure where ferroelastic and paraelastic ph
coexist. Therefore the whole transition region may be id
tified with the heterophase structure.

The appearance of a surge atT5220 K is probably due
to the ferroelastic phase transition~asT5Tc).

2–4

Thus the half-width of the exciton band may be used
a highly sensitive nondestructive probe for revealing a ph
transition.
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4. CONCLUSIONS

We have presented analyses of the effect of tempera
variation on the exciton reflection spectra of Cs3Bi2I9 lay-
ered crystals. It was found that these are not typical laye
crystals. These crystals are layered semiconductors in
hexagonal phase and behave like conventional semicon
tors in the monoclinic phase. We have registered a transi
region in the temperature broadening of the half-width of
exciton band in the temperature interval 150–220 K an
surge atT5220 K. Our analyses suggest that both pheno
ena are caused by the formation of a heterophase struc
region and the ferroelastic phase transition, respectively.

*E-mail: motsnyi@sun.semicond.kiev.ua
1!The optical functions of a system of two noninteracting classical oscilla

were simulated taking into account the traditional extrapolations by
Philipp-Taft and Yahoda methods. It was found that the functions are
good agreement with the model functions only in the second case.
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Phonon polaritons in a planar dielectric waveguide in a magnetic field
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Infrared and optical polaritons propagating in an isotropic dielectric with metal coatings in the
presence of a constant magnetic field parallel to the plane of the layer are studied. It is
shown that a constant magnetic field creates nonreciprocal surface modes which did not exist
previously at the boundary with the metal. The number of surface modes for the opposite
walls is different~1 or 2! and can be changed by switching the directions of the magnetic field
or the wave vector. A polariton with a fixed frequency in a magnetic field with a definite
orientation propagates along a given boundary in only one direction. A constant magnetic field
also creates for volume modes new frequency intervals which are proportional to the first
power of the magnetic field, and simultaneously decreases the energy of the volume modes,
transferring this energy into surface modes, i.e. a constant magnetic field ‘‘pushes’’ the
field of an electromagnetic wave out of the interior volume and onto the surface of the dielectric.
This effect is proportional to the magnitude of the constant magnetic field and the thickness
of the dielectric layer. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820037#
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1. INTRODUCTION

Phonon polaritons are electromagnetic waves wh
propagate in a medium and interact with optical phonon
citations. The influence of a magnetic field on polaritons
semiconductors and metals with free charges~so-called plas-
mon polaritons! has been studied in a number of works~see,
for example, Refs. 1–7!.

In a dielectric with no free charges the action of a ma
netic field on phonon polaritons can be described by dyna
cal magnetoelectric~ME! energy.8 The magnetoelectric en
ergy describes the change in the electric polarization i
magnetic field acting on bound~ionic and electronic! charges
of the dielectric. A previous investigation9 of the effect of a
magnetic field on phonon polaritons in a uniaxial sem
infinite dielectric at its boundary with an ideal metal or
superconductor has shown that polaritons which do not e
at the boundary with a metal because of the metallic ext
tion effect10 appear in the presence of a magnetic fie
Strong nonreciprocity of the optical and IR surface phon
polaritons in such a system was also predicted.

In the present paper phonon polaritons in an isotro
dielectric of finite thickness, coated with metal on both sid
are studied. The metal is assumed to be a good conducto
that the tangential component of the electric field at
boundary with the metal is zero. Examples of such metals
Ag and Au.10 The influence of the magnitude of the magne
field and the thickness of the dielectric on the spectra
volume and surface polaritons in such a system is analy
It is shown that a magnetic field gives rise to nonrecipro
surface waves and causes the field of the electromagn
wave to concentrate near the boundaries of the dielec
This nonreciprocal displacement of the field is proportio
to the magnitude of the constant magnetic field and the th
ness of the dielectric.
9681063-777X/2004/30(12)/5/$26.00
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2. DIELECTRIC TENSOR

Let the dielectric be isotropic and located in a const
magnetic fieldH0 oriented parallel to theY axis. We write
the Lagrangian density of the optical phonons in terms of
electric polarizationP and Ṗ ~time derivative of the electric
polarization!:

L5
ṗ2

2 f
2

a

2
P21eP2gP@ṖH#. ~1!

HereH5H01h, ande andh are the alternating electric an
magnetic fields. The first term in Eq.~1! is the phonon ki-
netic energy density. Using the relationP5qrV0

21 (V0 is the
unit-cell volume andr is the displacement of the chargeq),
we obtain f 5q2/mV0 , wherem is the mass of the charge
The last term in Eq.~1! is the dynamical ME energy due t
the interaction ofP with the effective electric field produce
by a charge moving with velocityv in a magnetic fieldEeff

52c21(v3H); c is the speed of light. Using the precedin
estimates, we find that the constantg5V0 /cq.

In general, ions and electrons contribute to the elec
polarization. The ionic contribution predominates at IR fr
quencies, wherem is the reduced mass of the unit cell. In th
optical range the electronic contribution to the polarization
much greater than the ionic contribution, andm is the elec-
tron mass. We note that the dynamical ME energy is a sc
and therefore is present in the energy of any crystal.

Solving Lagrange’s equations with the function~1! and
setting P, e, and h proportional to exp(2ivt) we find the
following expressions for the components of the dielect
tensor:

«5«xx5«zz5
~V1

22v2!~V2
22v2!

~v1
22v2!~v2

22v2!
; «yy5

~V0
22v2!

~v0
22v2!

,

~2!
© 2004 American Institute of Physics
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i«xz5 i ~«zx!* 5«85
8pvvHf

~v1
22v2!~v2

22v2!
,

where

v1,25Av0
21vH

2 7vH ,

V1,2
2 5

1

2
@v0

21V0
214vH

2

7A~V0
22v0

2!218vH
2 ~V0

21v0
2!116vH

4 #, ~3!

v0
25a f , vH5gH0 , g5 f g5q/mc,

V0
25v0

214p f .

In the absence of a magnetic fieldv0 is the frequency of
the electric polarization excitations. A magnetic field r
moves the degeneracy of the excitations,Py oscillates with
frequencyv0 , and the excitationsPx and Pz correspond to
coupled modesv1 andv2 in which the electric polarization
precesses around the direction of the magnetic field. Acc
ing to Eq. ~2!, in a magnetic field the dielectric tensor a
quires off-diagonal components:«xz and«zx . These compo-
nents attest to the appearance of gyrotropy.

The gyromagnetic ratiog for ionic excitations~IR region
of the spectrum! is positive and is of the order ofg
;1021—1022 A•s2

•kg21
•m21, and for optical range elec

tronic excitationsugu;102– 103 A•s2
•kg21

•m21. Assuming
the ratiovH /v0 to be small we have the following approx
mate expressions for the frequencies~3!:

v1,2'v07vH ,

V1'v0S 12
vH

2

2p f D , V2'V0S 11
vH

2

2p f D . ~4!

3. POLARITON MODES

We shall study a flat layer of a uniaxial nonmagne
dielectric with thicknessl . Let the dielectric be in contac
with an ideal metal (Z,0, Z. l ). This system is actually a
planar waveguide~Fig. 1!. Let a constant magnetic fieldH0

be directed along theY axis in the plane of the layer. Let a
electromagnetic wave propagate in the dielectric along thX
axis, and in this wave lete, h}exp(ikx2ivt). It follows from
Maxwell’s equations that in this geometry the magnetic fi
influences only the TM waves, in which the field compone
ex , ez , andhy are nonzero and satisfy the equations

FIG. 1. Dielectric filmD with thicknessl and metal coatingsM (Z,0, Z
> l ) in a constant magnetic fieldH0 oriented in the plane of the film along
the positiveY axis; the wave vectork is oriented along theX axis.
-

d-

s

]2hy

]z2 2bhy50, b5kx
22v2c22~«2«82«21!,

ez52c@v~«22«82!#21S «kxhy1«8
]hy

]z D , ~5!

ex52 ic@v~«22«82!#21S «8kxhy1«
]hy

]z D .

The solution of Eq.~5! for hy has the form

hy5A exp~2Abz!1B exp~Abz!, ~6!

where the coefficientsA and B are determined from the
boundary conditions, according to which the tangential co
ponent of the electric fieldex vanishes at the boundaries wit
an ideal metal atZ50,l :

A~«8kx2«Ab!1B~«8kx1«Ab!50, ~7!

A~«8kx2«Ab!exp~2Abl !1B~«8kx1«Ab!

3exp~Abl !50,

i.e. the following condition must be satisfied:

~s221!@exp~Abl !2exp~2Abl !#50, s5
«8kx

«Ab
. ~8!

If there is no constant magnetic field, i.e. «85s50,
then, as follows from Eqs.~7! and ~8!, A5B, and

hy52A cosaz, Ab5 ia, la5np n50,1... . ~9!

The polaritons are volume waves. The number of mo
and their dispersion laws are determined by the funct
b(v) ~5!:

b5S kx
22

v2

c2 « D<0, «5
V0

22v2

v0
22v2 ;

kx56
v

c
A«2

n2c2p2

l 2v2 . ~10!

It follows from Eq. ~10! that volume polaritons in the
absence of a constant magnetic field exist in freque
ranges where«.0, i.e. for v,v0 and v.V0 . Since the
radicand in Eq.~10! must be positive, the modes exist in th
frequency intervals@v̄1 ,v0# andv>v̄2 where

v̄12
2 ~n!5

1

2
@V0

21ln
27A~V0

21ln
2!224ln

2v0
2#,

ln
25

n2c2p2

l 2 . ~11!

The activation frequency of the mode~11! is inversely pro-
portional to the thickness of the dielectric layer. The numb
of modes in these frequency ranges is infinite. Forn50 ~or
l 5`) we have the dispersion law for a volume mode in
semi-infinite dielectric:

kx
25

v2

c2 «. ~12!
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The modes possess positive dispersion and lie in the ra
tion range.

All modes in the low-frequency range intersect the lig
line, and the wave vectorkx→6` as v→v0 . The high-
frequency modes lie to the left of the light line and approa
the line asymptotically as frequency increases.

In a magnetic fieldoff-diagonal components of the d
electric tensor«zx5(«xz)* and«8;H0 appear and the com
ponents of the permittivity contain additional poles and ze
~2!, which lie in the order~see Eq.~4!! v1,V1,v2,V2 .
The additional frequency interval@v1 ,V1# arising in a mag-
netic field is proportional toH0 , while in a uniaxial dielec-
tric the dependence is quadratic, i.e. the interval is m
smaller.9 In an isotropic dielectric the relative quantit
Dv/v;vH /v. In the IR range (v;1013 s21) in a magnetic
field H0;10 T the ratioDv/v;1024, and in the optical
range (v;1013 s21) in the same fieldDv/v;1022.

The polariton spectrum in the presence of a magn
field is shown in Fig. 2. The dot-dash curves, for which

kx
25 k̄ 25

v2

c2 S «2
«82

« D , ~13!

correspond to a semi-infinite crystal (b50).
In the absence of a magnetic field there were two s

curves: in the low- and high-frequency regions of the sp
trum. These curves were described by Eq.~12!. In the pres-
ence of a magnetic field there were four curves, and acc
ing to Eq.~13! they are shifted. It follows from Eqs.~6! and
~7! that forb50 in a constant magnetic fieldA52B, i.e. for
kxÞ0 the fieldshy5ez5ex50. For polarons, whose spec
trum is described by the dot-dash curve, there is no elec
magnetic field.

The quantityb ~see Eq.~5!! is positive forkx
2. k̄2 and

negative forkx
2, k̄2. Negative values ofb signify the exis-

tence of volume modes. Positive values of the parameterb in
the presence of a constant magnetic field correspond to
appearance of surface waves. Indeed, positive values o
parameterb in Eq. ~8! correspond to real values ofs and the
possibility of the solutionss561, i.e.«8kx56«Ab. It fol-
lows from the expression~5! for b that Eq.~12! describes the
spectrum of such waves, i.e. they exist only in frequen
ranges where«.0. The sign ofs depends on the signs ofH0

and kx , the frequency range, and the sign of the gyrom
netic ratiog (g.0 in the IR region of the spectrum andg
,0 in the optical region of the spectrum!. Table I gives the
corresponding ranges of the parameters fors561. The
values51 corresponds to a surface wave near the bound
Z50, and if s521, the wave is localized on the opposi
side (Z5 l ):

hy
05A exp~2Abz!, B50, s51;

hy
15B exp~Abz!, A50, s521. ~14!

According to Table I the solutionss561 exist in the
same frequency range, but they correspond to opposite d
tions of propagation of a wave or opposite orientations of
constant magnetic fieldH0 . Hence it follows that for given
directions ofH0 andk a wave with a given frequency propa
gates only along one of the waveguide boundaries. If
direction of the magnetic field orkx changes, the wave wil
ia-
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propagate along the opposite wall of the waveguide. T
reason for this nonreciprocal displacement of the electrom
netic field is as follows. The action of the constant magne
field H0 on the charges in the dielectric is equivalent to t
action of an effective electric fieldEeff52c21(v3H0),
wherev;k is the velocity which the charges acquire in th
electromagnetic wave. In our geometryEeff is directed along
the Z axis and changes sign when the direction ofk or H0

changes. Under the action of this effective electric field t
charges are displaced toward one of the boundaries. The
rection of displacement depends not only on the directions
k andH0 but also on the sign of the charge which predom
nates in the polarization process, i.e. the sign ofg (g.0 for
ionic polarizability in the IR range andg,0 for electronic
polarizability in the optical range of the spectrum!. The ad-
ditional polarization arising in a magnetic field is accomp
nied by the appearance of an off-diagonal component of
dielectric tensor, which changeshy according to Maxwell’s
equation

]hy

]z
5 ivc21~«ex1«xzez!.

The component«xz;H0 and depends on the frequency. Co
sequently, the localization of a wave at one of the edges
the dielectric depends not only on the signs ofkx and gH0

but also on the sign of«xz , i.e. on the frequency. For fixed
frequency andH0 the wave propagates in only one directio
along the given boundary surface.

The penetration depth of a surface wave isd;1/Ab. The
relations~2! and ~12! yield

d215
8 f pv2vH

cA~V1
22v2!~V2

22v2!~v1
22v2!~v2

22v2!
. ~15!

Evidently, the penetration depth of the wave is inverse
proportional to the magnitude of the constant magnetic fi
and depends strongly on the frequency. In the absence
constant magnetic field the penetration depth is infinite,
the waves are volume waves. In order of magnituded
;c/vH . In the optical range,d;1022 cm for H;10 T and
vH;1012 s21. According to Eq.~17! the penetration depth
can be even smaller near the frequenciesv1 , v2 , V1 , and
V2 . In thin films, wherel;d, the wave is essentially a
volume wave. We note that the fieldex50 in the surface
waves studied here.

The heavy lines in Fig. 2 depict surface modes neaZ
50 for gH0.0 ~or the modes nearZ5 l for gH0,0), and

TABLE I. Parameter values for surface modes in the casegH0.0. For
gH0,0, kx has the opposite sign in each frequency interval.
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the dashed lines indicate surface modes nearZ50 for gH0

,0 ~or surface modes nearZ5 l for gH0.0).
The fine lines in Fig. 2 depict volume modes, for whi

ukxu, k̄ andb<0. SettingAb5 ia and using the relations~7!
we obtain the following expression for the real part of t
magnetic field in the wave~6!:

Rehy52A
a«

«82kx
21a2«2 ~a« cosaz1«8kx sinaz!,

a5
np

l
; n50,1... . ~16!

In weak fields, where«8kx!a«, the quantityhy calculated
using the expression~16! tends to the valuehy for H050
~9!. In the opposite limit«8kx@a« ~strong fields, large
thicknessl ) we have

Rehy'2A
a«

«8kx
S sinaz1

a«

«8kx
cosazD , a«!«8kx .

~17!

It is evident from Eqs.~16! and~17! that a constant magneti
field ~or an increase in the thickness of the dielectric lay!
decreases the amplitude of the alternating field in a volu
electromagnetic wave. In a prescribed constant fieldH0 in a
semi-infinite dielectric (l→`) hy→0, and in the mode de
scribed by the dot-dash curve in Fig. 2 there is no elec
magnetic field at all.

The dispersion law for volume modes in the presence
a magnetic field is

FIG. 2. Polariton modes of a metal-coated isotropic dielectric in a cons
magnetic field. Fine lines—volume modes, dot-dash lines—volume mo
in a semi-infinite dielectric, heavy and dashed lines—surface modes.
gH0.0 the heavy lines correspond to surface modes nearZ50 and the
dashed lines correspond to modes nearZ5 l and vice versa forgH0,0.
e

-

f

kx56
v

c
A«F12

«82

«2 2
ln

2

«v2G . ~18!

New frequency intervals@V1 ,v2# and@V2 ,V2#, where
V2>V22vH , appear in a magnetic field. The width o
these intervals isvH , and in these intervals ifukxu. k̄, sur-
face polaritons with dispersion law~12! ~heavy line in Fig. 2!
exist and if ukxu, k̄, the volume polaritons~18! exist. All
branches are radiation branches and have positive disper

At high frequencies, just as in the absence of a magn
field, there is an infinite number of volume modes but a fie
shifts the lower frequency limit,v.V1>V21vH . The
modes are radiation modes and as frequency increases
approach the light line. Only one~bottom! volume branch is
shown in Fig. 2.

As the thicknessl of the dielectric layer increases, th
volume modes contract toward the dot-dash curves, and
electromagnetic field in them tends to zero~17!. In the limit
of a semi-infinite dielectric in the presence of a const
magnetic field there are no volume polaritons, and in
spectrum in Fig. 2 only surface modes~heavy and dot-dash
lines! remain.

4. CONCLUSIONS

It follows from the results presented that a constant m
netic field gives rise to surface polariton modes and cau
the field of the electromagnetic wave to ‘‘contract’’ towa
the lateral surfaces of the waveguide. The effect whereby
field is ‘‘pressed’’ against the lateral walls is well known
ferrite microwave waveguides and is used in rectifyi
devices.11 Our analysis shows that this effect should al
occur in the IR and optical ranges for dielectric waveguid
in the presence of a constant magnetic field. A different nu
ber of surface modes, lying in different frequency interva
arises in the dielectric~two near one wall and one near th
other!. A wave with a given frequency propagates along
given wall of the waveguide in only one direction. Th
‘‘choice of wall’’ for a wave with a fixed frequency depend
not only on the orientations of the magnetic field and t
wave vector but also on the sign of the gyromagnetic ratiog,
i.e. on the ionic (g.0) or electronic (g,0) type polariz-
ability. Consequently, it is in principle possible to judg
which contribution~electronic or ionic! to the polarization
predominates in a given frequency interval by observing
nonreciprocal displacement of the field of a wave in the
and optical ranges of the spectrum. Of course, the nonre
rocal displacement of a field will be more noticeable in film
with thicknessl .d ~d is the penetration depth of the ele
tromagnetic field~15!!.

The influence of a constant magnetic field on volum
modes is seen in the appearance of new narrow freque
bands@V1 ,v2# and @V2 ,V2#. However, as the magneti
field increases~just as when the thickness of the dielectr
layer in a nonzero magnetic field increases!, energy is trans-
ferred from volume into surface modes, i.e. a constant m
netic field pushes the alternating field of an electromagn
wave onto the surface. This phenomenon could decre
losses during propagation of polaritons in a dielectric wa
guide.
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The electron g factor for one-band and two-band extended models of the electron
energy spectrum
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At present,explicit expressions for the electrong factor in crystals are known only for the
following two cases: when the Fermi energy«F of the electrons lies at the edge of the electron
energy band,«(kex), or when the electron energy spectrum of a crystal can be approximated
by the two-band model. Here we obtain explicit formulas for theg factor in situations when the
Fermi level«F is close to but does not coincide with the band edge and when the two-
band model of the spectrum includes small corrections from other electron energy bands. In
particular, we derive expressions that describe the dependences of theg factor on«F2«(kex) and
on the magnetic field direction for doped semiconductors. The results are applied to III–V
semiconductors and to bismuth. ©2004 American Institute of Physics.
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1. INTRODUCTION

As is well known,1 the g factor of electrons in crystals
with inversion symmetry specifies the splitting of Land
energy levels caused by an interaction of the electron s
with a magnetic field,DE5g(e\/2mc)H, and can differ
considerably from its free-electron value,g52. Heree and
m are the charge and mass of an electron, andH is the
external magnetic field. In this paper we shall discuss thg
factors in the semiclassical limit when there are many L
dau levels under the Fermi surface of the crystal. Besi
this, we exclude from consideration those situations in wh
magnetic breakdown occurs. In this case the semiclassicg
factor appears in the well-known quantization rule1–4 for the
electron energy« in a magnetic field,

S~«,kH!52p
ueuH
\c S n1g6

g~«,kH!m*

4m D , ~1!

whereS is the cross-sectional area of the closed semicla
cal orbit G of the electron in the Brillouin zone,kH is the
component of the wave vector of the electron in the direct
of the external magnetic fieldH, n is a large integer, the
cyclotron massm* 5(\2/2p)(]S(«,kH)/]«), the constantg
is always equal to 1/2 when the spin–orbit interaction
taken into account,5,6 and theg factor g(«,kH) depends on
the location of the orbitG in the Brillouin zone.7

The exact equations for theg factor were derived in
Refs. 5, 8.~In fact, they are another representation of Rot
results.9! These equations take into account the dynamics
the electron spin when the electron moves in its semiclass
orbit. For this reason theg factor depends on the entire orb
and is usually not expressed in explicit form. On the oth
hand, in many papers~see, e.g., Refs. 10–26! the so-called
local g factors g(k) introduced by De Graaf and
Overhauser27 for pointsk on the Fermi surface were calcu
lated, and theg factor of the orbit was obtained by integra
tion of g(k) over the orbit. In this simplified approach th
9731063-777X/2004/30(12)/7/$26.00
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dynamics of the electron spin is neglected completely.
was shown in our previous papers,8,28 the simplified ap-
proach is approximately valid if the spin–orbit interaction
the crystal is not too strong. Besides this, at an arbitr
strength of this interaction there are two situations when
simplified approach leads to the exact result for theg factor.

In the first situation, which is characteristic of dope
semiconductors, the Fermi level of the electrons practica
coincides with a minimum~or a maximum! of the electron
energy band«~k!, and hence this«~k! can be well approxi-
mated by the ‘‘one-band’’ model,

«~k!'«~kex!1 (
a5x,y,z

\2~ka2kex,a!2

2ma
, ~2!

wherekex is the point of the energy-band extremum in t
Brillouin zone, andma are all positive~or negative! effective
masses at this point. In this case the electron orbit takes
shape of a very small ellipse surrounding the pointkex, and
the g factor of the orbit coincides to a first approximatio
with the localg factor g(kex).

In the second situation the electron energy spectrum
the crystal can be well approximated by the two-ba
model.28 The two-band model can be applied to the descr
tion of the energy spectrum if in some region of the Brillou
zone the energy gap between the band under consider
and some other band as well as the energy differences
tween these bands and the Fermi energy«F are all relatively
small as compared to other energy gaps in the crystal.~Then
one may consider only these two bands, neglecting the o
bands of the crystal.! In this case the energy dispersion rel
tions «~k! for both the bands are found from a quadra
equation that can be always reduced to the form

F«2
@v0~0!1va~0!#k

2 G2

5FEg

2
1

@v0~0!2va~0!#k

2 G2

1q1
2kx

21q2
2ky

21q3
2kz

2, ~3!
© 2004 American Institute of Physics
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wherev0(0), va(0), q1 , q2 , q3 are some real constants, an
Eg is the energy gap between these bands at some poi
the above-mentioned region of the Brillouin zone~we take
this point ask50). For example, the electron energy spe
trum of bismuth and its alloys near the pointL of the Bril-
louin zone is close to this type. The two-band model can
also useful for narrow-gap semiconductors. In this two-ba
case the appropriate equation8 determining theg factor can
be solved explicitly,28 and the result for theg factor of the
electron orbit~this orbit need not be small now! coincides
with that obtained in the framework of the localg factor
approach. Interestingly, in this case the combinationd
[gm* /4m is equal to61/2,29 i.e., the magnetic-field split-
ting of the electron energy levels described by theg factor
coincides exactly with their orbital splitting. This result ge
eralizes the well-known finding of Cohen and Blount30 ob-
tained for a simplified variant of the two-band model.31

The above exactly solvable cases can be applied to
situations only approximately. In particular, the Fermi ene
in doped semiconductors does not lie strictly at the edge
the energy band, and thus the electron orbits have a sma
finite size. In that case, theg factors of such orbits differ
slightly from theg factor calculated at the edge of the ban
g(kex). Sinceg factors are measured with high accuracy,32,33

the correctionDg[g2g(kex) was investigated experimen
tally in a number of semiconductors.34 It is clear that to
calculate this correction, one has to go beyond the fra
work of the local g factor approach. As to the two-ban
model, it describes the energy spectrum of bismuth su
ciently well when the wave vectork is perpendicular to the
longest axis of its Fermi surface at the pointL, i.e., this
model is good enough for magnetic fields directed along
axis. When the magnetic field deviates from the longest a
corrections to theg factor of the two-band model have bee
observed experimentally in bismuth,35 and accurate calcula
tion of theg factor is possible only if one goes beyond t
framework of the two-band model~and of the localg factor
approach!.

In this paper we consider one-band and two-band
tended models of the electron spectrum which include sm
corrections to the above exactly solvable cases. These m
els enable one to describe the electron energy spectra
number of real situations. In the framework of these e
tended models we findexplicit formulas for theg factor,
using the theory.8 In particular, the case of doped semico
ductors is analyzed in detail. As an illustration, the resu
obtained are applied to III–V semiconductors and to b
muth.

2. CALCULATION OF THE g FACTOR

The g factor in the quantization rule~1! is expressed in
terms of the matrix elements of the effective one-ba
Hamiltonian Ĥeff of a Bloch electron in a magnetic field
Since the electron bands are twofold degenerate in crys
with inversion symmetry,4 the Hamiltonian is a 232 matrix
in the spinor space. This Hamiltonian to first order in t
magnetic fieldH has the form36,37

Ĥeff5«~ k̂!1̂1
e

c
Hm̂~ k̂,n!, ~4!
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wheren is a unit vector directed along the magnetic fieldH,
«~k! is the electron dispersion relation for the band be
investigated,k̂5K2(e/c\)A( i ]/]K ), A~r ! is the vector po-
tential of the magnetic fieldH, and the function«( k̂) in Eq.
~4! is assumed to be completely symmetrized in the com
nents of k̂. The 232 matrix @eHm̂(k,n)/c# describes the
interaction of the electron spin with the magnetic field in t
crystals, and its elements satisfy the relationsm1152m22,
m125m21* . In Ref. 8~Appendix! it was shown how to calcu-
late this matrix explicitly when one starts from the so-call
k"p Hamiltonian4 or from the Hamiltonian in the LMTO
representation.38 Dependences of the matrixm̂ on k and on
n, up to numerical factors, can be also found using the the
of invariants.39

In Appendix A of this paper we present the equations
Ref. 8 for theg factor and find theg factors for the one-band
and two-band models of the spectrum. Let us denote
energy dispersion relation and the matrixm̂ for the energy
band under consideration in these exactly solvable case
« (0)(k) and mrr8

(0) (k) (r,r851,2). Below we shall conside
models for which one may write

«~k!5«~0!~k!1D«~k!, ~5!

mrr8~k!5mrr8
~0!

~k!1Dmrr8~k!, ~6!

where the termsD«~k!, Dmrr8(k) are small corrections. As
suming that these corrections are known, we shall find
appropriate corrections to theg factors of the electron orbits
for these extended models. Note that the orbits are slig
deformed by the termD«~k! in Eq. ~5!. The appropriate de-
formation is found in Appendix B.

To find theg factor, we have to solve Eq.~A2!. Note that
it is always possible to reduce the matrixcrr8 in Eq. ~A5! to
diagonal form by a constant unitary transformation in t
spinor space. Thus, without loss of generality we may
sume thatc1152c225l, c125c2150, with l from Eq.~A6!.
Then Eq.~A2! takes the form

i
\c

ueuH
ṫ52ltc~k!1Dm12~k!t212Dm11~k!t

2Dm12* ~k!, ~7!

where k5k@ t,«# ~see Appendix B!. The solution of this
equation can be represented in the form

t~ t !'Ce2 iw~ t !1Dt~ t !,

where the first term is the solution of Eq.~7! at Dmrr850; C
is some complex constant which is to be found from t
boundary condition~A3!; Dt is a small correction propor
tional to Dmrr8 , and

w~ t !52
lueuH

\c E
0

t

dt8c~k@ t8,«#!. ~8!

Insertingt(t) thus obtained into Eq.~A4!, we eventually
arrive at

Dg[g~«,kH!2g~0!~«~0!,kH!5
m

m*
Dw

p
1

4m

\
@Dm11

1Re~Dm12C!#, ~9!
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where the first term is due to the deformation of the elect
orbit @i.e., it is caused byD«~k!#,

Dw[w~T!2w~0!~T!,

the function w (0)(T) is given by formula ~8!, but with
k@ t8,«# replaced byk(0)@ t8,« (0)# in the argument ofc ~note
that according to Eq.~A7!, one has mw (0)(T)/(pm* )
5g(0)); the bar overDmrr8 means time averaging over th
periodT:

Dmrr85
1

T E
0

T

dt8Dmrr8~k~0!@ t8,«~0!# !eiw~0!~ t !~r2r8!,

and the constantC is determined from the equation

Dm12C
212S Dm111 i\

12eiw~T!

2mm* DC2~Dm12!* 50.

~10!

It should also be emphasized that we are finding the dif
ence in theg factors calculated at different energies« and
« (0). However, since the difference«2« (0) is small~Appen-
dix B! and we calculateDg to first order inD«~k!, Dmrr8 ,
we may neglect the difference between« and« (0) in Eq. ~9!.

In the case of the one-band model~Appendix A!, the
functionc[1, and thusDw[0. This means that in this cas
Dg determined only byDmrr8 rather than byD«~k!. More-
over, if the combinationd (0)[g(0)m* /4m is not close to an
integer or a half-integer~i.e., if the appropriate difference i
considerably larger thanm* uDm12u/\), the constantC is
relatively small, and the third term in Eq.~9! may be omit-
ted. Then we arrive at the simple formula

Dg5
4mDm11

\
. ~11!

In the case of the two-band model~Appendix A!, Dg de-
pends on bothDmrr8 and D«~k!. Besides this, since in thi
case the electron energy levels in the magnetic field are d
bly degenerate (d (0)561/2), the constantC is not small,
and it follows from Eqs.~9!, ~10! that

Dg5AS m

m*

Dw

p
1

4mDm11

\
D 2

1U4mDm12

\
U2

. ~12!

3. SEMICONDUCTORS

To apply our results to semiconductors, let us consi
more closely the case of the one-band model of the elec
energy spectrum, Eq.~2!. Assuming that the energy is mea
sured from the band edge«(kex) and the wave vectork from
kex, Eq. ~2! is rewritten as follows:

«~0!~k!5 (
a5x,y,z

\2ka
2~2ma!21, ~13!

whereka are the components ofk. As was mentioned above
in the one-band case the correctionDg depends only on
Dmrr8 rather than on the correction to the energy dispers
relation, D«. Thus it is sufficient to consider onlyDmrr8
here. Sincemrr8

(0) is a constant matrix~Appendix A!, the first
correction to it is proportional tok. However, this linear
n

r-

u-

r
n

n

correction may be identically equal to zero due to symme
of the crystal, and so we shall treat both the linear and
quadratic corrections tomrr8

(0) :

m~k!5 ĉ1 (
a5x,y,z

b̂aka1 (
a,b5x,y,z

âabkakb , ~14!

whereĉ[m̂ (0), andb̂a, âab are some constant matrices. Th
matricesm̂ (0), b̂a, âab depend only on the unit vectorn
[H/H.

It should be also noted that formula~11! was derived in
the representation in which the matrixc is diagonal. If this
matrix is not assumed to be diagonal, formula~11! trans-
forms into

Dg5
4m

\T E
0

T

dt
c11Dm111Re~c12* Dm12!

l
, ~15!

where l5Ac11
2 1uc12u25A2Det(ĉ). Using Eqs.~15! and

~14!, we find that

Dg5
2m

\l S asFmn«

\2 2
kH

2

2 G1bnkH1ankH
2 D , ~16!

where kH5n"k; n5H/H, and then-dependent parameter
mn , bn , an , as are expressed via traces of the matricesĉ,
b̂a, âab as follows:

mn5 (
a5x,y,z

mana
2,

bn5mn
21 (

a5x,y,z
namaTr~ ĉb̂a!,

an5mn
22 (

a,b5x,y,z
nanbmambTr~ ĉâab!,

as5mn
21 (

a5x,y,z
maTr~ ĉâaa!2an .

Experimental investigations of the oscillation effects e
able one to measure theg factors of the electron orbits lying
in the extremal cross sections of the Fermi surface~with
respect tokH).1 For spectrum~13! the extremal cross sec
tions correspond tokH50, and for such orbits we obtain
from Eq. ~16!

Dg~«,kH50!5«
2mmn

\3l
as . ~17!

Formulas~16! and ~17! are the main result of this Sec
tion. For a given matrixDmrr8(k,n) they enable one to find
Dg explicitly for various«, kH , and magnetic field directions
n. However, these formulas fail for values ofd (0)

[g(0)m* /4m such that sin(2pd (0))'0; see Sec. 2. A more
accurate estimate of the condition under which Eqs.~16! and
~17! hold true yields

Usin~2pd ~0!!

2p U@UDgm*

4m U. ~18!

Note that the intervals ofd (0) where Eqs.~16!, ~17! fail are
very narrow whenDg is small.
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4. EXAMPLES

III–V semiconductors

As an example, we consider the III–V semiconducto
and in particular, the well-known GaAs, which are wide
used in practice. The semiconductors of this class have
zinc-blende crystal structure with the point of the band
tremum,kex, being in the center of the Brillouin zone, i.e
kex50. These semiconductors have no center of invers
and strictly speaking, the electron energy levels in these c
tals are nondegenerate in spin even without a magnetic fi
However, near the center of the Brillouin zone this splitti
of the electron energy levels caused by the spin–orbit in
action is considerably less40 than the splitting DE
5g(e\/2mc)H caused by the magnetic field that is usua
applied to the samples in experiments. In this context
concept of theg factor is justified and is commonly used
describe the electron energy levels in magnetic field
III–V semiconductors.

The correctionDg has been investigated experimenta
in these semiconductors, and it was found that34

Dg~«!5b« ~19!

for the extremal cross sections (kH50). The coefficientb
varies from 144 eV21 for InSb to 2.2 eV21 for InP. Note that
relation ~19!, found experimentally, is in complete agreme
with our result, Eq.~17!.

Let us take the axes of the coordinate system along
principal crystal axes. Then the energy dispersion relation
these compounds has the form of Eq.~13! with m15m2

5m35m* , and the matrixm̂(k,n) can be written as40,41

e

c
m̂~k,n!5

g~0!

2
mB~ ŝn!1a4k2~ ŝn!12a5~ ŝk!~kn!

1a6~ ŝxkx
2nx1ŝyky

2ny1ŝzkz
2nz!, ~20!

wheren5H/H, mB is the Bohr magneton,g(0) is theg fac-
tor at the band edge, anda4 , a5 , anda6 are some constan
real parameters~expressions for these parameters in terms
the band-structure parameters can be found in Ref. 41!. The
first term in this expression describesm̂ (0)5c @see Eqs.~6!
and ~14!#, while the other terms in Eq.~20! give Dmrr8 .
Note that the term linear ink is absent. Inserting theseDmrr8
into formula ~16!, we immediately arrive at

Dg~«,kH!5
8mm*

\3ueu Fa4«12a5

\2kH
2

2m*
1a6S «F~u,w!

1
\2kH

2

2m* ~123F~u,w!! D G , ~21!

where

F~u,w!5
1

2 S 12 (
a5x,y,z

na
4 D

5sin2 u~sin2 u cos2 w sin2 w1cos2 u!,

and the anglesu andw are defined as follows:

n5~sinu cosw,sinu sinw,cosu!.

Expression~21! completely agrees with that calculated
Ref. 40. AtkH50, formula~21! yields
,

he
-

n,
s-
ld.

r-

e

r

t

e
r

f

Dg~«!5
8mm* c«

ueu\3 ~a41a6F~u,w!!, ~22!

i.e., we obtain an expression for the coefficientb in relation
~19!. For the casew5p/4 formula ~22! coincides with that
derived in Ref. 41 by another method, and it very well d
scribes the experimental angular dependences ofDg for
GaAs.42

According to Ref. 34, one hasg(0)520.44 and b
'6.3 eV21 for GaAs. But it is well known that even a sma
amount of Al significantly shiftsg(0) to positive values. This
property of the compound AlxGa12xAs is now used in spin-
tronic devices.43 At a concentrationx'0.1 the electrong
factorg(0)'0. Then condition~18! fails, and Eq.~9! must be
used to calculateDg. Eventually, in the region of concentra
tions x whereg(0)'0, we obtain

Dg5
8mm* c«

\3ueu
A@a41a6F~u,w!#21a6

2G~u,w!, ~23!

where

G~u,w!5
sin6 u

64
@cos2 u~cos 4w17!1sin2 4w#.

Note that the angular dependence ofDg described by Eq.
~23! differs noticeably from that given by Eq.~22!.

Bismuth

In bismuth near the symmetry pointsL of its Brillouin
zone there are two bands,«0(k) and«a(k), which are close
to each other and to the Fermi energy.1,35 ~These bands,
which we denote by subscripts 0 anda, are separated by a
gapEg5«02«a;10 meV at this point.! The electron Fermi
surface of Bi consists of three ‘‘ellipsoids’’ located near t
three L points. The symmetry of this point isC2h . It is
common practice to put the origin of the coordinate syst
~i.e., the pointk50) at L, to take thex axis along the two-
fold axis C2 , to place theyz plane on the reflection plan
sh , and to choose they axis in the direction of the longes
principal axis of the ellipsoid~this axis is approximately ten
times longer than the other two!. Since the Fermi surface o
bismuth is elongated in theky direction, the two-band mode
is not sufficient to describe the electron energy spectrum
this direction, and the following extended two-band model
McClure44,45 is commonly used:

F«2
~a02aa!ky

2

4 G2

5FEg

2
1

~a01aa!ky
2

4 G2

1q1
2kx

2

1uq2u2ky
21q3

2kz
2, ~24!

where the energy« is measured from the middle of the en
ergy gapEg at the L point; a0 , aa , q1 , and q3 are real
parameters of the model, whileq2 is an imaginary constant
Re(q2)50. The values of all these parameters are w
known.46,47 It is essential that the value ofuq2u is relatively
small. It is for this reason that the Fermi surface is elonga
in the ky direction, and the termsa0ky

2 , aaky
2 are taken into

account. Without these terms, Eq.~24! reduces to the two-
band model.

The g factors of the central cross sections of the Fer
surface of Bi have been measured with high accurac35
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When the magnetic field is directed alongy, one hasky50
for the central cross section, and Eq.~24! reduces to the
two-band model. This model describes the spectrum of
muth sufficiently well in this situation, and henced
[gm* /4m'1/2. If the magnetic field deviates from they
axis, a correction to this two-band result appears. This c
rection was calculated in Ref. 28 for an arbitrary angle
tweenH and they axis. Here we shall consider the term
with a0 andaa as small corrections and shall findDg for the
conduction band«0(k), using Eq.~12!. It is clear that this
approach is valid at sufficiently small anglesh betweenH
and they axis.

It follows from Eq. ~24! that

«0~k!5«0
~0!~k!1D«,

«0
~0!~k!5A~Eg/2!21q1

2kx
21uq2u2ky

21q3
2kz

2,

D«5
~a02aa!ky

2

4
1

Eg

2«0
~0!~k!

~a01aa!ky
2

4
.

The matrix elements ofm̂0 for the central cross sections o
the Fermi surface of Bi were calculated in Ref. 28. They

m0,11~«![m11
~0!1Dm115A@2 iBq2q3nx1 r̃0~Ea2«!2

1 r̃a~ t22uuu2!1t~ ñau* 1 ña* u!#, ~25!

m0,12~«![m12
~0!1Dm125A@ iBq1~q3ny2q2nz!22r̃atu

1 ñ0~Ea2«!21 ñat22 ña* u2#, ~26!

where

A5@~Ea2«!~E01Ea22«!#21;

B5~Ea1Eg1«!/\; E0,a~k!56S Eg

2
1

a0,a

2
ky

2D ;

t5q1kx ; u5q2ky1q3kz ,

and

r̃0,a5r0,anx ,ñ0,a5n0,a
y ny1n0,a

z nz .

Hereni are the components of the vectorn5H/H; r0 andra

are some real constants, andn0
y , na

y , n0
z , na

z are constant
complex parameters. The matrixm̂ (0) is obtained from Eqs.
~25!, ~26! by setting r0,a5n0,a

y 5n0,a
z 5a0,a50. Note that

Eqs.~25!, ~26! take into account corrections to the two-ba
model even for magnetic field directed along they axis (nx

5ny50).
Using Eq.~12!, we obtain

d'
1

2
1

«

2L F\uq2uq3nx
2r̄1

1

8
~q1

2nz
21q3

2nx
2!S 12

Eg

2« D ā

1\q1 Im~@q3ny1 i uq2unz#@ n̄yny1 n̄znz# !G , ~27!
s-

r-
-

e

where

with b5y,z. Formula~27! can be further simplified if one
takes into account that this expression is valid only forny

Þ0 and that the ratio (uq2u2/q1q3) is of the order of 1022 in
bismuth.46,47 Then we may putL'ny

2q1
2q3

2 , and eventually
we find

d'd~0!1C1 tanh cosz1tan2 h@C2x sin2 z

1C2z cos2 z#, ~28!

where the following parametrization for the vectorn[H/H
has been used:n5(sinh sinz,cosh,sinh cosz). The quantity
d~0! is the value ofd for magnetic field directed alongy, i.e.,
when the angleh betweenH and this axis is zero. Note tha
this d~0! differs from 1/2 if the parametern̄y has an imagi-
nary part,

d~0!5
1

2
1

\«

2q1q3
Im n̄y.

The constantsC1 , C2x , C2z are

C15
\«

2q1q3
2 ~q3 Im n̄z1uq2uRen̄y!,

C2x5
\«uq2u
2q1

2q3
r̄1

«2Eg/2

16q1
2 ā,

C2z5
\«uq2u
2q1q3

2 Ren̄z1
«2Eg/2

16q3
2 ā.

It is clear from these formulas that an experimental inve
gation of angular dependences ofd in the xy andyz planes
~i.e., in the planesz5p/2 and z50) near they direction
would enable one to measured~0!, C1 , C2x , C2z and hence
to extract the parameters Imn̄ y, q3 Im n̄ z1uq2uRen̄ y, Ren̄ z,
and r̄ from the appropriate experimental data.

In Fig. 1 we compare thed obtained using the explici
formula ~28! with the d calculated numerically in Ref. 28
Note that in Ref. 28 the termsa0ky

2 andaaky
2 were not as-

sumed to be small, and hence the results ford are valid even
at h;p/2. Interestingly, the approximate formula~28! de-
scribesd quantitatively even if the vectorn deviates substan
tially from the y axis.

APPENDIX A: FORMULAS FOR THE g FACTOR

Here we present the equations determining theg factor5,8

and the solutions of these equations28 for the cases of the
one-band and two-band models of the electron energy s
trum.

As is well known,4 in the semiclassical approximation a
electron in a crystal in a magnetic fieldH may be considered
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as a wave packet, with the wave vector of the packetk mov-
ing in an orbit7 G in the Brillouin zone. The dependence
the wave vectork on the timet can be found from the equa
tion

\ k̇5
ueu
c

@H3n~k!#, ~A1!

where the electron velocity is given by

v~k!5
1

\

]«~k!

]k
.

During the electron motion in the orbitG, the direction of its
spin s changes due to the spin–orbit interaction. To descr
the direction of the electron spin in the semiclassical
proximation, we introduce a complex parametert~k! that
defines the components of the electron wave functionC~k!
in the spinor space of the Hamiltonian~4! as follows:

C~k!}S 1
t D .

This definition leads to the following representation of t
electron spin at the pointk of the semiclassical orbit:

s5
1

2

~2 Ret,2 Imt,12utu2!

11utu2
.

Then the dynamics of the electron spin may be described
a functiont(t). This function obeys the equation5,8

i\ṫ5
ueuH

c
~m12t

212m11t2m12* !. ~A2!

FIG. 1. The dependence ofd[gm* /4m on the magnetic field direction in
Bi, Eq. ~28!, ~solid lines!. The values of the parameters are the same a
Ref. 28. The magnetic field lies either in theyz plane~a! or in thexy plane
~b!. The angleh is measured from they axis; the positive direction ofy is
taken as in Ref. 35. The dotted lines show the appropriate results of Re
which well describe the experimental data.35
e
-

y

Heremrr85mrr8@k(t)# are the matrix elements of the matr
m̂ in Eq. ~4!, andk(t) is the function determined from Eq
~A1!. The boundary condition to Eq.~A2! is

t~T!5t~0!, ~A3!

whereT52pcm* /(ueuH) is the period of the electron mo
tion in the orbitG, andm* is the electron cyclotron mass.

On calculating the functionsk(t) andt(t) the electrong
factor for a closed orbitG is given by5,8

g5
2mueuH
pm* \c E0

T

dt~m11~k!1Re$t~ t !m12~k!%!. ~A4!

Herek denotes the functionk(t) determined from Eq.~A1!.
Since the combinationueuHdt/c is proportional to the infini-
tesimal elementudku of the orbit G @see Eq.~A1!#, the ap-
pearance of the factorueuH/c in Eq. ~A4!, of course, does no
mean the proportionality ofg to H. This factor is due only to
the parametrization of the electron orbit with the use of
time t.

For the one-band and two-band models of the elect
energy spectrum, the orbitG is an ellipse, and the function
k(t) is easily found from Eq.~A1!. In both these cases th
matrix mrr8 has the form28

mrr8
~0!

~k!5c~k!crr8 , ~A5!

where r,r851,2, c~k! is some real function of the wav
vector ~and of the electron energy!, andc1152c22 and c12

5c21* are real and complex constants, respectively. With
use of Eq.~A5!, equation~A2! with boundary condition~A3!
is solved exactly,

t5~2c116l!/c12,

where

l5A~c11!
21uc12u2. ~A6!

Then it follows from Eq.~A4! that theg factor for these
models is

g~0!56
2mlueuH
pm* \c E

0

T

dtc~k~ t !!. ~A7!

In the one-band case one has28 c51, crr85mrr8(kex),
wherekex is the point of the band extremum in the Brilloui
zone. Using the formulaT52pcm* /(ueuH), we obtain

g~0!564ml/\.

Note that in the one-band model thisg(0) does not depend on
the energy and thus coincides with theg factor at the band
edge.

In the two-band case one has28

c~k!5
\@«10.5Eg2\va~0!k#21

2«2\@v0~0!2va~0!#k
,

where« is the electron energy, and the other notations are
in Eq. ~3!. The explicit expressions forcrr8 are presented in
Ref. 28. Integrating Eq.~A7!, we now arrive at28

g~0!562m/m* .

Note that in this case the combinationd[gm* /(4m) is
equal to61/2, and thus the electron energy levels in t
magnetic field are doubly degenerate.29

n

8,
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APPENDIX B: DEFORMATION OF THE ELECTRON ORBIT

An electron moving in the semiclassical orbit in a ma
netic field has a constant energy«. Suppose that the solutio
of Eq. ~A1! for the dispersion relation« (0)(k) is known, and
that the electron orbit at the energy« (0) is given by some
function k(0)@ t,« (0)#. We now find the new orbit

k@ t,«#5k~0!@ t,«~0!#1Dk@ t#,

which corresponds to the new energy« and to the modified
dispersion relation~5!. We obtain

Dk~ t !5Fi~k~0!~ t !!1@n3v'
~0!#

3H F~ t !2
*0

Tdt8~v'
~0!~ t8!!2F~ t8!

*0
Tdt8~v'

~0!~ t8!!2 J ,

where n[H/H, and v'
(0) is the component of the velocit

v(0)[(1/\)(]« (0)(k)/]k) perpendicular to the magneti
field,

F~ t !5E
0

t

dt8
eH

c\
@¹k'

Fi~k!#uk→k~0!~ t8! ,

and

Fi~k!5
@«2«~0!2D«~k!#v'

~0!~k!

\@v'
~0!~k!#2 .

In calculating the change of theg factor,Dg, it is convenient
to chose the constant« (0) so that the periods of the electro
motion~and hence the cyclotron masses! are the same for the
orbits k@ t,«# andk(0)@ t,« (0)#, i.e.,

DT[T2T~0!5E
0

T

dt8~¹k'
Fi~k!!uk→k~0!~ t8!

5
c\

eH
F~T!50.

This condition is assumed to be fulfilled throughout this p
per.
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Measurements of the spectral distribution of the light absorption coefficient in the garnet
NaCa2Mn2V3O12 are performed in a wide range of wavelengths. The influence of unpolarized
illumination of a crystal on the light absorption spectrum is investigated. A substantial
long-lived photoinduced effect is observed at low temperatures. This effect is manifested as a
change in the spectral distribution of the light absorption coefficient and reflects a
lowering of the valence of the vanadium ions under the influence of photoillumination. ©2004
American Institute of Physics.@DOI: 10.1063/1.1820039#
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1. INTRODUCTION

Optical excitation is one of the most effective metho
for generating metastable states, which are found to be lo
lived in many cases. Many micro- and macroscopic prop
ties of compounds change as a result of a photoinduced
sition into metastable states. For example, in certain h
temperature superconductors photoexcitation changes
spectral characteristics of these compounds,1,2 and at the
same time stimulated their conducting properties—the su
conducting transition temperature, the normal-phase con
tivity, and the critical superconductivity current a
increase.3,4 At low temperatures these effects are lon
lived—the relaxation times are of the order of days and p
sibly months. However, above 120–150 K the relaxat
times decrease sharply~to minutes, seconds, or less!. In high-
temperature superconductors the oxygen subsystem pla
decisive role in the formation of long relaxation times.

Quite long-lived photoinduced effects have also been
served in many garnets.5–13 As in the preceding case, thes
effects are due to charge transfer as a result of optical e
tation. There is good reason to believe13 that just as in high-
temperature superconductors the long relaxation times
these garnets are also due to the presence of an oxygen
system.

Some transition-metal ions in the crystal lattice of mo
garnets where a photoinduced effect has been observed c
be in a valence state different from the ground state for
compound~this is probably due to the presence of structu
nonuniformities, which inevitably appear when the cryst
are grown!. Moreover, in many cases, external perturbatio
can change the valence of transition-metal ions.11–14

The ground-state configuration of the experimental g
net NaCa2Mn2V3O12 contains ions of divalent mangane
Mn21 and pentavalent vanadium V51 ions. At the same time
EPR measurements have shown that V41 ions are present in
the compound NaCa2Mg2V3O12 whose stoichiometric com
9801063-777X/2004/30(12)/4/$26.00
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position is close to that of NaCa2Mn2V3O12; the V41 ions
are present in the lattice together with V51 ions.15 It is very
likely that V41 ions are also present in the initial structure
the garnet NaCa2Mn2V3O12. Moreover, on the same basi
this could also be true for Mn31 ions.

The most informative experimental method for dete
mining the valence of ions is spectroscopy, specifically,
tical spectroscopy. Indeed, the energy spectrum reflects q
clearly the individual features of any particular ion. If an io
changes valence, acquiring an extra electron or, conver
loses an electron, then this necessarily influences the en
spectrum of the ion.

There is now full justification for believing that photoin
duced effects in garnets based on manganese ions are d
a change in the valence of these ions under the influenc
photoillumination.11–13 Nonetheless, manganese garnets c
also contain other optically active ions~for example, ions of
different transition metals! that can also change valence u
der photoillumination, so there is no guarantee that all pho
induced changes in spectra are due to a change in the va
of solely manganese ions.

In addition, the contributions of Mn21 and Mn31 in the
spectral distribution of photoinduced absorption cannot
ways be separated simply and uniquely. This is becaus
Mn21 ion has ahalf-filled 3d shell ~five electrons!. The de-
generacy of the 3d5 state is high because the maximum po
sible values of the total orbitalL and spinS angular mo-
menta are large. As a result of the interaction of thed
electrons the energy structure of Mn21 is found to be very
developed and most electronic transitions occur into
near-IR, visible, and UV regions. The electronic 3d shell of
the Mn31 ion is nearly half-filled (n54). The energy struc-
ture of the ion is also well developed. In addition, Mn31 can
undergo a spin-allowed electronic transition3E(5D)
→5T2(5D). In the absorption spectra of garnets this tran
tion corresponds to a very wide and intense band n
© 2004 American Institute of Physics
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19000 cm21, overlapping a large part of the spin-forbidde
bands of Mn31 and Mn21 ions. It should also be kept in
mind that charge transfer, which in these systems accom
nies at least some electronic transitions, causes substa
broadening of the absorption bands of electromagnetic wa
and increases the band intensities. All this complicates
interpretation of the bands associated with electronic tra
tions in manganese ions and makes it difficult to attribute
bands unequivocally to Mn21 or Mn31 ions.

The situation for transition-metal ions is different. F
these ions the number of electrons in an unfilled 3d shell ~or,
conversely, with an almost filled shell! is small. In particular,
this is true for the vanadium ion. The 3d shell of a vanadium
ion in the V51 state is empty and thed-d transitions are
completely absent. In the V41 state there is only one 3d
electron; the spectrum of such an ion is not ve
developed—it lies in the radio, IR, and visible ranges and
due to which occur from asinglecrystal field split term2D.
Consequently, if transitions of vanadium from the V51 into
the V41 state occur as a result of photoexcitation, then s
transitions should be accompanied simply by the appeara
of a new absorption band~or several bands! which does not
exist in the initial spectrum.14 In other words, the interpreta
tion of the changes in the absorption spectrum in this cas
much simpler and, most importantly, unequivocal. For e
ample, in Ref. 14 EPR and optical spectroscopy were use
observe the change in valence of vanadium ions in
NaCa2Mg2V3O12 single crystal, using thermal quenchin
~heating of the sample followed by rapid cooling! to transfer
the sample into a metastable state.

In the present paper the results of the observation
valence changes of a vanadium ion in the gar
NaCa2Mn2V3O12 under the action of optical excitation ar
presented. Optical spectroscopy is used as the instrume
observation. At sufficiently low measurement temperat
~30 K! the photoinduced changes in the absorption spe
are large, and the relaxation times are long. At the same
this temperature is somewhat higher than the Ne´el tempera-
ture of the garnet NaCa2Mn2V3O12 (TN525 K ~Ref. 16!!,
making it possible to neglect in the analysis any features
to antiferromagnetic ordering.

2. EXPERIMENT

NaCa2Mn2V3O12 single crystals were grown by spont
neous crystallization.17 Samples were cut in the form o
plane-parallel plates perpendicular to the@100# crystallo-
graphic axis. A quartz halogen lamp, powered by a hig
stable current source, served as a light source for the m
surements. The light from the lamp was passed throug
MDR-23 diffraction monochromator, which was used to sc
the spectrum, and directed onto a sample located in a
ostat. In the sample the light propagated along the@100# axis.
The monochromatic light flux density on the sample w
low, so that the photoinduced effect from the probe sou
was below the threshold of measurement accuracy. Ph
multipliers were used to record the light intensity at the e
from the sample.

Figure 1 shows the spectral distribution of the light a
sorption coefficientK(n) in a sample of a NaCa2Mn2V3O12

single crystal before the sample was illuminated with lig
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Absorption is observed in the entire experimental freque
range, but substantial growth ofK(n) starts at 14000 cm21.

Unpolarized emission from a helium–neon laser w
used as the source for optical excitation. The radiation wa
length was 633 nm and the radiation density w
0.13 W/cm2. The laser beam was directed at a small angle
the @100# axis.

Optical excitation results in a photoinduced increase
the light absorption coefficient of the crystal in the ent
experimental frequency range. Figure 2 shows the kinetic
the photoinduced changesDK of the light absorption coeffi-
cient of the crystal measured at two wavelengths. The ini
sharp growth ofK corresponds to the moment when the las
illumination is switched on, and the dropoff neart515 min
corresponds to the time when the laser illumination
switched off. The photoinduced effect essentially saturate
15 min of illumination, after which the spectral distributio
of the absorption coefficient of the illuminated sample
mains virtually constant.

On this basis, with the laser switched on, the light a
sorption spectrum was recorded 15 min after the photoi
mination. The difference between the two measurement
the absorption spectrum of the sample performed after
before photoillumination gives the spectral distribution of t

FIG. 1. Photoabsorption spectrum of NaCa2Mn2V3O12 in the absence of
optical excitation.d550 mm; T530 K.

FIG. 2. Time dependence of the photoinduced light absorption
NaCa2Mn2V3O12 . d550 mm, T530 K; l5750 mm ~1!, l5575 mm ~2!.
The arrow marks the moment when photoillumination is switched off.
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photoinduced effect~Fig. 3!. The gap in the spectral distri
bution of the photoinduced absorption in the sample near
optical excitation wavelengthl5633 nm is due to suppres
sion of the scattered laser light.

Aside from the general growth of the photoinduced a
sorption in the entire experimental frequency range, the
tical excitation gives rise to a new absorption band with
maximum near nv514500 cm21 and half-width about
4000 cm21. This new band can be clearly seen against
background due to the long-wavelength tail of the stron
absorption.

3. DISCUSSION

As noted in the introduction, the presence of an oxyg
subsystem in the experimental garnet plays a special ro
the formation of holes with long recombination times.13 In
the present case there are two basic possibilities for the
mation of holes in the oxygen subsystem (O22) which are
capable of producing a long-lived photoinduced effect
NaCa2Mn2V3O12. We shall briefly examine these possibi
ties.

1. A Mn31 ion absorbs a laser photon. The excitati
energy is expended on transferring a hole from the Mn31 ion
into the subsystem of oxygen ions (O22) with a completely
filled p shell. As a result, the Mn31 ion transforms into
Mn21 and a hole (O2 ion! is formed in the oxygen sub
system. The long relaxation times in NaCa2Mn2V3O12 ~Fig.
2! attest to the fact that we are dealing with very heavy ho
existing in the form of compact, tightly bound polarons.
polaron is a diatomic molecule O2 – O22 whose constituents
O22 and O2 possess, respectively, the configuratio
1s22s22p6 ~the configuration of neon! and 1s22s22p5 ~the
configuration of oxygen with ap hole!. This scenario is de-
scribed in detail in Ref. 13. Of course, the efficiency of th
mechanism is determined by the number of Mn31 ions in the
initial structure of the garnet NaCa2Mn2V3O12.

2. A Mn21 ion absorbs a laser photon. The Mn21 ion
passes from the initial fully symmetric6S state into a lower-
symmetry state with an orbital extending toward one of
oxygen ions. The potential of the oxygen subsystem beco

FIG. 3. Spectral distribution of photoinduced light absorption
NaCa2Mn2V3O12 . d550 mm, T530 K. For comparison the broken lin
shows the light absorption spectrum of a NaCa2Mg2V3O12 crystal with an
optically active V41 ion14 ~in arbitrary units along the ordinate!.
e
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deformed because the electron on the photoexcited Mn21 ion
is repelled by the electrons on the oxygen ion. This create
favorable situation for a hole to leave the V51 ion and enter
the oxygen subsystem. In other words, a vanadium i
which has an oxygen neighbor in common with the photo
cited Mn21 ion, is transferred into the V41 state.

Therefore both scenarios produce identical changes
the oxygen subsystem. But they differ by the method
which a hole is generated: in the first case the hole arri
from a Mn31 ion and in the second case from V51.

In Fig. 3, which shows the spectral distribution of th
photoinduced effect in NaCa2Mn2V3O12, the most notice-
able feature is the appearance of a new bandnv . It is
known18 that the frequency of the lowest energy band in t
absorption spectrum of a Mn21 ion in the octahedral envi-
ronment formed by O22 ions ~close to the O22 complex in
NaCa2Mn2V3O12) is of the order of 16000 cm21. In the case
of a Mn31 ion the lowest band~spin-allowed transition! in
garnets lies near 19000 cm21.19 Therefore the new band can
not be identified with electronic transitions in the Mn21 and
Mn31 ions. On the other hand, the contour of the photo
duced bandnv is nearly identical to that of the band in th
absorption spectrum of the crystal NaCa2Mg2V3O12 ~Fig.
3!.14 In Ref. 14 the quenching method made it possible
lower the initial valence of the vanadium ion~i.e. V51 was
reduced to V41). Thus the appearance of the new bandnv in
the spectrum of the photoilluminated garn
NaCa2Mn2V3O12 can be attributed, with a high degree
confidence, to the appearance ofadditional ions V41 in the
crystal lattice, which occurs together with the photoinduc
effect as a result of the transfer of electrons from the oxyg
subsystem O22 to the V51 ions ~mechanism 2!.

The result obtained is direct experimental proof of t
lowering of the valence of a vanadium ion in the garn
NaCa2Mn2V3O12 under photoillumination. At the same tim
not all photoinduced changes observed in the absorp
spectrum of garnet in the experimental wavelength ra
~Fig. 3! are due exclusively to the transitions V51→V41 in a
vanadium ion. It is very likely that manganese ions also c
tribute to the observed photochromic effect in the hig
frequency region of the spectrum.

We are deeply grateful to A. M. Ratner for a fruitfu
discussion of the results.
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Influence of an admixture of H 2 molecules on the structure and parameters of a Ne
lattice
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X-Ray investigations of solid solutions formed by condensation of mixtures of normal hydrogen
and neon gases are performed for concentrations ranging from 2 to 60 mol.%nH2 and
temperatures ranging from 5 K to themelting temperature of the sample. The structure of the
vacuum condensates Ne-nH2 immediately after the samples are obtained is investigated.
The boundary of single-phase solutions of hydrogen in neon is established to be 2 mol.%. At high
H2 concentrations a hexagonal hcp2 phase forms in addition to a cubic fcc phase. The
lattice volumes of these phases are somewhat larger but close to the volume of a pure-neon cell.
The hexagonal hcp2 phase vanishes when the condensates are heated to a temperature of
the order of the melting temperature of neon. This metastable hexagonal phase in the neon-rich
mixtures studied is probably identical in nature to the previously observed hcp2 phase in
hydrogen-rich solid mixtures. Both phases have one symmetry and the same cell volume.
Information on the phase composition of the condensates is obtained from data on the
concentration and temperature variations of the x-ray reflection intensities. It is shown that as the
concentration of hydrogen molecules in the initial gas mixtures increases, the amount of the
fcc phase in the condensates decreases almost linearly and the amount of the hcp2 phase increases.
A combined analysis of the data obtained in the present work and previous measurements
established the phase boundaries in the entire concentration range of the condensates. Evidently,
because the molecular parameters of the components are close the Ne-nH2 mixtures do
not form gel-like states, which are characteristic for quench-condensed Kr–H2

condensates. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820040#
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1. INTRODUCTION

The problem of controllable technologies for prepari
solid mixtures capable of functioning as accumulators
energy-dense states is topical from the standpoint of app
tions and general physics. A method for producing solid m
tures of helium with various particles~atoms, small mol-
ecules and radicals, and so on! was once proposed.1 This was
done using a jet of the corresponding impurity particl
which was blown directly into the container holding the s
perfluid helium. This yielded self-maintaining gel-lik
samples which held their shapes for very long times, if th
temperature remained sufficiently low. As temperature
creased, these samples decomposed explosively and a c
sponding impurity fraction was formed;2 the critical tempera-
ture depended strongly on the type of impurity. A series
experiments enabled the authors of this method to adva
the hypothesis that the impurity particles~Im! form van der
Waals complexes of the type ImHe12 ~as a result of the stron
ger impurity-helium attraction!, which in turn can form an
amorphous or even crystalline body as a result of attrac
intercomplex forces. Subsequent structural and optical inv
tigations~see the review in Ref. 3! showed that morphologi
cally the states under discussion are gels where the imp
particles form an irregular hollow framework and the heliu
9841063-777X/2004/30(12)/6/$26.00
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atoms fill nanovoids. Since diffusion is strongly suppress
at sufficiently low temperatures, helium interlayers preve
the impurity fractions from forming macroscopic particle
As temperature increases, all particles start to diffuse,
binding of impurity nanoparticles with one another caus
additional heat to be released, and the process of crystal
tion of the impurity fraction proceeds like an avalanche. N
so long ago it was believed that an absolutely necessary
perimental condition for obtaining impurity-helium states
high thermal conductivity of superfluid helium, as a result
which the high energy of the impurity particles in the j
blown into the container dissipates rapidly and effective
Subsequently, however, a procedure for embedding imp
ties directly in solid helium was proposed and realized~see
Ref. 4!. But, a no less unique property of solid helium is us
in this case—its superhigh plasticity.

Since hydrogen is not a superfluid, the no less topi
problem of producing similar states based on hydrogen m
be solved on the basis of different considerations. We h
proposed and realized a method for quench-condensing
eous mixtures of normal hydrogen with krypton and arg
atoms on a cold substrate. This method has yielded sam
with a large fraction being similar to helium-impurity states5

This showed that we were dealing with hydrogen-impur
© 2004 American Institute of Physics
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gels. More generally, it would be desirable to extend t
method~possibly, modifying it appropriately! to other non-
metallic, specifically, noble, elements.

Among binary mixtures of cryocrystals the syste
Ne–H2 possesses the unique feature that the molecular
rameters of the components are extremely close.6,7 It is now
known that in many respects Ne–H2 alloys close to equilib-
rium behave anomalously. For example, the presence
structural anomaly8 in weak solutions of neon in solid
parahydrogen led to the conclusion that van der Waals c
plexes Ne(H2)n , which are ‘‘built into’’ and from the dy-
namics standpoint are quasi-independent of the hydrogen
tice, can exist. The specific anomaly in the heat capacity9 of
such solutions can also be explained on the basis of
complex-formation hypothesis. In addition, x-ray studies
solutions of neon with parahydrogen and normal hydrog
have revealed an unusual phase which can be regarded
phase formed on the basis of neon but with a cubic fcc
stead of a hexagonal hcp structure.10 The main motivation
for the present work was to investigate this new hexago
phase and the formation of gel-like states in greater de
and from the standpoint of possible partial decomposition
the semiclassical system Ne–H2.

Another question proposed for the present work was
maximum mutual solubility of the components1! for our
sample-preparation procedure. The point is that even tho
the molecular parameters of the experimental compon
are extremely close~according to different sources, th
Lennard-Jones parameters ares52.928– 2.96 Å and«
535.2– 36.7 K for H2 and s52.749– 2.788 Å and«
535.6– 36.7 K for Ne! the degrees to which the componen
retain their quantum nature differ substantially primarily b
cause of the large difference in masses. Consequently
difference of the molar volumes of the crystals of the pu
components is also large. Thus, the cell volume
13.31 cm3/mole is for hcp neon and 22.83 cm3/mole for the
hcp lattice of normal hydrogen,7 which predisposes this
nominally almost isotopic system to decomposition, just
in the case of truly isotopic hydrogen–deuterium mixtures11

According to Refs. 12 and 13, separation occurs even
liquid solutions. As a result, the mutual solubility of the com
ponents is very limited in the liquid state and especially
the solid state. According to x-ray investigations, wh
Ne–H2 mixtures crystallize from the liquid phase14 the maxi-
mum solubility of neon in normal solid hydrogen is no mo
than 0.25%.~Here and below we refer to molar fractions!
This result has been confirmed by more accur
measurements,15 where the same quantity was determined
be 0.2%. An analysis of the thermal conductivity of solutio
of neon in hydrogen gave the same value.16 As far as the
maximum solubility of normal hydrogen in polycrystallin
neon is concerned, x-ray diffraction investigations ha
shown that it is at least 0.5% for crystallization of liqu
mixtures.14

When solid solutions are obtained under extremely n
equilibrium conditions, for example, with high degrees
supercooling, the regions of single-phase solutions base
the initial components can be much wider than the nom
limits ~determined according to the composition in the co
densing gas!, depending on the maximum solubilities at th
s
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solidus. There are two reasons for this. In the first place
this case the concentration boundary is determined not by
equilibrium line but by the lability line. In the second plac
the true concentration in a uniform phase can differ app
ciably from the nominal concentration and, in addition, it c
strongly depend on the condensation procedure. For
ample, we have established in our previous work that wh
hydrogen is dissolved in neon the fcc structure of neon
mains up to 5% H2. For a different method for obtaining
samples17,18 the solubility of hydrogen can reach 10%, an
the application of hydrostatic pressure decreases it appre
bly in this system.

In the present work, using the results of previo
investigations8,10 and the latest data on solutions of hydrog
in argon and krypton,5 experiments were performed o
samples obtained under extremely nonequilibrium conditi
of crystallization. How the annealing temperature and hyd
gen concentration influence the structural characteristics
the Ne–H2 solid solutions is also studied.

2. EXPERIMENTAL PROCEDURE

The samples were obtained by condensing small p
tions of gaseous mixtures of normal room-temperature
drogen and neon onto a flat copper substrate atT55 K. The
condensation conditions were adjusted so that the subs
would not be heated by more than 1–2 K when the mixt
crystallizes. The initial components were at least 99.9
pure. The hydrogen concentration in the mixtures was se
within 5% using theP-V method. The nominal hydroge
concentrationx in the gas mixtures was varied from 2 t
60%. The polycrystalline samples obtained were estimate
be 0.1 mm thick.

The powder x-ray diffraction method with a DRON-3M
diffractometer and a helium cryostat for the temperat
range 5–300 K was used to perform the structural stud
The temperature of the samples was measured and stab
to within 60.05 K. Diffraction patterns were obtained n
only from freshly prepared samples but also while t
samples were heated~for two or three temperatures right u
to the corresponding melting temperatures!.

3. RESULTS AND DISCUSSION

For the extremely stringent conditions which we used
condense Ne-nH2 mixtures and for hydrogen impurity con
centrations varying over wide limits it is impossible to obta
completely amorphous samples, though partial structural
ordering is observed, especially near the equimolar com
sition. This is clearly seen in Fig. 1, where typical x-ra
diffraction patterns from a sample obtained by condensin
gas mixture withx550% Ne are presented as an example
is evident that the coherent reflections from condensa
freshly prepared at 5 K are much weaker and much wide
than the reflections from solid solutions annealed with te
perature increasing. A substantial temperature variation
the form and intensity of incoherent scattering is also o
served. The initial samples have a clearly noticeable b
shaped background scattering localized at anglesu
532– 38°, covering the strongest reflection from the clo
packed~111! planes of the fcc neon crystals. As temperatu
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increases above 10 K, this background vanishes and th
tensity and localization of coherent scattering increase ap
ciably. This could indicate that the defect density and stres
in the crystal structure of the solutions decrease and tha
amorphous phase, which is present in the samples an
responsible for the observed background halo, crystalli
and the crystallites increase in size as a result. This temp
ture behavior is characteristic for all compositions of the
perimental mixtures.

It is evident, including in Fig. 1, that the diffraction pa
terns contain a collection of reflections which are unusual
the cubic phase of pure neon. Analysis showed that the
served diffraction pattern corresponds to the presence of
phases in the sample—cubic fcc and hexagonal hcp pha
In addition, the molar volumes of both phases are close
the volume of the pure-neon lattice. Since the two indica
phases have close volumes, the reflections from the cl
packed layers of both phases almost completely coinc
with one another. We obtained the same result in Ref.
where this phase was first observed and correctly identi
but not investigated. The hcp phase was also observe
Ref. 14 with crystallization of mixtures with hydrogen co
centration above 0.5 mol.% from the liquid phase, but
appearance of this phase was attributed to the decompos
of a solid solution with separation of a hydrogen-based h
agonal phase. In the present work it was established
together with a cubic fcc neon phase, the reflections fr
this unusual hexagonal hcp2 phase~the notation hcp2 is in-
troduced in order to distinguish this phase from t
hydrogen-based hexagonal phase hcp1) are observed forx
<98% Ne. Since these reflections from the hcp2 phase are
strongly shifted~by more than 5°) relative to the ‘‘hydro
gen’’ triplet, they cannot correspond to diffraction fro
hydrogen-based hexagonal crystals. Summarizing this pa
the our investigations, we underscore the fact that for
samples, right up to a mixture composition with 60 mol
hydrogen, no reflections from a phase based on a hydro
lattice are observed. We also note here that samples wix
598% did not always give reproducible results in the se

FIG. 1. X-Ray diffraction patterns from the solid mixtures Ne150% nH2

condensed at 5 K and then systematically annealed at higher temperatu
The diffraction patterns do not contain reflections from a phase based o
hydrogen lattice; only two systems of reflections~the indexing is indicated!
from cubic and hexagonal phases with molar volumes close to that of s
neon can be seen. The diffraction patterns are shifted relative to one an
along the vertical axis.
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that the hcp2 phase was absent in some samples and trace
this phase were present in other samples. Consequently
concentration is taken as a limit where the hcp2 phase only
just begins to appear, and it is also assumed that all of
hydrogen dissolves in the fcc neon phase.

The lattice parameters and volumes of both phases w
determined in the entire experimental range of concen
tions. It was found that within the statistical variance t
molar volumes of the fcc and hcp2 phases are essentiall
independent of the composition of the samples in the
phase~Fig. 2!. Nonetheless the nominal hydrogen conte
varies by a factor of 30. We note that the volumes of bo
phases are clearly greater than the characteristic value
pure crystalline neon~open circle in Fig. 2!.19 In addition,
the volume of the hexagonal hcp2 phase in the entire concen
tration range is systematically less~by 0.06 cm3/mole) than
the average volume of the cubic phase~Fig. 2!. The neon-
based hexagonal phase hcp2 is characterized atT55 K by
the parameter ratioc/a51.63660.0005, which agrees satis
factorily with the previously obtained value10 and somewhat
greater than the value 1.63460.0005 observed for pure nor
mal hydrogen.20 The ratio c/a remains constant~to within
the variance!, just as the volume, over the entire concent
tion range. The ratioc/a for the hcp2 phase is also
temperature-independent.20

The data showing that the lattice parameters and v
umes of both phases are independent of the hydrogen
centration are very surprising~Fig. 2!. This is especially
strange because we did not observe a hydrogen-based p
and therefore in the entire experimental concentration ra
almost all of the hydrogen can enter into the solid neon wh
the Ne-nH2 mixtures condense. The phenomenon under d
cussion can be understood if it is assumed that the H2 mol-
ecules in solid mixtures with neon do not possess the qu
tum properties which they possess in pure-hydrogen crys
When hydrogen enters the neon lattice the quantum natur
the hydrogen molecules is easily suppressed. Then, subs
tion of hydrogen molecules for neon atoms at the sites of
unit cell should not greatly change the interaction ener
since the molecular parameters« and s for hydrogen mol-
ecules and neon atoms are close to one another, and
should be no observable lattice deformations over a w
concentration range. This prerequisite is confirmed in

s.
he

lid
her

FIG. 2. Concentration dependences of the volumes of the fcc and2
phases of the solid mixtures Ne-nH2 , obtained by condensation from gas
5 K: fcc ~d!, hcp ~m!, molar volume of fcc phase of pure neon at 5 K~s!.
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concentration dependences of the parameters and volu
which we obtained for the lattices of the fcc and hcp2 phases
of Ne-nH2 solid solutions condensed from gas on a subst
at temperature 5 K~Fig. 2!. The cubic and hexagonal neo
phases have, to within the measurement error, almost
same lattice volumes, which remain virtually unchanged a
function of concentration over a wide concentration rang

On this basis the appearance of coexisting fcc and h2

phases at a certain composition cannot serve as evidenc
the ‘‘standard’’ separation of the solid solution. Both obse
able phases possess almost identical lattice volumes, w
the volumes of the neon- and hydrogen-based solid solut
should be substantially different~by 70% or more!. There-
fore the observed cubic and hexagonal phases should b
tributed to the crystalline modifications of neon-based so
tions. It is well known that the difference of the energies
the fcc and hcp lattices is extremely small for crystals
inert elements. The high density of stacking faults in f
inert-gas crystals attests to this.19 Consequently, various fac
tors, including impurities, can disrupt the stability of the c
bic structure relatively easily.

As a supposition requiring further checking, we sh
formulate the following scenario for the crystallization
neon-hydrogen mixtures. In all probability, the fcc lattice
neon cannot accept even a very small~less than 2%! amount
of H2 impurity without becoming unstable. In this respect t
hcp lattice is found to be more ‘‘suitable,’’ admitting an a
mixture of hydrogen molecules as impurities in substantia
larger numbers. As a result, two phases are formed whe
gas mixture with a definite composition condenses. In o
phase the hydrogen content is minimum~fcc! and virtually
all of the impurity component is in the other structu
(hcp2). Actually, in this case a single factor will determin
the ratio of the amounts of these two phases in the samp

To analyze the ratio of the hexagonal and cubic pha
of neon, curves of the total intensities of all observed refl
tions were constructed as a function ofx ~Fig. 3! for freshly
prepared samples, and similar curves were constructed
the ratios of the total intensities of the reflections belong
unequivocally to different phases—~100! reflections for hcp
and ~200! reflections for fcc~Fig. 4!. The intensities of the

FIG. 3. Concentration dependences of the intensities of the~200! reflections
from the fcc phase~s! and ~100! reflections from the hcp2 phase~j! and
the sums of the intensities of the reflections from the cubic~111! and hex-
agonal~002! phases of the solid solutions Ne-nH2 , obtained immediately
after condensation of gas mixtures on a substrate with temperature 5 K~d!.
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x-ray reflections from the condensates of the solid soluti
Ne-nH2 were analyzed assuming that the microstructu
state of the samples~degree of dispersion, microdistortion
texture, and so on! was the same at all concentrations. Th
assumption is close to reality, since the method used to
tain the condensates and the x-ray diffraction measurem
performed on them were identical for all compositions. Th
makes it possible to attribute the observed changes in
intensities primarily to a change in the phase composition
the samples. Figure 3 shows that as the nominal hydro
content increases, the intensity of the~200! line of the fcc
phase decreases and the intensity of the~100! line of the hcp
phase increases; both dependences are nearly linear.x
decreases, the total intensity of the reflections, which
actually inseparable, from the close-packed~111! layers for
the fcc and~002! layers for the hcp2 lattices also decrease
quite rapidly.

The dependences of the total intensity of the~200! line
of the fcc phase on the nominal concentration were analy
to obtain quantitative data on the phase composition of
samples. Figure 5 shows the ratio of the total intensities
the ~200! line of the fcc phase as a function ofx, referenced
to the intensity of this line at the critical concentrationx
598%, for which we believe~see above! the entire sample
to be still in the fcc phase. Assuming the microstructure
the samples to be the same for all compositions, it can

FIG. 4. Concentration dependence of the ratio of the intensities of the~100!
and ~200! reflections from the hexagonal hcp2 and cubic fcc phases of the
solid solutions Ne-nH2 obtained by condensing gaseous mixtures on a s
strate with temperature 5 K.

FIG. 5. Concentration dependence of the content of the cubic fcc phas
the vacuum condensates Ne-nH2 at T55 K.
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supposed that this ratio characterizes the specific conte
the fcc phase. It is evident that asx decreases, the content o
the fcc fraction decreases and, according to the linear
trapolation performed, drops to zero with approximate
17% neon in the mixtures.

The results obtained, together with the data in Refs
and 10, make it possible to construct the following unifi
qualitative picture of the phase composition and bounda
of the phase regions of Ne-nH2 condensates obtained in th
entire concentration interval at 5 K. The solid solutions ba
on pure components exist in relatively narrow ranges~Fig.
6!: the hcp1 phase of hydrogen forx,0.25 mol.% and the
fcc phase of neon-based solutions forx(nH2)<(2 – 5)
mol.%. Multiphase samples form in the intermediate conc
tration range. On the Ne side the condensates consist of
phases in a wide concentration range from 2 to 87 mo
nH2—cubic fcc and hexagonal hcp2 . Then a range of triple-
phase states is observed 5–13 mol.% Ne, where a hydro
based hexagonal hcp1 phase is added to the phases with t
volume of the fcc and hcp2 neon lattices. In the interva
0.5–5 mol.% Ne only two hexagonal phases hcp1 and hcp2
with volumes close to the volumes of the lattices of pu
hydrogen and neon were usually observed. The result of
trapolating to low neon concentrations agrees well, to wit
the error in determining the reflection intensities, with t
proposed diagram~Fig. 6! of the phase composition of th
condensates. The amount of the fcc phase in the triple-p
region is indeed very small, and this phase completely v
ishes at the boundary with the region of coexistence of
hcp1 and hcp2 phases.

The presence of a three-phase region in a tw
component system attests to the fact that one phase is a
equilibrium state. Previous investigations8,10 and the investi-
gations performed in the present work have established
even though it is long-lived at low temperatures the hc2

phase is a nonequilibrium state. At high temperatures, wh
the accelerating diffusion of the molecules leads to an e
librium state, the hcp2 phase becomes unstable and irreve
ibly vanishes, decomposing into the stable hcp1 hydrogen
and fcc neon phases. The present investigations of the in
ence of temperature on the phase composition of Ne-nH2

condensates confirm this conclusion. Heating samples w
high neon content above the hydrogen melting tempera
ordinarily results first in a weak and then, near the melt
point of neon, a strong change in the intensity of reflectio
from the hcp2 and fcc phases, attesting to an increase in
amount of the latter~Fig. 7!. It was noted that as the hydro

FIG. 6. Diagram showing the change in phase composition in the bin
system Ne-nH2 in the entire concentration range at 5 K.
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gen concentration in the condensates increases, the tem
ture of intense decomposition of the hcp2 phase decreases
As follows from Ref. 8, in the limit of hydrogen-rich solu
tions this phase decomposes at temperatures near the m
temperature of pure H2 .

4. CONCLUSIONS

Quench condensation of Ne-nH2 mixtures in a wide
concentration range from 0.5 to 98% does not yield am
phous or extremely fine-crystalline states, as observed
mixtures with heavier inert gases. The system studied h
follows a different path, specifically, the hexagonal hc2

phase of neon is present in vacuum condensates toge
with phases based on the hcp1 and fcc lattices of the initial
components. Both phases—hcp2 and fcc—have nearly sam
unit-cell volume, which is close to the lattice volume of pu
neon and remains constant over a wide concentration ra
The hcp2 phase is an excellent hydrogen accumulator and
the limit, can contain up to 83 mol.% H2. As the concentra-
tion of hydrogen molecules in the initial mixtures increas
the quantity of the hcp2 phase increases, and the content
the cubic fcc phase decreases linearly. When the tempera
of the samples increases, a complete irreversible decomp
tion of the hcp2 phase into the phases of the initial comp
nents occurs near the melting point of the crystals. The la
circumstance attests to the facts that this phase is metas
and its appearance in the condensates is due to the extre
nonequilibrium conditions of crystallization under which th
solid mixtures were obtained directly from the gaseous st
For the vacuum condensation method used in the pre
work, the boundary of single-phase states on the neon sid
2 mol.% H2.

We are deeply grateful to M. I. Bagatski� and B. Ya.
Gorodilov for a discussion of the results obtained in th
work and for valuable remarks. Partial financial support
this work was provided by the International Science Foun
tion CRDF ~grant UP2-2445-KH-02!.

*E-Mail: galtsov@ilt.kharkov.ua
1!We underscore that here we are not referring to the equilibrium solub

of H2 in solid neon~or vice versa!, because at temperatures near 5 K
should be vanishingly small. The measured quantity is the maximum c
centrationxlim of the H2 impurity in Ne crystals obtained under definit

ry

FIG. 7. Temperature dependences of the intensities of x-ray reflections
the hexagonal hcp2 and cubic fcc phases of the binary mixture Ne160
mol.% nH2 : ~100! hcp ~d!, ~111! and ~002! hcp ~m!, and~200! fcc ~.!.
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quench-condensation conditions for which decomposition does not o
and the neon-rich phase retains ‘‘its individuality.’’
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Observation of charged excimer complexes radiating in the VUV range in Xe–Ne
cryoalloys

A. G. Belov, M. A. Bludov, E. A. Bondarenko, Yu. S. Doronin, V. N. Samovarov,*
and E. M. Yurtaeva
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Comparative measurements are performed of the cathodoluminescence of Xe–Ne solid alloys
and free Xe clusters. A nonelementary band is observed on the low-energy side of the
well-known transition in the neutral excimer complex Xe2* ~7.1 eV!. The structure and intensity
of this band depend on Xe concentration. It is concluded on the basis of an analysis of the
experimental data for cryocrystals and ionized clusters that this new band is a superposition of the
luminescence of homo- and heteronuclear charged excimer complexes. It is shown that the
neon matrix can serve as an effective reservoir for accumulation of hole centers and localized
electrons. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820041#
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1. INTRODUCTION

In connection with the development of high-power ex
mer lasers, special attention has been devoted since 198
the observation and investigation of charged excimer co
plexes of inert elements in gas discharges.1 In the last few
years studies have been performed of the emission from
mixtures in cryodischarges cooled almost to the conden
tion temperature of inert gases.2 It should be noted that ex
periments studying excimer complexes in condensed i
media have been performed in parallel for more than 20
These works are devoted primarily to the investigation
neutral excimer complexes~Refs. 3–5 and the reference
cited there!.

At the beginning of the 1990s the VUV emission spe
troscopy method was used for the first time to show
existence of charged excited clusters of inert elements, w
can be regarded as an ionized cluster containing an ion
an excimer molecule.6 In Ref. 6 free argon, krypton, an
xenon clusters ranging in size from 100 to 104 atoms/cluster
were ionized and excited by an electron beam. This resu
in the formation of complexes of the type (R4

1)* , where R is
an atom of an inert element, in them. The radiative decay
such complexes greatly expands the spectral range of
radiation of ordinary neutral R2* centers. The ionic com
plexes (R3

1)* and (R4
1)* in small argon and xenon com

plexes ~30–100 atoms/cluster! have also been observed
experiments on the photoexcitation of cluster beams.7 The
question of whether or not such clusters can form in mas
cryocrystals has remained open up to now. For a long tim
was believed that it is very difficult to accumulate char
centers in pure defect-free cryocrystals of inert elements,
cited above the band gap, because of rapid electron-
recombination.8 It is precisely the rapid electron-hole recom
bination via the formation of excitons that is responsible
the appearance of neutral excimers of the type R2* in bulk
cryocrystals.

However, if electron traps~structural or impurity! form
in the matrix, then, in principle, conditions can be created
9901063-777X/2004/30(12)/4/$26.00
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stabilizing positively and negatively charged centers. Th
doping cryocrystals with impurities capable of forming neg
tive ions and serving as traps for electrons is widely used
the ‘‘matrix isolation’’ method.9,10 In Ref. 11 luminescence
spectroscopy was used to obtain evidence of electron lo
ization in pure and doped neon at liquid-helium temperatu
The existence of long-lived traps for electrons in pure cry
rystals of inert elements was recently established by th
mally stimulated exoelectronic emission.12

Among cryocrystals neon occupies a special position
cause of the large band gap (Eg'21.5 eV), the lattice labil-
ity, and the large high electron affinity, which creates fav
able conditions for generation and accumulation of char
centers.

The objective of the present work is to search f
charged excimer complexes in solid solutions of inert e
ments in a neon matrix. Comparative measurements w
performed of the cathodoluminescence of cryocrystals ba
on a Xe–Ne mixture and free xenon clusters, where co
plexes similar to those indicated above exist. In this wo
reliable proof of the formation of excited charged complex
in bulk cryocrystals radiating with appreciable intensity
the VUV region is obtained for the first time.

2. EXPERIMENTAL PROCEDURE

Comparative spectral measurements were performed
setups for studying the luminescence of cryocrystals
their solid solutions as well as free clusters.

Cryocrystals consisting of solid binary mixtures Xe–N
were investigated with Xe concentrations ranging fromC
50.01% to 30%. The samples were grown by rapid cond
sation of a gas mixture on a substrate in an optical heli
cryostat atT54.5 K and exposed at the same temperatu
Spectrally pure Xe and Ne with total impurity content n
exceeding 0.01% were used to prepare the gas mixtur
beam of monoenergetic electrons with energy 400 eV
current density 0.1 mA/cm2 excited the luminescence. A
VMR–2 monochromator and a photon-counting circuit we
© 2004 American Institute of Physics
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used to record the spectra. In addition, the influence of
irradiation dose on the nature of the spectrum under cont
ous irradiation of the sample by electrons and the afterg
spectra and the decay time of their individual bands w
studied.

Free xenon clusters were obtained by homogeneous
densation of the gas flowing out of a supersonic nozzle
vacuum. Clusters ranging in size fromN5100 to 4
3104 atoms/cluster were obtained by varying the tempe
ture and gas pressure at the entrance into the nozzle.
temperature of the clusters studied was about 57 K. A be
of 1 keV electrons was used to excite the clusters.

The experimental techniques used for cryocrystals
cluster beams are described in greater detail in Refs. 13
14.

3. EXPERIMENTAL RESULTS

The relative distribution of the luminescence intensit
of xenon in a neon matrix in the range 6–8 eV are presen
in Fig. 1 for several concentrations of the binary mixture. F
Xe concentrations from 0.03 to 10% a distinct shoulder
observed on the low-energy side of theM band correspond
ing to the well-known transition1,3Su

1→1Sg
1 in the exci-

meric molecule Xe2* (Emax57.1 eV). The shape, characte
istic width, and position of this shoulder depend on t
concentration of the solution. A systematic shift of the ma
mum point of the shoulder with increasing concentration
observed. This suggests that the observed shoulder is
elementary and consists of at least two components and
the intensities of these components depend oppositely on
Xe concentration. The component with the longest wa

FIG. 1. Intensity distribution in the cathodoluminescence spectra of Xe–
cryoalloys for various Xe concentrations.T54.2 K.
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length is characteristic for solutions with low impurity con
centration, while the shorter-wavelength component reac
its maximum intensity at concentrationC53% ~Fig. 1!. To
check this supposition the total spectrum ws decompo
into three components: theM band, corresponding to th
transition1,3Su

1→1Sg
1 in neutral Xe2* center, and the band

T1 and T2 , which form the low-energy shoulder of theM
band. The decomposition intoM andT2 ~Fig. 2a! andM and
T1 ~Fig. 2b! is shown for two strongly different xenon
concentrations—0.1 and 3%, for which the relative contrib
tion of one of theT bands is greatest. The decompositi
into these three Gaussian bands made it possible to des
satisfactorily the general spectral distribution in the ent
concentration range. The maximum of theT1 band lies at
Emax

T1 56.860.1 eV and the half-width is DET150.7

60.1 eV; the values for theT2 band are Emax
T2 56.5

60.03 eV andDET250.860.1 eV.
An investigation of the influence of the irradiation do

on the intensity distribution did not show any substant
features. Only a tendency for the total intensity of the sp
trum to decrease was observed.

However, a persistent~up to 1 h and longer! post-
irradiation afterglow was observed. This attests to dela
electron-hole recombination. The duration of the aftergl
depended on the impurity concentration in the cryoalloy a
decreased with increasing xenon concentration. A sum of

e

FIG. 2. Decomposition of the measured luminescence spectra~h! into
Gaussian components~broken lines!. The solid line is the sum of the two
components of the decomposition. The Xe concentration in Ne is 3%~a! and
0.1% ~b!.
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exponentials described the intensity decay curves welI
5A1 exp(2t/t1)1A2 exp(2t/t2), wheret2;8.5 s for all con-
centrations andt1 decreased substantially with increasi
concentration from 140 s forC50.3% to 37 s for C
530%. Generally speaking, the existence of such a pe
tent impurity afterglow, which is not observed in other ine
cryocrystals, in itself attests to low electron mobility, i.
electron localization in the neon matrix.

The presence of a persistent afterglow made it poss
to determine its spectral composition. It was found that
afterglow spectrum contains only theM band. The radiation
in the T1 and T2 bands is absent from the persistent aft
glow spectra. It should be noted that when the sample
heated from 4.5 K after the afterglow vanished thermal
minescence was observed only in theM band; this attests to
the existence of quite deep traps for charges of both sig

In summary, the observation of persistent afterglow a
thermal luminescence shows a substantial accumulatio
spatially separated and localized~in the volume of the solid
alloy! positively charged Xe2

1 and electrons in the sample
during the initial irradiation. TheM band is due to the re
combination of the these centers. On the other hand, the
sence of persistent afterglow in theT1 andT2 bands of the
spectra shows convincingly that these bands cannot be d
recombination of Xe2

1 ande2.

4. DISCUSSION

A comparative analysis of the emission spectra of g
eous and solid Xe–Ne mixtures and also pure xenon clus
in the 6–8 eV range was performed to identify theT1 andT2

bands. The emissions from the gaseous and solid~0.1% Xe!
Xe–Ne mixtures are compared in Fig. 3a; a similar comp
son is made in Fig. 3b for xenon clusters and a solid mixt
with 3% Xe. The data for the gas mixtures were taken fr
Ref. 15. In this work the charged Ne1 particles were injected
from a gas discharge into Xe buffer gas at pressureP
'0.5 atm. An intense peak was observed on the low-ene
side of theM band. This peak was attributed to the emiss
from triatomic ions Ne1Xe2 and is represented in Fig. 3a b
the broken curve. The radiative transition into the botto
repulsive ionic state of the complex proceeds according
the scheme15

Ne1Xe2→NeXe2
11hn ~1!

and results in the appearance of a band at 6.49 eV w
half-width 0.34 eV. The quite good agreement between
position and shape of the emission band of the comp
Ne1Xe2 and the position and shape of theT2 band makes it
possible to attribute the latter to the same transition~1! but in
the solid alloy Xe–Ne. The following facts confirm this a
sertion: 1! the transition~1! in an ionic complex is allowed
and has a very short lifetime ('1029 s), and since no
change in the charge occurs in the reaction, the transi
should precede the recombination process; this is why theT2

band is absent in the persistent afterglow in our experim
2! the maximum of theT2 band should be reached at X
concentrations for which the probability of the formation
diatomic complexes Xe2 in the Ne matrix reaches its highe
value; statistical computational methods16 show that this
should occur for concentrations of several percent, wh
is-
t
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corresponds to the maximum intensity of theT2 band in Fig.
1. We note in this connection that at higher concentratio
the formation probability of multiatom impurity complexe
in alloys increases and that of diatomic complexes decrea

We shall now consider the nature of theT1 band, which,
just as theT2 band, is not observed in the persistent aft
glow spectra. The latter indicates that this band likewise
not due to the recombination of localized charge carrie
According to Fig. 3b, for high concentrationsC'3%, when
the T2 band is greatly weakened, theT1 component corre-
lates well with the radiation from xenon clusters withN
.100 atoms per cluster. According to the results of Refs
7, and 14 the observed band for clusters corresponds to
diation from ionized clusters containing charged excime
complexes. It is worth repeating that the maximum intens
of the T1 band is observed at concentrations for which i
purity centers withNi53 – 4 atoms begin to form in the
matrix. This makes it possible to attribute theT1 band to
radiation from excited ionic centers of the type (Xe4

1)* and
(Xe3

1)* . An additional argument for attributing theT1 band
to charged centers is that this band is absent in the lumi
cence of Ne10.25% Xe crystals with selective photoexcit
tion by synchrotron radiation photons below the ionizati
threshold of xenon in a Ne matrix.17 We also note the fol-
lowing. According to Fig. 1, the intensity of the low-energ
shoulder decreases appreciably for xenon concentra

FIG. 3. Comparison of the luminescence spectra of Xe in Ne for various
concentrations and the emission spectra of a Xe–Ne gaseous mixture~a! and
luminescence spectra of free Xe clusters~b!.
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above 10%. The matrix isolation of xenon in neon is alrea
substantially suppressed at concentrations of several per
and the solution separates.18 Actually, this situation corre-
sponds to a pure xenon cryocrystal, where holes are local
primarily in the form of diatomic centers. This results
recombination emission in theM band. We note also tha
visible-range radiation from (Xe2

1)* ~with a maximum near
2.15 eV! is observed in xenon cryocrystals and large xen
clusters.7,19,20

5. CONCLUSIONS

In summary, our comparative investigations of the lum
nescence of solid Xe–Ne cryoalloys and free xenon clus
excited by electrons has revealed in the spectra an ap
ciable component on the low-energy side of the knownM
band~radiation from the excimeric molecule Xe2* ). This ad-
ditional nonelementary band is identified quite reliably
radiation from charged excimeric complexes. This sho
that a solid neon matrix can be an effective reservoir
creating and accumulating ionic impurity excimers of t
type (Xe3

1)* , (Xe4
1)* , and Ne1Xe2, which emit in the

VUV range. When xenon regions with substantial volum
appear in the matrix, the formation of (Xe2

1)* centers is
found to be favored. On the whole, the observation of m
tiatom charged excimeric complexes in cryocrystals op
up new approaches to studying the problems of the migra
and relaxation of electronic excitations and the formation
high-energy excimeric states. It is also worth noting th
questions concerning the accumulation of charges of dif
ent sign in inert cryocrystals are closely related with t
long-standing but still little studied problem of creating
strongly nonideal ‘‘frozen plasma,’’21 which should posses
many very unusual properties.

In closing, it is our duty to thank E. V. Savchenko and´ .
T. Verkhovtsevo� for a helpful discussion of the results ob
tained in this work.
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Observation of the electric induction due to a second-sound wave in He II
A. S. Rybalko*

B. I. Verkin Institute for Low Temperature Physics and Engineering, Ukrainian National Academy
of Sciences, pr. Lenina 47, Kharkov 61103, Ukraine
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It is shown experimentally that the relative motion of the superfluid and normal components of
He II in a second-sound wave is accompanied by the appearance of electric induction.
The process is reversible. It is shown that the amplitude ratio of the temperature and induction
potential oscillations is a temperature-independent constant equal to 2.33104 K/V. © 2004
American Institute of Physics.@DOI: 10.1063/1.1820042#
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1. INTRODUCTION

The question of a possible connection between the m
roscopic superfluid motion and electric properties of co
densed helium is a virtually unstudied aspect of the phy
of superfluid4He. In the present paper the idea of a possi
relationship between the internal electric fields and
damped superfluid flows of liquid helium belowTl is devel-
oped experimentally for the first time.

The hydrodynamics of He II can be described in t
two-fluid model by introducing two velocity fields—
superfluid motion with velocityVs and normal motion with
velocity Vn . One of the most convenient methods for exc
ing these motions is to generate a first or second sound.
well known that in a first-sound wave both components
cillate in-phase (Vs5Vn) and in a second-sound wave the
move in antiphase, i.e.,Vs52Vnrn /rs , wherern andrs are
the densities of the corresponding normal and superfl
components of He II. In addition, first sound is a dens
~pressure! wave and second sound is a temperature wa
they are coupled only through the thermal expansion coe
cient, which can be neglected because it is small.

Although first and second sounds have now been inv
tigated in great detail, the question of their influence on
electric properties of He II and, first and foremost, the pol
ization remains unclear.

One specific property of superfluid helium can be us
to study the physics of the processes occurring inside He
It is well known that when the walls of a vessel are hea
counter currents of normal and superfluid components a
in superfluid helium in a direction perpendicular to the wa
In turn, the relative motion of the normal and superflu
components is due to the action of the internal forces in
liquid, which are associated with the kinetics of establish
an equilibrium macroscopic quantum state, on the mic
scopic level. The distinct direction of the vector of forc
makes it possible to ask the following question: Does
electric multipole moment of the liquid arise in this case?

In the present paper the results of the first experime
searching for and studying the electric response induced
second sound in superfluid helium are reported.
9941063-777X/2004/30(12)/4/$26.00
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2. EXPERIMENTAL PROCEDURE

The experiments with first and second sounds were p
formed by the resonance method in the temperature ra
1.3–4.2 K in two cavities with working lengths 1.05 and 2
mm. The inner walls of the cavities were polished and gild
to decrease the surface losses.

The measurement scheme was conventional: a si
from a generator was fed into a sound generator and
fundamental branch of an amplifier. A lock-in amplifie
double screening of the input circuits, compensation of
input capacitance, and an autonomous power supply for
preamplifier made it possible to achieve voltage sensitivi
331029 V in the 1 Hz band.

Piezoceramic sensors served as the first-sound gene
and detector. A gold or copper thin-film heater was used
generate second sound. A ruthenium oxide thin-film bolo
eter with sensitivity 6.7 K21 served as a second-sound dete
tor. The bolometer made it possible to measure confide
the amplitudeDT of the temperature oscillations, induced b
second sound, down to 1026 K.

It is well known that the polarizability is an importan
electric characteristic of a dielectric. The polarizability c
be measured by placing the dielectric between the plates
flat-plate capacitor. A special feature of the experiments w
that the cavity and the capacitor used for measuring the
larizability of He II were combined in one apparatus: t
first- and second-sound cavities also functioned as capac
for detecting electric induction~displacement! in the He II.
In the experiments an electrode placed at the location of
bolometer served as one plate of the capacitor and the ca
housing served as the other plate. The magnitude of the
duced charge divided by the input capacitance,DU
5DQ/Cin , determined the potential difference of the capa
tor. A gold film, solid brass, and ruthenium oxide were us
for the measuring electrode in different experiments.

Thus, changing the sensors at the ends of the cav
made it possible to perform measurements of the sound
plitude and to observe the electric properties according to
magnitude of the charge induced on the electrode.
© 2004 American Institute of Physics
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TABLE I. Characteristics of the series of experiments

Series No. Sound generator Sound detector Quantity recorded 1.05 mm cavity 28 mm

1 heater bolometer DT 1 1

2 heater electrode DU 1

3 capacitor bolometer DT 1

4 capacitor electrode DU 1

5 piezoelectric sensor piezoelectric sensor DP 1

6 piezoelectric sensor electrode DU 2

Note: The measured quantitiesDT andDU are, respectively, the amplitude of the temperature oscillations
the amplitude of the oscillations of the potential on the electrode in a second-sound wave,DP is the amplitude
of the pressure oscillations in a first-sound wave, the1 and2 signs indicate whether or not the correspondi
amplitude is observed in the experiments.
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3. EXPERIMENTAL RESULTS

The series of experiments performed with two cavit
using different sound generators and detectors are sum
rized in Table I.

After the liquid helium condensed in the measurem
chamber, the cavities were filled through a slit at the top,
the temperature was stabilized, the amplitude–freque
curves of the measurement apparatus were measured for
series of experiments.

1. Figure 1a shows typical resonance curves of the t
perature oscillationsDT which ordinarily appear when sec
ond sound propagates in He II~see Table I, series No. 1!. The

FIG. 1. Amplitude–frequency curves of the second-sound cavity: a! ampli-
tude of the oscillations of the bolometer temperature~series No. 3!; b! am-
plitude of the oscillations of the electric induction potential~series No. 4!.
Dots—experimental results, solid line—a fit of the Gaussian distribution
the experimental points.
s
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data obtained for the second-sound velocity and absorp
~determined from the width of the resonances! agree very
well with the published values.1,2

An unusual result was obtained when the bolometer w
replaced with an electrode sensitive to electric induct
~displacement!: sharp resonances of electric inductionDU
~Fig. 1b! appeared at the same frequencies as forDT ~see
Table I, series No. 2!. The measurements that we perform
above thel point did not show a signalDU. This signal
appeared only in the He II region, and the signal amplitu
increased as temperature decreased.

To eliminate any possible thermo-emf, due to t
Kapitsa thermal resistance, on the receiving electrode
film electrode was replaced with a solid brass electrode~in-
dividual experiments in series No. 2!. Because of the highe
heat capacity the thermal relaxation time was several ord
of magnitude greater thanf res

21 , but the amplitudesDU did
not change much. This showed unequivocally that there
no thermo-emf.

To perform comparative measurements, in some exp
ments in series Nos. 3 and 4 the bolometer was used
measure the temperature oscillationsDT in a second-sound
wave and the oscillations of the induced chargeDQ
5DUCin . For this, it was sufficient to reconnect the outp
leads of the bolometer in an appropriate manner. In so do
the opposite walls of the resonator remained parallel and
area of the detectors was the same.

The experiments showed that the electric induction s
nal is independent of the electrode material. The quality f
tors are the same for theDT( f ) andDU( f ) lines and equal
to 700–4000 in the experimental temperature range.

Special experiments verified that the signalDU is not
due to capacitive pickup or vibrations.

Ordinarily, the appearance of an electric displacemen
a dielectric signifies that electric multipoles or their polariz
tion are present in the dielectric. For example, electric po
ization appears in solids in an electric fieldEext or in the
presence of mechanical stresses. In our experiments ele
induction of He II was observed in the presence ofVs2Vn

but with Eext50. It is well known that He atoms do no
possess a permanent electric moment. Consequently, th
sult obtained is unexpected.

2. The following experiments were performed to clari
the relation between the internal electric fields and the su
fluid flows. An amplifier with a synchronous detector made

o
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possible to determine the polarity of the induced poten
relative to the velocity vector of the superfluid component
is well known that when an electric current flows through
heater the superfluid component always moves toward
heat source. This fact was used to tie the polarity of
induced potential to the velocity vectorVs . It was found that
when the superfluid component moves from the electr
toward the heater a positive charge is induced on the e
trode. This became understandable after the phase chan
the signal on passing into the measurement circuits and
amplifier channel was taken into account.

3. It was natural to search for the reverse effect —
generation of a second-sound wave as a result of artifi
polarization of superfluid helium by an electric field.1! To this
end the heater in the 28 mm long second-sound cavity
replaced with an electrode–grid capacitor. The grid was c
nected to the housing. The grid-wire diameter was 3–5mm
after etching, and the grid-wire spacing was 100mm. When a
potential was applied between the electrode and the grid
part of the liquid in a 0.6 mm long gap at the edge of t
cavity (;2% of the total length! became polarized. The
presence of the grid, the small transverse cross sectio
31.4 mm!, and the long length of the cavity reliably pro
tected the bolometer from capacitive pickup.

It was found that a second-sound wave could be exc
under such conditions~series No. 3!. Figure 1 showsDT and
DU versus the frequency of the exciting signal. It is evide
that DT ~series No. 3! and DU ~series No. 4! behave ap-
proximately identically.

Measurements of the tangent of the loss angle of
second-sound source, which served as an alternative to
heater, showed that its real power component is too sma
excite the cavity.

It was determined that the amplitudes of the alternat
potential of the electrode and the temperature oscillation
the bolometer increased as the squared heater curren
small values of the current~series Nos. 1 and 2!. When the
second method is used to excite a second-sound wave
amplitudes are proportional to the magnitude of the elec
field ~series Nos. 3 and 4!.

The cause of the excitation of the wave process —
gradient of the electric field near the grid wires or the fie
strength in the gap — remained unclear.

4. A series of experiments was performed with ordina
sound to determine the influence of mechanical stresse
the electric properties of superfluid helium. The experime
performed with first sound~series Nos. 5 and 6! using a
similar scheme2! showed that electric induction does n
arise in this case even for high powers applied to the so
generator (2 sign, series No. 6!.

In summary, the effect appears only when relative m
tion of the normal and superfluid components in He II
present. The experiments showed that the electric induc
and the counter motion of the superfluid and normal com
nents in a second-sound wave are reversible effects.

4. DISCUSSION

Figure 2 shows the relation between the measured va
of DT and the corresponding values ofDU under the same
l
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conditions: radiation power and temperature. It is natura
considerDT to be a characteristic of the thermal energy
the system andDU that of the electrical energy. It is eviden
that their ratio does not depend on temperature and is a
stant. The tangent of the slope angle tana5DT/DU is 2.3
3104 K/V to within 625%. We note that this value is clos
to 2e/k52.31883104 K/V. Heree is the electron charge an
k is Boltzmann’s constant.

In summary, it has been established in this work that
observed phenomenon is due to the relative motion of
components of He II. The influence of the direction ofVs

2Vn relative to the surface on the effect remains unclea3!

The observed effect could be a consequence of flows wh
according to the two-fluid hydrodynamics,3 can arise along
the surface on which heat is released or absorbed.

A more fundamental reason could be the existence o
as yet undetermined between the superfluid transition and
electric properties of helium. For example, the observed e
tric displacement and counter currents of the superfluid
normal components are a consequence of, on the one h
some intra-atomic exchange processes and, on the o
hand, ordering in the liquid over macroscopic distances. T
experimental facts support this point of view.

1. The measured dependence of the polarity of the sig
induced on the electrode on the direction ofVs indicates that
the macroscopic electric dipole formed in the liquid is o
ented so that its positively charged end points in the direc
of motion of the superfluid component~series Nos. 2 and 4!.

2. Second sound in He II can be excited by several me
ods: thermal,1 mechanical,1 and electrical~this work!.

It should be noted that at present there is no microsco
theory explaining the appearance of an electric multip
moment in helium atoms when they are in a liquid sta
below Tl and relative motion of the superfluid and the no
mal component is present.

FIG. 2. Relation between the bolometer signalDT and the potential signal
DU of the electric displacement of the cavity with the same power fed to
sound generator which are induced by a second-sound wave for diffe
temperatures. The solid line is drawn through the points. tana5DT/DU
52.33104 K/V.
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5. CONCLUSIONS

The experiments performed in this work have shown t
the relative motion of the superfluid and normal compone
of He II in a second-sound wave is accompanied by
appearance of electric induction and that this process is
versible. Additional experiments and a corresponding the
are required to clarify the mechanisms which are respons
for the observed effects.

In closing, I thank V. N. Grigor’ev, A. M. Kosevich, E´ .
Ya. Rudavsko�, and A. A. Slutskin for a discussion of th
results.
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*E-mail: rybalko@ilt.kharkov.ua
1!A. M. Kosevich pointed out that the effect could be reversible.
2!É. Ya. Rudavsko� suggested the experiment with first sound.
3!Professor V. N. Grigor’ev advanced this interesting suggestion.

1V. P. Peshkov, Zh. Eksp. Teor. Fiz.18, 857 ~1948!; 18, 867 ~1948!.
2K. N. Zinov’ev, Zh. Eksp. Teor. Fiz.25, 235 ~1953!.
3L. D. Landau and E. M. Lifshitz,Fluid Mechanics, Pergamon Press, New
York ~1987! @Russian original, Nauka, Moscow~1986!#.

Translated by M. E. Alferieff
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