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A theoretical approach is proposed to describe the concentration and temperature dependence of
the static magnetic susceptibility of a metal-ammonia solution. A mechanism is also

suggested to explain the transition of the system from the paramagnetic to the diamagnetic state.
The theory is based on the assumption that both single-particle and two-electron bound

singlet formations of the bipolar type exist in the solution. It is shown that diamagnetism is due

to the electron orbital motion and to the relative motion of the quasiparticlesl9@€y

American Institute of Physic§S1063-78417)00108-9

Studies of the concentration dependence of the magnettemperature dependence of the static magnetic susceptibility
susceptibility of metal-ammonia solutions have shbfvn of metal-ammonia solutions are analyzed on the assumption
that the static magnetic susceptibility of the systems variethat solvated electrons and bipolar two-electron bound sin-
substantially depending on the concentration of dissolved alglet formations coexist in the solution. A rigorous, transla-
kali metal, ranging from the paramagnetic, purely spin sustionally invariant theory of continuous bipolarons was con-
ceptibility typical of the electronic subsystem of noninteract-structed in Ref. 21 using the adiabatic approximation. The
ing spins at low concentrations to a diamagnetic state atonditions for the existence of spin-paired electron stdies
concentrations of the order of ¥0cm 2 and temperatures polarons in polar dielectric media were discussed in detail in
below 200 K. Further experimental studlexf the spin sus- Refs. 22 and 23, where the authors determined typical pa-
ceptibility of metal-ammonia solutions confirmed that as therameters of bipolarons, criteria for stability of a two-electron
electron concentration increases, a compensation of the spbound state, and the dependence of the binding energy of the
angular momenta of the electrons does in fact occur. Numerwo-electron formation on the dielectric properties of the po-
ous attempts have been made to explain this behavior of tHar medium, including for the case of ammonia. The inter-
static susceptibility of metal-ammonia systems. In Ref. 4glectron pair potential was also determined as a function of
the experimentally observed change in susceptibility washe distance between self-trapped electrons.
analyzed assuming that solvated electrons and also bound The states of solvatetself-trapped electrons are de-
electron states in the form &f color centers and double,  scribed using a continuous model, which presupposes strong
color centers may coexist in the solution. However, thesénteraction between the electrons and the longitudinal branch
bound states were not observed experimentallge binding  of polarization oscillations of the medium. Various
energy of these formatiofiss considerably higher than the investigation$?*~2" have shown that many properties of
characteristic energy of a solvated electron, which shouleélectrons solvated in ammonia may be described using the
obviously lead to an appreciable short-wavelength shift oimodel of continuous polarons. The criteria for validity of the
the optical absorption band maximum. In practice, howevertheory reduce to the following inequalitfw; < w.<h w.
the maximum is slightly shifted toward longer For an electron solvated in ammontap.=0.885 eV is the
wavelength$:” An analysis of the absorption frequencies, energy of the most active optical transition of a self-trapped
performed in Ref. 8, showed that a similar shift of the opticalelectron % w,,=6 eV is the excitation energy of electrons of
absorption maximum may be attributed to the formation ofthe main substance, arfw;=0.4 eV is the energy of the
bipolar two-electron bound singlet formations. It was notedlongitudinal polarization oscillations of the medium. The ori-
in Refs. 6 and 9-16 that a singlet paired state of two elecentational oscillations of molecules about their equilibrium
trons may be formed in ammonia. However, bound states gbosition in a polar liquid form elastic waves which may be
solvated electrons with metal cations do not form, as wasreated as in a crystal. As a result of the directionality and
demonstrated experimentall{!® The valence electrons of saturation of the intermolecular hydrogen bonds for ammo-
dissociated metal atoms and metal cations are clearly spaia, the “quasicrystallinity” of the structure is compara-
tially separated in the solution. This conclusion also agreetively well defined. Far from the critical point, the thermal
with the results of investigations of the optical properties ofvibrations of the molecules may be reduced to a set of Debye
solvated electrons in ammonia, which proved to be indepernwaves, as in a crystal, where the spectrum of collective os-
dent of the nature of the dissolved alkaline-earth metals, ineillations in the liquid has a cutoff at longer wavelengths
cluding divalent one&® The absence of any electron interac- than in crystal® on account of the translational motion of
tions with positive centers in the solution is also evidencedhe particles. The elastic continuum approximation does not
by the extremely narrow spin resonance line with tactor  generally allow for anistropy and is far better applicable to a
of 2.0012¥0.0002 (Refs. 3 and 2)) which is almost the liquid than to a crystaf®
same as the free-electragnfactor of 2.0023. We first derive dynamical equations to describe the be-

In the present paper the concentration dependence armavior of self-trappedsolvated electrons in a static mag-
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netic field with allowance for the interaction between thedirected along the axis. It is postulated that the magnetic
electrons and the longitudinal polarization oscillations of afield is a weak perturbation and that the effective electron
polar medium. The author has previously studied the equamass, refractive index, and static permittivity of the polar
tions of motion for noninteracting electrons in a magneticmedium do not depend on this field. Zero energy is taken as
field in a polarizable mediuffi and has established that this the energy of the system when all the alkali metal atoms are
motion is of a complex character, consisting of electron osdissociated and the electrons are located at the bottom of the
cillations in a deep potential well together with oscillations conduction band, infinitely separated, and do not interact
of the center of inertia of the entire system in a magnetiovith phonons.
field. Thus in the present study, particular attention will be  Here the action of the magnetic field on two-electron
devoted to analyzing the equations of motion for a bouncbound states will be analyzed using adiabatic perturbation
two-electron system in a magnetic field. The influence of artheory. We formally introduce the small parametér
external uniform magnetic field on self-trapped single-assumingw;=&v;. Using the small parametef allows
electron states in polar media was discussed in detail in Refis to investigate the Hamiltoniafi) by the method of ca-
31, and its influence on bipolaron states was considered usionical transformations of the Bogolyubov—Tyablikov
ing a Feynmann path-integral formalism in Ref. 32. Here thecoordinates334 which separates the internal, translationally
effect of an external uniform magnetic field on two-electroninvariant degrees of freedom from the motion of the system
bound states will be investigated by canonical transformaas a whole. This then opens up the possibility of constructing
tions of Bogolyubov—Tyablikov coordinaté®>* a self-consistent system of successive approximations to the
The complete Hamiltonian describing the state of twoenergy and wave function of a composite system, while the
interacting electrons in a uniform, isotropic dielectric con-individuality of its interacting components is still conserved.
tinuum in the presence of an external uniform magnetic field In the Hamiltonian(1) we convert from the occupation
specified by the vector potentidl(r) is written as follows:  numbersb; and b;” to the complex variables of the field
coordinateq); and their canonically conjugate momemta

1 h e 2 N .
H=—2 |~V;=ZA(r) by =(a-1/é=i&pn)/\2,
m*j=12\1 Cc
. by=(ar/&+iép_1)/\2. )
+ Viexp(if-ri)bs+V* ;exp —if-r;)b
j:1,22f [Viexp(if-ry)by xR itr;by ] The variablesq; and ps satisfy the commutation relation
5 [ds,ps/]_=id. Using the transformatioi2), the Hamil-

+> fiw(bi b+ bb )+ (1)  tonian(1) can be reduced to:
f

x|l =T

1 h e 2
The Fourier coefficients Vi=(i/f)hw;(4mac/V)¥2 H= ng (i_Vj_ EA(ri)>
X (h12m* w;)V* satisfy the reality condition/;=V*; the i
dimensionless  electron—phonon coupling constant . .
a.=(€%12e* hws)(2m* ws/%)Y? characterizes the ratio of +j=§;42§f: [Wr exp(if-rj)as+ W= exp(—if-r;)q% ]
the effective electron energy Ry e*m*/e*?#2 to the en- '
ergy quantunvi s of a longitudinal polarization oscillation n n e
with quasimomentunif involving librational oscillations of +§f: hvi(af d-r+&'ppT+ £l 1|
the dipolar ammonia molecules; the system is situated in a
certain finite volumeV and obeys periodic boundary condi- W;=V;/£\2. 3)
tions;e* =¢,es/(es— €., is the effective permittivity of the . . o
medium and corresponds to a polarization wherein the dipo- ~ Since the term proportional to the kinetic energy of the
lar molecules follow the field of the electrons with an inertial Phonon field is small, to a first approximation the Heisenberg
delay, while their electron shells adiabatically follow the €quations of motion have the fory(t) = const and the
configuration of the dipolar environment. The following the- Principal effect of the particle—field interaction can be re-
oretical parameters were taken for electrons solvated in anfluced to the creation of a deep potential well for each par-
monia: static permittivitys = 22.8, high-frequency permit- fucle, wh.ose motion is kmemaucg_lly independent for large
tivity .= 1.756, and isotropic effective electron mass at thentérparticle distances. The position vectorsand r, for
bottom of conduction banoh* = 1.73m (Ref. 23, which was  €ach particle can then by given as:
determined by comparing the theoretical and experimental
positions of the absorption band maximum of a solvated
electron in ammonia. The quantum amplitudigsandb;” of The vectorsp, and p, are translationally invariant and
the phonon field satisfy the commutation relations for thedescribe the high-frequency oscillations of the electrons in
discrete spectrurfib;b;,]_= &, [by b;.]_=[b¢b;,]_=0.  the polarization potential wells, and the vectfts and R,
The vector potential of the external magnetic field is givenhave the meaning of the coordinates of the center of mass of
by A(rj)=(—Hy;/2,Hx;/2,0) and satisfies the Coulomb the first and second electrons.
gauge, i.e., dik=0, wherer; is the position vector of the It is known that as a result of electron—phonon interac-
jth electron. An external static uniform magnetic figldis  tions, the equilibrium positions of the field oscillators are

2

r=Ri+p;, r1,=Ry+p,. 4
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shifted and their amplitude changes. The new phonon coor-

dinatesQ; can then be related to the old coordinatgsy:
grexp(if-Ry)=u(1) +£Qy,

arexplif-Ry)=u(2) + £Qy, 5
whereu;(1) andu;(2) are the two kinematically indepen-

dent classical components of the phonon field for the first

and second quasiparticles.

The variableQ; describes the quantum fluctuations of
the field about their classical values. Using E5), we de-
termine the old

gr=[(us(1)+&Qp)exp(—if-Ry)

+(us(2) + Q) exp(—if-Ry) /2 (6)

and new
Qi={aslexp(if-Ry) +exp(if-Ry)]—us(1)—us(2)}/2¢
(7)

In the Hamiltonian(3) we change from the old to the
new variableg7) and(8), for which we determine the opera-
tor

) < Q4 IR 4

ddx T 9 Q¢  dqy IR
0 om0 e 0 a
dk dp Iy dpy Ik Py’

The derivatives)Q; /dqy are easy to determine from relation
(7). In order to find the derivativegR/dq, anddp/dq,, we
differentiate the additional conditiof®) with respect to the
field coordinateqy, and take into account the orthogonality
condition (10). We then obtain two equations to determine
the unknown derivatives:

kop (L)exdik:-(R+bp)]+(i/2)d(R+bp)/dq,+ (i £/2)

X Ef (f-HoF (1)Qs[1+expif- p)]d(R+bp)/dq,=0,

amplitudes of the phonon field for a two-particle system. In

the absence of external fields, the Hamiltoni&his transla-
tionally invariant with respect to the transformatidds—(7).
It is convenient to change from the variabRg andR,

to the coordinates of the center of inertia of the system and

the relative motion

ri=R+bp+p,, r,=R—ap+p,,

a=M;/(M1+My), b=M,/(M;+My), (8)

kv¥ (2)exdik: (R—ap)]+(i/2)d(R—ap)/dqe+ (i£/2)
X Ef (f-HoF(2)Qi[1+exp —if-p)]o(R—ap)/dq=0. (12

The solutions of systerf12) may be sought by the method of
successive approximations. As a result, we obtain the follow-
ing iterative solutions in the form of a series expansion in
terms of the small parametér

whereM; and M, are the effective translational masses of 3(R+bp)/dq,=2ikvy (1)exdik-(R+bp)]
the first and second self-trapped electrons, separated by in-

finity, R is the position vector of the center of inertia of the
two-electron system, ang is the coordinate of the relative
motion of the quasiparticles.

Since the transformationd) and(8) increase the num-

—2igko (1)exdik-(R+bp)]

xZ (f-HoF (1)Qi[1+expif-p)]+ ...,

ber of independent variables compared with the initial vari-gr—ap)/aq,= 2ike? (2)exik- (R+ap)]

ablesrq, r,, andqg; by six, the same number of additional

conditions must be introduced. The additional conditions are

given in the following simple form:

Z foF (L){agexdif- (R+bp)]—us(1)}=0,

2 foF(2){aexdif- (R—ap)]—us(2)}=0,

a=x,Y,z.

©)

The new variables satisfy the reality condition
uf (i)=u_z(i), vF(i)=v_¢(i), Qf =Q_;, wherei=1,2.

—2i¢ko(2)exdik-(R—ap)]
XZ (f-HoF(2)Qi1+exp —if-p)]+ ... (13

It is then easy to find the derivativég/ g, anddp/dqy. In

accordance with the definition of the coordinagesp;, p»,

andR, we find from Eq.(8)
5!’1/‘9Qk: — (9R/t9qk_ b(?p/&qk s
apy19q= — IRI 3q+adpl 9qy . (19

Taking into account the iterative values of the deriva-

Without restricting the generality, it may be assumed that thdives (13), we obtain the derivatives

complex numbers;(i) andu;(i) also satisfy the following
orthogonality relations:

Z fof gt (D[ue(1)+us(2)exp(if-p)1= 8,4,

2 fof ¥ (2)[us(2)+us(L)exp —if-p)]= 8,4,

a,B=X,Y,Z. (10
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ap119q=—2ik explik-R)vE (1)exp(ibk-p)+ ...,

ap,19q,=—2ik exp(ik-R)vg (2)exp(—iak-p)+ .. ..
(15

Here we have confined ourselves only to the leading terms of
the expansion as a series in powers of the parangetoif-
ferentiating Eq(6) with respect tay, allowing for the trans-
formation (13) and (15), we express the operatéfdq, as a
series to terms of zeroth order in the parameter
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aloq=1{ expik- R)[exp(ibk- p)+exp —iak- p)]d/dQy

+<i/2>2 fl(us(1)+ £Qp)exp( —ibf- p)
+(us(2)+ £Qy)expliaf- p)]

x| 2ikexp(ibf- p)vt (1)exp(ik- (R+bp)]

X|1-£Y, s ¥ (1)Qq1+expis p))+ ...

+2ikexp( —iaf- p)v (2)exp(ik - (R—ap))

X|1-¢) s wX(2)Qy1+exp —is p))

+ ...

a/an] 12¢

+2ikexp(ik-R)[avy (1)explibk- p) +bug (2)
Xexp —iak-p)lo/dR+ 2ikexp(ik-R)

X[vy (L)expibk-p)—vi (2)exp(—iak- p)]dldp
—2ikexp(ik-R)[vg (1)expibk- p)dldp,
+vp(2)exp —iak-p)alap,]+ . .. (16)

Bearing in mind thatoQ;/dr,=0 and dQ;=dr,=0, we
have for the operator%,lzvl,1 andVrzz sz. Assuming the
Coulomb gauge for the vector potential and also using for-

{(RE+R)) +2(bRyp—aRypy) +b%pi+a%pl}

+i:212[(p?x+p?y>+2<Rxpix+Rypiy>

+2<bpxpix—apypiy>]+(§/2>2 {Q:Wi[ (1
+exp(if-p))exp(if-p;)+(1+exp —if-p))exp(if-py)]
+Q_W* [(1+exp(—if-p))exp —if-py)
+(1+explif- p))exp(—if- pp)1+Av;Qi u_¢(1)

X (1+expif-p))+us(2)(1+exp—if-p))]
+hviQ_([ug(1)(1+exp —if-p))+u_¢(2)
><(1+exp(if-p>)]}+<§2/2>[2 viQrQ_y

X[2+explif-p)+exp(—if-p) ]+ [P} +(2if/h) F]

X[PLi—(2iflh)-F_{]} 14+ (i €312)

X X, fiwe-[(P}+(2iflh)-F)G_{—Gy(P"
f

—(2if/ﬁ)~F_f)]+2§4Z (f-f1h%)Gs-G_¢+ . ..

=Ho+ EH + E2H,+ EHg+ EH,+ . . ., (17

whereHo=H{® + ¢HED+ £2H{) .
Here we have introduced the additional small parameter

mulas (15) and (16), we can rewrite the complete Hamil- ¢, whereby the effect of the external magnetic field can be
tonian of the system in terms of collective coordinates as éf':\ken Into account as a Weak perturbation. For the magnetic
series in increasing powers of the small parameter up té€lds usually used experimentally, the magnetic energy is of

quantities of ordeg*:

H=—(#%/2m* )(v§1+ Vf,z) +(1/2)

><2f {Wi[[us(1) +ug(2)exp(if- p)lexp(if- py)

+[Ug(2) +ug(1)exp —if- p)lexp(if- py)]
+W* [[u_¢(1)+u_¢(2)exp(—if- p)Jexp(—if- p;)

+lu_¢(2) +u_¢(1)explif- p)Jexp( —if- p,) ]}
+€&le.|ptp—po +Z hivi{ur(1)[u_¢(1)

+u_¢(2)expiif-p)J+u_(2)[uy(2) +us(1)
X exp(—if- p)}2+iE(eHA/2m* c)

X i=212 [(Ry(?/é)pix_ Rxé’/apiy)
+ (piy(?/(?pix_ Pix(?/(?piy)] + Py(bﬁ/ﬁplx_ adldpax)
— px(03ldp1y—adl dp,y) t + £2(e?H?8m* c?)
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the order of 10° eV and is much lower than the binding
energy of a solvated electron, which is 0.16*Ry{he fol-
lowing notation was adopted in the expansian):

Fi=SFI+ZF), Gi=2&(Y{P, +XIP,),
|=2¢Py, J=2£P,,
Pr=—i#dldR, P,=—ihaldp,

Pplz—iﬁ&/&pl, P

p2: _|hﬁ/&p2,

P,=—i#aldQ;,

St =av? (1)exp(—ibf- p)+bv* (2)expliaf- p),
Yi=vf(1l)exp—ibf-p),

Z7 =vi (l)exp(—ibf-p)—vf(2)expiaf- p),

Xf =vf(2)expiaf-p),
szexmbf-p)[Pf—fvr(l)Ek‘, k[u,(1)

+u(2)explik- p) 1Py

+exp(—iaf-p)(Pf—fv¥‘(2)
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sz K[U(2)+ (L) exp(— ik-p) Py + . .. +[I-¢(2) +I_1(1)exp(if- p) Jexp( —ifp,) }/ vy

+22, WiW* LJ:(D)[I_¢(1)+I_¢(2)ex
=exp(ibf-p)P} (1) +exp(—iaf-p)P{(2)+ .... (18 Z WEAIHDE (1) +9-(2)exp
The wave equation with the Hamiltoni@h?7) will be solved X(—if-p)]+I(2)[I_¢(2)+I_¢(1)
by the perturbation theory method for which we write the
complete wave function and the energy as a series expansion
in terms of the small parametér

V=W+ &V +EV,+ ...,

xexpif-p) v+ elelptpi—pa, (22
where the following notation is used:

J1(1)=(xolexp(—if-p1)|x0).

We substitute the serigd9) into the Schrdinger equation F(2)=Cxol X xo)- @3
with the Hamiltonian(17) and collect terms with the same The electronic states of the two-electron formation in the
powers ofé. We then obtain the following chain of coupled zeroth approximation with respect to the magnetic field can
equations: be determined either b%lo)solving an integrodifferential equa-
_ _ tion with the operatoHy’ or by using a direct variational

(Ho=Eo)Wo=0,H;~Ey)Wo+ (Ho=Eo)¥1=0, method, i.e., by minimiging the total energy functional with

(Hy—Ex)Wo+(H;—E) W+ (Ho—Eg)¥,=0. ... an additional normalization condition imposed on the wave
(20 function xo. Changing from the discrete momentum repre-

sentation with respect to the quasiwave vedtto integra-
tion, we derive the following expression for the functional of
the total self-consistent electron energy in the coordinate rep-
resentation:

E=Eg+£E;+&E,+ . ... (19

Since the operatdfl; does not depend on the field vari-
ablesQ; and the vectorp andR appear in parametric form,
the zeroth-order approximation functiod],, can thus be
expressed as a product: ¥qy(pq,p2,0,R,Q5)
=l//(p11p21p1 R)CD(Qf) The wave fUnCtionl,//(pl,pz,p,R)
can then be expanded as a series in terms of the small pa- E{(p)= —(h2/2m*)f Xo(p1,p2) (V5 +V})
rameteré. The leading term of the expansidt7) which

contains nontrivial information on the system is the Hamil- X xo(p1.p2)d 7, — (e%/2e*)

tonianHY” . In the zeroth-order approximation with respect

to the magnetic field, the variablgs, p,, R, andp in the X f X5(p1.p2) X&(pL.Po) | p1— Pyt

HamiltonianH{”) separate. Thus, the wave functigrin the

zeroth approximation can be expressed as the product +|pi—p—pi| t+|p—py 7t

o= Xo(P1,P2,P) 10(P) po(R), Where the functiony, de- - C

pends parametrically on the distaneeWe can then find the +|p2—p—p3| HHdmdrdridry+ (€e.)

unknown complex numbensg;(i) which determine the clas-

sical components of the polarization field. To do this, we xf X5(p1.p2)| p1— p—po| tdridr,

average the Hamiltoniad g°> over the wave functioty, and

then minimize the total energy function&l=(xo|H\"| xo) =T,—U;+U,. (29

with  respect to (_¢(1)+u_s(2)expif-p)) and

(u_¢(1)+u_¢(2)expEif- p)). We finally obtain The energyEgo)(p) is the total energy of two interacting

] self-trapped electrons, which depends parametrically on the

Us(1) = — AW xolexp(—if- p1) | xo) Fivs, distancep. When the relative distangein Eq. (24) increases

. without bound, one gets twice the result of the single-particle
Ur(2)= =AW= (xolexp(—it-po) [ x0)Fivs . 2D problem. Equatior(24) was derived in the long-wavelength
The extreme value$21) cause the linear Hamiltonian (f—0) approximationw=wy. For ammonia, the limiting

H, with respect taQ; to vanish and thereby satisfy the con- frequencye lies in the range2.3-6.3 x 10 s™* (Refs. 4

dition for regularity of the solution in terms of the variable and 35.

Qf, as is required in the Bogolyubov—Tyablikov A detailed analysis of the function&R4), with allow-

method®*3* Using formulas(21), the HamiltoniarH{®) may ~ ance for exchange forces and dynamic short-range interelec-
be rewritten as: tronic correlations, was performed in Refs. 8 and 23, where it

was shown that the two-electron bound state is an axisym-
metric dimer. It was also established that for a fixed center of
mass, the dominant singlet tef&’)(p) for electrons in am-

monia has a broad potential well with a depth of 0.15 eV, at

HE = = (A22m* ) (V2 +V2 )= 22f W W*

X{[35(1) +I1(2)explif- p) Jexplif- py) an equilibrium interparticle  spacing po=6.2a% ,
+[34(2)+ Ip(L)exp —if- p)lexp(if- p,) a_1§§=s*(m/m*)ao, wherea, is the Bohr radius. The par-

_ _ ticles may undergo periodic oscillations described by the
+[I-¢(1)+I_¢(2)exp( —if- p)Jexp(—if-p;) relative coordinatep about the minimum of the potential
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well. For p=0 the leading term has a maximum, remainingderives from the condition for regularity of the wave func-
finite, but at large distances this term has Coulomhtion in terms of the phonon field variab@;. We write the
asymptotic behavior. phonon kinetic energy as follows:

The variational parameters minimizing the functional
E¢”(p) were determined numerically and only those solu- (174> %, {P}+ 2ifS* 1/4 + 2iZ* JI4)}
tions satisfying the virial theoretd®2 will be physically f
meaningful

2T(p)—U1(p)+pdEYL (p)/dp+U,(p)=0. (25)

Nonfulfillment of the constraints imposed by the virial
theorem leads to exaggerated binding energies and thys —
causes an unjustified expansion of the region of dielectric
media where bound two-electron formations may exist. It
may also lead to inaccurate symmetry of the continuous  xexp(ibf-p)+
strong-coupling bipolaron.

Collecting terms including the electron coordinates in
the HamiltoniarH, we obtain the following Hamiltonian de- +u(l)exp—ik-p))Py
scribing the electron motion:

X{P' (= 2ifS* |/t —2ifz* JIh}, (29

where the following notation is used

Pf—fv?<1>2k k(u(1)+u(2)expik-p)) Py

Pf—fv?<2>2k k(u(2)

exp(—iaf-p). (30)

Setting P;= 7;+a;, wherea; are some arbitrary numbers,

Ho=H{ +i&(eHi2m*c) __2;42 [(Ryd! dpix one can easily shotfrthat the condition for vanishing of the
' linear terms with respect to the momerRa in the Hamil-
=Ryl dpiy) + (piydl Ipix— pixdl Ipiy) ] tonianH, may be expressed in the form:

fos[exp(ibf- p) +exp( —iaf- S +7* .
+py(bé’/ap1x—aa/apZX)—px<ba/ﬁply—aa/ap2y)} i

=f 1 [u(D)+us(2)exp(if-p)]

+ £2(e?H?/8m* czgm [(phtphy)

X > k-K(S* I +Z* vk (1)expibk- p)
+2(Rypix+ Rypiy) +2(0ppix—apypiy)]. (26) z T
The diamagnetic component of the dimer susceptibility due +[us(2) +ug(L)exp —if- p)]
to the electron motion in the potential polarized well can
the_n easily be determined by perturbation th_eory methods. XE K-K(S* 1 +Z* J) v (2)exp(—iak-p) | .
Using the resulfs$ for the electron wave eigenfunction K

Xo(p1.p2) of the HamiltoniarH{®), we obtain the following (31)
value for the diamagnetic contribution to the susceptibility in
the multiplicative approximation: Taking into account the definition of the complex quantities
S; andZ; (18), we rewrite Eq.(31) as follows:
) ——! 2 2 — 0 D .
Xe = —(e'/4m*c )i=21,2 (X0l P{ Bap= PiabiplXo0) foe{(al +J)[1+exp —if-p)Jo* (1) + (bl —J)
= —39.5u2a,/€?, 27) X[1+expif-p)vEe(2)]}

where ug is the Bohr magneton.

A paramagnetic contribution to the susceptibility also
appears in the second order of perturbation theory. However,
for axisymmetric systems the paramagnetic component can  X[(Uur(1) +ur(2)exp(if- p))vi (1)v* (1) +(us(2)

be reliably approximated bif U (L) exp(—if- p))uE(2)0* (1)exuik-p)]

=f }k‘, (k-K)v(al +J)

XE'= 22X Xelnd Pl Xy, | = 1.52 ppaole®.  (28)

Thus in the selected coordinate system with its origin +Ek (k- k)bl = [ (ug(1)+ur(2)
tied to the center of inertia of the system, the main contribu-

tion of the electron component of the susceptibility is dia- Xexpif-p))vi (L)v*(2)+(ug(2)+ug(1)
magnetic. In order to estimate the contributions made to the
susceptibility by the other components of the Hamiltortign xexp(—if-p))vr(2)v*  (2)expik-p)]}. (32

we need to find solutions of the wave equation with the

HamiltonianH,. The additional unknown quantities(1) — gqation(32) is easily reduced to a system of two equations
andv¢(2) are selected so that the terms in the Hamlltomanfor the vectors + J/a andl —J/b
H, which are linear in the momengy vanish. The require-

ment that the linear operator with respecPtoshould vanish vif(1+J/a)[1+exp( —if-p)Jvs(1)
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=f2k (k-K)w(1+J/a)[ (u(1) +ug(2) §2H2:(1/2)Z Ao QiQL+1I{II_y)

Xexp(if-p))vi (Lvg(1)+(ug(2) +ug(1) X +Pal2Mg+P2/2M ,+Pg-PJ2Mg,, (39
xexp( —if-p))vi (2)v(L)exp(—ik-p)], where

vif(1=J/b)[1+explif-p) Jus(2) Me,=(413)3 -forl 280 (1)v* (1)

=f§k) (k- k) w1 = I/b)[ (ug(2) +ug(1) —2bvf (2)v*((2)

Xexp(if-p))vE (2)vie(1)+ (ug(1) +ug(2) +(b—a)vF(2)v* (1)exp(if- p)

xexp(—if-p))vF (v (2)expik-p)]. (33 +(b—a)vf (v (2)exp—if-p)]/h,
Using the orthogonality conditiongll), the system(33) is Qi=0Q¢[1+expif-p)],

identically satisfied if it is assumed that

fr(1)(1+3a) =FA us (1) + us(2)exp(if- p)J(V+W), Ii=[m;(1)exp(ibf-p)+m¢(2)exp(—iaf-p)]/2,

Frw(2) (1= Iy =FA2[ug(2)+us(1)exp( —if- p)J(V—W). D= 10 (DD KU D) +uy(2)
(34)
HereV is the velocity vector of the translational displace- xexplik- p) ]y,

ment of the center of inertia of the system, awlis the
velocity vector of the relative motion of the electrons. We  7/(2)= 7 —f.0*(2) >, K[uy(2)+u(1)
divide each of the equation84) by the frequencyv; and k

multiply the first equation by{u_;(1)+u_;(2)expif-p)]

and the second equation Bju_;(2)+u_(1)exp(ifp)], Xexp(—ik:p)]m.

and we then sum over the wave vectoltJsing the orthogo- The first sum in the Hamiltonia(88) corresponds to the
nality conditions(11), we obtain the system energy of oscillators which do not interact with the sources
of the polarization field. For a symmetric bound two-electron
| +Ja=(V+W)>, 72 flu_e(1)+u_s(2)exp —if-p)] formation, M;=M,, the parameters ara=b=1/2, and
f thereforeMg,=0. The second and third terms in E@8)

X [Ur(1)+us(2)exglif-p) ]/ vr, determine the kinetic energies of the translational and rela-

tive motion.
_ Since for strong electron—phonon coupling, the kinetic
I—J/a=(V—W)Z h2f-flu_i(2) +u_g(1)exp(if-p)] energy of the relative and translational motion under normal
experimental conditions is of the same order of magnitude,
X[ug(2)+us(lyexp —if-p)]/vs. (35 one must in general carry out a joint analysis of the motion

én the coordinatep andR and in the coordinate®;. How-
ever, since the characteristic size of the region of localization
of each particle is/(p%)=¢*? and the main contribution to
the sum over the vectdris made by valuesf||p|>1, the
exponential function expf(: p) is therefore rapidly oscillat-

Then, taking account of the physical meaning of the vector
I,J,V, andW, we can find the translational effective mass
of a two-electron formation,

MR:(ﬁZ/?’)Z f-flu-_¢(2)+u_r(1)expif-p)] ing. Then, in the zeroth approximation with respect to the
magnetic field the variableg, R, and Q; separate, and the
X[u_¢(2)+u_¢(L)expif-p)]/ wy, (36)  wave eigenfunctio®(p,R,Q;) of the HamiltoniarH, may
and also its reduced mass be expressed in the product f(_)rm
Oo(p.R,Q1) = @o(p) 70(R)P(Qy). Averaging the Hamil-
M,=M;M,Mg/(M;+My)?, (37 tonianH (17) over the ground-state electron wave function

xo(p1,p2) and bearing in mind that the Hamiltoni&h, can

be separated into independent parts, we obtain an equation
describing the relative motion of the particles in the potential
field EQ(p):

[P/2M ,+E{(p) + £2(e*H?/8m* c?)

where the effective mass of thth solvated electron is given
by

Mi=(h2/3)2 ffu_ (i) ue(i)/ ws .

The HamiltonianH, describing the relative motion of 2 2 B
the particles, the translational displacement of the bound X (pxtpy)]e(p)=Welp) (39

two-particle formation as a whole, and the motion of theand the equation of motion for the center of mass as a whole
renormalized phonons may be finally written in the follow- 5 s oo )
ing form: [PR/2M g+ £°(e"H*/8m* c)
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(R2+ Ri)] 7(R)=Fn(R). (40) To determine the spectrum of E@9) with the potential
) ) _ (42) in the zeroth approximation with respect to the magnetic
Equation(40) leads to the appearance of Landau orbital dla-ﬁe|d, we reduce the Schdinger equatiori39) to the follow-
magnetism whose magnitude per particle in this case is givemg form:

by

2 2 _
X1=— (M2m* Mg) ud/kgT = —3.75 10 5 3/kgT. _ A d Nold
(41) 2M, dp? p dp

The translational mass of a bound two-electron forma- 11+ N—2)
+
2

tion is not a sum of additive effective masses of the indi-
vidual particles, and studies have shéithat it has the
value Mg=9X 10 2aim*.

The potentialE{)(p) must be defined analytically in

+ Ego)(p)} e O=We®. (44

The superscript ife”)(p) will subsequently be omitted. The
approximate wave function of the time-independent equation

order t_o determm(e(:))the relative oscﬂlaﬂo_n spectri@9). The (44) with a centrosymmetric potential in the approximation
potential energyey”’(p) for the ground singlet term was cal- of the shifted 1N expansion may be written ag®
culated by a direct variational method in Ref. 23. An analysis><(p)=R o~ N1y, (6 4, whereY,(6,4) are spheri-

n m 1 ’ m ’

has show# that the dependence of the leading term of th
two-electron formation on the distangemay be approxi-
mated by the analytical expression

EY(p)=—Ry*(1—&*/s.)a§/p+Ver(p). (42)

€cal harmonicsn is the radial quantum number, and the prin-
cipal quantum number im+I+1. The radial component
Rni(p) of the wave function satisfies the equafion

n? | d> (N-1)(38-N) I(1+N-2)
The first term in Eq.(42) describes the long-range ~ 5y~ a2 402 + 2 +Ey (p)
screened Coulomb repulsion of the quasiparticles. The sec- PLEP P P
ond term in Eq(42) may be written as: XRy=Wy Ry - (45
Ver(p)=Ry*{D +Cp? The 1N expansion method usually only gives asymptotic
TTA+B(p—p)211—exo — convergence for eigenvalues. To overcome this difficulty, it
[ (p=p)7ll A=0p)] has been suggest®do introduce an additional shift param-
+a5(1l—e*/e.) plexp(— dp), (43 etera. The shift parameteat is selected so that the results of

which gives a short-range attraction of like-charged quasi:[he shifted IN expansion technique agree with the exact

; . T nalytical results for the eigenval f imensional
particles owing to the exchange of longitudinal quanta of th analytical results for the eigenvalues of Bihdimensio

polarization field. A correlation analysis was used to obtain armonic OSC'”atO.r.' .W'th allowa_nce for the add|t|ona| pa-
the following parameters of the approximatiets): rametera, the Schrdinger equation53) may be rewritten

as:
A=-0.01952, B=1.268%10 */af,
° #2 d?R, H? K2
C=-4.5854x10 */a}®, D=-9.5238<10 3, T2M, 42 +8Mp§[l—(1—a)/k]
— * — * — *
9=0.19585, 0=0.3458, p1=0.0%;. X[1=(3=a)/KIRy+ Eo p)Ry=WnRy. (46

The energy origin in Eq(43) is taken as the energy As in Ref. 38, we also introduce the scale fac@rand
equal to the sum of two complete self-consistent energies qjewrite Eq (46)' in the form:

infinitely separated ground-state solvated electrons. The
choice of potential in the forn42), (43) has been physically 72 d?R,, 2{ 52

substantiated. At the point=0 the potential is finite, as is 2[1—(1—a)/k]

deduced from variational calculatiofé® and for p— the 2M, dp? 8M,p

approximation (42), (43) gives the correct Coulomb Eolp)

asymptotic form. X[1—-(3—a)/k]+ O—] Ry=Wh Ry - (47)
It is impossible to obtain an accurate analytic solution of Q

the Schrdinger equation with the potenti&B9), but satis-
factory approximations to the solution of the radial equatio
may be found by the shifted NI/ expansion methotf For
smooth potentials the analytical technique of the shiftéd 1/ EQ)(p)=h2/8M P2+ Eo(p)/Q. (48)
expansion can give the eigenspectrum with a high degree of ) ) N
accuracy, similar to the results of the exact analytical solu-  The scale factoR is determined from the condition of
tion. The method involves using an expansion as a series ifinimum effective potentia{48) in terms of the coordinate
terms of the dimensionless parameker N+ 2l —a, where P

N is the number of spatial measurements &fid-N)%? is _ 3(1) 2 () — i i

the square of the eigenvalue of thedimensional orbital Q=AM p B (pm) 17,V =d'Bo(pm)/dp’, 49
angular momentum. The shift paramegerwill be deter- wherep,, is the position of the local minimum of the effec-
mined subsequently. tive potential(48).

The main contribution to the energy in E@9) is made by
"the effective potential
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It is subsequently convenient to convert to the dimen-TABLE . Vibrational eigenstates of a quasimolecular dimer solvated in
sionless variable&=kY%(p—py)/pm in Eq. (47). Using the ~ammonia
variablex, we expand the potential in E47) as a series in

% o ! n Pm> 84 W, , 10 3e*m*/e* %42 Q, 10734 /m*
terms ofx andk~ 2. The Schrdinger equatiorf49) can then
be rewritten as: 0 6.115 —17.220 5.107
1 6.365 -6.105 3.16
{—(h%12M ) d?/d X2+ (kh2/8M ) 2 6.59 ~5.329 2.497
3 6.81 —4.666 2.18
X (1+3x%k—4x3/k32+ BxA k2~ . . ) 4 7.03 ~4.09 1.97
5 7.255 -3.57 1.82
—(2—a)h?(1-2x/kY2+3x¥k— .. .)/4M, 6 7.476 —3.086 1.71
7 7.695 —2.600 1.617
+(1-a)(3—a)h?(1—2x/kY?+3x¥k— . ..)/8kM, 8 7.912 —2.11 1.54
) ) - 9 8.126 ~1.606 1.474
+ prK[Eo(pm) + E@ (pm) pax?I2k 10 8.34 ~1.086 1.41
11 8.55 —0.551 1.365
+E® (pm)p3x3I6k¥2+ .. JIQIR,,(p) 12 8.756 ~3.12% 1073 1.31
13 8.96 0.552 1.275
=W, 1piRni(p)/K. (50 14 9.16 1108 1235
15 9.36 1.657 1.198
The effective potentia(48) is of orderk? and is identified 16 9.55 2.19 1.162
with the leading approximation in the shifted\léxpansion 17 9.73 2.7 1.13

method. This expansion is physically justified by the fact that
whenN— o, the quantum system behaves as a static classi-
cal system. The next contribution to the energy is of oider
and may be written as relative motion of the particles in a two-electron formation
reduces to solving the transcendental equat&s).
k[(n+1/2)hQ—(2—a)h2/4Mp]/p,2n, n=01z2..., The results of the calculations are presented in Table I,
(52) which gives the vibrational energi&¥,,, the position of the
where the frequency of the normal oscillations about thdocal minimumpp,, and the vibration frequency for a given
equilibrium position is determined from Ed50) and is quantum numben. It was found that the total number of
given by vibrational states is limited, and five are quasi-steady states,
b 22 A e(2) . since they lie above the asymptotic curve of the pair poten-
Q=[3174M+ prE™” (pm)/M Q] tial. The position of the local minimum for the ground vibra-
— (2) (1) 12 tional state is close to the minimum point of the pair poten-
(RIZM L3+ pmE = pm) B o) 175 62 tial (43), which implies that near the minimum the pair
The shift parametea=2—-2(2n+1)M /% is determined potential is close to the harmonic potential. Using the wave
from the condition that the solutions of the Scflimger functions given in Ref. 38, it is easy to calculate the mag-
equation obtained by the N/expansion technique in the netic susceptibility due to the relative motion of the particles.
leading approximation and the exact analytic results for &ince the interval between the vibrational energy levels is of
harmonic oscillator should be equal. In order to match Eqscomparable order of magnitude to the thermal endegy,
(45) and(46), we assum& =k, Then, using the definition we write the magnetic susceptibility as:
Q=4M ,p3EM(p)/%2, we obtain

/ w__ eruiag (m)|°
214+N—2+(2n+1)[3+ prE@ (pm)/ EM (pm) M2 Xo =7 e o
= SEM) 2)1/2
(M TR 9 (0l ¢l expl ~ AW, kgT)
from which the position of the local minimump,, is deter- S exp — AW, /kgT) , (55)

mined for a fixed set of quantum numbersandl. For the
three-dimensional case, we obviously need to assNm@&
in Eq. (53). Equation(52) then gives the following rapidly
converging series for the eigenvalues:

where AW,=W, —W,.

Summing in Eq(55) over all the vibrational state&4),
we finally obtain the magnetic susceptibility due to the rela-
tive motion: x{ = —5.11u3a, /e,
W, = (Kl p) [ 7218M ,+ p2Eo(pm)/ Q The magnetic susceptibility of the solution will consist
Du2e (213 4 of the susceptibilities of individual solvated electrons and of
+y K+ 2+ 01K ] two-electron quasimolecular formations, and may be ex-

WO+ W W (54  Pressed as:

The corrections to the leading contribution to the energy X~ MsX1¥Naxz, (56
Wff,) from quantum fluctuations and anharmonicity effectswhere y, is the total susceptibility of a solvated electron
are cumbersome and are not given here. The analytical forfitonsisting of the Pauli spin paramagnetic susceptibility
of these corrections was given in Ref. 38. Thus the determiX(lp)z,uglkBT, which gives the main contribution, and the
nation of the spectrum of normal modes associated with theingle-electron corrections calculated using formu(as)
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and (43)], x» is the total susceptibility of a bound two-
electron formationwith components given by27), (28),
(41), and(55)], andng andny are the concentrations of sol-
vated electrons and dimers.

The translational effective mass of a solvated electror 7} 1
was taken to beM;=0.02%’m* (Refs. 33 and 34 We
assume that the total number of electragsin the solution
corresponds to the concentration of dissolved alkali metal
The condition for conservation of the total number of elec-
trons can then be written as+2n43=n,. In accordance
with the law of mass actiof?, the equilibrium constari of
the reactiomy=2ng in the thermodynamic equilibrium state
at temperaturd is given by

oF

IOg (ns /nd)

3
ng
noK: _:4
Ny

M kgT
27h?

27h? ) exp — D/kgT) 4

1] 1
MgkgT ZyinZrot 77 ] oF e P e

(57 Ty, em™®

whereZ,;, andZ,; are the vibrational and rotational partition _ _
functions of the dimer, an® is its dissociation energy FIG. 1. Relative concentrations of solvated electrons and bound two-
L . e electron states as a function of the dissolved metal concentratidf.1 —

The factor of 4 in formula57) is due to the spin vari- 538 and2 — 198.
ables of the quasiparticles. We neglect the contributions to
the partition functions associated with electronic transitions,
since the energy interval between the ground electronic level o _ .
and the first excited level for single-particle and two-particlecharacteristics are completely correlafedith a drop in the
formations is 0.9 e\&kgT. The first two factors in paren- SPin susceptibility of the electronic subsystem. In this range
theses in formuld57) are attributed to the translational par- Of concentrations, a drop in the equivalent conductivity of a
tition functions of the solvated electrons and dimers, respednétal—ammonia solution to approximately 20% of its value
tively. The vibrational partition function was calculated by in dilute solutions is observed experimentally, which may be
direct summation using the results of the shiftel gkpan- ~ €xplained 5by the formation of bound two-electron
sion method. The rotational energy levels of the dimer werdormations® whose effective size is greater than that of a
so close togethefwith an energy interval of the order of solvated electron. The results of the calculations plotted in
W, ,— W, ,=10"* Ry*) that the rotational spectrum can Fig. 1 are also confirmed by measureméhts the rates of
be treated as continuous. In this case, the rotational partitioRroton relaxation due to the hyperfine interaction between
function is replaced by an integral and, in the approximatiorfh® proton spin and the spin system of the electron ensemble.
T>T,, Mmay be written as Zu=T/T,y With These investigations also show that the formation of singlet

Tio=%2/2kgd .. The rotational moment of inertia of the SPiN pairs is initiated 3at electron concentrations

dimer relative to thex axis, perpendicular to the dimer cou- Ns=(5%10")—(3x10'9) cm™*.

pling axis, may be written & To compare th.e_r.esult.s of the theoretical qalculations of
the static susceptibility with experiment, we introduce the
_ uantit
3= (43 e wie*) ! f Xo(p1.p2) quanttty
Ci=NaxT/ng

X (p3,+ p2,)d7id7y=0.352%/ wq.

— 2 (p) _ (p) _

Figure 1 shows the change in the relative equilibrium Namgbxa/xa™ = (/20" = 2)alnsli ke, 58
concentrations of single-electron and two-electron states, calvhereN, is Avogadro’s number.
culated according to formulés7), as a function of the con- In Fig. 2 a comparison is made between the theoretical
centration of dissolved alkali metal at the temperatures 19858) and experimental resuttéfor the magnetic susceptibil-
K and 238 K for which the susceptibility of a metal— ity of metal-ammonia solutions at temperatures of 198 and
ammonia solution has been measutédt can be seen that 238 K as a function of the degree of dilution of the solution
the formation of bound electron pairs is initiated at alkalilg(n/ny), wheren=2.43x 10?> cm™ 2 is the concentration of
metal concentrations of=5x10 cm 3, in the range solvent atombandn, is alkali metal concentration, which is
no=3%10®-10"° cm™3, the number of singlet dimers and assumed to be equal to the number of electrons in the solu-
solvated electrons is equalized, andmgsincreases further, tion. The theoretical curves obtained using the model which
the number of diamagnetic formations begins to exceed thpresupposes the coexistence of two types of particles in a
number of single-particle states. It is important to stress thametal-ammonia solution — solvated electrons and two-
in this comparatively narrow range of concentrations, theelectron singlet formations — accurately describes the
maximum of the optical absorption band undergoes a longehanges in the susceptibility of a metal-ammonia solution as
wavelength shift which is identified with the formation of a function of temperature and concentration. The paramag-
singlet dimer€ The concentration changes in the optical netism decreases with increasing concentration of the solu-
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Localization of a nonlinear switching wave in an active bistable medium with an
isolated inhomogeneity

S. V. Petrovskil

P. P. Shirshov Institute of Oceanology, Russian Academy of Sciences, 117851 Moscow, Russia
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An analysis is made of the one-dimensional propagation of a switching wave in an active
medium when one of the parameters of the medium is a function of the coordinate over a certain
region and remains constant outside this region. The possibility of localizetiopping of

the wave at this type of inhomogeneity is investigated. An analytical expression is obtained for the
wave shift in the case of a small-amplitude inhomogeneity. Constraints on the amplitude

and length of the inhomogeneity at which localization takes place are obtained for an
inhomogeneity of finite dimensions. @997 American Institute of Physics.
[S1063-784£97)00208-0

INTRODUCTION 1a), where the term— au describes the heat losses for ther-

Various aspects of the dynamics of nonlinear waves "{nal Iilv?vesf_antch n g_sneralhdepends on the CO(I)_ordmjtes.
active dissipative media have been addressed in numerous €1 Us 1Irst consider a homogeneous me m('rx)—a_o
studies(see, for example, Refs. 1%-7A detailed mathemati- const. In this case, the description of the proces%usmg Eq.
cal analysis of wave regimes as applied to flame propagatio ) cor][etipo?ds tt_o t?e moltljel Of( abplst?tt)le mgd nhe
problems was reported in Ref. 8. General aspects of the wa rm of the functionf(u) allows (subject to various con-

dynamics of various physical types of dissipative media wergtraints on the value c.)f t_he coefficient) three uniform
considered in Refs. 9-11. stationary states to exist in the systemu,, u=u,, and

Most of these studies have been concerned with th&= Yo of which the intermediate state is unstable with re-

propagation of nonlinear waves in spatially homogeneou pect to small perturbations. Note that the VaL_"ée Uo IS
media. The question arises as to what extent the inhomog he natura! scale parameter for the fupctm(rx,t). as are-
neity that is always present to some degree in real systemssu“_ of zillnear fractional transformatlon of the dependent
may alter the nature of the dynamics. It was shown in Refvariableu=(u—uo)/(uz—uo), keeping the form of Eq(1)

11 that a point inhomogeneity may lead to localizatistop- ~ unchanged, we have,=0, u,=1. Thus, we subsequently
ping) of the wave. Here, an analysis is made of the propaga@ssume throughout thay=0, u,=1.

tion of a nonlinear switching wave in an active medium in ~ We  determine  the  dimensionless  variables
the presence of an isolated inhomogeneity of finite dimenX' =x(D/ag) "% t' =ta, by a standard methodhe primes
sions. It is shown that if the amplitude of the inhomogeneityare subsequently omittedEquation(1) has the form

is small, the presence of an inhomogeneous section merely
shifts the position of the wave, and an expression for this
shift is derived in the first order of perturbation theory. How- whereF (u) = —u+ (1/aq) f1(u).

ever, if the amplitude is largébut finite), even an inhomo- It is well known"28-1%that subject to the boundary con-
geneity of short length may lead to stopping of the wave ditions

Analytical expressions describing the relation between the

amplitude and length of a critical-scale inhomogeneity are ~ U(X——*,1)=1, u(x—%,t)=0 ©)
obtained for a bistable medium with an arbitrary nonlinear-ng transient initial conditions, the solution of E@) for
ity. The results show good agreement with the numericalyjrly |ong times is an aperiodic steady-state “switching

modeling data. wave.” The wave profile is described by the equation

Au= 92 u+F(u), 2

FORMULATION OF THE PROBLEM 0"(§)+vO'(§)+F(®)=0 4

In many physically different cases the process of waveWhere {=x—ut, v is the wave velocity with the corre-
propagation in an active medium may be described by théponding conditions at infinity

same equatidh'® O(t——x)=1, O(£—%)=0. ©)

— 2
FU=D U FT(u). @ No solution of the nonlinear problei@), (5) exists for

Hereu is a quantity describing the state of the medi(for ~ any values of the velocity (Refs. 1,3, and 6 The wave
instance, the temperatyred is the thermal conductivity or velocity is determined from the condition for the existence of
the diffusion coefficientx is the coordinatet is the time, a solution that is an eigenvalue of the boundary-value
and the functionf(u)=— au+f,(u) describes the kinetics problem’>8 The structure of the eigenvalue spectrum is de-
of the active mediunga typical form off (u) is shown in Fig.  termined by the form of the nonlinearity &f.
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In an inhomogeneous medium the wave propagation is
generally not steady-state. Here we confine our analysis to an
“isolated inhomogeneity”: the dependence(x) has the
form

a(X)=apg(1+¥(x)), (10

) u, uz\ ” where the functionV (x) is finite. Its behavior will be char-
acterized by two quantities: by the inhomogeneity amplitude
V¥ hax @and by the effective lengtt (see Fig. 1h
In traveling-wave coordinates, E(R) together with Eq.
(10) becomes

dU—vIu=dz.u+F(u)—¥(x+ut)u, (12)

Uy
7! wherev is the wave velocity in a corresponding homoge-
v 7”"‘| ,7\\ neous medium, i.e., fo¥ (x)=0.
We shall assume that the wave front is formed at a large
y 0N distance from the inhomogeneous section. The initial condi-
0 I'T-'I z tion for Eq. (11) is then

. . : u(§,t——2)=0(%§), (12)
FIG. 1. Typical form of the functiorf(u) (a) and diagram of wave propa-
gation in a bistable medium with an isolated inhomogengijy where0 (&) describes the wave in a homogeneous medium,
i.e., is a solution of the steady-state equatién
The aim of this study is to investigate how the propaga-

For an arbitrary nonlinearity, an explicit solution of the juon of a wave is influenced by the presence of an isolated

steady-state wave equatiof) is unknown. The case where inhomogeneityfor various values of the parameters
the function F(u) is a third-degree polynomial has been

studied in fairly great detail. The authors of Refs. 12 and 13

obtained a special two-phase solution of the reaction diffuSMALL-AMPLITUDE INHOMOGENEITY

sion equatior(2) with cubic nonlinearity which describes the

profile of a steady-state wave as a kink in the long-time limit.\q \yaye negotiates the inhomogeneous section and the wave
A broad class of solutions of the steady-state equa®n  font recovers with timewith increasing distance from the

expressed in terms of the Weierstrass function, was obtainq%gion of inhomogeneify The presence of an inhomogeneity

in Refs. 14 and 15. _ . can then only lead to a shift in the position of the wave.
For an arbitrary form of the functioR(®) it is easy to Thus. in this case

obtain an asymptotic representation of the solution of Egs.
(4) and(5) for é— =, i.e., for any finite value of the coor- U(é,t—+x)=0(&+9), (13

dinatex for t— . In fact, let us assume— +. Then, for  \yhere s is the shift, which depends on the parameters of the
a steady-state wave we hawgx,t)—u,=1 for any finitex,  proplem.

When the inhomogeneity amplitude,,,. is fairly small,

and F(u)=-p(u—1), where g=—F'(u=1)>0. Thus, Then, if ¥.,=&e<1, an explicit expression can be ob-
Eq. (4) becomes linear tained fors.
" Py TS Using the notationW (¢ +uvt) =e ¢(£+vt) and substitut-
0"(&)+v0'(£)-pO-1)=0, ©) ing into Eq. (11), we seek a solution in the form of the
and its solution(with allowance for the condition of bound- Steady-state wave perturbation:
edness foE— — ) has the form U(ED)=0(E+ew(&,1)+0(e). (14)
O =1—exdu(é+A)], (7 In the first order with respect te, the following equa-

tion is obtained fow(é,t):
where u=0.5((?+4B8)Y?>—v) and A is an arbitrary con-

stant. IW—vd W= W+F'[O(6)]W—O(&)p(x+ot) (15
Similarly, for t——, Eq. (4) gives with the boundary conditions
O"(E+vO'(§)—a®=0, (8) W(é—*,t)=0, w(&t——)=0. (16)

Using the results of Ref. 6, we expamnd¢,t) in terms of a
complete system of eigenfunctions of the boundary-value
O(H=exd —N(E+A)], (9)  problem for the equation describing small wave perturba-
tions in a homogeneous medium,

and its solution is

where A=0.5((v2+4a)Y?+v), a=-F(u=uy=0)>0, )
and A is an arbitrary constant generally different from that W(ED = G.(hd 1
appearing in Eq(7). (&) ;0 (DDi(8), 17)
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where®;(¢) is the solution of the following problem:
O/ (E)+vdP{(E)+F'[0(E)]Pi(&)=—NDPi(§), (19
Di(é—-*+0)=0 (i=0,1,2,..)).

It should be noted that the Sturm-—Liouville problem
(18) is not generally identical to that considered in Ref.
The difference is that in this case(®) is not positive defi-
nite so that in principle, nonmonotonic solutions of E4).
may exist. However, it can be shown, as in Ref. 6, that th
nonmonotonic solutions are not stable with respect to smal

perturbations and thus cannot be an intermediate asymptotic

limit for any class of initial conditions. Confining our analy-
sis to physically meaningful waves with a monotonic profile,

O(£+0)=6(£)+e900 "' (§)
(sincedy(£)=0'(¢) (Ref. §); this givesd= &g
Then, substituting Eq(21) into Eqg. (25), changing the

order of integration, and using the notatiBe= [~ ., ¥ (x)dx
(the integration is actually performed over the interval in

(26)

6.WhiCh the function® has finite values we have

9o=(B/2ev]|®|[*)[O%(— )~ O(=)] (27)
or with the boundary condition&)
I o -1
sz o| oo 28

Taking into account the form of E¢4), we can easily show

the conclusions drawn in Ref. 6 concerning the properties othat

the eigenvalues and eigenfunctions can be applied to the

problem(18) without being modified.
Substituting Eq.(17) into Eq. (15 with allowance for
Eq. (18), we obtain

2, Gl (®i(8)=— 2, NGI(DDi(§)—~O(&) d(&+01).
(19

Performing scalar multiplication of Eq19) by ®,(¢), we
obtain

Gy (1) + NGy (1) +hy (1) =0 (20)
with the additional condition Gy(t——»)=0
(k=0,1,2....), where

0 =lledl 2 [ O@@erna o @
and||®|?= /7 . ®i(£)dé.

The solution of Eq(20) has the form

Gk(t)=—thk(r)exr[—)\k(t—r)]dq-. (22

It is easy to establish that for akyg 1, G (t—)=0. It
was shown in Ref. 6 that the lowest eigenvalue of the prob
lem (18) is A\;=0 and\, >0 for k=1. Then, denoting by,

the time at which the wave propagates through the inhomoq, —p

geneity and assuming that the functigité+uvt) = ¢(x) is
localized near a certaix=x,, we can write the integrdR?2)
as

Gy(t) =hy(to)exd — A (t—to) AL, (23

o 1

vf [@’(g)]2d§=f F(©)dO=M. (29
— 0

The final expression for the shift is

5=B/2M. (30)

Note that formula(30) was derived without any special
assumptions about the kinetics of the medium, i.e., as to the
form of the functionf,(u), and for an arbitrary inhomoge-
neity ¥(x).

WAVE LOCALIZATION: RESULTS OF A NUMERICAL
SIMULATION

The results obtained above do not answer the most in-
teresting question as to whether a wave can be localized at an
isolated inhomogeneity. For small inhomogeneity amplitudes
W hax, NO localization occurs. ExpressidB80) does not de-
scribe any critical phenomena: the wave shift increases
monotonically but remains finite for any finite values of the
inhomogeneity parameters.

However, the possibility of localization at isolated inho-
mogeneities of infinitely large amplitude was demonstrated
in Ref. 11. Thus, different limiting values o¥ ,,, corre-
spond to different types of system dynamics. Consequently,
it may be predicted that for each lengththere exists a
critical inhomogeneity amplitude¥, such that for

max> V¢ the wave stops and foW <V the wave
passes through.

These qualitative conclusions are supported by the re-
sults of computer simulations. We confine our analysis to the
case of an inhomogeneity in the form of a rectangular bar-
rier:

whereAt is the time taken by the wave to propagate through

the inhomogeneity. Obviouslt is finite, At— (v/AXx) for
£—0. This givesGy(t—=)=0 for all k=1.
Thus, Eqs(14), (17), and(22) yield

U(§,t—2)=0(§)+egoPo($), (24)
where
0o=Gy(t—x)=— fj;ho(t)dt, (25

i.e., with allowance for Eq(13)

868 Tech. Phys. 42 (8), August 1997

W (X) ="V naxs
¥ (x)=0,

(for numerical results for other cases see Rej. 16
The kinetics of the active mediuffollowing Refs. 9 and
10) will be described by the cubic polynomial

X1<x<x;+d,

X<Xq OF X>X;+d (31

F(u)=—u+au®>—bud. (32

Equation(2) together with Eqs(10), (31), and(32) was
solved by a finite-difference method over a wide range of
parametersV ., andd. It should be noted that a numerical
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FIG. 3. As Fig. 2 for subcritical values of the parameters — the wave
%ropagatesl — initial condition,2—7 — wave profiles for successive equi-
istant times.

FIG. 2. Wave profilegin dimensionless variablgsalculated for successive
equidistant times for supercritical values of the inhomogeneity parameter
1 — initial condition,2—4 — wave profiles for successive equidistant times.

solution of nonlinear partial differential equations maydzz'o’q}maxzo's' The wave shift for small inhomogeneity

present appreciable difficultigsee Ref. 1Y. The results of amplitudes agrees well with formuleg0), although “.i.”'
the numerical calculations must be thoroughly checked. Areases considerably faster ¥, approaches the critical

convenient method is to check against an analytical solutionalue' . . .

of the problem(if one is known, such as the solution de- By performing a fairly large number of computer simu-

scribing a steady-state wave ’ lations for various values o¥ ., andd, it is possible to
The existence and uniqueness of the “classicéle., estimate the critical dependen&Qr(Q). Figure 4 shows the

continuous and boundgdolution of the problent4), (5) for phatterr: Or t_he"maﬁ’d) plane gbtamﬁ;i from tgle.(rjesulths of

an arbitrary functionF(®) describing a bistable medium the calculations. The curvi o(d) (solid curvg divides the

was demonstrated in Ref. 7. An explicit analytical solution Ofplane of the inhomogeneity parameters into two regions. For

the problem(4), (5) in the form of a kink for the case of valugs of the p_arameters from regidni.e., fo_r fairly small_
cubic nonlinearity was first obtained in Refs. 12 and(a8 amplitude or width the wave overcomes the inhomogeneity,

the asymptotic form of the more general two-phase solutiof"€reas for values from regighthe wave stops. The resuits
of the reaction diffusion equatiof2) for long times. Note of the numerical S|.mulat|or?s show that a change. In the pa-
that the constraint for boundedness of the solution is impor[ameters of the active medium only aIFers the position of the
tant for its uniqueness. It was shown in Refs. 14 and 15 tha(fl'!r,ve‘lyéf(d) odn the plantla“ﬁfmax_,dd), Wh'lde thecﬂna;ut;e lgf the

if this constraint is removed, the nonlinear probléf, (5) c:mcah eg)en er|1c_e |ska most in epen enﬁ nan. fote |
has a rich new class of analytical solutions expressed iff>° that by applying known comparison theorems for solu-
terms of the Weierstrass function. These solutions, whictjlons of nonlinear parabolic equatiotfthe monotonicity of

generally have second-order discontinuities, describe physF—he function¥ ¢,(d) can be proven with mathematical rigor.

cal systems possessing fairly exotic properties. Here we con-

fine our analysis to the dynamics of continuous wave fronts

having conventional physical applications. An analytical so- ¥

lution describing a two-phase wa¥e® was used to check

the results of the numerical calculations. 10

The initial condition was a finitdI-shaped distribution

of width and amplitude sufficient for the formation of a

wave!® The size of the calculation region was sufficiently

large that the perturbation did not reach the boundary over 1

the times studied. Figures 2 and 3 show wave profiles calcu-

lated for successive equidistant timésalf the region is v,

showr) for values of the parameters corresponding to differ-

ent regimes. Figure 2 gives the profiles obtained for super-

critical values of the parameterd=2.0, ¥,,,=0.7 (for 0.1

a=5, b=4, corresponding tai,=1, M=0.167); curvel

gives the initial condition and the solid line corresponds to"'C: 4. Diagram on the length—amplitude plane for an isolated inhomoge-
. . . . ._neity. Solid curve — numerical simulation, dashed curve — asymptotic

the asymptotically established steady-state distribution. Figz;rve for short lengthgformula (49)), and dot-dash curve — asymptotic

ure 3 gives the wave profiles for the subcritical parametersurve for long lengthgformula (34)).
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WAVE LOCALIZATION CRITERIA 90 (£+A(1))dé (37

In the above model the type of system dynanmiiwave (the convergence of the integral is ensured by the finiteness
propagation or stoppings predicted by calculating the de- of the functionW¥ (x)).
pendencel .(d). The exact form of this dependence cannot  The idea of the subsequent analysis is as follows. Solv-
be derived, although asymptotic formulas fdr—0 and ing Eq. (37) in the long-time limit gives the total shift
d—c may be obtained for the very general case of a bistabl@ () = §, which, as has been shown above, increases with
medium with arbitrary nonlinearity. increasing inhomogeneity parametdts,,, andd. If the total

We begin with the case of an inhomogeneity in the formshift becomes infinite for a certain ratio between the param-
of a long rectangular barrier. The key to solving the problemeters, this impliegwithin the limits of this approadhthat the
can be found in the so-called “limit theory” of wave propa- wave is localized.
gation in a homogeneous medidrfor a single-component The solution of the steady-state equatidhfor an arbi-
bistable medium described by the single equati@n this  trary type of nonlinearity (®) is unknown, so that it is also
implies that the propagation of a wave switching the systemimpossible to solve Eq37). However, the behavior of the
from the lower homogeneous state=0, to the upper state, solution fort— + o is of particular interest. In this cagee.,
u=1, becomes impossible whén=[jF(©)d® <0 (Refs.  for any finite x for £&— —), an asymptotic representation
7 and 10 (for M<0 a “reverse” switching wave, switching (7) is found for the steady-state wave. Substituting &q.
the system from the upper to the lower state propagates imto Eq.(37) yields the following equation foA(t):
the system, but this will not be considered separately: this ,
case reduces to the previous one upon the change variables & (V=@ a/M)(L exgu(A—v1)]
u—1-u, Xx——x). —N exd 2u(A—vt)]), (38)

Clearly, for a long barrier the conclusions of the limit g g
theory become applicable to the inner region, and no switchwhere L= /oW (x)expxX)dx, N=JW¥(x)exp(Zux)dx (as-
ing wave is found in the regior; <x<x,+d if suming, without loss of generality, tha{=0).

Since exp(é) is small foré— — oo, we confine ourselves

Min=fl[—(1+‘1’max)®+(1/ao)f1(®)]d®$0, (33) to linear terms with respect to expf) in Eq. (38), which
0

then gives
i.e., for A'()=(vuL/M)exd u(A—uvt)]. (39
WV ma> Ve =2M. (34) Equation(39) can easily be solved
The asymptotic curvé (d—o) =V is shown by the A(t)=— (1) IN(C+ (uL/M)exp — uot)). (40)

dot-dash line in Fig. 4. Expressi@B4) thus shows excellent
agreement with the results of the numerical analysis for ~ The integration constar@ in Eq. (40) cannot be deter-
lengthsd= 10. mined directly, since the “initial” condition has the form
Let us now consider the case-0. For arbitrary finite A(—%)=0 whereas the asymptotic representati88) can
¥, the inhomogeneity clearly has a weaker influence orPnly be considered to be approximately valid from a certain
the wave propagation for smaller lengtts In particular, to- The value ofC can be determined from the matching
distortions of the wave front as it propagates through theconditions of the asymptotic representations of the solution
inhomogeneity may be neglected for fairly smallThustoa  for t— andt— —oo.
first approximation we shall assume that the wave profile is ~ The asymptotic behavior of the solution of H§7) for
unchanged and the influence of the inhomogeneity then rd— — is determined by the behavior of the solution of the
duces to a gradual shift of the wave position with time rela-Steady-state equatia) for {—c. Substituting Eq(9) into

tive to the position it would have occupied in a correspond-Ed. (37) gives

ing homogeneous medium. This implies that the solution of Al (H)=(uAKIM)exd — 2\ (A—ut)] (41)
the time-dependent equatiéhl) may be sought in the form ) ) '
whereK = [V (x)exp(—2\x)dx, which gives
W(ED=O(£AL)), 35) [o¥ (x)exp(=2xdx, which g
where® (£) is the solution of Eq(4) for a steady-state wave, A (O=(12)In(1+(AK/M)expZAvt)). (42)
A(t) is the shift, andA (t— —=)=0. However, the simplest conditiofi_(to) = A(to) is not sat-

The time-independent equatid4) is invariant with re- isfactory since the times for which the interaction between
spect to the shift, so tha (£;A(t)) =0 (£+A(t)). Hence,  the wave and the inhomogeneity is strongest are then ne-
substituting Eq(35) into Eq.(11), we obtain glected. The contribution of these times can be described by

[A’(t)—v]&§®=&§§®+F(@)—\If(§+vt)®. (36) introc_it_;cing the effective shift parametdr. The matching

condition has the form

Multiplying Eq. (36) by 7.0 and integrating ove¢ be-
tween —~ ando, we obtain an equation for the function A (0)+4,=A(0) (43)
A(t): (assuming,=0). Using Eqs(40), (42), and(43), we obtain
the integration constant

A= _(U/M)ffw\p(&vt)@(gﬂ(t)) C=exp(— pAg)[ 1+ (AKIM)] #2 —(uL/M).  (44)
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It is easy to see from E@40) that the total shift becomes of a specific type of inhomogeneitjor example, using re-
infinite whenC=0. Thus the inhomogeneity becomes im- lations(34) or (49)) may be used to predict the propagation
passable for a wave with the following relation between theof a wave in a medium with an arbitrary type of inhomoge-
parameters: neity when the inhomogeneit¥ 4(x) is supercritical. Then,

(uL/M)[1+(AK/M)]#2=A, (45) using the comparisqn_theor_ems for solutions _of nonlinear

parabolic equation¥ it is easily shown that any inhomoge-
whereA=exp(—ul), and the values d, L, andN are the  nejty ¥, (x) such that¥ ;(x) =W (x) for anyx is supercriti-
integral characteristics of the functioh(x). cal. Conversely if the inhomogeneity o(x) is subcritical,

We stress that expressiofb) was obtained for a any inhomogeneity? ,(x) such that¥,(x)<W,(x) is also
bistable medium with an arbitrary nonlinearity and an arbi-sypcritical. In particular, this implies that in a given active
trary isolated inhomogeneity. For each specific foff(x)  medium the coefficient, in relation (49) (or in a similar
belongs to ~a certain two-parameter  family yg|ation obtained from the more general expressidm)

W= (x;¥mad). In this case, the values &, L, andM  6eq pe determined only once. The depende@@ will

are functions of the inhomogeneity amplitulig,o, and the  then serve as a lower bound for supercritical inhomogene-
lengthd, and expressiof45) describes the required relation jies and as an upper bound for subcritical inhomogeneities.
between the critical inhomogeneity parameters. To conclude, we note that the assumption made at the

Relation (45) may be simplified by taking into account o qinning of this study that the functiob(x) is finite is not
the smaliness ofd proposed above. Let us assume thaty fngqamental constraint. It is easy to see that a necessary
d<min{1/u,1/\}, in which case we obtain, to first order in . qition is thatw (x) should tend fairly rapidly to zero for
d, x— * oo, which ensures convergence of the appropriate inte-

d grals.
LEKEJ P(x)dx=B=B(¥ nax.d), (46)
0

and Eq.(45) becomes

(uB/M)[1+(NB/M)]#2=A, (47)
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Jet engine electrification as a phenomenon reflecting the evolution of charge instability
in an outflowing combustion product mixture

V. A. Pinchuk

Baltic State Technical University, 198005 St. Petersburg, Russia
(Submitted January 12, 1996; resubmitted April 12, 1996
Zh. Tekh. Fiz67, 21-26(August 1997

It is hypothesized that charge instabilities developing in a mixture of outflowing combustion
products make some contribution to the mechanism of engine electrification in jet engines.
Investigations are carried out which support this hypothesis.1987 American Institute of
Physics[S1063-784297)00308-3

INTRODUCTION a picture of engine electrification indicate that the conven-
tionally used models of these characteristics are fundamen-

The electrification of jet engines is a phenomenon that isally incapable of discriminating between alternative choices
still in need of a physical interpretation. The most frequentlyas to the physical causes of engine electrification.
advanced concepts of engine electrification as a process es- The overall situation clearly suggests that analysis is
sentially caused by the removal of electric charge from thdimited to the processes taking place in the volumes of com-
chambers in the form of electrically charged volumes of gaustion products adjacent to the chamber walls and to the
from regions adjacent to the walls in the outflow of weakly removal of electricity from the chambers by barely mobile
ionized combustion products into the surrounding space carbon-containing particles of unburned fuel, it is diffioifit
have difficulty accounting fofand may even be inconsistent not impossiblg¢ to put forward scientifically substantiated
with) many of the general characteristics observed in experieoncepts of engine electrification.
ment. Without dismissing the contribution of the factors con-

In particular, this model is not supported by investiga-ventionally taken into account in the mechanism of engine
tions of the downstream distribution of the charge removectlectrification, it is suggested in the present paper that mod-
from the chamber of a jet engine: the observed distribution®ls of engine electrification may be constructed to include
of the exhaust currents do not reveal any preferential concephenomena reflecting the evolution of charge instabilities in
tration of charge in the peripheral layers and correspond t@a weakly ionized mixture of combustion products flowing
the cross-sectional distributions of electrical charge in jetsut of the combustion chambets.
with a unipolar ionic chargd.

T_he general features of the identified dependences of thl\enODEL MECHANISM
polarity of the charge extracted from the chambers on the
engine operating conditions are difficult to explain in terms  We start from the fact that the known experimental data
of these concepts. For instance, experimental investigationsn engine electrification suggest that there is some mecha-
of engine electrification have convincingly demonstrated thahism which not only leads to a contribution to engine elec-
high-temperature operation generally leads to the removal dfification from the entire stream of combustion products
positive charge from the chambers. At the same time, irflowing out of the chamber&nd not only from the periph-
low-temperature operatiofgenerator modesit is negative eral layers adjacent to the chamber wallat also causes the
charge that is most often found to be expelled from theelectrification process to depend on the operating character-
chamberg istics in a manner that cannot be explained by the conven-

Another approach has been developed in which the pheional reasoning.
nomenon of engine electrification is attributed to the charged In this context, it is assumed that, under the conditions
particles being “frozen” in the combustion product mixture, prevailing in the chambers of jet engines, the combustion
i.e., as being due to their low mobility, on the assumptionproducts form predominantly a weakly ionized gaseous me-
that the charge carriers in the chamber are predominantlgium which is subjected to an intense acoustic perturbation
small carbon-containing particles of unburned fuélow-  as it flows out into the surrounding space. In view of Ref. 5,
ever, engine electrification as a phenomenon is characteristitis natural to expect that the outflow of combustion prod-
of a whole range of jet engines, including some not usingucts from the chambers into the surrounding space will be
carbon-containing substances as ffel example, those us- accompanied by the evolution of charge instabilities in the
ing hydrogen fuel Moreover, the experimental observations medium. The characteristics of the expected manifestations
of engine electrification do not reveal any fundamentalof these charge instabilities in the form of erosion currents
changes in its behavior related to the presence or absence arfising in the stream could be of particular interest in this
carbon-containing components in the fiel. regard.

In other words, a comprehensive explanation of the ob-  Let us construct a system to describe the outflow of com-
served characteristics of engine electrification has not ydbustion products. The description is based on the concepts of
been formulated. The combined results of attempts to obtaithe three-fluid model.Note that among other advantages,
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this model eliminates the need to make a detailed estimate of n—-1

the mixture composition: both the individual characteristics
of a composition and the possibility that they may differ

n

Prn, ©

Po

T=T0(

substantially can be taken into account by specifically deterand also by a relation for the expansion of the nozzle as a

mining or, alternatively, by varying over a wide range, onefynction of the relative pressure in the stream and the char-
of the important characteristics of ionized media — the ef-acteristic of the process

fective ionization potential.

Adopting the notation of Ref. 5, assuming that the prob-
lem is steady-state, and using a one-dimensional representa-
tion, we determine the composition of the system using the F=

equations of motion for the electron component

U, eng ap
me”eue_axe’L_M (Ue—Ua)+—&Xe—eneE=O, (1)
e

and for the ion component

t?Ui en Ip;
miniUi&_X‘l‘I(Ui_ua)‘l'ﬁ_eniE:O (2)
I

the Saha ionization equilibrium condition for a three-fluid

medium of arbitrary composition, expressed in the form

«n 6.66679 L i =0 (3
(1—a)(1+p) e A
expressions for the mass-averaged density

Mmen+mat+my(l—a) p

p=" 1+79 k_T:O’ @
and velocity
Us| 4+ gy T2 g Uy iy
S E( @) e Ve
ma
—EUa(l—a)ZO 5

of a three-fluid medium, the equation of flux continuity
e SRR e W 6
psF — -~ tpsUs - +UsF ——= (6)

the electric charge conservation law
OF  —djy

UsF 5+Jk5+ X 0, (7)

1
2 \a=1/n—1\9%
” AFI705- (10)
Py (P
(Po (Po

To close the system and to ensure the possibility of using
the formalism developed in Ref. 5 to obtain quantitative es-
timates for the stated problem, we adopt the following form
for the characteristic pressure distribution over the length of
the supersonic part of the nozzle of a jet engine:

pa T
p=p* o (19)
Herex € [0, L,] is the linear coordinate,

2
n+1

(=1
p*=Pq

is the pressure at the nozzle throat. The systBm(11) was
thus used to obtain an electrogasdynamic description of the
outflow of combustion products from the chamber of a jet
engine. The electrical coupling between the stream and
nozzle walls is neglected.

NATURE OF THE INVESTIGATION AND RESULTS

The system(1)—(11) was used to study the characteris-
tics of the supersonic part of the stream during the outflow of
combustion products from the chambers. It was assumed that
the electrophysical parameters of the combustion product
stream in the throat cross section of the nozzle are unper-
turbed, i.e., they are consistent with the general conditions of
quasineutrality and are characterized by the absence of any
internal electric fields.

With allowance for these physical concepts, a difference
scheme was formulated using the initial integration condi-

and the Poisson equation for the electric component of thggns

field

&_X_s_o 1+77k_T:O' ®

Using the relations between the parameters, and also the
expressions for the mobilitieg, and w; of the components,

x=0: Ug=U;=U,=Us=[nRTy/(n+1)]%=W* =a*,

a:n:f(T*;p*,V), EZO, pzzp*’ p:p*’

T=T*, F=1

The problem was thus reduced to numerical integration

and the densities of the excess chaggand the convective of the systen(1)—(11) in the rangexe[0, L,], whereL, is
currentj (Ref. 9, the system is reduced to eight linear, the length of the supersonic part of the nozzle. At each step

independent equations for eleven unknowds:;, U;, U,,
ps, Us, a, », E, p, T, andF.

during the integration process, a check was made to ensure
that the condition mo&<E,4 was satisfied, wher&,, is

Equationg(1)—(8) are then supplemented by an equationthe breakdown strength of the electric fig¢ltbitrarily taken
linking the pressure and temperature of the medium for isento be 13 V/m). If this condition was not satisfied, the inte-

tropic flow

873 Tech. Phys. 42 (8), August 1997

gration was terminated.

V. A. Pinchuk 873



As in Ref. 5, an estimate was made of the complex char-
acteristics such as the exhaust current derjsitythe local _5
electric charge densitgq caused by the charge instability, 10
and the degree of degradation of the quasineutrality of the
mediumé. The specific conditions for the calculation variant
were determined by defining the pressixgin the chamber,
the pressurep, of the combustion products in the nozzle
edge cross section, the temperatdig of the combustion
products in the chamber, the outflow characteristjcthe
ionization potentiaV for the conditions of a three-fluid me-
dium, and the nozzle length, . The input parameters for the
calculations were varied widelyPye(0.3,5) MPa, p,
€(0.05,0.5) MPa,Tye(1500,3500) K,ne(1.1,1.4), L,
€(0.5,1.5) m, andV e (6,16) V. However, it was ensured
that when selectind®y and p,, the conditionP,/p,<10
was satisfied. At present there is no commonly held, defini-
tive view as to how far the composition of the combustion b
product mixture flowing out of the chambers of real jet en- 10¢
gines corresponds to the ionization equilibrium conditions as
given by Eq.(3). Thus, the calculations using this technique
were duplicated with calculations in which the degree of ion-
ization over the nozzle length was considered to be “frozen”
(other conditions being equal, the Saha equation was only
used in these cases when formulating the initial conditions
for the numerical analysis; this condition was subsequently
dropped when integrating the system

The general results of the numerical analysis justify the
validity of considering engine electrification as a phenom- i
enon which reflects the evolution of instabilities in the bulk 0 04 0.8
distribution of electric charge in a weakly ionized mixture of z, m
combustion products flowing out of the chambers.

In fact, the solutions reveal that over the entire range oFIG. 1. Current density distribution over nozzle length as a function of
input parameters, nonzero exhaust currents are necessar"l‘lﬂ)“luge \59mp0|iiti?”'°o'=l0-4é\/'§aszo=13605003KrPigg-iMP;"'S-fldg m,
formed in the streams of combustion products flowing out ofg. == " ™ ¥ 8 T T 14805 15006 —
the nozzle, and these give rise to macroscopic formationgs so 7 — 16.00, and® — 17.00.
with excess electric chargéut quasineutraland internal
electric fields.

In general, the results indicate that either positive orreflect the general features of the results. In the rangg,of
negative electric charge may be carried out of the chambersnd v levels covered by these investigations, three charac-
as a result of the evolution of charge instabilities in outflow-teristic regimes of combustion product outflow from the
ing combustion product streams. Other conditions beinghambers of jet engines can be identified in particular. The
equal, the probability of the extraction of positive chargefirst regime is characterized by stable extraction of positive
increases with decreasing ionization potential or increasinglectric charge from the chambers along the nozzle length.
mixture temperature, while the probability of the extractionThis regime is established when high-temperatoreeasily
of negative charge increases with increasing ionization poionized combustion product mixtures flow out of the cham-
tential or decreasing temperature. The general nature of thger and may be arbitrarily assigned to the “chamber” group
results stays the same regardless of the calculation varia(Figs. 1a and 2a
(equilibrium or frozen outflow in terms of degree of ioniza- The second characteristic group of regimes exhibits
tion). stable extraction of negative charge along the nozzle length

Figure 1 shows specific distributions of the exhaust cur-and is established when low-temperatdbarely ionizable
rent density along the nozzle length, obtained from thesenedia flow out into the surrounding space. These regimes
solutions. These curves also show how the polarity of thenay be arbitrarily assigned to the “generator” gro(figs.
electric charge carried out of the chamber with the combusib and 2h.
tion product stream depends on the composition of the out- Finally, the third, transition, group of regimes exhibits
flowing medium, as was noted above. Figure 2 gives thesome uncertainty as to the sign of the charge carried out of
extracted current density as a function of the temperature dhe chamber with the combustion product stream. The distri-
the combustion products, keeping other conditions equal. butions of the flow parameters over the nozzle length, which

Although these curves are plotted for ionization equilib-determine the evolution of charge instabilities in the stream
rium outflow, they are nevertheless typical, and as a wholeand the local electrophysical properties of the combustion
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the overall mechanism of engine electrificatidat least
among those conventionally taken into account by known
models.

Confirmation that charge instabilities formed in the out-
flowing combustion product mixture contribute to the
mechanism of enginé.e., caused directly by the operation
of the enging electrification is also provided by comparing
the general characteristics of the experimental observations
of engine electrification with predictions from the present
results.

Although there are generally very few known experi-
mental studies of engine electrification, it should neverthe-
less be acknowledged that specialists at the Kazan School of
Science(V. E. Alemasov and A. F. Dregalirhave produced
extremely reliable results in this field taking into account an
extensive, complex range of factors, some of which are re-
ported in Refs. 2, 4, and 6. We note the general features of
these results.

Unique experimental results of investigations of the
characteristics of engine electrification obtained in tests on

Js Aim?

N -
E ¢ liquid-fueled jet engines utilizing different fuel mixtures,
<“ g carried out using a specially equipped test rig, were reported
™ 4 in Ref. 4. In particular, it was established in Ref. 4 that there
3 are three characteristic regimes of engine electrification. The
0" first is achieved when the engine becomes negatively
2 charged as a result of positive charge being carried out of the
chamber with the outgoing stream. This regime is mainly
. 1 typical of high-temperature operatioietermined by fuel
] 0.4 0.8 1.2 component ratios in the chamber being approximately sto-
z, m ichiometrig. The engine electrification characteristics under

these conditions are stable. During operation the engine ac-
FIG. 2. Current density distribution over nozzle length as a function ofquires and stably retains a negative potential with respect to
temperature in chambelP,=0.4 MPa,vV=9 V, p,=0.1 MPa,L,=1.0 m, ground.

gfgagéy};fo_r gétl)(; é?g?f:ﬁ%%?f:f:g&;: 13588”2:338& Conversely, low-temperatur@enerator operation, ac-
and5 — 2100. cording to Ref. 4, is characterized by the removal of negative
charge from the chamber. The engine then becomes posi-
tively charged. It acquires and stably retains a positive po-
products as a whole, have a nonunique character for the variential with respect to ground.
ous realizations of this group of regimes, which fully reflects ~ Finally, the existence of a regime of unstable potential
the complex mechanisrtvia the evolution of well-defined formation is identified, where the sign of the chalgeten-
charge instability in the streanof reversal of the charge tial) extracted with the stream changes. It is observed that the
extracted from the chamber during the outflow processibsolute levels of the electrophysical characteristics of en-

(Fig. 3. gine electrification in this region are many times greater than
In other words, as in Ref. 5, it is observed that in thethose of the inherent stable regimes and also vary in sign.
region where the sign of the exhaust currents reve(ses, These general characteristics of engine electrification

for example,j=f(V)|To=const in Fig. 4, the dependence therefore show complete qualitative agreement with the
j=1(To)|V=const is similay, the electrophysical character- present resultsFigs. 1-4. The more specific results also
istics of the charge instabilities estimated by the solutions noagree with the known observations.
only increase abruptly in absolute value, but their directions It was observed in Ref. 6 that the region of unstable
become highly indeterminatéunder these conditions, the regimes becomes larger as the expansion ratio of the out-
charge instability may described as “catastrophicThus, flowing medium increases. This is also confirmed by the re-
the observed pattern reflects the general behavior of instabilsults of the present numerical calculations. Agreement may
ties in bulk distribution of electric chargewhich develops be noted between the results of the observafidmsd the
in weakly ionized media as a result of parametric transiencextracted charge distribution over the stream cross section
(which, in this particular case, is caused by the outflow  taken into account initially. In other words, comparisons re-
These results support the initial assumption that chargeeal a qualitative analogy between the nature of the predicted
may be carried out of the chambers as a result of the evoluengine electrification assuming that charge instabilities make
tion of charge instabilities in the outflowing combustion a decisive contribution to the mechanism, and the general-
product mixture, and therefore confirm their contribution toized results of the experimental observations.
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Thus, the results as a whole support the assumption thaiccurately treated as an effect reflecting the evolution of in-
the phenomenon of motive electrification reflects the evolustabilities in the bulk electric charge distribution of the com-
tion of instabilities in the bulk electric charge distribution of bustion products flowing out of the chambers. Further theo-
the combustion products flowing out of the chambers of jetretical and, particularly, experimental investigations are

engines. needed to determine in greater detail the importance of the
relative contribution of charge instabilities to the mechanism
CONCLUSIONS of engine electrification and to obtain a generally deeper un-

Theoretical analyses using the three-fluid model havéjerstanding of the concept; of engine electrif'ication \{vithin

confirmed that engine electrification in jet engines can b he proposed model. In particular, the me_chanls_;m for I_|m|ta-
tion of the charge accumulated at the casing of jet engines as

a result of engine electrification requires detailed study under

flight conditions.

The author would like to thank G. E. Skvortsov for help-
ful discussions and pertinent observations which were of par-
ticular assistance to the author in the final preparation of this

manuscript for publication.
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Capillary oscillations and Tonks—Frenkel instability of a liquid layer of finite thickness
A. I. Grigor'ev, S. O. Shiryaeva, V. A. Koromyslov, and D. F. Belonozhko

Yaroslavl State University, 150000 Yaroslavl, Russia
(Submitted April 3, 1996
Zh. Tekh. Fiz67, 27—-33(August 1997

A dispersion relation is derived and analyzed for the spectrum of capillary motion at a charged
flat surface of viscous liquid covering a solid substrate with a layer of finite thickness. It

is shown that for waves whose wavelengths are comparable with the layer thickness, viscous
damping at the solid bottom begins to play an important role. The spectrum of capillary

liquid motion established in this system has high and low wave number limits. The damping rates
of the capillary liquid motion with wave lengths comparable with the layer thickness are

increased considerably and the Tonks—Frenkel instability growth rates are reduced compared with
those for a liquid of infinite depth. @997 American Institute of Physics.
[S1063-78497)00408-X

INTRODUCTION vector of thez Cartesian coordinatend thex axis lies in the
direction of motion of a plane capillary waveexp(st+ikx).
The instability of a charged liquid surfacéfonks— We also assume that ttze=0 plane coincides with the free,
Frenkel instability of finite depth must be considered in unperturbed surface of the liquids (is the complex fre-
various scientific, technical, and technological applicationsquency,k is the wave numbert is the time, and is an
Such applications include the stability of a water layer on theémaginary unif. Let us suppose that the function
surface of an ice cor@melting hailstongin a thundercloud &(x,t) = &expt+ikx) describes a small perturbation of an
or in a vacuum type of liquid mass spectrometer, and thequilibrium flat liquid surface induced by thermal capillary
stability of a layer of liquid metal in liquid-metal ion sources, wave motion of extremely smalkg~ (kT/y)Y?) amplitude,
where electrospraying takes place from the lateral surface affherek is Boltzmann's constant is the absolute tempera-
the emitter needle along which liquid metal is suppliede ture, andU(r,t) is the velocity field of the liquid motion
Ref. 1. It is therefore of interest to calculate the capillary induced by the perturbatiof(x,t), having the same order of
oscillations and electrostatic instability of a liquid layer of smallness.
finite thickness. A similar problem was considered in Refs.  To simplify the following reasoning, we cast all the
2-5 but some problems were not resolved: in Ref. 2 therguantities in dimensionless form to their characteristic val-
was an error — one term was lost in the dispersion relationues, takingg=p=7y=1,
In Refs. 3-5, the authors only considered asymptotic cases. 1 5\ 14 1
Situations with high-viscosity and zero-viscosity liquid lay- d @) 5 2(7_) K 2(@>
ers of extremely large and very small thickness were ana-  *\ y T oy )
lyzed in Ref. 3, but the asymptotic expression of the disper-
sion relation for thin layers of liquid was written incorrectly. . pg° _ \/—
Intermediate situations of the greatest interest for practical Sk = 7 - Wa=vpgy.
applications were not considered. In Ref. 4 the approxima- ) ) i )
tion of an ideal liquid was used to study the influence of the . 1he linearized system of hydrodynamic equations for a
disjoining pressure on the stability of a charged thin ”quidwscous liquid (we retain the previous notation for all the

layer. In Ref. 5 the problem was solved for thin layers Ofdimensiqnless quantitigsdescribing the liquid motion in
low-viscosity liquids. this particular system, has the form

1/2

1. We propose to calculate the spectrum of capillary 5y 1

waves on a flat charged surface of an ideally conducting i l—)VP(U)+ vV2U+g, (h)
liquid of finite depthd, bounded by vacuum, having the den-

sity p, viscosity v, and surface tensiory, exposed to the div U=0, 2)
gravitational fieldg and an electrostatic field. The upper me-

dium has the permittivity. The strength of the electric field z=—-d: U=0, 3
E at the liquid surface is determined by the potential differ-

ence between the electrodes: a lower electrode positioned at ,_ - _ IE(xX, ) +U.=0 (4)
z=—d, covered by a layer of liquid maintained at the poten- ot £

tial ®,=0, and a parallel counterelectrode, separated from

the liquid surface by the distanteand having the potential z=0: n-(rV)Ut7(n-V)U=0, ®)
bo=V. . _ z=0: —P(U)+pgé+2pwvn-(n-V)U

We position a Cartesian coordinate system such that the
z axis is directed vertically upward,|—g (n, is the unit —Pe(&)+P,(£)=0, (6)
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div Ei=0, Ei=—V<I>i (izl, 2, (7) ) &f_&_go+&l//

z=0: —= -, (17)
7 —d: dy=0, ® gt 9z Ix
z=b: ®,=V ) o  PV_7Y
D D=V, 2——+———=0, (18
IXIZ  gx?  97°
z=¢ di=d,, (10
where P(U), Pg(§), and P,(§) are the corrections to the p—¢+pg§+2pv[ ”72_@_ ‘92_'/’]
pressure of the electrical forces and the pressure of the sur- = Jt 9z% X9z

face tension forces caused by the surface perturbgtibav-
ing the first order of smallness i (Refs. 6 and ¥, n and 7 —Pe(§)+P,(§)=0. (19

are_the unit vectors of the n_ormal and the tangent to thgpe system(12)—(14) with the boundary condition15)—
liquid surface, and the subscripts “1” and “2” refer to the (19) js the hydrodynamic part of the problem in scalarized
liquid and the external medium, respectively. form.

2. The two-dimensional nature of the probléthe per- In order to satisfy the dynamic boundary condition for
turbation of the gurface profil&(x,t) and the.fleIoU(r,t) are  the normal components of the stress terd®), we need to
assumed to be mde_penden_t of the coordingtallows thfe use expressiofA19) for Pg(£) obtained in the Appendix
problem to be scalarized using the Helmholtz theorem, introg g the known expression for the correction to the pressure
ducing the velocity field potentiap(r,t) and the stream o the surface tension forceB,, which has the following

function ¢(r,t) (Ref. 6, form in the linear approximation with respect §aRef. 6)
U= Nl(p"‘ Nzl/l (926
~ ~ Po’(é")% - 0-_2-
N;=V; N=[VXn], (11 X

3. Bounded solutions of the systefh2) and (13), peri-
odic in x, will be sought in the Cartesian coordinate system
in the form

wheren, is the unit vector of the Cartesian coordin;ﬂ;eN1

and N, are vector differential operators satisfying the or-
thogonality relations and the commutation conditions with
the Laplacian operator. The Hermitian operaltbr isolates ¢=(Cy sinhm2) + C, costimz))exp(st—ikx), (20
the potential component of the motion, while the anti- . .
Hermitian operatoN, isolates the solenoiddvortex com- ¥=(Cs sinN(q2)+C4 coshigz))expst=ikx),  (2)
ponent. whereC,4, C,, C3, C,4, ands are complex quantities.
Substituting the expansigil) into the vector equations Substituting Eqs(23) and(24) into the boundary condi-
(1) and (2) and taking the eigenvalues of the operatorstions (15—(19) yields a homogeneous system of five linear
N;-N, andN,-N; to be nonzero, we obtain the system of algebraic equations for the unknown constadis C,, Cs,

scalar equations Cy4, andé,
01# GC1+2quC3+ Fé:o:O,
— —vV?y=0, (12
ot 2p1kCy+GC,=0,
2
VZp=0, (13 —C, sinh(kd) +C, costikd)— C5 sinh(qd)
(9 =
P(U)= ¢ —poz (14) +C, coshiqd)=0,

—p—
ot
kC, coshikd)—kC, sinh(kd)+qC5; coshqd)
Having substituted the expansié¢hl) into Egs.(3)—(6), —qC, sinh(qd)=0,
we transform the boundary conditions for the vector velocity C,+Cy—sEg=0
field U(r,t) to give the boundary conditions for the scalar 27 o=
functionse(r,t) andy(r,t). Condition(3) on the lower elec- where
trode is transformed to give
14
G="C(+ D), q?=Ke+siy,

_ L e 9y
z=-d: -0, (15) 2

F = pg+ k- “20k cottikb)
d d =pgTyK"— ——KCO .
LAY (16) am

9z ax - . .
A necessary and sufficient condition for the existence of

a nontrivial solution of this system of equations is that its
Conditions (4)—(6) on the free liquid surface have the determinant, consisting of the coefficients of the required
form guantitiesC; and &, should be zero,
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G 0 2pvQ 0 F

0 2pvq 0 G 0
—sinh(kd) coshkd) —sinh(qd) coshqd) 0| =o0.
k cosikd) —k sinh(kd) g coshiqd) —q sinh(qd) O

0 1 0 1 —S

This condition gives the dispersion relation for the spec-which is an identity because of the known relation between
trum of capillary liquid motion in the system being analyzedthe hyperbolic sine and cosine. Thus, the simplest obvious
solutions of Eq(22) ares=0 (q=k) ands=—vk? (q=0).

Aqk?(k?+ %)+ (k?+ %) The number of nontrivial roots of the dispersion relation for
X (k sinh(kd)sinh(qd) —q costikd)cosrqd)) the case where the viscosity and depth of the liquid layer are
nonzero bounded quantities, is an infinite denumerable set.
+4k3q(q sinh(kd)sinh(qd) The first two membersgin order of increasing real compo-
nentg of this set determine potential-vortex motion similar
—k costikd)cosiqd))— ik)(q coshqd)sinh(kd) to that existing in an infinitely deep liquid, while the others
v? determine aperiodically damped vortex motion formed as a

result of interaction between the flows and the bottom.

—k coshikd)sini(qd)) =0, We now consider the transition from this situation of a

Z(K)=k+k3—WI coth kb), !iqyiq layer of finitg depth with a solid flat bottom to an
infinitely deep liquid. Ford—oe: cothkd)—1, cothd)—1
cE2 and the dispersion relatiof22) may be written as
=——, Eg=-V/bh. (22
am 3 2 2 Z(k)
(\/k2+S/v—k) 4k \/k2+S/v—(2k +s/v)c— —— =0.
In the limiting case of an infinitely deep ideal liquid, Eqg. v
(22) is written quite simply (23
K The nontrivial solutions are determined by the factor in
s?=—(eE3k coth'kb)— pg— yk?) braces. It is easy to see that on going to the limit of an
p

infinitely deep layer, the trivial solutioe=0 is retained but

and determines the critical conditions for the establishmenth€ infinite denumerable set of nontrivial solutions is reduced
of Tonks—Frenkel instability. This relation is similar to the to four, of V\_’h'Ch only two lie on t_he upper S_hEEt of th?
expression derived in Ref. 7 for an ideal, ideally conducting!VO-Sheet Riemann surface on which the entire expression
liquid, and only differs by the factor cotkig), which allows (23) is determined, and thus are observable.
for the finite distance from the upper electrode. This, at first N the approximation of a liquid layer of small depth
glance, minor circumstance leads to some interesting physfl <1, we assume that the produpd is small and in Eq(22)
cal consequences and specifically indicates that the criticdV® t@ke cosifd)~1 and sinhgd)~qd, so that Eq/(22) can
conditions for the establishment of instability of a chargedVe rewritten as
liquid surface depend on the distance from the upper coun-
terelectrodéh, and this dependence becomes appreciable for | /k2+ s/,,| 4k?
k comparable td.

4. We briefly analyze the dispersion relati¢??2) and x (kd sinh(kd) — cost{kd))
consider some of its asymptotic forms. It is easy to see that if

2
S S
2K+ —) +| 2k?*+ —)
14 14

(k,q) is a solution of Eq(22), then k,—q) and k,q) are S .

also solutions of Eq(22) because of the properties of hyper- +4K%| | K2+ 2 d sinf(kd) —k cosr(kd))

bolic function§ (q is the complex conjugate @f). A trivial

solution of Eq.(22) is g=0. In addition,q=k is always a Z(k) .

solution of Eq.(22). In fact, substitutingg=k into Eq. (22) T2 (sinh(kd) —kd costikd)) ( =0. (24)

gives the equality

It is easy to see that the simplest solutions of are
89°+4q*(q sintf(qd) —q cost(qd)) y P £2p)

retained.
+4q*(q sint?(qd)—q costt(qd)) If we assumekd=~qd (i.e., if the analysis is performed
in the vicinity of the solution s=0), the terms
Z(k) _ kd sinhkd)~k?d®> should be neglected in Eqg24) and
- 7(q coshqd)sinh(qd) coshkd)=1 should be assumed. In this approximation, we
obtain a dispersion relation which only has the simplest so-
—q coshqd)sinh(qd)) =0, lutions

879 Tech. Phys. 42 (8), August 1997 Grigor'ev et al. 879



q(k*-g*?=0.

o051 2
The nontrivial solutions of Eq(24), determined by the
factor in braces, are the roots of a quadratic equations and 1 2 3
can easily be written as 0 74 1
————— g~
S1.=—2k?v(1+AB) N

Re s
S
(<9
1

+ \Jak*1?(AB—2A—1)—Z(k)AC,

A= 1/(dk sinh(kd)—coskd), B=1+dk sinh(kd), Lok \ 7
C=dk coshkd)—sinh(kd). \ s

Thus, in the thin layer approximation both of the sim-
plest solutions and only two nontrivial solutions are retained,

which may be real or complex depending on the values of

the physical parameters, i.e., they may determine aperiodic U

and wave potential—vortex motion, similar to the motion in

an infinitely deep liquid. Aperiodically damped vortex mo-

tion associated with the presence of a bottom does not occur

in this approximation. g 1
7 2
/

Ims

Since an attempt to go to the limit of an infinitely thin
layer, wherekd~qd (for sinhkd)~kd, coshkd)~1 (d—0)),
yields a dispersion relation having only trivial solutions, we
analyze this case, retaining small quantities up to the third
order of smallness

' 3d3 k2d2 -1
sinh(kd)~kd+ ——, coslitkd)~1+ ——.
6 2 FIG. 1. Real and imaginary components of the dimensionless freqsesfcy

. . . . the capillary wave motion as a function of the dimensionless parariéter
We substitute these expansions into E2g) and write characterizing the electric field pressure on the free liquid surfaeetO,

the resulting equation in a form which explicitly conta®is k=1, ,=0.1, andd=5.

s Z(k)kd3]

E\/k2+s/v[Ed—2 E+4k2 +—+
v 2 viv v 2 greater than 3 and with ordinates whose absolute value in-
) ) i . creases with increasing branch numbtig. 1), unlike the
It can be seen that this equation contains the two SiMgjgnersion relation for a liquid of infinite degitvhose spec-
plest solutions and two nontrivial solutions determined by &, of capillary motion is described by curvés3 in Fig.

quadratic equation with coefficients which depend on differ-; F.om the mathematical point of view, this circumstance

3v

ent powers of the small parameter arises because hyperbolic functions of the complex fre-
d2 s Z(k) guency appear in the dispersion relation in this situation.
s —+ —(1+2d%k?) + — kd*=0. (25  From the physical point of view, the appearance of an infi-
ve v 3v nite family of aperiodic, strongly damped motion is caused
Both roots of Eq.(25) by reflection of the moving liquid from the bottom. Curge

in Fig. 1 determines the growth rate of instability of a
B charged liquid surface in the region Re-0 (the growth rate
S127 of Tonks—Frenkel instability Curvel describes the damped
wave motion. Curve3 together with part of curv@ deter-
1 2 mines the damped aperiodic motion of the liquid in the re-
= \/V2<¥+2k2 — z3Z(kkd, (26)  gion Res<0. All new branches of the dispersion relation
compared with the case of an infinitely deep liquid determine
like the solutions of Eq(24), which reduce to expressions strongly aperiodically damped vortex motion.
(26), describe the potential-vortex motion of the liquid. The influence of the finite layer thickness on the param-
A striking feature of this analysis is that all the solutions eters of the liquid motion becomes substantial when the
of the dispersion relation for a liquid of any finite depth arethickness is comparable to the wavelength, as can be seen
determined on the upper sheet of the Riemann surface arftbm Figs. 2 and 3, which give the complex frequency as a
theoretically may be observable. For a liquid of infinite depthfunction of the wave number for subcritical and supercritical
there are also nonobservable solutions determined on thelues of the electric field at the liquid surface. Figure 2b
lower sheet of the two-sheet Riemann surface. gives the left-hand side of Fig. 2a on a larger scale to show
A numerical analysis of the dispersion relati(®?) re-  how the transition takes place from a state of stable capillary
veals that this has an infinite single-parameter family of sodiquid motion to Tonks—Frenkel instability, which is
lutions (there is an infinite number of branches with numbersachieved folW>2. The part of brancl2 tangent to the ab-

1
2
@‘FZK

2
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FIG. 2. Real and imaginary components of the frequenag a function of the wave numblerfor b=10, »=0.4,d=1, andW=2 (a) and left-hand side of
Fig. 2a at higher resolutiotb).

scissa ak=1 rises above it and gives the growth rate of thewavelength, this increases the damping rates of all the
Tonks—Frenkel instability, as can be seen from Fig. 3, wherelamped liquid motion and reduces the growth rate of the
Re s=Res(k) is plotted forW=4. Tonks—Frenkel instability. A decrease in the thickness of the
Figures 4 and 5 give the complex frequency as a funcliquid layer also narrows the spectrum of established wave
tion of the liquid layer depthd for k=1 for subcritical motion by imposing high and low wave number limits. The
(W=1.9) and supercriticalW/=2.02) values of the electric spectrum of wave numbers characterizing the motion in-
field at the liquid surface. It can be seen that the growth rateolved in the buildup of the Tonks—Frenkel instability also
of the Tonks—Frenkel instability, the capillary wave frequen-becomes narrower. The wave number of the most unstable
cies, and the damping rates of the aperiodic vortex liquidnode increases with increasing electric field strength at the
motion depend oml. This dependence is strongest bx2.  liquid surface and with decreasing layer thickness.
Calculations of the complex frequency as a function of vis-
cosity in the subcritical and supercritical regimes show thaf*PPENDIX
as the viscosity increases, the damping rates increase and the We shall calculate the electrical pressure on the surface
growth rate of the Tonks—Frenkel instability decreases.  of the liquid layer in the geometry described above. The
The fact that the condition for the existence of capillary
waves is influenced by the viscosity and the layer thickness
is also confirmed by the dependence plotted in Fig. 6 which
for k=1 (curve 1) and k=10 (curve 2) and a fixed layer
thickness, determines the characteristic viscosity for which
the capillary wave motion completely disappears. The points
lying above the curve correspond to the situation where there
is no capillary wave motion with the given wave number
while for those lying below the curve, such motion does
exist. It can be seen that the layer thickness has an appre-
ciable influence wherd<\ and a weak influence when
d>N\.

T

10

% K

CONCLUSIONS

This .analySis indicates that when the thiCkneSS.Of &IG. 3. Real component of versus wave numbek for b=10, »=0.4,
charged liquid layer decreases to a level comparable with the=1, andw=4.

881 Tech. Phys. 42 (8), August 1997 Grigor'ev et al. 881



0.5

0.2

Ims$

-0.2

FIG. 4. Real and imaginary componentssofersus liquid layer deptt for
k=1,b=10, »=0.1, andW=1.9.

mathematical formulation of the problem of calculating the

v
2r 1
1_
2
/ 1 |
g 3 6 d

FIG. 6. Viscosity versus liquid layer thickness for which capillary wave
motion ceases, fdp=10, W=0, k=1 (1), andk=10 (2).

z=b: ®,=V. (A3)
We shall seekb, in the form
P,=0 0+ ) (Ad)

where ®(© is the steady-state solution obtained %0,
®®) is a small correction t(®) caused by the deformation
of the surfacé(x,t) and having the same order of smallness.

Decomposing the boundary conditi¢A2) near the un-
perturbed liquid surface=0 in the linear approximation in
£and®®

P (0

electric field between the electrodes has the f@mr-(10). =0
Since it is known that there is no electric field in a conductor, Jz

it can immediately be assumed that the electric field potentiahng substituting EqiA4) into Egs.(Al), (A3) and(A5), it is

in the liquid layer is®, = const= 0. Thus, the problem is  aasy to obtain the problem to determine the potentials in the
reduced to the simpler one of determining the electric poten,ergth-orderd© and first-orderd () approximations

tial ®, in the region between the perturbed liquid surface

z=0: ®O+dpW+¢

(A5)

and the flat counterelectrode V2o9=0, (A6)
V2d,=0, (A1) z=0: ®0=, (A7)
z=¢ $,=0, (A2) z=b: ®O=yv, (A8)
V2=, (A9)

ol 7=0: dW=—¢ &(Z);O) , (AL0)

z=b: &Y=, (A11)

It is also clear thatb™) should be sought as a class of
functions, bounded and periodic i

The solution of the problem in the zeroth-order approxi-
mation has the form

®O=—-Eyz, Eo=-V/b. (A12)
We seek the solution in the first-order approximation in
the form

dV(x,2,t)= >V (x,2)expmt),

FIG. 5. Real component of versus liquid layer deptld for k=1, b=10, ] o ) ]
which, after substituting into Eq$A9)—(Al11l), gives

v=0.1, andW=2.02.
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(1) _ Eoé n=ikén,+n,,

=- m sinffk(z—Db)]. (A13)
Finally the solution of Eqs(A1)—(A3) apart from small, and retaining terms of the zeroth and first orders of small-
first-order terms has the form ness, it is easy to derive an expression for the momentum
Eoe flux density entering the liquidi.e., for the force acting per
__ 0 ; _ unit surface area
() Eoz+ Sinh(kb) sinHk(z—b)]. (A14)
For the projections of the electric field strength on the eE2

0,.
axis required to write the expression for the electric field — iknk=-g_—(ikén,+(1+2k¢ cothkb))n,).
pressure on the liquid surface, we find

ikE inlicati i
— of sint{k(z—b)], (A15) After. scalar.mulupllcauor.] of _thls v_ector by the r_10_rma|
sinh(kb) vectorn in the linear approximation with respect & it is
KE,¢ easy to derive an expression for the electric field pressure on
E,=Eg+ ———— coslik(z—b)]. (A16) the free liquid surface in this electrode system, induced by
sinh(kb) the perturbatiorg(x,t)
Near the unperturbed liquid surfa@e=0, the compo-
nents of the electric field strength vector on the perturbed sE(Z)
surface needed to use the dynamic boundary condition are Pg(¢é)= 8—(1+ 2k¢ coth(kb)). (A19)
written as T
E,=ikEy¢, (A17)
E,=Eo(1+kécoth(kb)). (A18) 1A, I. Grigorev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk Ser. Mekh.

.. . Zhidk. Gaz. No. 3, 31994.
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Capillary oscillations of a flat charged surface of liquid with finite conductivity
S. O. Shiryaeva, A. I. Grigor'ev, and V. A. Koromyslov

Yaroslavl State University, 150000 Yaroslavl, Russia
(Submitted April 10, 1996
Zh. Tekh. Fiz67, 34—41(August 1997

A dispersion relation is proposed and analyzed for the spectrum of capillary motion at a charged
flat liquid surface with allowance made for the finite rate of charge redistribution
accompanying equalization of the potential as a result of the wave deformation of the free
surface. It is shown that when the conductivity of the liquid is low, a highly charged surface
becomes unstable as a result of an increase in the amplitude of the aperiodic charge-
relaxation motion of the liquid and not of the wave motion, as is observed for highly conducting
media. The finite rate of charge redistribution strongly influences the structure of the

capillary motion spectrum of the liquid and the conditions for the establishment of instability of
its charged surface when the characteristic charge relaxation time is comparable with the
characteristic time for equalization of the wave deformations of the free surface of the liquid.

© 1997 American Institute of Physids$1063-784£97)00508-4

INTRODUCTION formulated problem, linearized with respect to the small
quantitiesU and ¢, has the forrf
In view of the wide range of different applications in JU 1

physics, geophysics, engineering, and technology, many ~— _ _ ~VP(U)+ »V?U; («h)
studies have been devoted to the laws governing the estab- at P

lishment of capillary wave motion at a charged liquid V.U=0: @)
surface' However, some particular aspects have not yet been

sufficiently well studied. This particularly applies to the in- z——»: U—O0; 3
fluence of the finite rate of potential equalization in a real

liquid on the characteristics of the establishment of capillar =0 - IEXY) =0

q piflary  z=0: +U,=0; (4)
motion and its stability. The few theoretical studies that have at
tak(_en into account the finite conductivity_qf the quL(lsbt_a,_ z=0: (I@-11Y)— pu[n-(+V)U
for instance, Refs. 295ave not fully clarified the specific

characteristics of the phenomenon. A preliminary analysis of +7(n-V)U)]=0; 5)

this probler has indicated that allowance for the finite rate )

of equalization of the electric potential in a real liquid first ~ 2~ 0 ~P(U)+pgé+2pvn-(n-V)U

?ncreases the order_ of the dispersion relation and segqnd, —Pe(&)+P,(£)=0, (6)
increases the damping rates of all the branches. In addltlon,h q h . h
when the physical parameters of the problem are vatieel where P(L,J)’,;E(E)' l_an.dP.,,(? are the COI’I‘fECtIOI’;S tq tf'eld
surface charge density, permittivity, and electrical conductivPressure inside the fiquid in the presence of an electric field,

ity) , the various branches of the dispersion relation becomg1e pressure of the electrical forces, and the pressure O,f the
deformed and reclose onto one another, which indicate§urface tension forces caused by the surface perturbtion

some change in the physical meaning of the liquid motionand havmg_ the first order of smallnessthand¢, n and =
established under the new conditions. are the unit vectors of the normal and the tangents to the
{iquid surface Il .= (e/4m)ELE,, E,, andE, are the normal

1. We shall calculate the spectrum of capillary waves ai . K
a flat surface of infinitely deep liquid, bounded by vacuum and tangential components of the electric field strength, and
' 'the subscripts “1” and “2” refer to the liquid and the ex-

having the densityp, conductivity vy, viscosity v, surface : .
9 w Yy yv ternal medium, respectively.

tensiono, and permittivitye, exposed to the influence of a . .
gravitational fieldg and an external electrostatic field whose .We_ supplement the.s.yste(ﬂ) —~(6) W'th. the equat|ons .
taking into account the finite rate of electric charge redistri-

strength vectoE, is perpendicular to the flat liquid surface bution accompanving equalization of the potential at the os-
(Eoll—9). We position a Cartesian coordinate system such panying eq P

that thez axis is directed vertically upward, perpendicular to cillating liquid surface,
the surface, and th& axis is parallel to the direction of divgE;=0; Ej=-V®; (j=1,2; (7
motion of a plane capillary wave. Let us assume that the

function &(x,t) describes a small perturbation of the equilib- z—on Bp—oBor zo—er Bi—0; 8)
r.iunj flat Iiguiq surface and)(r,t) is the'velocit'y field of the z=¢  Ey—eE=4mx; O;=0,; 9)
liquid motion induced by the perturbati@n having the same

order of smallness. 9%

z=§¢  —y(n-Ep)+(U-Vy)x+ 0;

The system of hydrodynamic equations determining the at

884 Tech. Phys. 42 (8), August 1997 1063-7842/97/080884-07$10.00 © 1997 American Institute of Physics 884



d
oX

d

VEE Wny,

ny+ (10
where®; is the electric potential and(x,t) is the surface
charge densityin the equilibrium statee(x,t)=x, = const:
47T%0: Eo)

Note that in the linear approximation with respect to
small quantities, the secoridonvective term in Eq.(10) is

dropped, since it has the second order of smallness because it

is proportional to the product dfJ(r,t) and the correction

x(X,t) to the surface charge density, appearing as a result of

deformation of the liquid surface and having the vatué.

2. Using a scalarization method described in detail in
Ref. 7, we express the velocity field as the sum of three
orthogonal fields

3
u(r,t) =E N, (r 1), (12
whereW(r,t) are scalar functions determined by the form
of the field U(r,t), Nj are vector operators satisfying the
orthogonality relations and the commutation conditions with
the Laplacian operator,

N;-Ne=0(for j#k); V2N;=N;V2 (j=1,2,3 (12
and have the form
N,=V; N,=Vxe,; N3=Vx(Vxe,). (13

The operatoﬂ‘ill isolates the potential component of the

liquid motion, andN, and N, isolate its solenoidalvortex)
components.

Substituting the expansiddl) into the system of vector
equations(1) and (2), and assuming that the eigenvalues of
the operators\;"-N; are nonzero, we obtain a system of
scalar equations equivalent tb) and(2)

v,

P(U)=—p—; (14
, 10V, ,

W= (1-8y)5 —2=0 (j=123. (15)

Having substituted the expansiéhl) into Eqgs.(3)—(6),

we transform the boundary conditions for the vector function

U to give the conditions for the scalar functiowg and after
simple transformations, we obtain

Z— — 0! \If1+¥=0;
My Vs 0; W,=0 16
Tz a2 2=0. (16)

The kinematic boundary condition at the free liquid surface

has the form

L9 ¥y PPV,
z=0: = 1
ot 9z NG (a7
885 Tech. Phys. 42 (8), August 1997

The boundary conditior{5) for the tangential compo-
nents of the stress tensor is split into two because the unit
vectors of the coordinate axeg ande, may be selected as
the tangent vector

(2)

p)
1
o) —pv—-

z=0: X

(I

(92
Fri

IX?

2
(2)
m(y)

o

v,
) +pv

axdz

z=0: (II

(18

The boundary conditiof6) for the normal component of
the stress tensor with allowance for E@4) has the form
[ 9z?

—Pe(§) +P(£)=0. (19

The systen{14) and(15) with the boundary conditiond.6)—
(19) is the hydrodynamic part of the problem in scalarized
form.

3. Suppose that the velocity field and the free surface
perturbation ¢ depend exponentially on the time:
U~expt), £é~expt), wherew is the complex frequency.
Then the solutions of systeid5) satisfying the conditions
(16) may be written in Cartesian coordinates as

PV, 9?2 g,

axz Jz

ov,
p——+pgé+2pv

z=0:
0 at

W (r,t)= f:dkBl exp kz)exp(ikx)exp(wt);

* w
\Ifj(r,t):j dkB, exp( \/ K?+ —z
0 14

Xexplikx)exp wt)(j=2,3),

(20

wherei is an imaginary unit.

The function£(x,t) describing the perturbation of the
liquid surface can also be expressed as an expansion in terms
of plane waves

Ex,t)= fo dkC exp(ikx)exp wt). (21

In Egs.(20) and(21) B; andC are constants, expansion
coefficients whose relation is determined by the boundary
conditions(17)—(19).

In order to satisfy the dynamic boundary conditidf8)
and(19), we use the expressions derived in the Appendix for
the electric parts of the tangential components of the stress
tensor(A15) and (A16), and for the correction to the pres-
sure of the electric forceBg (&) (Al4), as well as the known
expression for the correction to the surface tension forges
in the linear approximation with respect fo(Ref.

FE

pvE (22

o'(g)%_a-

Satisfying the boundary conditiond7)—(19) with al-
lowance for these relations, we can obtain the dispersion
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FIG. 1. Real and imaginary components of the dimensionless frequency
of capillary motion of a liquid as a function of the dimensionless parameter ~1|-
W characterizing the electric field pressutke surface charge densitgn
the free surface of the liquid, calculated fer=0.1 andy=0.1.

relations characterizing the capillary motion of the liquid. F'G- 2- As Fig. 1 forr=0.01 andy=0.1.

Note that we are dealing with two dispersion relations, since
the problem of determining the vortex motion described by U4
the functionW¥,(r,t) is completely autonomous, does not _ 14 _ ol
depend on the function¥ ,(r,t), ¥5(r,t), and &(x,t) (i.e., % =(pgo) ™, V*‘(E) .
has no influence on the formation of the liquid surface re-
lief), and leads to a separate dispersion relation. However he dispersion relatiof23) then has the form
we first consider the boundary-value problem fbj(r,t), k(K2+1)+[(w+2k2v)2—4(k2v)3’2\/m]
Wy4(r,t), and &(x,t).

Substituting the solutiong20) and (21) into the bound-

- 2
ary conditions(17)—(19), with allowance for expressions Ayt w(8+1){(4”7+“’8)+(“’+2k v)
(38), (39), and (22), we obtain a homogeneous system of
three linear equations for the coefficiers, B;, and C, —2(k?*1) "o+ vk?} =0,
which has a nontrivial solution when its determinant van- _ 2
) . " ) . X W=415j. (29
ishes — this condition also gives one of the dispersion rela-
tions It is easy to see that EqR4) has a higher order than the

dispersion relation neglecting the charge relaxation effétt

k (derived from Eq.(24) for y—<). In addition to the capil-
;(Uk2+QP)+[(w+2k2V)2_4(k2V)3/2Vw+ vk?] lary wave branches usual for a flat charged surface of ideally
conducting liquid, branches of damped liquid motion also
k2 477%(2) appear as a result of redistribution of the charge over the

4my+ we) liquid surface during its deformation. These branches are

logically called branches of charge-relaxation motion.
+(w+2k?*) = 2(k*v) "o+ vk =0. (23 The results of the numerical calculations using E)
for k=10, =100, and various values of the viscosityand
We now change to dimensionless variables whergonductivity y are illustrated in Figs. 1-4, which give de-
p=g=o=1. Then, all the quantitiefor which we retain  pendences of the real and imaginary components of the di-
the previous notationwill be expressed in fractions of the mensionless frequency on the dimensionless electric field

B F Adry+w(e+1) it

characteristic values pressure on the unperturbed liquid surface. It is easy to see
1o 3 14 3 14 that in addition to the b_ran_ches of capillary liquid motion
K :(@) o = Q) y :(ﬂ) usual for a flat charged liquid surfaderanchesl-3), other
* o) * o o o ' branches4—-7 of liquid motion also appear as a result of
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FIG. 3. As Fig. 1 forr=0.001 andy=0.1. .
FIG. 4. As Fig. 1 forv=0.001 andy=10.

redistribution of the charge over the liquid surface as it un-creases, the capillary-motion branchks3 ascend toward
dergoes deformation. The branches of the dispersion relatioime abscissa. It is interesting to note that in the range
lying on the lower sheet of the two-sheet Riemann surface od0.1<W=10.2, directly after branch has passed from the
which the dispersion relatiof24) is determined and thus not region of negative to positive ReatW=10.1, the instability
realizable in practice, are merely given in order of elimina-growth rate of the charge relaxation waves changes negligi-
tion in the figures, where this helps to understand the mearbly with increasingW up to W~10.2, remaining extremely
ing of the new branches. In Figs. 1-4 the curveswR¥) low. At W~10.2 the growth rate then begins to increase
are plotted for the range diV values containing the point rapidly with increasing/V.
where the capillary branch of tHe=10 mode is transferred A further increase in viscosityFig. 3) leads to a sub-
to an unstable state. stantially more complex structure of charge-relaxation and

The calculations shoviand it is obvious from the physi- capillary motion of the liquid as a result of the displacement
cal meaning that the finite rate of equalization of the poten- and reclosure of various branches of the dispersion relation
tial along the liquid surface has a substantial effect at lowand the appearance of new branches. For instance, bilanch
conductivitiesy. It can also be seen from Figs. 1-3 that theascends patrtially into the region B&-0 and closes onto
viscosity of the liquid plays an important role in the struc- branch4. Then, part of branch in the region Re>0 for
turing of its charge-relaxation motion and as the viscosityl0.1<W=10.2 lies below branci and is renumbered as
increases, the structure of these branches of motion becombganch6. Curve?, linking the point of intersection of curves
appreciably more complex. 1 and 4 with the point of intersection of curve€ and 4

Note that for an ideal, but real, conducting liquid, it is describes the growth rate of aperiodic instability which de-
impossible to allow exactly for the finite rate of charge re-creases with increasing surface charge der{gitth increas-
distribution during capillary motion of the liquid because theing W). To the right of the point of intersection of branches
charge relaxation motion is generated by tangential stressdsand6 is the start of branch, which passes from the region
at the liquid surface, which are neglected in an ideal liguidRew>0 to Rev<<0 and has an imaginary component, i.e.,
(at the free surface of an ideal liquid there are no boundarglescribing periodic wave motion, which increases with time
conditions for the tangential component of the stress tensorin the left part of branctb in the range 10.1AW=<10.195

A striking feature of Fig. 1 is that ag/ increases, the and decays in the right part in the range 104£98=<10.257.
charge-relaxation motiod becomes unstable and not the The end of the real part of brané&spawns two branches of
capillary motion brancl2, as is observed for an ideally con- aperiodically damped motiorisand 3.
ducting liquid. It can be seen from Figs. 1 and 2 that, other  Part of branchl lying in the region Re&>0 passes into
conditions being equal, as the viscosity of the liquid in-the region Re<0 at W=9.91. In the range
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FIG. 5. Real and imaginary components of the dimensionless frequency . . .
of the capillary motion of a liquid as a function of the dimensionless param-€Nd Of the real and imaginary components of brafcthis

eter y characterizing the liquid conductivity fos=100, W=1.98, and  branch is transferred to the lower sheet of the Riemann sur-
v=0.1. face. Brancl8 lies on the lower sheet of the Riemann surface
and is nonobservable. Braneh exhibits charge-relaxation

. . . . behavior, where the part of this branch in the regiomR®
9.91=W=10.15, brancfi describes oscillatory instability of describes aperiodic instability established in a narrow range

the capillary waves. FON'<9.91 brancfi describes damped ot conductivitiesy and characterized by low growth rates
cap|llary_ waves. _ . can be seen from Fig.)5

In Fig. 4 these dependences are plotted for a liquid of  Eigre 6 gives results of calculations of the capillary
substantially higher conductivity y=10. The curves mgiion of thek=1, »=0.1 mode for a supercritical surface

Rew~Ren(W) and Imv~Imw(W) in this case are close 10 ¢harge densityfor W= 2.05). The instability growth rate is
those for an ideally conducting liquid: brandhdescribes

damped capillary waves. Bran@+4 gives the growth rate
of the Tonks—Frenkel instability. Brand3 is a direct con-
tinuation of branchl and describes damped capillary waves.
However, in practice the motion determined by brafel3
is aperiodic, since the frequencies of this motion are substan-
tially lower than their damping rates. In one oscillation pe-
riod the amplitude of this wave decreases by more than an
order of magnitude. As a result of a further increase in the
conductivity v, the imaginary part of branch-3 disappears
for W corresponding to the point of intersection of cundes
and?2 and its real part numberedidescribes purely aperiodi-
cally damped motion. Thus, the region of physical character-
istics of liquids for which the finite rate of charge redistribu-
tion has a substantial influence on the spectrum of capillary
motion is limited by media having low conductivities.
Figures 5-7 give the real and imaginary components of
the dimensionless frequency as a function of the liquid con- 3
ductivity y for fixed W, ¢, andv. Figure 5 shows the calcu- 5
lated capillary motion associated with tike=1 mode for
v=0.1 and subcritical charge densifpr W=1.98). Branch =01
1 describes damped capillary wave motion. Brarilde-
scribes damped charge-relaxation wave motion. At the righkiG. 7. As Fig. 5 forw=2.05 andv=1.

Re @
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determined by branch. Branch 2 determines damped dispersion relation has the solutien=— vk?, i.e., the cor-
charge-relaxation waves while branchesnd 6 determine responding liquid motion is aperiodically damped with the
damped aperiodic motion. damping rate~k?.

Figure 7 gives the same curves as in Fig. 6, but for a  Itis easy to see that this type of motion does not depend
substantially higher viscosity=1. Branch7 lies on the on the finite rate of charge redistribution, as should be ex-
lower sheet of the Riemann surface. It is easy to see that thgected, strictly speaking, from the general physical meaning.
instability growth rate of brancl decreased substantially
with increasing viscosity and the range of existence of the
charge-relaxation waves was shifted toward higher conduc?ONCLUSIONS

tivity. The effect of electric charge relaxation makes the struc-
Note that this charge-relaxation motion is generated by qyre of the capillary motion spectrum of a liquid considerably
phase lag between the capillary motion of the liquid deform-more complex, leading to new capillary wave and aperiodic
ing the surface and the associated currents of redistributingyotion. For poorly conducting liquids, charge relaxation
charge, which dissipate energy as Joule heat. leads to the onset of periodic instability which is established
It is clear from the physical meaning of this effect that \when the electric field strength at the liquid surface is below
the change in the structure of the capillary wave motion dethe critical value for the Tonks—Frenkel instability, which is
scribed only occurs for those wavelengths in poorly conductessentially an aperiodic instability. The conditions under
ing liquids for which the characteristic relaxation time of the \which the viscosity relaxation effect has a strong influence
electric charger,=&/y is greater than or comparable with reduce to the requirement that the characteristic charge re-
the periodT, of the capillary wave motion laxation timer, should be of the order of or greater than the
characteristic time taken for equalization of the deformations
of the free liquid surface or the characteristic viscous relax-
The constraint>T is not too stringent and may be sat- 210N time213 This last constraint implies that the effect is

isfied for capillary motion of high wave numbers even for aimportar.\t for liquids WhiC'h are viscous in the sense of elec-
liquid such as water, which is commonly used in practicaltrospraymg from the meniscus at the end of a capillary, along

electrospraying, and is not considered to be a poor condud¥hich liquid is supp_llec_j toa dlscharge chambet’ Typical
tor. examples of such liquids are glycerin and cyclohexanol.

It is interesting to note that the frequencies of the capil-
lary and relaxation waves have qualitatively different depenappenpix
dences on viscosity: for capillary waves, the frequency de-
creases with increasing viscosity whereas for relaxation \We shall solve the probleit¥)—(10) which will allow us
waves, it increases. This behavior evidently arises becaud@ obtain expressions for the electric part of the tangential
the capillary wave motion is generated by a pressure changg@mponents of the stress tensbr{)—I1{") and the correc-
at the free surfacérom the mathematical point of view, it is tion to the pressure of the electric forcBg(¢) with allow-
generated by the dynamic boundary condition for the norma@nce for the electric charge relaxation effect, contained in the
components of the stress tensowhereas the relaxation dynamic boundary conditiond8) and(19).
waves are associated with the establishment of tangential The system (7)—(10) allows us to formulate the
stresses at the liquid surfaceith a change in the form of the boundary-value problem for the electric potentidis
dynamic boundary condition_ for the tangential components szbj:O (j=1,2), (A1)
of the stress tensprThe relation between the frequency and
the viscosity in the dynamic boundary conditions for the nor- z——: @, isbounded; ®,—®y=—4m7xyZ
mal and tangential components of the stress tensor is the

Ty=2m(pl(ak?+ gp— 4k k)2

. 1 od, 0P,
opposite. z=¢ x=—e————|; D;=Dy; (A2)
4. Let us now consider the boundary-value problem for 4m\on  on
the functionW,(r,t). From the second boundary condition Id, 9%
(18) for ¥, with allowance for the solutio20) and expres- z=¢&: Yo +(U-Vy)x+ e =0. (A3)
sion(A16), dispensing with the integration ovleby Fourier
transformation, we obtain We express the potentiadg; in the form of expansions
D=0+ 5D, (j=1.2), (A4)

=0. (25)

w

24
Bz< Ky K+ where®(®) are the potentials for the equilibrium state of the
system andb®; are the corrections caused by the perturba-

The condition may be satisfied in two ways:ly im-  tjon of the liquid surfacet, which are of the same order of
posing the constraint that all the coefficierBs vanish, gmaliness.
which is equivalent to equating the entire function to zero  gypstituting Eq.(A4) into the system(A1)—(A3), we

Wo(r,)=0; 2) by assuming that?,(r,t) # 0, in which it the boundary-value problems fdr{®) and 5®; sepa-
case the dispersion relation for the vortex motion of the lig-rate|y

uid, determined by the functioW,(r,t) is obtained by 2 = (0) .
equating to zero the expression in braces in &§). This VA(®;7)=0 (j=1,2; (A5)
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z——-x: ®P=const; Then, with allowance for Eq(A13) in the linear ap-

proximation we find
24w PP —4mxgz;

z=0: ®V=0Y;

2 - (0) (0) EO

V¥(6D)=0 (j=1,2); (A6) Pe=~PL +Pe(é), PY~2mxf= o

z——ow; 6b;—0; z—+w: §D,—0; (A7)

z=0: &P +_aq>(1°)§_ 5D +aq><°) & (A8) d7y+we

o ! 9z ° 2 iz >’ -_
Pe(£)= 477%0 Ary+w(e+1)

6Py w| ISPy IED,)
z= o +—e - =0. * .
Jz A1 9z Jz XJ dkCkexpikx)exp wt). (Al9)
(A9) 0

The boundary-value problenfA5) for the potentials

(IJ(O) does not present any difficulties and its solution is eas-
|Iy written The electric parts of the tangential components of the stress

©0)_n. 0) tensor in the first order of smallness using expressions
©17=0; @y7=—dmez, (A10)  (A11)~(A13) and (21), and the definitiorlT, = (s/4m)E,E,
The solutions of EqYA6) satisfying the conditionéA7) ~ may be given as

are logically sought in the form of expansions in terms of

plane waves
o d(6Py)
5@1(r,t)=fo dkN; exp(ikx)exp(kz)exp wt); z=0: M3 - ~—x axl
5<D2(r,t)=f dkN, exp(ikx)exp(—kz)exp wt),
0
1) ez

(Al11)

whereN; andN, are constant expansion coefficients.
Satisfying the conditiongA8) and (A9) using the solu-
tions (A10) and(A11), we obtain, in the first order of small-
ness, equations linking the constamMs and N, with the z=0: M7 -1 =0. (A16)
coefficientC in the expansiori21) of the perturbatiorg(x,t)
in terms of plane waves

— 2 >
_477%04773/-1— w(e+1) ox’ (AL5)

w
Ny=—4mrxyg————C;
1 Y47 y+w(e+1) L ) i
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Limiting nonideal metastable supercooled plasma
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Direct modeling of the dynamics of a system of many Coulomb particles is applied to analyze
the formation stage of a metastable plasma state from an initial, highly nonideal state,

and also to consider some properties of this metastable supercooled state. It is shown that
relaxation of the average particle kinetic energy may be characterized by a universal dimensionless
function and in particular, there is a limiting degree of plasma nonideality which may be
achieved in the metastable state, in the absence of any external influence. The calculated pair
correlation functions agree with the results of the Debye model, even outside its limits

of validity. The time dependence of the total dipole moment of the particle system is investigated.
It is shown that oscillations of the total dipole moment are observed. These collective
oscillations take place at a frequency slightly below the Langmuir frequency and the oscillations
of free and bound electrons are in antiphase. The hypothesis is put forward that
recombination relaxation is frozen as a result of interaction between quasibound electrons and
Langmuir oscillations of free electrons. @997 American Institute of Physics.
[S1063-78497)00608-9

INTRODUCTION temperaturg the formation stage of the metastable state is
accompanied by heating, which impedes the development of
The results of first-principles modeling of the dynamicsa metastable plasma with an arbitrarily high degree of non-
of many Coulomb particles have yielded some fairly radicalideality.
conclusions(see Refs. 1 and 2 and the literature cited Here we analyze the formation of a metastable plasma
therein. It has been shown that in a classical Coulombstate from an initial, highly ideal state, and we consider some
plasma, recombination processes are frozen if the charggatoperties of the limiting nonideal state of a metastable
particle motion is not subjected to some stochastic externgllasma isolated from external stochastic influences. The cor-
influence. Here we are talking of an external influence inrelation functions between the simultaneous positions of par-
relation to Newton’s dynamic equations which control theticle pairs are calculated. Collective oscillations of the total
particle motion. The stochastic nature of the influence is obdipole moment of the particle system are studied. The results
served as a loss of dynamic memory, i.e., a loss of reversf this new series of calculations confirm the general conclu-
ibility of the particle motion. A stochastic influence has beensions reached in Refs. 1-8, that a metastable state exists and
specially incorporated in codes used to model particle mothat the concepts of Debye length and Langmuir frequency
tion and has stimulated recombination processes. In additionlo not become meaningless on transition to a nonideal
errors in the numerical simulation have a stochastic influencglasma. The hypothesis is also put forward that recombina-
on particle motior(see for instance, Refs. 3-5 and also Refstion relaxation is frozen as a result of interaction between
1 and 2. quasibound electrons and Langmuir oscillations of free elec-
With the same degree of accuracy as that achieved btfons.
numerical simulation, it may be stated that a classical Cou-
lomb plasma may be in a metastable state which iS SUPe{y\ NG NONIDEALITY OF A METASTABLE CLASSICAL
cooled in terms of degree of ionization. In this state, the totak oy omMB PLASMA
electron energy has a quasi-steady-state distribution function,
which differs radically from the Boltzmann distribution in a) System of equation&\n analysis was made of the
the negative energy range and from the distribution obtaineime evolution of a system af electrons anch ions con-
for recombination relaxation. However, the electron velocitytained within a cube with absolutely rigid walls limiting the
distribution remains Maxwellian so that the concept of elecParticle motion(for further details see Refs. 1 and. Zhe
tron temperature can be used for this nonequilibrium metal€ngth of the cube edga was selected to give the defined
stable state. charged particle density,=N;=n/a®.
The electron temperature obtained after relaxation to the e shall measure quantities havirl%lgimensions of length
metastable state is higher than the initial value used to selef Units of the interparticle spacintj ~~, and quantities
the initial particle velocities in the calculatiorithe initial ~ Naving dimensions of time in units of the reciprocal Lang-

electron and ion coordinates are usually defined assuminguir frequency

with a uniform distribution. If the initial temperature is suf- m
ficiently high for the plasma to be ideal, negligible heating ¢ = ~ [—=
occurs. If the initial velocities are close to zeero initial 4me*Ng
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wherem, is the electron mass arelis the electron charge. 10
The system of Newton equations for the electrons and g

ions, cast in dimensionless form is then 8
d?x 1 (=D)"x—x) _[ %= 6F
~ == 3 . (1e N
d7?2 47z |xe—x| Xo
4t
dx —1)™(x— X X — X N
A% v (DT |)G(| k=X . (1) 2
dr2 47 xe—x3 Xo . .
Here,xk=rkN$/3 is the dimensionless position vector of the 0 1 2 3 T 4 5 6

kth particle,7= wt is the dimensionless timeg,=m./m; is

the ratio of the electron to the ion ma$ao values of the ion  FIG. 1. Relaxation of the degree of plasma ideajitjo a quasi-steady-state

mass were used in the calculations: the proton mas‘é,a'ue 0 — N;=Ne=10"cm™? Tp=0.001 eV,A — N;=N=10""cm *,
To=0.01 eV, ® — N;=N,=10 cm 3, T,=0.1 eV, solid curve—

m= ?'/1836 and_the electron mags=1), Whe_rem 1 fpr y=0.5/r+0.4, total number of particles r=1000, and

particles of unlike charge anth=2 for particles of like Mzme/mizgxm—(

charge, G(x)=1 for x>x, and G(x)=8—9x+2x? for

X=X, is a function limiting the Coulomb potential at close

distancegthe particles are assumed to be charged spheres bfere G (x)=1 for x=1, G(x) =2.4x—4x3+ 3x*—0.4x°

small radius ¢/2, xo=rN¥3), summation is performed over for x<1 is a function which takes into account the distortion

all 2n particles, and the index of tHah particle has values of the Coulomb interaction potential when the distance be-

between 1 ana in the equations for the electroiise) and  tween the charged particles is smaller than the sum of their

the ions(1i). radii rg.

The initial conditions were defined using a pseudoran-  b) Universal relaxation curveslf a sufficiently large
dom number generator assuming a uniform electron and ionumber of particles and a sufficiently low initial temperature
spatial distribution and a Maxwellian velocity distribution are considered, the degree of ideality of the plasma will only
with the initial temperaturd ,; the boundary conditions cor- be a function of the dimensionless time. This is supported by
responded to specularly reflecting walfsr further details numerical calculationgFig. 1) made for different densities

see Refs. 1 and)2 N, and different initial temperatureg,, selected so that the
The degree of idealityor nonideality of the plasma is initial ideality parameter for this series of calculations was
characterized by the same. An analysis was also made of the situation where
) 3 the ions may be considered to be fixgd-¢0) and the initial
y= 51/326 (2Ne) average electron energy is low{—0). The barely notice-
Te ' able difference between the results of the calculations for
different densities is clearly determined by the calculation
2e5N, 1 accuracy. The results of the numerical calculations of the
- T3 » M= 3675 @ relaxation of the average kinetic energy are well approxi-

mated by the simple expression
where nD=47rr%Ne/3 is the number of particles of like
charge in the Debye spheng, = \T./(87e’N,) is the De-

bye length, anctezNé’3 serves as a natural unit of energy y= E+b, (5)
measurement. 4
Here the electron temperature was calculated as twwherea andb are the fitting parameterdor an H plasma
thirds of the kinetic energy a~0.5 andb~0.35).
e Calculations were also made for different ion configura-
E E mer 3) tions (these were determined by defining different initial val-
3 ues in the pseudorandom number genejatiborwas show

that for different ion configurations, the time dependence of
wherev=dr/dt is the velocity of thekth electron. the degree of ideality is accurately described by the same
Experience of previous calculations shows that thissimple expression.
value is close to that calculated using the velocity distribu- |t follows from these calculations that by defining the
tion obtained. initial conditions, it is impossible to obtain a plasma having
Calculations were also made of the physical quantitiesan arbitrarily high degree of nonideality. Even if the initial
for various ranges of the total electron energyThe total  state of a classical Coulomb plasma is strongly nonideal

energy of an individual particle was given by: (y>1), within a comparatively short time interval of the
order of the reciprocal Langmuir frequency, electron heating
M2 2n occurs and the plasma becomes closer to ideal. The limiting
&= g +q 2 G(|r rl/ro). (4) values of the p_arameterg, 6, and np characterizing the
2 Llr—rd | degree of ideality of the steady-state metastable state are
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y=0.4+0.1, 6=0.076+-0.05, n;=0.34. For example, for
the electron densitiN,=10'" cm 3 the lower limit of the
electron temperature i5,~0.2 eV.

The fact that the relaxation time is not determined by the
Langmuir frequency does not contradict the results of Refs. 9
and 10(see also Refs. 7 and,8vhere the relaxation time is
determined not by the Langmuir frequency, but by the elec-
tron transit time across the average interparticle spacing
7ei=N. Y31, . The fact is that, because of the strong heating
in this particular case of low initial temperature, the electron

[I_-
a

2

velocity (and thus the interparticle transit tignis not deter- 0 T T 'b
mined by the initial low average velocity but by the energy 0.1 ,z. 1

of the Coulomb interaction and the Langmuir frequency

2e°N;
Vo= —

e

FIG. 2. Relaxation of the degree of plasma ideajit{o a quasi-steady-state
value in an ion—ion plasma = 1; the other values are the same as in Fig.
1.1 — y=0.55/+0.64,2 — calculations.

Me

Cy=a"?\y ex — ay(1+C;+ Crayl2)],
2e?N,

=\27o, .

When the initial temperature is higtthe plasma is
ideal), the time autocorrelation functions of the potential en-
ergy of the various electrons and the potential created by the
moving particles at the center of the cube decay within the xf
time 7; (for further details see Refs. 7-110 T

The constraint on the degree of nonideality discussed _
here clearly applies to an isolated plasma not exposed to any - (ZC”/\/;' pexp—ap),
external influencéfor further details see Refs. 1 angl Ve ~ Where =15, =0.4, andF(a,x)=[¢e't* dt= y(a,x)
could attempt to create a more nonideal plasma by cooling is an incomplete gamma function.
by means of some external influence such as placing it in a The function(1) can be used to find the total energy of
thermostat with cold walls or simulating cooling, inelasticthe  system  per particle (y)=3/2+2(u). Here
collisions. However, it was shown earfief (see also Refs. 1 (x)=/”..dyx(y)f(y) is the average value of andu is the
and 2, that an external stochastic influence with energy ex{otential energy per particle, measured in units of
change impairs the metastable state and stimulates relaxation Assuming that at zero time, both the kinetic energy and
processes, particularly recombination. Further research is réhe potential energy are close to zétbis corresponds to a
quired to determine how a highly nonideal metastablespatially uniform initial distribution with a low energyand
plasma could be formed. bearing in mind that energy is conserved as a result of specu-

c) Theoretical calculation of the limiting nonideality pa- lar reflection from the walls, in this case we obtgir) = 3/4
rameter.We consider the case of equal masses of positiveljor the metastable state. The dependenc€wfon & has
and negatively charged particles =m, because the theo- already been tabulated. According to the calculations, this
retical analysis put forward below can only be constructecenergy corresponds t6=0.26, and therefore/=0.64. The
for a completely steady-state metastable state. For substafesults of a numerical simulation of an ion—ion plasffey.
tially differing masses, it is impossible to investigate relax-2) are accurately described by the functi@ with a=0.55
ation as far as the stage where the electron and ion temperandb=0.64.
tures become equalized. It has already been showhthat the function used above

Reasoning whereby particle diffusion and drift along theaccurately describes the distributions obtained by first-
energy axis in the negative energy range are determined Wyrinciples modeling and yields expressions for the thermo-
microfields was used previousigee Refs. 1 and)2o obtain ~ dynamic quantities which gives the results of the Debye
the following expression for the particle distribution function theory in the weak Coulomb interaction limit. The agreement
in terms of the total energy=¢/T,: between the calculated limiting value of the nonideality pa-

rameter and the value obtained by direct modeling of many-

_N-V3 L, o
Tei=N; " Tve=

(6)
C,= all? vexgaB—ay(1+2Cy)],

Cl=1—(2Im) -F(32ay)+(2Cs/ )
ay

exp(C,y+ Coy?/2)dy
Y

\/y expi—y), y>ay, particle dynamics indicates that the theoretical reasoning put
f(y)= \/_; C; exp(Cy+Coy22), |y|<ay, forward previously accurately describes the new data.
Ca exp(Byly), ys-ay. PARTICLE PAIR CORRELATION FUNCTION
Here

Ci=[—-1+1(2ay)+ Bly+Bly]l2,
Co=[-1+1U2ay)+Bly—Blyll(2ay),
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a) Calculation of the correlation functionst is known
that the pair correlation functions,(r,,r,) give the prob-
ability of particlesa andb being found simultaneously near
pointsr, andr,. In a spatially uniform isotropic plasma,
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these functions only depend on the interparticle spacing
r=|r,—rp|. Thus, the correlation functions were calculated
as follows.

An interval equal to half the cube edge length
(0<r<al/2) was divided into numerou$wo hundred in the 10.0
calculation$ small intervals. In each time interval, we se-
lected all the spacings; between those particles for which
the correlation function is determingfbr example, by elec-
trons and/or ionsand we calculated the number of particle
incidences in each of these small intervals. Periodic bounc
ary conditions were used to calculatg. For instance, if it
was found that the difference between the projections of th & g4
particle position vectors on the axis was greater than half 8
the cube edge length —x;>a/2, the valuex; —x; —a/2 was 3 100.0
taken instead. Fox;—x;</2, the valuex;—x;+a/2 was
taken. We stress that these standard periodic boundary co
ditions were not used to solve the dynamic equations bu
merely to calculate the correlation functiofidt was there-
fore assumed that the entire space was filled with close
packed cubes with specularly reflecting walls. This avoids ¢
nonphysical decay of the correlation functions over distance 1.0
comparable with half the cube edge length.

As a result of this procedure, we calculated a quantity
proportional tor?w,,. The normalization of the correlation 0.4
function was determined by "0

10.0

— e et

b

1
2 4
z

aS

2

FIG. 3. Electron—ion ¢—i) and electron—electrone-e) pair correlation
functions. The initial conditions are taken as the final time in the calcula-
tions of the establishment of the metastable statg~T,, where

It was assumed that the number of incidences in a giveli.=2m/ o, = 27m,/e’N,), x=rN;®2n=1024,N;=N.= 10" cm 3, the

small interval defines the value of the functiofw,,, at the  time of observation of the system evolutiontisT, ; a — (m;=1836m,),
center of the interval time-averaged electron temperatufg,=0.17 eV, heavy curve —

- . Wei=1+(0.394k)e 22 dashed curve — distribution of electrons having
Calculations were made of the electron—ion andpe energys>-1.5yT,; b — m=m,, time-averaged temperature

electron—electron correlation functions. In addition, theT.=0.12 eV, heavy curve —w.;=1+(0.558k)e >"%*, dashed curve — the
electron—ion correlations were characterized by functiongame as in Fig. 3a.
calculated for different energy ranges:feee electrons with
the energye>1.5yT,, b) “quasicontinuum” electrons with
—1.5yT . <e<1.5yT,, and g electrons which may be arbi- T
trarily assumed to be bound with1.5yT,>«. ro,= \| ——=12p.
b) Results of the calculation¥he calculated electron— ¢ 4meNe
ion and electron—electron correlation functions were com-Thys for the correlation function, we have:
pared with the theoretical expressions obtained from the

Bogolyubov theory(see, for example, Ref. 11 € exp—r/rp)
Wab:1+(_1) ?f

a2 4
477f r2drwyy(r)= s
0 3

B _e?exp(—r/rp)
Wop=1+(— 1) ———— exqt — 2557 yx)
=1+(—-1)"My 7 . (7b)
exq_24/3\/;,yx) 2 3)(
213, ' (78 A comparison between the calculated correlation functions
and theoretical ones reveals reasonable agree(fémt 3.
Here, as in Eq(2), lera—rb|N§’3 is the dimensionless in- Some differences are observed for quite small distances
terparticle spacingm=1 for particles of unlike charge and (x<0.5), where bound particles make a substantial contribu-
m=2 for particles of like charge, and the value pfis de-  tion. For anH plasma the distribution for particles of energy
termined by formula3) £>—1.5y (free electrons and quasicontinuum electjcals
Generally speaking, expressi6ra) is more suitable for most agrees with the theoretical curve, apart from the shift
the case of equal charged particle masses. Times for whiotaused by normalization. For particles of equal mass the dis-
screening by ions has not been established were consider&ibution of free and quasicontinuum particles decreases for
for an electron—ion plasma. In this case, it is better to use themall distances because, for equal masses, there are more
electron Debye length to describe the screening by the eledound particles as a result of wall recombinati{for further
trons: details see Ref. 12

=1+(-1)"
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FIG. 4. Time dependence of the projec-
0.1 0.2+ tions of the total dipole moment of a sys-
tem of Coulomb particles on the, vy,
0 Q"’ 01 and z axes(the moment is measured in
units of neN; *¥: a — short calcula-
_ A N N N N -0.2 . L L A '] tions, m;=1836, initial temperatures
0992 4 6 8 1 0 2 4 6 & 10 Tio=0.22 eV, Teu=0.2 eV, h=1024,
T, /1, N;=N,=10 cm™3; time of observation
of the system evolution €t<10T ;
during the calculations the electron tem-
c perature increased f6,=0.25 eV; b —

short calculationsm;=m,, initial tem-
perature Ty=0.43 eV, 2Z1=1024,
N;=Ng=10" ocm3, 0<t<10T_,

T.=0.45 e\ ¢ — long calculations,
H-plasma, T;;=0.22 eV, T¢=0.2 eV,
2n=128, N;=N,=10" cm 3,
0<t<100T_; during the calculations
the electron temperature increased to
Te=0.3 eV.
Surprisingly, agreement between the results of the mod- 2n n n
eling and the theory is found outside the range of validity of ~ D(t)= >, qure(t)=¢| >, ri*'=> ri7)]. (8)
k=1 =1 k=1

the Debye model. First, the plasma is nonideal and second,
agreement is found up to distances shorter than the Debyeere,rj(” andr{ ) are the trajectories of the positively and
length and the average interparticle spacing. This observaregatively charged particles, respectively. The results of the
tion agrees with the results of previous studi€ssee also calculations(Fig. 4) show that the plasma electrons undergo
Refs. 7 and 8 where substantial “tightening” of the validity some ordered motion which may be treated as collective os-
of the Debye concepts was observejittee Debye thermo- cillations. More accurately, the center of gravity of the elec-
dynamic functions agreed with the calculated values up tarons(and the center of gravity of the ions in cases of equal
o~1 and b the average potential over a large time interval,mas3 undergoes periodic oscillations, which become appre-
around a fixed sphere situated at the center of a cube, agregtble after summation over all the electron position vectors.
with the Debye formula for screening even for short dis-Summation cancels out displacements as a result of chaotic

tances smaller than the average interparticle spacing. motion and against the background of this chaotic motion,
the regular component becomes appreciable.
DIPOLE MOMENT OF A SYSTEM OF COULOMB PARTICLES The amplitude of the collective oscillations is small and

corresponds to the displacement of each electron over a dis-
tance of the order of 1/20 of the average interparticle spac-
a) Time dependenceCollective motion of the system ing. The characteristic time scale of the collective oscilla-
electrons should show up particularly in the time dependencdons is of the same order of magnitude as the Langmuir
of the total dipole moment of the entire systemroposi-  frequency. However, these values are not exactly the same:
tively charged andh negatively charged particles in the several series of calculations carried out by us, the

1. Results of the calculations
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FIG. 5. Time dependence of the correlation functions of the

. 4 projections of the total dipole moment of a system of Cou-
lomb particles. The plasma and calculation parameters are
the same as those in Figs. 4a and 4b; am—=1836m,,
b—m=m,.
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frequency of the observed oscillations was 1.5—-2 times lowelower than the frequency of the Langmuir oscillations which
than the frequency of the Langmuir oscillations for a Hshould be found for a plasma with equal masses of positive
plasma. For equal masses, the frequency of the collectivand negative particle@n this case, in the expression for the
oscillations was approximately2 times higher than that for frequency of the Langmuir oscillations), should be re-
heavy ions, as was to be expected, and was also 1.5-2 timptaced by the reduced masg/2 of a particle pair.

0.6 a _08t b
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, n
02" . ' 0.0
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0 0 : :
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0 ) L J 0% FIG. 6. Spectra of correlation functions of the di-
0.4t 2.0 pole moment of the system. The plasma and calcu-
: ~ lation parameters are the same as those in Fig. 5:
g,z;’\'/\/\‘ =70} a—H plasma, b —m;=m,.
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b) Dipole moment correlation function&lthough the 5) show that the correlation functions have a periodic char-
time dependence of the dipole moment is conspicuously cyacter and the period of their oscillations is also slightly
clic, objective characteristics are required to demonstrate thgreater than the Langmuir period
collective oscillations of the system. In this context, calcula-
tions were made of the time correlation functions of various

projections of the dipole moment - 2 [27rmg
- o eZNe'

t
n fODa(t')Dﬁ(t”FT)dt' It is particularly noticeable that the cross correlation
Rap(7)= T () funcFionsty ' R«z, andR,, are periodi_c, as are t.he_a_utocor-
max — f D.(t)D 4(t' + 7)dt’ relation functionsR,,, Ryy, andR,,, with the periodicity of
tJo p the cross correlation functions being even more defined. It

may be stated that the vector of the dipole moment of the
Here a« and B8 pass through the values y, andz corre-  system of Coulomb particles behaves as a harmonic oscilla-
sponding to the projections of the dipole moment on differ-tor under an external influence.
ent coordinate axes. In view of the symmetry with respectto  c) Collective oscillation spectrunT.he Fourier transfor-
« and B, it is sufficient to calculate only six of the nine mations of the correlation functiofisvere calculated to ob-
correlation functions for each calculation. The resgRg. tain the collective oscillation spectrum

1 b 1 [
S“ﬁ(w)=|ﬁ fodTeleRaﬁ(TH: \/(ﬁ deTRaﬁ(T)COSwt

2
+

1 ! _ 2
o1 fodTRaﬁ(T)Sln wt) . (10

The spectra obtainedrig. 6) demonstrate that collective os- When this condition is satisfied, the real correction to the
cillations are observed at a frequency slightly lower than the.angmuir frequency is small and the collisionless damping
Langmuir frequency. However, the presence of noise and thete is exponentially small. All the collective electron oscil-
comparatively few particles in the calculations means thatations take place at a frequency close to, but slightly higher
the spectral line profile of the dipole radiation of a meta-than, the Langmuir frequency.

stable plasma cannot yet be reliably determined Thus, the small correction merely increases the oscilla-
tion frequency, whereas the simulation indicates that the fre-
2. Collective oscillations quency of the dipole moment oscillations is lower than the

. L Langmuir frequency. This may be associated with the bound-
It .ShOUId first be r_‘OtEd that in this energy range and foredness of the volume under study. However, for the cube
a nonideal plasma withp<<1, y~1, there is no small pa- _ 13 S .
. o edge lengtha=(n/Ng)~*=1.7xX10"> cm, the correction to
rameter required to construct a quantitative theory. The re; . . . . ST
. ) ._the Langmuir frequency in the dispersion equation is still
sults of the numerical calculations must therefore be dis;_.
. L . L fFurIy small
cussed on the basis of qualitative reasoning near the limits o
validity of the adopted theoretical concepts. w=w J1+6[(27/a)rp]?~1.17 w, .
a) Langmuir oscillations and dipole moment oscilla- _ o
tions. For a plane longitudinal wave in a plasma the Vlasov It may well be that, for the Langmuir oscillations, the
equation yields a dispersion relation linking the wave num-plasma studied ca(rimot bae considered to be ideal. Although
berk=2m/\ (N is the wavelengthwith the frequencyw of ~ the parameted=2e°N./T, characterizing the degree of ide-
the collective electron oscillatior{see, for instance, Refs. 13 ality of the thermodynamic quantities is still small in this
and 14 case,0=0.075, the number of electrons in the Debye sphere
is still less than on@p= (477/3)r‘°,5Ne= 1//3676=0.34, and

the Debye length is appreciably smaller than the average

w?= a)f-l- 3k2v$e+ i yLwEZ a)E (1+ 6k2r%+ iy). (11

Here interparticle spacingp N2~ 0.35. Thus, if the Debye length
in the estimate is replaced by the average interparticle spac-
Jr 1 ing as the larger quantity, the correction to the oscillation
yL:(ZerZD )3/2ex N 2k2r2D frequency is then comparable with the Langmuir frequency
e e w=~2-wl.
is the collisionless damping rate determined by Lanttha The fact that the opposite effect is observed — that the

expression is given for a Maxwellian electron distribugion frequency of the collective oscillations is lower, not higher,
The dispersion equatior(1l) is valid for fairly long- than the Langmuir frequency — may be attributed to damp-
wavelength Langmuir oscillations where ing. It is known that for a harmonic oscillator with the natu-
K212 k22 [ ol<l ral frequencywy, and damping factowy«, the oscillation
De Te 7L frequency decreases with increasiag w=w0\/l—a2. In
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FIG. 7. Time dependence of the projections of the radius
vector of the electron center of gravity on tRey, andz
axes. Solid heavy curves — center of gravity of free elec-
trons, fine curves — center of gravity of electrons of energy
£<1.5yT,; the plasma and calculation parameters are the
same as in Figs. 5a and 5b.
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practice however, no decrease in the oscillation amplitudelectrons interact strongly. It can be seen from Fig. 7 that the
with time can be detected, even for a fairly long time intervalcenters of mass of the free and quasibound electrons oscillate
(Fig. 5b. It may thus be postulated that the oscillations takein antiphase, so that the contribution of the free-electron os-
place under the action of some external stimulating force. cillations to the dipole moment is compensated to a consid-

The question naturally arises as to the nature of theerable extent by the reverse motion of electrons having the
damping which shifts the oscillation spectrum into the low-energy e<1.5y. In our view, the antiphase nature of the
frequency range. Since the collisionless damping decrememiscillations indicates that the oscillations of the quasibound
is comparable to unity in the range of parameters studied, thelectrons excited by the Langmuir oscillations of free par-
decrease in the frequency of the electron collective oscillaticles are forced.
tions may be caused by collisionless damping. However, this c) Simplest model of the effect of antiphase oscillations.
collisionless damping may be caused not by interaction bewe first note that the main contribution to the oscillations of
tween the wave and cophasal fast electrons, as is the case the dipole moment and the center of mass is made by per-
Landau damping, but by interaction between the collectiveurbations of infinite wavelengtfthe entire spatial electron
field and quasibound particles. distribution is shifted in some directibnWe postulate that

b) Kepler frequencyit is known that the period of par- the free electrons in the system are shiftedxpy This shift
ticle rotation in a Coulomb field only depends on the bindingleads to the generation of the electric fidigd=4me Ny X;.
energy|e| and specifically does not depend on the angulaFor N.; =N, i.e., when only free electrons are taken into
momentum. The motion then takes place with the Keplemaccount, the dynamics of the center-of-mass motion of the

angular frequency free electrons is determined by
’8|8|3 \/§ ( |8| )3 m.).(l:_eEl, or Xl+wEXl:O
w,=— = —WL| 52 .
’ e’me ™ | NP As was to be expected, the free electrons will oscillate at

othe Langmuir frequency. We now postulate that these free-
glectron oscillations cause a change in the motion of the
|s|~e2Ng’3 (in this case the radius of the Kepler orbit is of bound electrons. In this case, the polarization of the bound

the order of the average interparticle spagirtge electron electrons will partially compensate for the motion of the free

rotates at a frequency of the order of the Langmuir frequenc{'€ctrons and the resulting field is

W~ This e_Iectron _shquld therefore interact effectively  E=47N(a;x;— ayx,).

with the collective oscillations of the plasma electrons —

exciting oscillations in the plasma and being exposed to th&lerex; is the shift of the bound electrons, ang=Ne; /N,

action of the plasma oscillations. and @,=Ng, /N, are the fractions of free and bound elec-
The dispersion equation given above C|ear|y cannot bérons, respectively. The equation of motion for an individual

used directly to describe the interaction between bound eledound electron then has the form

trons and collective oscillations. This is because the charac-

teristic size of the interaction zorfthe radius of the electron

orbit) is smaller than, or of the order of, the average distancevhereF is the projection of the Coulomb force acting on an

between the charges. However, some results of numericatdividual electron, on the axis.

calculations can be put forward as indirect evidence to sup- If, for simplicity, a bound electron in the absence of an

port the view that the oscillations of quasibound and freeexternal field is treated as an oscillator oscillating at the Ke-

Thus, when the binding energy of an electron is of th
order of the interaction energy with other plasma electron

X—F/m.=—eE,
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pler frequency, the equations of motion for the centers osame order of magnitude as the Langmuir frequency. How-
mass of the bound and free electrons have the form ever, these values do not agree exactly: the frequency of the
observed oscillations is 1.5—-2 times lower than the Langmuir
frequency. Moreover, the centers of mass of the free elec-
Xo+ wgz - wf(alxl_ apXs). trons and the quasibound electrons of energyl.5yT, os-

) ) ) ) cillate in antiphase, so that the contribution of the free elec-
We now consider the simplest situation where few.qn osgillations to the dipole moment is compensated to a

bound electrons participate in the collective oscillations and.,nsiderable extent by the reverse motion of the quasibound
the shift of their center of gravity relative to the equilibrium gjactrons.

: 2
X1= — op(aiX — aXy),

position is small. Then, assuming =1 anda,=0, we ob- The results of calculations of the time correlation func-
tain tions show that these are also periodic and their period coin-
X1=a; cofw t+ ¢y), cides with the period of the oscillations of the total dipole

moment of the system. The cross correlation functions of the

a; different projections of the dipole moment are also periodic,
X2 =8, COS @, t+ 2) = 1 ollo? cosw t+¢y). like the autocorrelation functions, and the periodicity of the
L cross correlation functions is even more clearly defined.
Herea; anda, are the amplitudes, and, and ¢, are the The spectra of the correlation functions also demonstrate

initial phases of the oscillations. The “minus” sign in front that collective oscillations take place at a frequency slightly
of the second term in the second expression reflects the fagwer than the Langmuir frequency.

that the free and bound electrons oscillate in antiphase. This 5 On the basis of these results, it may be hypothesized
antiphase behavior is most noticeable for electrons close tghat the decrease in the oscillation frequency compared with
resonance, i.e., for those rotating at the Kepler frequencyhe Langmuir frequency is caused by collisionless damping
close to the Langmuir frequency. The binding energy ofwhich takes place when oscillations of quasicontinuum elec-
these electrons is~1.9-€’N". trons describing Kepler orbits, whose radii are of the order of
The analysis can evidently be made more complgbya  the interparticle spacing, interact with collective oscillations
performing more accurate averaging which gives oscillatingf free plasma electrons. This allows us to hypothesize that
equations for the centers of gravity) lby introducing damp-  the observed metastable recombination behavior of a system
ing, and ¢ by accurately solving the oscillating equations of classical Coulomb particles is caused by interaction be-
(without using the approximation of few bound electrons tween quasicontinuum electrons and collective oscillations
and so forth. However, it is not yet clear whether this will of free electrons.
give more accurate quantitative results. Nevertheless the es- This work was financed by the Russian Fund for Funda-
sence of the antiphase oscillation effect can be seen from oyhental Researctunder Project 93-02-16872
very simple model.

CONCLUSIONS

The main conclusions of this study are given as follows YIf periodic boundary conditions are used to solve the dynamic problem,
1. At a low initial electron temperature corresponding to this is stated separately. For a discussion of the unreliability of using
) . L. periodic boundary conditions to investigate the fundamental properties of a
a strongly r_10n|deal |r_1|t|al plasma state, a stage_of témpera-gysiem of many Coulomb particles see Ref. 6.
ture relaxation to a higher value takes place. This relaxatioAcCalculations of the Fourier components directly from the projections of the
stage is characterized by the universal functign total dipole moment did not give interesting resuits: the spectrum disap-
2 There is a Iimiting degree of plasma nonideality peared almost completely against the noise background.
(y~0.4) which may be achieved in the metastable state iR————
the absence of any external influence.
3. The correlation functions of the positions of the
. . . . 1 ~ T
charged particles obtained by calculations of many-particle SésA-l'\gglomvv A.N. Tkachev, and S. . Yakovlenko, Usp. Fiz. Nal64,
dynamics reveal reasonable agreement with the expression_é A( Ma‘gbrov A. N. Tkachev, and S. I. Yakovlenko, Phys. Scripta
obtained using the Bogolyubov theory in the Debye approxi- 498 (1994.
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Characteristics of sound wave generation in a gas discharge
A. R. Aramyan and G. A. Galechyan

Institute for Applied Problems in Physics, Academy of Sciences of Armenia, 375014 Erevan, Armenia
(Submitted November 19, 1996
Zh. Tekh. Fiz67, 53-56(August 1997

An analysis is made of the generation of sound waves in a dc gas-discharge tube by applying an
alternating component, and the optimum generation conditions are determinetb9®
American Institute of Physic§S1063-784%07)00708-3

Continuous control of the plasma parameters at constarand three on the opposite side, as shown in Fig. 1. The dis-
electric current and gas pressure in a discharge is one of tiances between the electrodes were 16, 26, 53, 69, and 85
major problems in plasma physics and the application of gasm. A high dc voltage was supplied from a power supply
discharges. An effective method of varying the plasma pavia a high-voltage transformer windingto create a plasma
rameters is to generate acoustic waves in the pldsfa. at the electrodes. A sound wave was generated in the dis-

Sound waves propagating along a positive column mayharge tube by sine-wave modulating the dc current by
compress and expand the plasma column, they may induageeans of a discharge current modulation unit, consisting of a
the formation of ionization waves® they may create a uni- generator5, an amplifier6, and a transformed. A micro-
form distribution of excited gas at high pressures, and mayphone7 was attached to one of the plane ends of the tube and
alter the electron and gas temperature in the plasma, the elettie signal was fed to an oscilloscopeThe discharge tube
tric field, and other parameters over a wide rafige. was evacuated by a pun®to a vacuum of 102 Torr and

Sound waves can be excited in a gas discharge by twwas then filled with gas to the working pressure, which was
methods: 1 by introducing sound into the discharge chambermeasured with a U-shaped mercury manomaer
from outside, by means of an electrodynamic generator A gas discharge was created at various distances be-
clamped to one end of the tube) By generating sound tween the electrodes at a fixed argon pressure of 80 Torr and
waves inside the chamber and adding an alternating compe@:dc current of 50 mA. When the alternating component was
nent to the dc discharde. switched on(applied to the dc currephta sound wave began

The results of experimental investigations of the influ-to be generated in the discharge tube and was detected with
ence of sound waves on the plasma parameters obtained Hye microphone. The measurements were made at frequen-
these two methods show that they completely adr&be  cies near the first resonance at which the tube length corre-
second methodalternating currentis the more effective sponded to half the wavelength.
method of generating sound waves in a discharge chamber. Figure 2 gives the amplitude of the sound wave in the
In many cases, this method is the only one, particularly fotube as a function of the length of the discharge gap at vari-
controlling the plasma parameters in gas-discharge lasers, ous frequencies near resonance, from which it can be seen
which the optical cavity mirrors are mounted at the ends othat the largest amplitude of sound is established at a reso-
the tube. nant frequency of 184 Hz and a plasma column length of 53

Here we consider the processes of sound wave generam, i.e., approximately half the length of the discharge tube.
tion in a dc gas-discharge tube by the application of an alThis corresponds to a quarter of the wavelengthVhen the
ternating component and we determine the optimum generdength of the discharge region is greater or less th@n25\,
tion conditions. A method is proposed to measure the gathe amplitude of the sound wave decreases. This effect can
temperature in a low-temperature plasma by determining thevidently be explained as follows. If a discharge of length
resonant frequency of sound in the discharge chamber.  0.25\ is positioned at the end of the tube, a cylindrical cavity

It has been shown that the maximum amplitude of ais formed with one open erndFrom the open end of the
sound wave generatgat the resonant frequencin a dis-  cavity, sound is emitted into that part of the tube where there
charge tube by an alternating current component depends d® no discharge, i.e., into the other cavity. When their reso-
the ratio of the discharge length to the tube len@hcon- nances are the same, the amplitude of the sound wave shows
stant pressude The maximum amplitude is established whenthe greatest increase.
the length of the plasma column is half the tube length and  Thus, optimum conditions for the generation of a sound
the discharge is located in one half of the chamber. In thisvave by an alternating current component are established in
case, matching of the resonances of the two cavitie® a discharge tube in which the length of the plasma column is
nested inside the otheleads to an increase in the amplitude half the tube length and this discharge is located at the end of
of the sound wave. the tube.

The investigations were carried out using the apparatus It should be noted that generating the discharge at the
shown schematically in Fig. 1. The measurements wereenter of the 53 cm long tubetween the second and fifth
made in a quartz discharge tubevith an inner diameter of electrodesdid not produce such abrupt amplification of the
6 cm and length 100 cm. Six tungsten electrodes 1 cm isound as between the first and fourth electrodes, and an ap-
diameter were soldered to the side wall, three on one sidpreciably lower sound amplitude was established, i.e., in this
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FIG. 1. Schematic of apparatuk:— quartz discharge tub@ — electrodes,  FIG. 3. Amplitude—frequency characteristic of a sound wave in an argon

3 — high-voltage dc source} — transformer5 — sound generato — gas discharge for interelectrode gaps of(85 53 (2), and 26 cm(3) in a
amplifier, 7 — microphone,8 — oscilloscope,9 — vacuum pump, and tube of length 100 cm with an inner diameter of 6 cm at 80 Torr pressure
10 — manometer. and 50 mA current.

case, only the resonance corresponding to the tube length e shall now determine the average gas temperature in

was effective. an argon discharge for the three discharge gaps given in Fig.
Figure 3 gives the sound wave amplitude as a function of for constant argon pressure and curréd@ Torr and 50

the frequency near resonance for discharge gaps of 26, Sa) using the resonant frequencies and the well-known

and 85 cm, from which it can be seen that when the currengypressiof

and gas pressure in the tube are fixed, different discharge

gaps correspond to different resonant frequencies of the e E

sound wave. For instance, for gaps of 85, 53, and 26 cm, the S Y 7

resonant frequencies are 188, 184, and 180 Hz. This depen- c

dence of the sound wave resonant frequency on the length efhere y= -2, R is the gas constant, and is the molecular

the discharge gap at constant pressure and current can be. Co

. . : weight.
explained as follows. As the discharge gap increases, the For a discharge galy=85 cm and a resonant frequency

discharge voltage increases at the electrodes and this is ac- . o
companied by a rise in the gas temperature in the tube. Tr?i1p =188 Hz, the velocity of sound is=376 m/s and the gas

leads to an increase in the sound wave velocity which itemperatureTg=375 K, forl,=53 cm andf,=184 Hz, we

accompanied by an increase in the resonant frequency Sﬁnd C;=368 m/s andTy=359 K, and forl;=26 cm and
- f3=180 Hz, we findcs=360 m/s andl;=343 K.

The gas temperature is one of the main parameters of a
partially ionized plasma. It depends on the frequency of elas-
tic collisions between electrons and gas atoms, since most of

41 the electron energy, and specificallyn®M (wherem is the
electron mass an#l is the atomic magsis transferred to
B neutral particles.
An increase in the discharge current is accompanied by
ir an increase in the electron density and in the frequency of

their collisions with atoms, which leads to an increase in the
gas temperature in the plasma. A sound wave propagating
along a positive column reduces the gas temperature in the
plasma(at constant discharge current and presgifeand
allows it to reach a particular value required for a specific
application or for a particular experiment.

A, .arb. units
N
!

Us Measurement and monitoring of the gas temperature in

the plasma during an experiment is one of the most impor-

i tant tasks in studies of gas discharges or their practical ap-
0 plication. It is particularly valuable to develop and monitor

the gas-discharge parameters of lasers in which the gas tem-
l,cm perature in the plasma determines the optimum lasing condi-
. . tions. Any change in this parameter leads to a substantial
FIG. 2. Amplitude of sound wave versus length of discharge gap at an argoarop in the laser radiation intensi(yuch processes are typi-
pressure of 80 Torr, current of 50 mA, and different frequencies near reso- .
nance:l — 180,2 — 184.3— 188,4 — 192,5— 196,6 — 200,7—204,  cal of carbon dioxide lasers, metal vapor lasers, and so

and8 — 208 Hz. forth).
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The most widely used method of measuring the gas tem-
perature in a low-temperature plasma is the thermocouple
method, which has various disadvantages. These include: re-
sponse time, contact, i.e., some foreign yped a thermo-
couple — must be inserted in the plasma at a suitable point
to measure the gas temperature, and locality — the gas tem-
perature is only measured in a small region where the ther-
mocouple is located.

Methods of measuring the gas temperature in a plasma
by determining the velocity of sound were considered in Ref.
9, where the velocity of sound was determined from the mea-
sured time taken for propagation of an acoustic pulse be-
tween two identical Langmuir probes positioned a specific
distance apart in the plasma column. In another experithent
the sound wave velocity was determined by an optical
method. The velocity of sound was studied in Ref. 11 by
inducing localized breakdown in a discharge in various
gases.

A, arb. units

The method of measuring the gas temperature in a 2t
plasma by determining the resonant frequency of a sound T N |
wave in the discharge tub@escribed aboyedoes not have Joo J&o 400 450
the disadvantages inherent in the thermocouple method and f, Hz

others, it is simple to implement, can easily be automated, . o . _

and can give information on the average gas temperature fHG. 4. Amplitude—frequency characteristic of acoustic cavity formed by a

the disch hich i ful i i discharge tube 6 cm in diameter and 100 cm long at an argon pressure of
e discharge, which Is very useiul In many cases, partiCly,g 1o ang discharge current of 50 mA, with oscilloscope traces of sound

larly for gas lasers. The resonant frequency can be detefave pulse.

mined very accurately from the amplitude-frequency charac-

teristic. In addition, the resonant frequency can also be

determined from the profile of the sound wave oscillationsyith an inner diameter of 6 cm, for an argon discharge at a
(the microphone signgli.e., at resonance, the oscillations pressure of 120 Torr and current of 50 mA. The characteris-
are sinusoidal since the dispersion is zero. At nonresonanic was obtained for a constant sound wave intensity supplied
frequencies, the profile of the oscillations differs appreciablyby an emitter attached to the end of the tube, in the frequency
from sinusoidal. It should be noted that when sound is exrange shown. This intensity was low, i.e., it was such that no
cited in a discharge by an alternating current whose oscillainteraction took place between the wave and the plasma. The
tion profile differs substantially from sinusoidal, sinusoidal maximum of the sound intensity corresponds to a resonance
sound waves are establish@éd resonance at 390 Hz, for which the wavelength is equal to the length of
It is desirable to measure the gas temperature in ghe discharge tube. Figure 4 shows oscilloscope traces of the
weakly ionized plasma in resonance with the frequency obound wave pulse propagating along the positive discharge
the sound by using a low intensityp to 75 dB in order to  column and reaching the microphone. The intensity of the
avoid strong interaction between the acoustic waves and thgound wave supplied from the emitter to the discharge is
plasma. This is because when the sound wave intensity ireonstant in all the traces.
creases above 80—-85 dB, the gas temperature in the plasma It can be seen from the trace at 320 Hz that the pulse
column decreases under the influence of the séuhdnd  amplitude remained constant over this length, i.e., the wave
this is accompanied by a decrease in the velocity of soundamplitude is not exposed to any plasma influences. The pulse
This leads to a decrease in the resonant frequency whidength was~2.5 s and the sound wave intensity was 84 dB.
must be continuously tracked by a frequency change at th€he trace at 340 Hz shows that the amplitude of the sound in
master oscillator. the tube increased, although the intensity of the wave from
Thus, the interaction between the sound wave and théhe emitter was the same as that at 320 Hz. In addition, and
plasma operates on a feedback principle, i.e., an increase this may well be the main factor, the wave amplitude begins
the sound intensity causes a decrease in the gas temperattweincrease with time from the beginning of the pulse and
in the plasmaas a result of the formation of vortex motion reaches a maximum after approximately 0.7 s, before decay-
which transfers heat to the wallsvhich leads to a change in ing. The wave intensity under these conditions was 86 dB.
the sound wave velocity and the resonant frequency. In otherhe amplitude of the sound wave increases as it propagates
words, the parameters of the sound and the plasma vary coatong the discharge because its wavelength decreases and the
sistently. This process is clearly demonstrated by the intereonditions in the tube approach resonance. This decrease in
action between a sound wave pulse and a plasma which weavelength occurs because the sound wave induces vortex
shall analyze briefly. motion in the discharge, which increases the transfer of heat
Figure 4 gives the amplitude-frequency characteristic ofrom the discharge to the tube walls, reduces the gas tem-
an acoustic cavity consisting of a quartz tube 100 cm longerature, and decreases the velocity of sound. On the third
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trace, obtained at 360 Hz, the amplitude increases to ittormed when an alternating currefwith a resonant fre-
maximum within 0.3 s since 360 Hz is closer to the 390 Hzquency is superposed on this current, the length of the
resonant frequency and the time taken to reach it is shorter gdasma column is half the tube length, and the discharge is
a result of the decrease in wavelength. It should be noted thédcated at the end of the chamber. In this way, two cavities
on the trace at 360 Hz the amplitude of the sound wave isre created, oné cylindrical cavity with an open efdct-
approximately 1.3 times that at 340 Hz and this has the resulhg inside the other. When the two resonances are matched,
that the gas absorbs that amount of energy which relaxes atthe amplitude of the sound wave increases.
frequency of 2 kHz after the sound is switched off. These 2. A method has been proposed to measure the gas tem-
oscillations were indicated at the end of the trace. The sounderature in a low-temperature plasma by determining the
intensity under these conditions was 88 dB. On the fourthresonant frequency of a sound wave propagating along the
trace, obtained at 390 Hz, the amplitude of the sound wavedischarge tube.
reaches a maximum 0.1 s after the beginning of the pulse and To conclude, we have great pleasure in thanking P. S.
then decays. The wave amplitude at 380 Hz is lower thafPogosyan for helpful discussions of the results.
that in the third trace at 360 Hz and corresponds to 87 dB.
This circumstance arises because as a result of interaction
with the plasma, the sound wave becomes so retuned that ilt
is far from resonance to the right of the maximum. On the /zk.l;.lg\;e]\)myan, G. A. Galechyan, and A. R. Mkrtchyan, Akust. 28,
oscilloscope trace obtained at the resonant frequency the amy, A~ antinyan et al, Laser Phys2, 685 (1992.
plitude of the wave pulse decreases almost from the vengc. A. Galechyan, Usp. Fiz. Nauké5, 1357 (1995.
beginning. This occurs because as a result of negligible cool2S. Subertova, Czech. J. Phys1B, 701 (1965.
ing of the gas, the Wavelengt.h be(,:om,es shorter than the tUbgél. F; ’\ézrltecchg;;n?t:\.l"Réijrztrlr:;‘gr%, :aluzsj (i?SR?.Mkrtchyan, Zh. Tekh. Fiz.
length, the resonance condition is violated, and the soundegg 207 (1990 [Sov. Phys. Tech. Phy85, 264 (1990)].
amplitude decreases. The processes on the next two traces @ 1. Avdus’ et al, Practical Course in General Physidén Russian,
400 and 420 Hz can be explained as for 390 Hz. 8ErosteL;f:]((:jf;ini:HdMESCﬁWSZS%HFZJ-F?ja Mechanics 2nd ed.(Pergamon

These experimental results indicate that the relative in- Press, Oxford. 19‘06:.Rus.sian original, 3rd ed., Nauka, Méscovs, 1986
fluence of the sound wave and the plasma becomes strongef. w. Gentle and U. Ingard, Appl. Phys. Le, 105 (1964.
the closer the sound frequency to the resonant frequency. °C. G. Suits, Physic§, 190 (1935.

The foIIowing conclusions may be drawn: 1y GoIQSte_inet al, in Proce_edings of the_Sixth International Conference

. . " on lonization Phenomena in Gases, Paris, 1968l. 3, pp. 115-116.

1. It has been established that the optimum conditions

for the generation of a sound wave in a dc discharge argranslated by R. M. Durham
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Stochastic dynamics of a Josephson fluxon in an inhomogeneous junction
F. Kh. Abdullaev and E. N. Tsof

Physicotechnical Institute, Fiziké&olntse Scientifielndustrial Consortium,
Academy of Sciences of Uzbekistan, 700084 Tashkent, Uzbekistan
(Submitted April 29, 1996

Zh. Tekh. Fiz.67, 57—61(August 1997

A study is made of fluxon motion in a long Josephson junction with a local inhomogeneity
(microresistoy in the presence of an alternating external current. Nonlinear resonances in the
fluxon dynamics are considered. The process by which a fluxon trapped at an inhomogeneity

is stochastically depinned under the influence of a periodic current is investigated analytically and
numerically. © 1997 American Institute of Physids$$1063-78497)00808-9

INTRODUCTION wherea and 8 are damping parameters associated with tun-

The dynamics of Josephson vortices in long inhomoge-ne“ng of normal electrons across the barner and the flow of
ormal electrons parallel to the barrier, the term

neous junctions are attracting considerable attention amo o sinD d bes the infl f a distributed ext
researchers because of the possible physical applications ' © sin(()qt) describes the influence of a distributed exter-

such as a parametric Josephson oscillator, tunable generattﬂ%I current, and the spatial vangbdeand timet are ”Orma"
of submillimeter radiation, logic devicé<, and so on. The ized 1o the Josephson penetration lengirand the recipro-

analyses deal with the influence of two types of inhomoge—Cal plasma frequency dj of the long Josephson junction,

neities on the fluxon motion: distributedrequently in the respectl\_/ely. . o . .

form of periodic relief$ and point(microshorts or microre- . The junction has point inhomageneities posm_oned at the
sistorg inhomogeneities. It was shown in Ref. 3thataf|uxond'sf[anceai‘ The cases;<0 gorresp_onds to microshorts
may become trapped alongside an inhomogeneity under th\ghlle €;>0 corresponds to m|crore3|stors_. We shall subse-
influence of a dc current. The establishment of stochastitguently stud-y- the_ case;>0, where the distance between
fluxon dynamics under the influence of an alternating curren homog_eneltu_as 'S assumed to be much %r?gter than the
was studied in Ref. 4. Stationary fluxon states in the field o luxon dimension, i.e.a;>d, whered~(1-v")"". Then,

two microshorts were studied in Ref. 5 while the stochasticthe interaction between the fluxon and each inhomogeneity

acceleration(an analog of the Ulam problenof a fluxon can be.analyzed se'parately, since the influence of the neigh-

under the action of an oscillating impurity was investigatedborlng mhomoger_lelty can be neglect_ed. For sraally, '8’.

in Ref. 6. The analysis of stochastic fluxon dynamics unde?nd_F_<1' a solut|(_)n may be sought in the form of a kink

the action of an alternating current, reported in Ref. 4, in—(ant'k'nk) with var!able parametergthe center coordinate

volved studying a special type of mapping valid for motion ¢(t) and the velocity (t))

near the separatrix on the phase plane of the fluxon param-

eters in the absence of damping. Here, we report an analytic _ { p( x— (1) )
i o1 . @(X,t)=4 arctanexp o

and numerical study of fluxon dynamics in a wide range of V1-v2(t)

nonlinear resonances and we obtain a criterion for stochastic

motion of a Josephson fluxon, which also allows for dissipawhereo=*1 is the polarity corresponding to a kirfanti-

tion effects. kink).

This problem is also of interest for nonlinear wave  Applying perturbation theory to the sine—Gordon
theory. The mechanisms for the onset of dynamic chaos cfquatior’ we can derive equations fdi(t) anduv (t)
nonlinear waves have not been sufficiently well studied and
the proposed simple model may serve as a basis for compar- d_U
ing the theoretical conclusions and the experiment. dt

, @

=—av(1—v?) — Bv/3+ (moFl4)sin(Qot)

_ .32y 2\
FLUXON MOTION IN THE FIELD OF A POINT X (1079~ (2/2)(1-v?)sinh(y)/costi(y),

INHOMOGENEITY dz

We consider the dynamics of a fluxon in a long Joseph- g7 =v+(e/2)v{ sinh(y)/cosi(y), y=¢/(1-v?)"2
son junction under the action of an alternating external cur- 3
rent. In standard dimensionless variables, the equation for
the phase difference of the wave functiopéx,t) has the We shall subsequently investigate the case of low veloci-
form!=3 ties (?<1), since this is of interest for small perturbations.

. In this case, syste may be written a&*
@1t~ PxxtSIN o= —a@i+ Boy— F(1) yster(®) may

. d’¢ sinhg) _dg
S(x—a;)sin o 2 = T4 sinQ
+ 21 gid(x—a;)sin ¢; |, (1) d72+cosr?(§) g, sin(Q27), 4

905 Tech. Phys. 42 (8), August 1997 1063-7842/97/080905-05%$10.00 © 1997 American Institute of Physics 905



where T'=(a+pI3)Ivy, f=maFyl(4v3), Q=Qq/v,, vl

r=tw,, and vo=(e/2)*? is the frequency of small oscilla- ok

tions of the kink alongside an inhomogeneity. )
Thus, the problem of fluxon dynamics in a long Joseph-

son junction reduces to studying the motion of a particle of 0.5

unit mass in the field of an attractive anharmonic potential

U ()= — (1/2)sech under the influence of an external vari-

able force. Note that in addition to changes in the fluxon gg

parameters, small perturbations also cause the fluxon to em

linear electromagnetic waves. However, at low velocities the

radiation energy is low+{ exp(—1/v?)) and equations in the  ~8.§

adiabatic approximation may be used for tintesf 2. An

equation similar td4) is also obtained by studying the inter-

action between a soliton of the nonlinear Satinger equa- -1.0

tion and an oscillating impurit§.In addition, this problem is

similar to that of the beam propagation in a medium whose  ~% 2 0 2 4
refractive index depends on the spatial coordinates. 5

FIG. 1. Phase portrait of the unperturbed systetn The separatrix1)
divides the region of periodit2) and drift (3) trajectories.

ANALYSIS OF FLUXON MOTION IN THE ABSENCE OF

DISSIPATION. CRITERION FOR STOCHASTICITY OF

THE MOTION
2T (k+1/2) - T (k+3/2a%*?
In this section we use E@4) to study fluxon motion for Hi a1(J) = m(2k+1) - T(2k+2)
the case of negligibly small dissipation wh&hr=0 can be
assumed. The Hamiltonian of the system can then be written X F(k+1/2,k+3/2, %+2,a%),
as follows: a?=3(2-J),
H=Hgo+fH;

wherel’(x) is a gamma function anél(a,b,c,d) is a hyper-

=(1/2)[(d¢/dr)2—secR({)]—f sinfQ7)¢. (5)  geometric function.
It can be seen from expressiéd) that the perturbation

We first consider the main features of the unperturbed,ny has odd harmonics i® and thus the trajectories reso-

particle motion (=0). The phase portrait for this case iS nant with the external perturbation will be those for which
given in Fig. 1. The separatriecurve 1) determined by the 4, following relation is satisfied

relations o/ ) ©
wo(J)=Q/n, n=2k+1. 9
(=*arcsinir), v=*(1+7)" %2 (6) oY) _ _ _
) o o When an external influence is taken into account, the
SeParat?S the region of per|ocﬁﬁr1|te) and drift (mﬂmtg) character of the motion can be assessed most easily by means
.trajectorle's(curvesz quS, respgctlvely To analyzg motion  of 3 Poincarenap. This map determines a sequence of points
in the regionH <0, it is convenient to use the action—-angle ¢qrresponding to the cross sections of some trajectory in the
variables ¢,0). As a result, we obtain phase space of E¢4) at the time intervals 2/(. For small
Ho(D)=—(1-0)%2, wo(J)=dHy/dI=1-1J, (7)  f, according to the Kolmogorov—Arnol'd—Moser theorem,
. . the nonresonant trajectories are only negligibly deformed
wherewq(J) is the freque_ncy of t_he unperturbed oscnlat_|ons.(|:ig_ 2, regionl). Near resonant trajectories whose unper-
. Th? valu_g ofhthebactloﬂ \f/a;]les b(i:-ltwegn 0 for OEC'”a' turbed frequency satisfies conditidf), a nonlinear reso-
tions alongside the bottom of the well and 1 near the S€P%ance — splitting of a given trajectory — occurs. This leads

ratrix. The frequency, varies accordingly between 1 and 0. to the appearance of pairs of singular points of the Poincare

As the particle energy increases furthédof, the motion map — elliptic and hyperbolic. Figure (2egion2) shows the

changes to drift motion. separatrix of the nonlinear resonance it 3. Using a stan-

An external force destroys the integrability of the SYsteMyard nonlinear resonance technidfieye can estimate the
and leads to an additional term in the Hamiltonian. Adopting,:+h of the nth resonance

the approach used in Ref. 9, we can derive the following

relations: Aw=2[fH; (I]w{1*2  wi=dwe(J)/dJ. (10
fH.(J,0)=—f sin(Q7)arcsintia sin(®)/(1—a?)?] The frequency spacing between the resonances is deter-
" mined by
=—f Sin(Qt)kZO Hi, a+1(3)sin(2k+1)0 ], |0w|=|wa+1— @or+3| =2Q[(2k+1)(2k+3)]. (1)

If & increases, the width will increase resonantly and
®) may overlap neighboring resonances. In this case, the motion
where becomes chaotic, i.e., similar to the motion of a Brownian
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" values arises because, when deriving condititi®), we ne-
10k glected the shift and width of the neighboring+ 2)th reso-
nance.
B Note that chaotic motion in this system is a transient
o5k process. A fluxon which has acquired a sufficient amount of
energy during diffusion via resonances becomes separated
~ . (-; * . from the inhomogeneity and then moves as a free particle.
0.0 < R '..'-.:-.' . Thus, the stochasticity conditiofi2) may be considered as
[ e :.{.a: .t the condition for depinning of a fluxon from a local inhomo-
et geneity.
-0.5- :
1.0+ INFLUENCE OF DISSIPATION ON FLUXON MOTION
By L _21 L 5 . 2 L ;} In this section we consider the influence of dissipation

(I'#0) on the characteristics of the establishment of chaos.
When damping is “switched on” in syster4) (near the
points (0,0), (#,0)), attractive points of the Poincareap
— attractors — appear, whose position and parameters de-
pend on the ratio of the parametdisf, and(}. Most of the
trajectories are attracted to the main attractor ri@af). As
the amplitude of the external fordeincreases, the neighbor-
hood of this point may become unstable as a result of the
formation of a homoclinic structure as follows. The equilib-
rium (+,0) and separatrix pointd=ig. 1, curve3) of the
unperturbed systentB) generate fixed mapping points and
invariant stable and unstable manifolds related to the given
points, in the perturbed system. For specific values of the
| Parameters, these manifolds may intersect at a so-called ho-
moclinic point. The existence of one homoclinic point gives
rise to the existence of an infinite set of similar poitRefs.
rI150 and 13, p. 88 The presence of these points or the exis-
tence of a homoclinic trajectory implies local instability of
the phase space, i.e.,sensitivity of the system to the initial
conditions. In this case we talk of the establishment of ho-
poclinic chaos?**From this point of view, Eq(4) is inter-

FIG. 2. Poincarenap for the cas€ =0, 1=2, £=0.14:1 — nonresonant
trajectory, initial coordinates and velocity eq@] —0.4), 2— motion near

resonance witm=3 (0, —0.898, and 3 — stochastic motion and fluxon
depinning(0, —0.95%.

particle (Fig. 2, region 3). According to the Chirikov
criterion12 stochasticity occurs near theth resonance
when the conditiork = (A w/ w)?=1 is satisfied or, if Eqs.

(10) and(11) are used, when
f=fn=Q%[H; ,n?(n+2)2]. (12)

Thus, the fluxon motion will be stochastic for almost al
initial conditions and parameters of the problem satisfying
condition(12). At this point, it should be noted that even in
a region of advanced stochasticity, there are always regio
of regular motion.

The analytic results were checked by a numerical simu
lation of Eq. (4) using the fourth-order Runge—Kutta—
Merson method. The results of the numerical calculations fol ™. .

esting because the unperturbed system has no hyperbolic

(=2 are given in Table I. iibri - thouah a h lini q
The degree of chaos was estimated quantitatively by ge2quilibrium positions, aithough a homoclinic structure does

termining the largest Lyapunov exponEfttharacterizing the oceur, as we sh_all see sub;gquently. The Mel n_|kov méthod
local instability of the trajectories in the phase spHtié we is used to obtain the conditions for the formation of such a

take initial points positioned at the distart¢9), thespacing _structure in the.system, th,aF is stoch.astlcny. This method
between the trajectories at time may be written as involves calculating the Mel'nikov functioM (t,) character-

d(t)=d(0)expt). If <0, the motion is locally stable and izing the distance between perturbed invariant manifolds. If

regular(periodic or quasiperiodjcwhereas ii\>0, the mo- M(_tO) has simple ZE10s, there exists a homocl_inic point at
tion is locally unstablgchaotig. Table | gives values ok which the manifolds interseéf. For Eq.(4) M(to) is

for various initial conditions and parameters. The results of %

the numerical simulation show that the resonance overlap M(to)ZI [—Tog(t)+f sin(Q(t+1g))Jus(t)dt, (13
criterion gives a satisfactory estimate of the onset of stochas- o

ticity. The difference between the analytic and numericalwhereuv is the velocity at the unperturbed separatéx

TABLE I.

Resonance Initial velocity — Threshold amplitude Threshold amplitude Largest
numbern (x=0) from (12) fy, from numerical analysi$;, Lyapunov exponenk
9 0.9750 0.0262 0.011 3.5210 2

7 0.9584 0.0506 0.022 2.%X710 2

5 0.9166 0.1226 0.058 5.8010 2

3 0.7454 0.5106 0.253 3.8410°2
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From the conditiorM (ty) <0, we obtain the criterion of CONCLUSIONS

the onset of stochastic fluxon motion o
It has been shown that the application of an external

currentJ(t) leads to nontrivial fluxon dynamics. In the ab-
sence of a current, the fluxon will be trapped by a microre-
sistor and will undergo damped oscillations alongside it. The
whereK,(Q) is the Macdonaldmodified Besseglfunction.  action of an alternating current induces periodic, quasiperi-
Using the asymptotic fornKo((2), we can obtain the odic, and stochastic motion. Stochastic motion is observed

f=f,=7l/[2Ko(Q)], (14

following conditions: when a fluxon, having undergone chaotic oscillations along-
side an inhomogeneity and having acquired a sufficient
f=T(7Q/2)Y%exp Q) for O>1, amount of energy, becomes detached from this inhomogene-
f=T(#T/2)[IN(Q/2)] for Q<1. (15) ity. We estimate the external current density required for

stochastic fluxon depinning. We take the following values of

. . . , the typical parameters of a long Josephson juncton:
Figure 3 shows invariant manifolds corresponding to the 1ygg rad/gl“~0 01 (a, B~ 10_3_910_2) Eritical éurrent

fixed point at{— +o°. It can be seen that for below-critical ((;enwsity\] 108 A/m2. and e~0.1. Then. from conditions
values off, no homoclinic points existFig. 33. For f>f. ¢ ' - '

. ) ) . 4 . (15) we obtain the amplitude of the external current density
we have an intersection of invariant manifolds. Figure 3 was;.

plotted using a Poincammap of a fairly small segment near

(=10, where an unstable manifold was calculated+for0

and a stable manifold was calculated fex 0. Note that we

are only aware of one study in which the gxistence of a J=2v,0|In(Q/2)| 13~ 10P— 1¢° Alm?,

homoclinic structure is demonstrated analytically and nu-

merically for an infinite potentialMorse potentigl® 2) win~wp>w,vy — high frequencies of the external
The numerical simulation shows that conditidh4)  current:

fairly accurately determines the intersection of the mani-

folds. This intersection initially occurs near the unperturbed  J=4u3T'(27)Y20Y2exp(Q)J .~ 10" A/m?,

separatrix and then, with increasirfg covers larger and

larger regions of the phase space. As a result, the neighbor- (= winl (wpvy).

hood of the main attractor also becomes unstable, which

gives rise to randomness over almost the entire space. As in This effect of stochastic fluxon depinning may well be

the casd'=0, the chaos is transient. In this case however, aiseful for determining the quantitative characteristics of lo-

particle having acquired energy does not go to infinity butcal inhomogeneities in long Josephson junctions. For this

“sticks” at large ¢ (d¢/d7~0) as a result of dissipation and purpose, a slow Josephson fluxon is generated which be-

stays there for a long time. Since these distances are mudomes trapped by a microresistor and localized at it as a

greater than the characteristic dimension of influence of theesult of damping. The inhomogeneity parametaran then

inhomogeneity, this drift may be interpreted as depinning obe estimated from the amplitude of the alternating current at

a fluxon from a microresistor. which the kink becomes detached from the impurity.

1) iy~ (103-10 ?)w,<w,vy — low frequencies of
the external current:
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vacuum deposition and etching processes

A. M. Baranov, S. A. Tereshin, and I. F. Mikhailov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 103907 Moscow, Russia
(Submitted February 12, 1996
Zh. Tekh. Fiz67, 62—64(August 1997

[S1063-784197)00908-2

Tunnel-thin films of various materials around 2—10 nmsilicon wafers with an initial rms roughness=0.4 nm. Car-
thick have recently become increasingly widely used in opbon films were deposited by two methods: by magnetron
toelectronics and microelectronics. These films have exsputtering of a graphite target in argon and by gas-phase
tremely extensive fields of application, ranging from non-deposition in a plasma excited by an rf discharge. The work-
volatile memory elements to applications as functional layersng gas was cyclohexanegB,,, vapor.
in multilayer structures. Metals, semiconductors, and dielec- Figure 2a gives the time dependence of the reflection
trics have all been used. When such ultrathin films are usedoefficientl y(t) for the deposition of carbon layer | on sili-
their parametergthickness, density, and surface roughfesscon from cyclohexangCgHj,) vapor in an rf discharge
must be strictly monitored directly during the technological plasma(Fig. 2a, curvel) and for layer |l obtained by mag-
process — so-calleth situ monitoring. netron sputtering of a graphite target in @ig. 2a, curve?)

At present, laser interferometry and ellipsometry areduring its deposition on the first laydthe dependence is
most commonly used for this purposéDisadvantages of reversedl The arrows in Fig. 2a indicate the beginnitty
laser interferometry are that it cannot be used to analyzend end(e) of the deposition process.
coatings of submicron thicknessl€0.1um) and materials The initial intensity of the reflected beam was 1700
whose refractive index varies as a function of the depositiompulse/s. Growth of the carbon layer causes the intensity of
conditions (such as diamond-like filmi$). Thus, ellipsom- the x-ray beam reflected by the film—substrate system to os-
etry is usually used to analyze ultrathin layers. Howevergillate. The period of the oscillatioris is determined by the
ellipsometry is extremely sensitive to the state of the subBragg condition 2 sin®=A\. In accordance with the Bragg
strate surface. This makes it difficult to use when transitiorcondition, both layers have the same thicknéss3.8 nm. It
layers are present at the film—substrate interface, since th@n be seen from Fig. 2a that the growth rdfeof the first
optical constants of the material on its surface vary durindayer is slower than that of the following layer. The mini-
the initial growth of the film. In addition, ellipsometry cannot mum observed on the curvg(t) in the first interference
be used to study absorbing materiédsich as metajs order indicates that the density of the film material is lower

Thus, a method of monitoring the reflection coefficientthan that of the substrate materialhe smaller amplitude of
in the x-ray wavelength range between 0.05 and 0.3 nm wathe peak on curv@ (Fig. 23 corresponds to the higher den-
proposed to analyze the properties of ultrathin fiftfisn this  sity of the second layer relative to the first. The densities and
range, all materials have an extremely low absorption coefroughness of the growing layer may be determined by ana-
ficient so that the three most important parameters of théyzing the behavior of =f(t). The film parameters averaged
films can be determined: the thickness, surface roughness,
and refractive decrement, which is directly related to the den-
sity of the material. 9

An important advantage of this method is its universal _®__|_
applicability, i.e., it is not sensitive to the parameters of the
vacuum technological proce&such as the pressure, working

i
gas composition, and plasma parametensto the type of J
deposited material. In this case, the x-ray source and detect 6 2z
are located outside the working chamber. __—=$\_ FL_)/U

1
Here we present results of using x-riaysitu monitoring 1 5 u
to monitor the growth and etching processes of multilayer y & 4
carbon structures, and also for monitoring the surface quality 0
during treatment. 8

Figure 1 shows a schematic of the vacuum chamber witt
the in situ x-ray measuring system. The angle of incidence o
the x-ray beam i®) =1 deg. The x-ray radiation source was
a tube with a copper anode\ €0.154 nnm). The beam re- o o _
flected specularly from the surface was recorded by the de-'G: 1. Schematic diagram of apparatds:~ radiation source? — colli-

. mating systen8 — entry window,4 — vacuum chambef — sample 6 —

tector. The results were fed to a computer via a data ProCeSgetector,7 — recording unit,8 — computer,9 — rf generator, and0 —
ing system and interface. The substrates were polishedagnetron source.
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3 FIG. 3. Experimental curves of the reflection intensity versus treatment time
3 for a silicon wafer.l — in an Ar + O, mixture and2 — in Ar.
= 1600
1600 % density of graphit€2.26 g/cnd). In addition, the surface of
layer Il has a lower value of. The difference in the densi-
1400 ties of the carbon layers is a consequence of the different
1200 contents ofsp? andsp® states and hydrogeif
40 This two-layer coating was etched by a standard techno-
1000 logical process in an oxygen plasma excited by supplying rf
power to the cathode on which the silicon substrate was
860 mounted. The curvé.(t) obtained for etching is plotted in
600 Fig. 2b. It can be seefin Fig. 2b, curved and2 correspond
d to Fig. 23 that, in terms of absolute values of the recorded
400 L J . 1 1 1 L L signal, the curvel o(t) accurately reproduceky(t) but in
0 9.9 :‘9"89 2.7 9.6 reverse order. As a result, the dependeng@y and o(d)
2

calculated froml ¢(t) show a good correlation with the val-
FIG. 2. Experimental time dependences of the reflection intensity for depo-ues obtained fromO(t)' However, the rate of .etChan\/@t) .
sition of carbon layers on a silicon substré and etchingb). 1 — layer of the layer obtained by magnetron sputtering in argon is
obtained in a plasma excited by an rf bids;- layer obtained by magnetron  slower (Fig. 2b, curve2) than that for the layer obtained by
sputtering. deposition in an rf dischargéFig. 2b, curvel). This is
clearly the result of a difference in the densities of the first
and second layers.
in the rangel./2 are presented in Table I. The average den-  The substrate surface is usually subjected to ion-plasma
sities and rms roughness of the films are calculated in thgjeaning before the thin-film coating is deposited. Physical
thickness rangel=L/2 because then, by converting from gpyttering, ion-chemical etching, and plasma-chemical etch-
I=f(t) to I=f(d), we can obtain analytic expressions 0 jhg are used to clean the surfacén many cases, it is im-
calculatep ando (Refs. 5 and B portant that the substrate cleaning process should not in-
It can be seen from Table | that the density and rough¢rease the surface roughness or cause oxidation or adsorption
ness of the first layer increase during its growth. The density¢ carpon.
of layer Il is higher than that of layer | and is close to the  Figure 3 shows the behavior bft) when an x-ray beam
is reflected by a silicon wafer undergoing treatment in an
argon plasma with added oxygen. It can be seen that at the
TABLE |. Parameters of layers | and Il obtained during deposition a”dbeginning of the treatment process in Ar, the intensity of the

etching. reflected signal from the surface of the Si wafer falls sharply
Layer Thickness Deposition Etching (Fig. 3, curvel). The reflected signal then remains constant.
No. d p.gle® o, A Vo, Als p,glen? o, A Vg, Als However, when oxygen is added to the Ar, the reflection

| 0—L/2 178 400 37 184 40l 44 coefficient i'n.creases abruptly, reaching a constant valqe.
L/o—L 181 432 37 188 458 44  When the silicon wafer then undergoes further treatment in
L—3/2L 190 431 37 201 454 44 pure argon, the intensity falls again and reaches a level cor-
Ja-2L 196 496 37 196 481 44 responding to the refection before the oxygen was added

I 0-Lz 211 49 11 205 38 28  (Fjg 3, curve2). This behavior of the reflection coefficient

L/2—L 204 344 11 200 290 28 . .
L—3/2 205  3.10 1 202 200 22 may be attributed to changes in the surface roughness of the
3/2.-2L 211  3.70 11 209 368 25 silicon.

Figure 4 shows the behavior bft) during the treatment
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of a silicon wafer in a Cf plasma. It can be seen that the

surface layer, etching of the silicon surface with fluorine
radicals at sites of emergence of dislocations, deposition of
carbon atoms on Si, and so)on

To sum up, it has been shown that in situ x-ray monitor-
ing at 0.154 nm can be used to monitor the surface quality
and to study the growth kinetics of single-layer and
multilayer structures to within 0.1 nm. This method has the
advantages that it is easy to implement, it can be universally
applied to study any substrates and films, and can also be
used to determine the most important parameters of thin-film
coatings (thickness, density, and roughngsst the initial
stages of film growth.
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Sources of 1/ F noise in gallium arsenide IMPATT diodes
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The quasistatic approximation is used to analyZe ddise in IMPATT diodes in the static and
dynamic(self-oscillating modes. Sources of B/noise are defined in accordance with the

fluctuator model: allowance is made for fluctuations of the charge of traps and fluctuations of the
electron drift velocity caused by their scattering by traps and metastable neutral centers. It

is shown that the fluctuations of the voltage across the diode and the fluctuations of the oscillation
frequency are mainly determined by the fluctuations of the trap charge, while the fluctuations

of the oscillation amplitude are determined by scattering by neutral centers. A method

is developed to determine the intensity of noise sources using the results of measurements of the
fluctuations in the static and dynamic modes of IMPATT diodes and a method of checking

the model as a whole is checked. Experimental results are presented and these show satisfactory
agreement with the calculations. €97 American Institute of Physics.

[S1063-784197)01008-9

INTRODUCTION larly important, has direct experimental confirmation of the
involvement of traps in the formation of A/noise (sample
illumination experimenty. However, this model does not
solve all the problems. The authors of Ref. 9 note that

Information on sources of E/noise in semiconductors
with hot carriers is scant and frequently contradictory. How-

ever, this problem is interesting from the physical point of le illuminati _ ts indicate that in addition t
view and has important applications — many semiconducto?‘r’m,!O € |”um|na lon experiments Indicate that in addition 1o
the “trap” component, the H noise has another component

microwave devices utilize hot electrons. IMPATT diodes are h wre h tvet b dentified

an attractive research prospect because they operate in Xt O'IS'E hature ?S fn(:hye oeen 'f i? med. K th

tremely high fieldghundreds of kV/cmhand can expand the € concept of the origin o noise known as the
féuctuator model has recently attracted serious atterfidin.

experimental base by including dynamic measurements. Th . . .
aim of the present paper is to select an adequate model was demonstrated in Ref. 12 that this model may be applied

1/F noise sources in IMPATT diodes, to check this modelt© disordered regions of high-temperature semiconductors.

experimentally, and to develop a method of determining the S model assumes that ther1foise is caused by interac-

intensity of the sources using the results of the measuréio Petween charge carriers and metastable centers possess-
ments. ing a relaxation time distributiofffluctuators. In semicon-
ductors, these may be neutral formations such as two-level
systems and generation-recombination centers. In the first
case, fluctuations of the carrier mobilifgrift velocity) occur
as a result of scattering and in the second case, fluctuations
We shall briefly consider models of A/noise sources of the trap charge and free carrier concentration are also
which have been used to describe this noise in high fields. ladded. The fluctuator model is supported by strong experi-
Refs. 1-6 it is assumed that bulkFlhoise is caused by mental evidence, including the observation of the behavior of
fluctuations in the carrier mobilitgdrift velocity). The origin  single fluctuators and the transition from a Lorentzian to a
of these fluctuations is either not specified or is attributed tdl/F spectrum with increasing number of fluctuat¢sse the
scattering by acoustic phondnéin the spirit of the Hooge—  review presented in Ref. 13he influence of light on the E/
Vandamme conceptThis last concept presupposes that thenoise already mentionédand the demonstration that the
phonon concentration exhibitsFLhoise, which is difficult to  low-frequency noise spectrum in ultrapure semiconductors is
reconcile because the phonon frequency has a lower limit i superposition of Lorentziar8.
samples of finite dimensions. An important factor is that the fluctuator model in a cer-
The authors of Refs. 8 and 9 proposed an alternativéain sense combines the Lorentzian model and the mobility
model of 1F noise, where this noise is attributed to fluctua-fluctuation model, but attributes the latter to scattering by
tions of the energy level population in the density-of-stateanetastable centers rather than by phonons. This model was
“tail” extending into the semiconductor band gap. In other used in Ref. 15 to analyze the influence of electron heating
words, the 1F noise is attributed to the behavior of the traps,on 1F noise in a homogeneous sample, but the influence of
which leads to fluctuations in their total charge and the fredraps was neglected.
carrier concentration. This model, which is similar to the Here we analyze E noise in IMPATT diodes using the
well-known McWhorter modet? was used in Ref. 8 to cal- fluctuator model with allowance for interaction of charge
culate the voltage fluctuations at IMPATT diodes. The trapcarriers with charged and neutral fluctuattthus, the fol-
model can explain the E/spectrum and, which is particu- lowing sources of H noise are introduced in the theory:

MODEL OF 1/F NOISE SOURCES IN IMPATT PHOTODIODES
AND AN APPROACH TO CHECK THIS MODEL

913 Tech. Phys. 42 (8), August 1997 1063-7842/97/080913-06%$10.00 © 1997 American Institute of Physics 913



fluctuations in the concentration of charged traid§, drift Np and N; are the donor and charged trap concentrations,
velocity fluctuationsév, correlated withéN; (the result of anduv is the saturated electron drift velocity.

scattering by traps and drift velocity fluctuationsSv,, un- In accordance with the adopted model of-1lhoise
correlated withdN; (the result of scattering by neutral fluc- sources, the perturbations are introduced into Efjs«(4) by
tuators. the spontaneous fluctuatio@®,; and évs= v+ dv, which

A widely used method of checking models ofFlhoise  lead to fluctuations of the variables u,, i, andl,. Ex-
sources involves comparing calculations of the current noispressing the time-dependent quantities by sums of the aver-
with an experiment conducted in the static operating mode o4ges and the fluctuationd(= N_t+ SN, u=u+éu, and so
the samples or devicéslc measurementsThe method pro-  on) and using the smallness of these fluctuations, we can
posed here combines dc measurements with measurement|pfearize the systenil)—(4) with respect to the fluctuations

the oscillation fluctuations in the generation regime of anand find the relation betweesu, 814, and the perturbations
IMPATT diode. This obviously makes the calculations and

experiment more complicated, but enlarges the scope of the ﬁ: _ & @_ SUn (5)
. . . ; t iy N v ’
model and allows more comprehensive information to be Ifqd No D Us
obtained on the noise sources. Sy HNp H,no
la  \Np—ng 7]ND—no
ANALYSIS OF 1/ F NOISE IN IMPATT DIODES % 5Nt_ H,no % ©)

: - : Np Np—ng v’
The theory is developed for single-drift, unannealed,

GaAs IMPATT diodes with a uniformly donor-doped base,Here  hy=1+l1a/l4, h,=1+1/3l4, H=1+1,/24,
which were used in the experiment. The slowness of tke 1/ H,=1+14/6l4, ng is the electron concentration in the deple-
noise compared with the transient processes in the diode ad@n layer, 7= (7p/27,) (Np /Ny),

the oscilla_ltor allowed the fluctuz_ition_proble_m to be sqlved in rd=I§/(285v A )
the quasi-steady-state approximation using equations de-

scribing steady-state modes. The processes in the diode wefethe differential resistance of the junction.

analyzed using the equivalent multiplication layer model. In Egs.(5) and(6), the component of the velocity fluc-
) tuations caused by scattering by traps is expressed in terms
dc regime of ON;: Sv/vs= — (727, (N;/N,), wherer, and ,, are

In the absence of any oscillations, the processes in IMthe resultant momentum relaxation time and that associated

PATT diodes are described by a system of equations consistith scattering by traps. To simplify the notation in Egs.
ing of the solution of the Poisson equation for the depletion(5)—(7) and subsequently, the average notation is omitted,

layer, i.e., it is assumed thap, is written asNp , | 4 asly, and so
+NpI3 il3 on. . o :
u=(1+ I_d U, — q(ND—N‘)ld( 1+ I_a) + ”_d( + |_6‘) The following approximations were used to derive Egs.
la 2e lg) = 2esvs 3l (5) and (6): a) Ry>r4 (the diode power supply has a high

@D internal resistangeb) Np—ny>N;; c) I, = const(it can be
the avalanche equation shown thatsl ;< 614, at least forR,>r).

u
1—|aﬁ—a
la

the supply circuit equation

-1

i=ig , (2)  Oscillation generation mode

Representing an IMPATT-diode self-excited oscillator
near the oscillation frequency as a singly resonant oscillatory
Ep=uU+iRy, (€)) circuit (Fig. 1), we can write the equations for the steady-

. . . . state oscillations as follows:
and an equation derived from the condition of zero electric

field at the end of the depletion layer, obtained, like &g, R+ Ru(B,wq)=0, (8
from the Poisson equation
=0, (4 2L

#_M +2|Ta>+”—d(1+;Ta
a d/  &SUs d Here wo=(LC) Y2, whereC is the diode capacitanck, is
whereu is the voltage across the depletion layey,is the  the equivalent inductance of the cavifg,is the loss resis-
voltage across the multiplication layer,is the avalanche tance(including the losses in the loadR, is the diode re-
current, which is equal to the diode supply curref,and  sistance for the first harmonic amg is the “electron” com-
Ry, are the electromotive force and the internal resistance gfonent of the reactance for the first harmoribe total
the supply sourcd,, andl are the lengths of the multipli- reactance is &/C—x,). According to Refs. 17 and 1®R,
cation and drift layerss is the cross-sectional area of the andx, are given by
structure,i is the saturation currenty(u, /1) is the impact
ionization Scoefficient averaged over(th?a Ig)ngth of thg multi- - (Qa/@0)*®(B)(1-c0sOy)/ Oy
plication layer,q is the electron charge, is the permittivity, ¢ woCo[1— (Q4/wg)?D(B)]

1
w=wy+ =—X(B,wg). 9

, (10
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'y . % 1+ Cd ®d sin ®d n HUno Cd
ERG l | I:Iw" C, 1—cos0y Np—ng/ C.l’
lj 1 oA  oN dvn 14
1 P(B) A N, %2, (149
L_..__JlR 'L' e where
®d sin d HtND
FIG. 1. Circuit diagram of IMPATT-diode self-excited oscillatfor the a =
first harmonig. 1-cos®y Np—ng
1+P(B)
+ 1+ 5
) _ P(B)[1-(2a/wo)*®(B)]
(Q4/wg) P (B) [ 1 sin®y 11
1 (Qulwe)*P(B) @Ca  @CyOy| _0©4sin®y H,No
. .. . 1—COS®d ND—I’]O !
Here C, and C, are the capacitances of the multiplication
and drift layers,® 4= wql4/v¢ is the drift angle in the drift 1+P(B)
layer,),=[2a'i/C,7,]"? is the avalanche frequencyis a,=1+ 2
the transit time in the multiplication layeg;’ is the deriva- P(B)[1—(Qa/wo)"P(B)]
tive of « with respect to the electric field O4sinBy H,no
o (B)=2I14(B)/[Bly(B)], wherel ,(B) andl(B) are modi- - 1-cos0, Np—ng/”

fied Bessel functionsB=2a'U,/0®, (O ,=wq71,), Where
U, is the amplitude of the voltage across the multiplication  In Eq. (13), Q_=w,L/R is the Q factor of the loaded
layer. The quantityd and the amplitude\ of the first har- cavity and in Eq. (14), P(B)=—[1-2(Q,/w)?%¢']
monic of the current, (Fig. 1) are related bY X(1-Beg'l) "t wherep=1,(B)/1o(B) and¢’'=d¢/dB.
An analysis of expression®), (13) and(14) shows that the
influence of the trap charge fluctuatiodl; on éu, dw, and
SA is considerably stronger than the influence of the drift
velocity fluctuationsév; correlated withdN;. In all these
Equations(8), (9), and(12) with allowance for EGs(10)  expressions the action afv, is mapped by terms propor-
and(11) form a system determining the steady-state quantitional to 7=0.5( / 75) (Np /N =0.5( / 7pp) (70 / 7o)
ties B, A, and . After linearizing with respect to all the (N, /N,), where 7,0 is the momentum relaxation time,
stochastic variables, we can find a relation in the quasizgsociated with scattering by donors singe/ 7pp=Np /N,
steady-state approximation between the fluctuatinssA,  and =0.5r,/7,p. From this it follows thaty<1 since at
and the primary perturbation8N;, évi, and év,, which  high temperaturgaround 450 K for IMPATT diodesscat-
modulate the parameters dependent on them. The fluctugsring by phonons predominates, & 7,p). Assuming that
tions of the length of the drift region must also be taken intoyne coefficients, , h, , H,, andH, are of the order of unity,
account using Eq(6). Calculations carried out using the andn,/N, is of the order 102, terms proportional te; can
same assumptions as those used to derived B#8nd(6)  pe neglected in Eq$5), (13), and(14), and this will be done

wOC

a®a .
o (B)

B. (12

yield the results subsequently. We merely note that, as applied to (F4),
25w b, \ SN, b, \ dv,, this approximation is valid provided th@y=< 0.9, which is
T _< 1~ Q_)N_ —< - Q_) o (13)  satisfied in most cases.
0 LA L Ts Figure 2 illustrates the channels of action of the noise
where sources ou, dw, andSA. The dashed lines indicate chan-
c no| Np nels whose influence is known to be weak and is neglected in
b1=—< Hi— WHU—) , the calculations. These include modulation of the parameters
Cq Np/Np—ng

by the sourcedv; and modulation of the frequency and am-

04 Cq O4sin O plitude of the oscillations by the current, whose fluctuations
bfm C_a Tosd accprding to Eq(3) are §i = — Su/R,, and are small because
Ry is assumed to be large.
H:Np H,ng Cq We now consider the energy spectra of the fluctuations,
Np—No 1+ Np— No +’7c_a ' writing them in normalized form. Assuming tha@N, and
dv, are uncorrelated, it follows from Eq5), (13) and (14)
b C Moo that
: Cd ND_nO’ ’ 2! 2t
0 Si= (h{Np /ng) Sy +hiShn, (15
d
bs=1= cos04 S! =a?S|,+a3s),, (16)
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PROCEDURE FOR DETERMINING THE INTENSITY OF 1/F
NOISE SOURCES FROM EXPERIMENTAL DATA

We use the syster(l5)—(17) to determine the spectral
densities(intensitie$ of the 1F noise source$y; andS,,,
using the results of measurements of the spectral densities of
the fluctuationsS,, S,, andS;. Two equations(15) and
(16), are adequate for this purpose. The remaining equation
(17) can be used to check the overall fit of the model.

Assuming that the left-hand sides of Eq$5) and (16)
are known §/,=S,/(irg)?, S, =S,/P?(B), whereS, andS,
are measured quantitiesve find

2qr 2/
N - -
~—(18)—— = 28, NS, (20
2 2127
(azhNp /ng)*—aih;
FIG. 2. Channels of action of B/noise sourcesN,, dv;, and dv, on
' ; - 2 2 2
fluctuations of the amplltudéA, frequencydw of the osc_:lllatlons, an_d the ) (hfNp/ng) S&— alsiJ
voltage across the diodéu. The numbers of the equations controlling the = R (21
coupling are given in parentheses. (ah{Np /ng)?— arh;

Obviously these relations are only effective when the
minuends in the numerators of E420) and(21) and in their
common denominator are greater than the subtrahends. This
Q. Q. is achieved in particular wheNp /ny>1, although the pos-

' .0 r_ 5 ' 2 sibility of a combination of parameters and mode for which
Here $,=S,/(ITa)" S,=S,/P™(B), and S;=4S/f;, this condition is not satisfied cannot be excluded. At any

where S, is the spectrum of the voltage fluctuations across . .
the diodesu, S is the spectrum of the fluctuations of the rate, the relation between the minuends and subtrahends

cyclic frequencysf = w/2m, andS, is the spectrum of the should be monitored when making calculations using Egs.

relative amplitude fluctuationdA/A. These spectra are di- (21) and(22).

: ; . Equation(17) was chosen from the three possible equa-
rectly measured experimentally. The normalized fluctuation. . . )
. . tions to check the model because it contains the cavity Q
spectra 6N; and 6év, were determined as follows:

Si=Swi/N3 andS!, =S, /v?. factor Q. , which varies substantially with varying, i.e.,

For a given supply current to the diode the oscillationj[he coupling between the resonator and the load. By compar-

mode of the oscillator depends on the loss resist&h@eg. ing the dependence calculated using _the values,\gfand
: . . . » determined from Eq920) and(21) with the experimen-
1), which may be varied experimentally by changing the re- .
. . o tal curve, we can assess the accuracy of the adopted noise
lation between the cavity and the load. This will be accom- L L
. I~ : . . source model and the procedure for determining their inten-
panied by variations in the cavity Q fact@y , the amplitude it
of the current oscillationg,, and the amplitude of the voltage Y.
across the multiplication layer, which is characterized by the
parameteB. The theory allow®, andB to be related to the

coupling parameteB=i/iy,, wherei is working supply cur-

’ b2 2 ’ b4 2 ’
Sf: bl__ SNt+ b3__ Svn' (17)

EXPERIMENTAL RESULTS AND DISCUSSION

rent andiy, is the threshold supply curre(ttorresponding to The experiment was carried out using unannealed GaAs
the self-excitation threshold of the oscillatdr IMPATT diodes in the 10 GHz range with a Schottky barrier
=BIy(B)/2I,(B), 18 and a uniformly doped base. The diode parameters were:
A=Blo(B)/214(B) (18 Np=10* cm™3  ny=7x10%cm™3, 1,=0.9um,
Ca 0Oy [l lg=2.1um, ©4=0.9m, and ry=250Q. All the measure-
QL:E—l—cos(ad Eﬁ—l : (19  ments were made at the analysis frequency of 30 Hz, at
a

which the 1F noise predominated over the avalanche noise

The threshold current is easily measured. Thus, Bd@. over a wide range oB for R,=1.3 kK and a supply current
and(19) link the calculations made using Eq46) and(17)  i=80 mA. The value of8 was regulated by changing the
to the experiment. relation between the resonator and the load.

TABLE I. Average values 08;, S,, S/, S, andS|;, S, for two batches of like IMPATT diodes.

Batch No.  S,,v2-Hz! s,  Hz! S|, Hz ! S, Hz ! S, Hz't s, Hz!

1

(9 diodes 4.3x1071? 15x10°%8 1.1x107? 84x10°* 16x10* 1.3x10° %
2
(5 diodes 2.9x1071? 1072 7.1x10°8¥  56x10% 1.1x10%  8e6x107%

916 Tech. Phys. 42 (8), August 1997 Kornilov et al. 916



a b b
F
v O 2| | |7
N 1 - e ————— f — [ 3
ot <"1 NN AN
> ] \ 2
« 3 , . 10"1 5 . o 10 \\ /
1 2 J /3 /3 103 2 \ /
I 1 1 L 1 1 I
95 127 120§ 395 127 17.04 0’ W
1 a J /3
FIG. 3. CurvesS;(B) for diodes in batch 1a) and batch 2b): i=80 mA, L L 1
F=30 Hz;1 — calculated result2 — scatter zone of experimental data. 8.5 12.7 1.0 GL

FIG. 4. Curves of,(B) (a) andS¢(B) (b). 1 — calculations for model with
Determination of the intensity of 1/ F noise sources. 1/F noise source’N,: 2 —- the same with the sourcév,,, 3 — scatter
) . zone of experimental datéa=80 mA, F=30 Hz.
Table | gives the measured valuesQf andS,, their

normalized value$, andS/,, and also the noise source in-
tensitiesSy; andS,, calculated using Eq$20) and(21). The

i age fluctuations across the diode and the fluctuations of the
measurements and the calculations were mad¢ fof.85. g

oscillation frequency are mainly determined by trap charge
fluctuations, while the fluctuations of the oscillation ampli-
Check of the model tude are determined by fluctuations of the electron drift ve-
locity associated with their scattering by neutral metastable
centers. This is demonstrated by the results of the calcula-
tions made using Eq$15)—(17), which are given in Table I,
and by the data given in Table I.

Note that the conclusion that fluctuations of the trap
rge play a dominant role in the formation oF Ioise in

the diode voltage essentially agree with the viewpoint put
forward by the authors of Ref. 8.

Figure 3 shows the curveS;(B) calculated using Eq.
(17) for both batches of diodes using the previously deter
mined values ofS; andS/, (Table ). Also shown are the
scatter zones of the experimental valuesSgfg). It can be
seen that the theory agrees with the experiment, showing ah
weak dependence @&; on B. This result is by no means cha
trivial, since Eq.(17) contains the Q facto®, which varies
substantially withg; agreement can only occur 8, and
S, are correctly determined. The calculated and measured
levels of S; are also fairly close.

We compare these results with those obtained by simple(r:o’\lCLUSlo'\IS
models which only assume one source df hoise — ve- It has been shown that a model assuming two uncorre-
locity fluctuations or trap charge fluctuations. These variant$ated sources of E noise in an IMPATT photodiodéluc-
are described by Eq$15)—(17) in which S,=0 should be tuations of the trap charge and fluctuations of the scattering
assumed for the velocity fluctuation modelSf;,=0 for the by neutral metastable centgmsatisfactorily agrees with the
charge fluctuation model. In both cases, the noise source irexperiment. It has been established that the level of low-
tensity can be determined from E{L5): S,jn:Suh;2 or  frequency fluctuations of the voltage across the diode and the
Sii=Su(hiNp/ng) 2. For diodes in batch 1 we have frequency fluctuations in the oscillation mode are mainly de-
S/,=8x10" ¥ Hz ! and §;=1.9x10 " Hz . In this  termined by fluctuations of the trap charge, whereas the am-
case, Eqgs(16) and (17) remain independent and may be plitude fluctuations are determined by fluctuations of the
used to check the models. The results are plotted in Fig. 4. Kcattering by neutral centers. In all cases, fluctuations of the
can be seen that the velocity fluctuation model leads to acattering by traps play a minor role. A method has been
serious qualitative discrepancy between theory and experdeveloped to determine the intensity of th& hlbise sources
ment in terms of the dependen&(B) while the charge from the results of measurements of the fluctuations in static
fluctuation model leads to a less serious quantitative discre@nd oscillatory modes.
ancy in theS, level. It is envisaged that these results, including the method of

Thus, the model assuming the simultaneous action oifnvestigation, may prove useful not only for the physics of
two uncorrelated sources ofFL/noise shows considerably IMPATT diodes but also for the more general problem of
better agreement with the experiment. In this model, the voltstudying 1F noise in high fields.

TABLE Il. Contribution of noise sourceS;; andS,,t0 S, S,,, andS; for diodes in batch 1. Data f&; and
S, calculated for3=1.85.

S,=1.1x10 1?Hz?! S{=10"1%Hz 1! S, =1.1X10"2Hz !

S\ contribution S, contribution Sy, contribution S/, contribution S{ contribution S, contribution
9x10 1 2x107%3 9.3x10° ¢ 7x10° Y 5x 107 8.35x10
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Use of the speckle effect to analyze vibrations of a rough surface
Yu. P. Presnyakov and V. P. Shchepinov
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An analysis is made of a contactless method of recording the vibrations of a rough surface using
the speckle effect. Dependences of the percent modulation of the photodetector electric

signal on the vibration amplitude and the parameters of the optical system are given and this
optical dependence is checked experimentally. Results of a spectral analysis of the

vibrations of an electric motor casing are presented for illustration purposes. It is noted that this
method may be used to study vibrations of heated surfaces and transparent med207 ©

American Institute of Physic§S1063-78417)01108-7

Vibrations of a solid cause elements of its surface to  The proposed method is based on using a random depen-
rotate through angles which are greatest at the nodes amtknce of the intensity, averaged over the diaphragm, on a
smallest at the antinodes. Let us assume @as the angle specific realization of the speckle structure. This effect was
of rotation of such an element relative to an axis tangent t@nalyzed theoretically in Refs. 3 and 4, where it was shown
its surface. Then, when a section of the vibrating rough surthat the probability density of the distribution of the intensity
face substantially smaller than the spatial period of the vibrat, averaged over the diaphragm, is approximately described
tions is illuminated by a laser beam, the reflected radiation i®y the gamma distribution
turned through the angle®. As a result, the random distri-

bution of the reflected radiation intensity in the plane of the 1 (m™ -ml

photodetector diaphragm positioned at a distanf®m the p(h)= r(m)\J, 1™ ex 0 ) )
illuminated section of the surface is shifted ioft), which is

a periodic function of time wherel=0, J, is the average intensity in the plane of the

_ diaphragmI'(m) is a gamma functiorm=1 is the number
h(t)=20(1)z, (1) of independent correlation cells, wheme=s/° for a two-
where® (t)<1. dimensional diaphragm ami=L/§ for a slit diaphragm of

The intensity of laser radiation reflected by a rough sur/e€ngthL, whose width isA < 4. o
face is described by a random functions of the coordifiates ~ Periodic vibrations of the surface lead to periodic dis-

whose correlation intervas (speckle sizeis given by placements of the speckle structure in the plane of the dia-
phragm as a result of which the output electric signal from
o~(\z)/d, (2)  the photodetector also varies periodically and the spectrum

of this signal is proportional to the vibration spectrum of the

where\ is the wavelength of the laser radiation ahés the g rface.
size of the illuminated part of the surface. ~ The method of spectral analysis of the vibrations of a

When the speckles are displaced in the plane of the diasgjig surface is shown schematically in Fig. 1a. Radiation
phragm as a result of vibration of the surface, the photodefom a cw lasert is focused by a leng onto the section of
tector electric signal is a periodic function with a period gyrface being studie@. The reflected radiation is passed
equal to that of the surface vibrations. If the size of thehrough a diaphragm onto the sensitive surface of a photo-
diaphragm isA < 8, the amplitude of the electric signal for a gjoge5, from which the output electric signal is amplified by
photodetector with a linear characteristic is proportional togp, amplifiers and passed via an analog-to-digital converter
the optical intensity(t) to a computeB. Figure 1b show the plane of the diaphragm,

u(t)~J(t). 3) which comprises a rectangular aperture with side lengths 2

and 2 in a nontransmitting screen. The axes of the Carte-

This approach to study the vibrations of a rough surfacesian coordinate systenx(y) are parallel to the sides of the
was considered in Ref. 2 where the diaphragm 4ize5—-10  rectangular aperture and the origin is located at the center.
um satisfies the conditiod <s. In this case however, cali- When the speckle structure is displaced in the plane of
bration measurements of the electric signgt) must be the diaphragm, the output electric signal from the photode-
made for a known displacemebt of the diaphragm relative tector is given by
to the fixed speckle structure in order to determine the am-
plitude of the functiorh(t). In accordance with formuléd),
we haveh(t)=D for u(t) =uq(D).

Here we examine a method of investigating the vibra-
tions of a rough surface by means of an integrated specklehere A is a constant which depends on the power of the
effect, whereby the diaphragm areasis 6. reflected radiation in the region of the diaphragm and on the

a b
u(t)zAfiafibJ[erhx(t),erhy(t)]dxdy, (5)
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FIG. 1. Schematic of apparats) and
plane of photodetector diaphragim).
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sensitivity of the photodetector, afg(t) andh,(t) are the b b
components of the displacement vector of the speckle struc- f_bJ(a'Y)dBF f_bJ(—a,y)dy,
ture h(t).
The amplitudeh, of the displacement vector is related to is zero according to the definition of the probability density
the amplitude of the angle of rotatian, of the illuminated function.
part of the surface by formulél). For the displacement of For terms forming the components of the vectpwe
speckles of amplitudé,<< 48, i.e., substantially smaller than have
the speckle size, we can confine ourselves to the first two
terms of the series expansion of the intensity | = 1 fb I(=a,y)dy

J[x+hy(t),y+h,]=3(x,y)+V-I(x,y)h, (6) 2b}-

whereV is the gradient operator. andm=m; = (2b)/ 4 for

Substituting expressiof6) into Eq. (5) and dropping the b
constantA, we obtain f_bJ(ia,Y)dy-
a b a b
u(t)=f f J(x,y)dxdy+f f h-VJ(x,y)dxdy. For the terms
—aJ—b —aJ—b
7 a
@ f J(x,=b)dx
We write expressiolt7) in the form -a
u(t)=ug+u_(t), in formula (4), we have
whereug=4abl is the constant component of the electric 1 (a N
signal andu_(t) is the varying component, which has the 2 _aJ(x,_b)dx
form

) aJ(x ) ) ﬁJ(x ) andm=m,=(2a)/é.
u_(t)=h f f Y) dxdy+h f f y ®) It follows from Egs.(1) and(9) that the spectrum of the
-aJ - -a electric signalu_(t) is proportional to the spectrum of the
angle of rotation®(t). This result forms the basis of the
proposed method of analyzing the mechanical vibrations of a
u_(t)=h(t)g, 9={9x.9y} (9 rough surface.
The expression for the percent modulatipmwf the elec-

After integrating, expressio(8) has the form

where tric signal for a specific realization of the speckle structure as

b given by Eq.(9) has the form

f [J(a,y)—J(—a,y)]dy,
_ [ho-gf
a UO )
=J [J(x,b)—I(x,—Db)]dx. S
-a The rms percent modulatiohis given by
For a given amplitudé,, the value ofg| determines the (ho- )

random amplitude of the varying signal (t), which is in- f2=(y?)= < 0 > (10)
variably nonzero since the probability that, for instance, o
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where the angular brackets denote averaging over an el
semble of random intensity distributions inside the dia-

phragm.

In expression(10) the numerator and the denominator

are statistically independent, so that
f2=<(h0. g)2> .

(up)
Formula(7) gives
(udy=16a%b%(12),

where the random quantity

1 a (b
| = 2ab f_af_b\](x,y)dxdy

is distributed according to the la@h), from which it follows
that

o M1 ab
<| >:TJ, ng.

From the previously assumed conditiBe- 6 it follows
thatm>1 and
(1%)=33,
The average value of the numerator in EXQ) is
<(h0' g)2> = hgx<g>2<> + hgy<g§> + 2h0xh0y<gxgy>'
The random quantitieg, and g, are statistically inde-

(ud)~16a%b?J3.

13

FIG. 2. Oscilloscope trace of intensity correlation function.

Formula(14) was checked experimentally fory,=h,,
hoy=0. In this case, we have

f—ho\[&
“2a Vb’

The speckle size is determined by means of a speckle
transparency mounted on a two-coordinate micrometer
table. The value ob was determined from the ! level of
the correlation signal at the photodetector exit as the speckle
transparency was displaced. The measurement error for the
displacement was Am.

Figure 2 shows an oscilloscope trace of the intensity
correlation function of the speckle structure with its negative
image, obtained by displacement of the speckle transparency
at a constant rate from one position of total decorrelation to
another via the correlation extremum. In this case, the extre-
mum is a minimum since the speckle transparency is a nega-
tive. The lower horizontal line was recorded with the laser

(15

pendent and their averages are zero, so that the last term SWitched off.

the right-hand side of Eq11) is zero. Using the statistical

independence af, andg, and the distributiori4), we easily
find that

8b? 8a?
2\ __ 2 2\ _ 2
(G0=1%. (9))=7-3

The percent modulatiory; for the ith realization ofn
independent speckle structures was measured using a digital
oscilloscope, with periodic transverse displacement of a pho-
todiode mounted on the two-coordinate stand. For measure-
ments of the speckle size, the plane of the diaphragm was
matched with the plane of the speckle transparency. The am-
plitude hy was monitored from the digital readout of the

The final expression for the rms percent modulation hagjigpjacement. An independent realization of the speckle

the form

ND
= H) \/bh0x+ ahoy.

f (12

When the diaphragm is oriented orthogonal to its initial

position, the rms percent modulatidn is

5
f, =%’ JahZ,+bh3,.

13

structure for alternate measurementsypfwas achieved by
transverse displacement of the diaphragm and the photode-
tector by an amount greater than the speckle 8iZEhe rms
percent modulation was determined by

21 o 2
f=ﬁ_27i-
=1

As a result ofn=10 measurements of; for hy=0.3
mm ands=0.9 mm, the rms percent modulation determined

(16)

Thus, by measuring the rms percent modulation for twousing formula(16) wasf=0.120. The theoretical value éf

orthogonal orientations of the diaphragma ¢ b), we can

obtained from formula15) for a=0.5 mm andb=5 mm

determine the components of the displacement vector of theas 0.127. The difference between the experimentally mea-

speckle structure using formuld$2) and (13) and conse-

sured value and the theoretical value is less than 6%. Thus,

quently, the components of the vector of the angle of rotatioin order to make calibration measurements of the amplitude

of the surface point.
For a circular diaphragm of radiug, the amplitude of
the displacement vector is determined from

ho [o
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of the angle of rotation using this method, there is no need to
bring the vibrating surface to a state of rest, which is impor-
tant when studying the vibrations of industrial equipment
with a continuous operating cycle.

A series of measurements of the correlation depth for
various positions of the photodetector in the recording plane
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FIG. 3. Oscilloscope trace of photoelectric signal of the motor vibra@rand its spectruntb).

must be made to calibrate a vibration speckle detector, using It should be noted that, unlike the method using piezo-

a circular diaphragm for instance. Thdn, should be deter- electric detectors, this method is contactless so that the vi-

mined using formula§l6) and(14) and®, should be deter- brations of heated surfaces can be studied. The method can

mined using formula1). The conditions=const must be also be used to study the vibrations of transparent media

satisfied for the measureg . inserted between mat glass and the photodetector. In this
This method of analyzing vibrations was used to inves-case, the displacement of the speckles in the region of the

tigate the vibrations of the casing of an electric motor rotat-diaphragm is caused by refraction of the laser radiation in an

ing at 50 Hz. The results are plotted in Fig. 3. An oscillo- optically inhomogeneous medium.

scope trace of the varying component of the photodetector

electric signal, observed on the screen of an IBM PC used as-aser Speckle and Related Phenomestited by J. C. DaintySpringer-

an oscilloscope is shown in Fig. 3a. Figure 3b shows t'hez\é_erjlf"gE’bgﬁrr]"g'j'Olsgé‘k 205(1079.

vibration spectrum calculated by means of a fast Fouriersa, a. scribot, Opt. Commun11, 238(1974.

transformation. The high-intensity lines correspond to fre-*R. Barakat, Opt. Act20, 729 (1973.

quencies of 50, 100, 150, and 200 Hz. The peaks correspon?]V- M. Dobrido, V. V. Manikalo, and Yu. P. Presnyakov, Opt. Spektrosk.

to the nonlinear vibration process of the part of the motor o> 212(1988 [Opt. SpectrosdUSSR 65, 125(1988]

casing being studied. Translated by R. M. Durham
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Some characteristics of relief formation on photothermoplastic carriers used in double-
exposure interferometry

L. M. Panasyuk and 1. V. Chapurin

Moldavian State University, 277009 Kishinev, Moldavia
(Submitted June 8, 1996
Zh. Tekh. Fiz67, 76—78(August 1997

An analysis is made of the main trends in the development of a surface relief on
photothermoplastic carriers of optical information used to record double-exposure holographic
interferograms. It is shown that high-quality interferograms require recording conditions
(taking into account the composition of the material and the heating temperature of the
thermoplastic carrier layer, as well as the parameters of the sensitizing corona discharge
where the surface of the photothermoplastic carrier can be treated in the equipotential
approximation. ©1997 American Institute of Physid$$1063-784£97)01208-7

INTRODUCTION efficientsY andw, characterize the evolution of the relief of
) o the thermoplastic layer exposed to a density-modulated
~We report results of investigations of the processes Ofparge of amplituder, and frequency, and the coefficients
relief formation during the recording of double-exposure in-g anq . characterize the evolution of the relief under uni-

terferograms on a photothermoplastic car®fPO. This ¢4 charging of the thermoplastic layer with the surface
carrier consists of a double-layer structure, formed by a phoc':harge densityr,.

tosensitive semiconductor and a thermoplastic polymer coat-
ing Iay_er, deposited on a metallizgd substrate. This_ type of’WESTIGATIOI\I OF THE INFLUENCE OF CORONA
PTPC is charge-senatlzed in the fleI(_:I of a corona discharg HARGING OF A DEFORMED PHOTOTHERMOPLASTIC
accompanied by simultaneous heating and exposii®e  CaproiER SURFACE ON THE EVOLUTION OF RELIEF DEPTH
mechanism of relief formation in this method of recording
optical information has been studied in fairly great detail by ~ We shall assume that the charged PTPC surface is equi-
various authors, as in Refs. 2—5 for instance. potential. This approximation characterizes a thermoplastic
One of the important practical applications of PTPCs iscarrier layer with a low surface resistivity, allowing the ther-
in double-exposure holographic interferométfywhere two ~ moplastic surface to be treated as “metallized.” We examine
holographic images of a test object in different states aréhe main trends systematically characterizing the time evolu-
recorded consecutively on a continuously heated PTPC. Thigon of the PTPC surface relief.
process incorporates two corona charging cycles of the 1. Corona charging of a PTPC surface exhibiting some
PTPC and the time interval between charging is utilized tonitial relief is accompanied by effective modulation of the
create conditions conducive to high-quality recording of thesurface charge as a result of redistribution of the corona cur-
second hologram on the surface relief formed on the PTP@ent in the indentation of the surface relt8fThis increases
by recording the first hologram. In general, the problem ofthe density of the deforming forces acting on the initially
simulating the processes taking place in a PTPC system duformed surface deformations of the PTPC and increases the
ing the formation of double-exposure interferograms, re-depth of the initial relief as the surface potential reaches its
duces to identifying how the relief formed initially on the equilibrium value over the entire PTPC free surface.
PTPC surface tends to vary under additional exposure to 2. After the PTPC surface has reached an equipotential
deforming force$. state, an appreciable surface charge densgjtynuch greater
If a surface relief having the spatial frequenkyand than the modulated density,, builds up on the surface.
depth A=A, coskx, simulating the initially recorded holo- Since the latter is proportional 9, it may be assumed that
graphic image, is formed on the PTPC surface before thi¥ =0 and Eq.(1) may be rewritten as
undergoes repeated charging, the corona charging of the

PTPC also modulates the surface charge density harmoni- rmaJr(l—Fe*‘”ft)B:O. 2
cally o=0y+ 0, coskx The deformation amplitudd is

then clearly much smaller than the layer thicknessThe The solution of Eq(2) for timest<w; * has the form
equation of motion of the thermoplastic layer is then written (1-Ft

(as in Ref. 9 as B(t)=B(0)e” 7, . 3

B These calculations show that the relatlor 2 is usually
Tma+(1—Fef°’ft)B+Yef'“yt=0, (1)  satisfied for these types of PTPC. Thus, the depth of the
surface relief continues to increase exponentially with a
whereB= Ak is the normalized depth of the surface relief, growth rate £—1) times greater thamg]l.
Tm IS the characteristic time for mechanical relaxation of a 3. As the depth of the surface relief increases, so does
viscoelastic liquid modeling the thermoplastic layer, the co-the parametew; (Ref. 9. At a certain time corresponding to
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the optimum duration of corona charging of the PTPC, the b) The caseav;<0, characterizing a thermoplastic with a
parametei; increases to such an extent that the exponentiahigh surface resistivity“dielectric” approximation. In this
term in Eq. (2) becomes negligible and deepening of thecase, the situation is similar to the charging of an unillumi-
surface relief is replaced by infilling with a characteristic nated PTPC analyzed above, and leads to mechanical break-
depth reduction time equal t,,. down of the thermoplastic layer. The depth of the surface
4. Cessation of corona charging of the PTPC with con+elief is not modulated as a function of the illumination. In
tinued heating slows the reduction in the depth of the surfacaddition, it is preferable to use a mechanism of recording on
relief, with the time constant; > 7,,. The time constant;,  the PTPC for which the growth of surface deformation is
is increased because in the absence of corona charging, thmited (or controlled in some way.
thermoplastic layer is simulated, not by a viscoelastic fluid,
but by a Newtonian viscous fluid. EVOLUTION OF A SURFACE RELIEF FORMED INITIALLY
The choice of thermoplastic layers with enhanced surON A PHOTOTHERMOPLASTIC CARRIER DURING
face resistivity, where a “dielectric” model representation of REPEATED RECORDING OF A HOLOGRAPHIC IMAGE

the system is achieved, determines the valueef0, and Since the surface potenti®l; decreases with increasing

the increas_e in the surface Fieformgtipns accompanying CQumination of a charged PTPC, the additional charging cur-
rona charging of the PTPC is not limited by the factor de'rent becomes redistributed on the most strongly illuminated

scribed above. In this case, the relief develops over the tOtEHarts of the PTPG? Bearing in mind that the total charging
thickness of the thermoplastic lay€funnel” deformation). current is constant over the entire PTPC, we note that this

Ho_wever_, at_ high spatlal_ frequen_mes defc_)rmatlons fro_mcauses a decrease in the charging current in the less illumi-
neighboring interference lines begin to partially overlap in

. ) P "'nated parts of the PTPC, which then reduces the valueg of
the recorded holographic images. This leads to a reduction Qi yhe related coefficierft in these sections. In addition,

the spat!al frequency in the recorded imagg, thus limiting th he parametew; increases as a result of decrease in the
mechanical breakdown of the thermoplastic layer but at th‘?esistivity of the semiconducting layer of the PTPC as the

same tlmg, appreciably reducing the quality of the IMagd§)jumination is increased All these factors interact to modu-
recorded in the PTPC. late the depth of the initially formed PTPC relief as it
evolves as a function of the distribution of the illumination in
INFLUENCE OF UNIFORM ILLUMINATION OF A CHARGED the recorded second image. The recording of a double-
PHOTOTHERMOPLASTIC CARRIER ON THE exposure interferogram may involve the simultaneous recon-
EVOLUTION OF ITS SURFACE RELIEF . L2 )
struction of the initially recorded hologram and modulation
If a deformed PTPC surface is exposed to uniform illu- of its surface relief by the holographic image recorded by the
mination at the same time as corona charging, the influencgecond. This is the mechanism for the recording of a double-
of this illumination reduces the surface potenti4), as a  exposure interferogram on a PTPC.
result of increased leakage currents across the PTPC, and We consider how the parameters of the thermoplastic
increases its differential capacitanCebecause of the accu- layer influence the quality of recording a double-exposure
mulation of negative charges at the interface between thmterferogram.
semiconducting and thermoplastic layers. Our experimentsto a Thermoplastic in the dielectric approximation
study the kinetics of the variation M, using the apparatus (w;<0). We have shown above that the initially formed
described in Ref. 11, showed that under illumination the derelief first undergoes partial infilling, and only for|w; |
crease inVg is on a larger scale than the increaseCinand  does it begin to deepen. Sinag depends on the illumina-
this tendency is enhanced with increasing illuminatien tion of the different parts of the PTPC, the transition to en-
Thus, both the total surface charfe=V.C, and the surface hancement of a partially infilled relief image occurs at dif-
charge densityrg determined by it decrease with increasing ferent times for parts of the PTPC with different recorded
illumination of the PTPC. Bearing in mind th&t=c3 (Ref. illuminations. In this case however, the first of the recorded
9), we note that an increase | appreciably reduceB. If holographic images will predominate in the resultant inter-
the relationF>1 is satisfied for certain values Bf the main  ferometric image and the double-exposure interferogram will
laws governing the evolution of the PTPC relief describedpossess low contrast.
above are conserved. However, from a certain illumination  b) Thermoplastic in the metallic approximatiom {>0).
the situationF <1 begins to arise. We shall consider this in If there is a fairly large difference between the minimum and
greater detail as a function of the sign of the parameter = maximum illuminations in the recorded second holographic
a) The casew;>0, characterizing a thermoplastic with image, we observe a situation where each of the dark and
an equipotential(“metallized”) surface. Transition pro- light interference lines may be represented as an equipoten-
cesses leading to the establishment of an equipotential stati@l surface characterized by different values of the coeffi-
and characterized by appreciable deepening of the relief ocientF: F>1 andF<1, respectively. In the first case, the
the PTPC are followed by a stage involving exponential in-depth of the relief first increases and then decays exponen-
filling of surface deformations, as given by E8), with time tially with the characteristic time,,. In the second situation,
constants exceeding, by the amount by whiclF is close to  this exponential decay is preceded by a section where the
unity. Thus, the role of uniform illumination accompanying reduction in the depth of the surface relief is slowed without
charging of a PTPC with an initial surface relief reduces tobeing preliminarily deepened. We then have a situation
changing this relief by the required amount. where reconstruction of the first holographic image is ac-
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Kinetics of luminescence flashes accompanying the formation of microdamage in alkali
halide crystals exposed to CO , laser radiation pulses
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Zh. Tekh. Fiz67, 79—82(August 1997

[S1063-784197)01308-1

Since the seventies through to the present day, considemorphology under multiple irradiation of a single damage
able attention has been devoted in the literature to studyingite were described in Ref. 14.
the evolution of optical breakdown in the bulk of alkali ha- Particular attention was paid in Refs. 1-18 to studying
lide crystals initiated by heating of absorbing inhomogenethe various phenomena accompanying the evolution of
ities contained in these crystals, under the action of, CObreakdown, particularly the kineti€s"*8 and lumines-
laser radiation with different pulse paramettt¥ The  cence spectra/*>1’and also the dynamics of the growth of
breakdown thresholds according to data given by varioudreakdown cente?s® and the kinetics of the scattering
authors cover a wide range of values betweeh-10(Refs.  caused by these centér The kinetics and spectra of the
1-11) and 300 MW/cri (Ref. 13. One of the main reasons luminescence flashes were investigated in Refs. 3—7, for ex-
for such a large discrepancy is the well-known dependencample, at radiation intensitie€l-10 MWi/cnf) possibly
of the breakdown threshold on the diameleof the effec- closer to the thresholdi* for the appearance of lumines-
tive radiation spot which leads to an increase in the experieence flashes, whereas the intensities used in Refs. 15-18
mentally measured threshold with decreasihgin fact, in ~ were 100—1000 MW/cfand the value off* was not indi-
Refs. 1-11 the measurements were madelfer0.2 mm  cated.
and in Ref. 13, forD~0.070 mm. Another factor may be An analysis of these experimental conditidn& and of
that the breakdown threshold also depends on the concentrtheir results and conclusions on the luminescence mechanism
tion and absorption cross sections of the inhomogeneities imdicates that two main viewpoints were adopted as to the
the samples. nature of the luminescence flashes accompanying break-

The results of Refs. 2 and 3 indicate that the number oflown. One of these viewpoints was based on experimental
damage sites formed within an irradiated zone and the interdata obtained foD=0.2 mm andg~q* ~1-10 MW/cnf.
sity of the accompanying luminescence formation dependin this case, the luminescence flashes may consist of indi-
not only on the laser radiation intensity but also on the vidual more or less resolved pulSesand the luminescence
numberN of pulses acting at the same point on the samplespectra exhibit narrow peaks Refs. 6 and 7, for instance,
For N=1 within the caustic of the lens used to focus theof ~1 xm width which is determined by the spectral reso-
laser radiation into the sample, it is observed that a largéution of the apparatys The size of the damage sites under
number(for D=0.2 mm it is several ten®f damage sites is these conditions is-10 um. The authors of Refs. 3—6 put
formed and the formation of each one is accompanied byorward the hypothesis that the observed luminescence is
luminescence. As a result of multiple exposuid=2) of = mainly attributable to the crystal triboluminescence caused
the same part of the crystal to pulses of constant radiatioby cracking under the influence of thermoelastic stresses cre-
intensity (@=cons}, the vast majority of the previously ated near heated inhomogeneities. The authors of Ref. 6 dis-
formed damage sites do not luminescence. However, newuss possible reasons for the differences in the spectra of the
damage sites are formed, accompanied by luminescence, atriboluminescence accompanying crystal damage near laser-
some luminescence is observed from a negligible number dieated absorbing inhomogeneities and excited by conven-
the already formed damage sites. Typically, the morphologyional methods, such as grinding the sampfeccording to
and dimensions of the damage sites which do not luminescestimates made faj~ q* =10 MW/cn? (Ref. 3, the heating
under repeated exposure, do not vary with increasihg temperature of the most dangerous absorbing inhomogene-
whereas those damage sites which do luminesce under eaities only reaches-1000 K by the end of the laser pulse.
exposure expand and their morphology changes from one Another viewpoint is based on the results of measure-
pulse to another. AN increases, the number of newly ments made for smalD andqg~ 100—-100 MW/cr (with
formed damage sites decreases to zero. The integrated intems indication ofq*) (Refs. 13—18 Under these conditions
sity of the luminescence flash either also decreases to zetbe luminescence flashes are fairly smooth and no narrow
(under conditions where no new damage sites are formed ammbaks are observed in the spectra. Some of the observed
the old ones luminesce repeateddy it undergoes irregular luminescence spectra are well approximated by a Planck
oscillations (with repeated luminescence from previously curve with temperatures of 5000—15 000 K, and the dimen-
formed damage sitg¢about some average, which is betweensions of the damage sites arel00 um. The authors of this
two and three orders of magnitude lower than the intensity oferies of studies hold the view that the luminescence flashes
the first flash® Results of studying changes in the damageare of a thermal nature. It was also emphasized in Ref. 15
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FIG. 1. Laser pulse. Horizontal scale sweep rate 50 ns/div.

that triboluminescence should be discarded as a possible ma
jor factor in the luminescence observed when absorbing in-
homogeneities are heated by laser radiation. Such a state- 3
ment made without specifying the range gfvalues for
which the results are valid is obviously unjustifiably cat-
egorical.

The contradictory nature of these results and treatments/G. 3. Laser pulsél), and kinetics of luminescence flash@s 3). Hori-
of the nature of the luminescence accompanying laser breaf9Mal scale 500 ns/dig=11(2) and 10 MW/crf (3), N=1 (2) and 3(3).
down damage in crystals provided the basis for the present

study. Here we present results of investigations of the kinet: . .
) ) : . the formation and luminescence of one damage zone were
ics of luminescence flashes carried out dprq* which in-

dicate that the observed form of the flashes under these Corr]gcorded. For cases of multiple exposure Ium_mescence v_vas
o . : observed from the same zone with successively changing
ditions cannot be explained using concepts whereby th?eatures
recorded luminescence is of a thermal nature. " .
. . ) . The intensity and shape of the flashes dependg and
The experiments were carried using an apparatus Whlcgn the number of pulses which had previously acted on the
differed little from that described in Ref. 3. The laser radia-. b b y

tion was focused into the bulk of the crystals by an NaCl IenSlrradlated site. Oscilloscope traces of the observed lumines-

of ~250 mm focal length. The diameter of the effective cence fIa;hes are Sh"".V” in Figs. 2-4. Figures 3 and 4 Sh.OW
L : . . the kinetics of the luminescence flashes for the successive
radiation spot at ¥ of the maximum intensity was-0.2

. . o tion of several laser pul ns} when the radiation
mm. Signals from an FD-0.5 detector using carrier increase. o1 O' several 1aser pu seg:tcons) when the radiatio

which recorde the shape of the c@ser puises, and from 200 8 A PG K O SREE T B P
an FBEJ-84-3 photomultiplier, which recorded the lumines- P ’ y 9

. the subsequent pulses. This flash consists of a larger number
cence flashes, were fed to an S8-14 oscilloscope. The IasS{; more or less overlapping spikes than those for the subse-
pulse, typical of TEA CQ lasers, consisted of a short lead- ppINg Sp

ing spike of ~50 ns half-height duratiorfFig. 1) and an
~1.5us tail (Fig. 2. The spike contained approximately
~50% of the total pulse energy. The measurements were
made atgq~10-12 MW/cnt whereas the threshold is
q*~9+1 MW/cn?.

The shape of the luminescence flashes for sifgleew
point in the bulk of the sample was irradiated each jianed
multiple (successive irradiation of the same siggposure to
laser pulses, respectively, was investigated for arbitrary val- 2
ues ofq and forg=const. Only the flashes corresponding to

FIG. 2. Laser pulséupper tracgand kinetics of luminescence flagi= 10 FIG. 4. Laser pulsél) and kinetics of luminescence flash@s- 4). Hori-
MW/cm?, N=5. Horizontal scale 200 ns/div. zontal scale 500 ns/divg=10 MW/cn?, N=3 (2), 4 (3), and 5(4).
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guent pulses. An increase 1 increases the number and mechanism for the growth of such a crack, separated from
amplitude of the spikes, and also their overlap. In most caseshe initially absorbing region of the crystal has not been fully
the first spike, whose onset approximately corresponds to thdarified. However, from these observations the observed ki-
maximum of the leading laser pulse spike, has a larger amaetics of the luminescence flashes may be attributed to ir-
plitude than the others but the reverse situation is also pogegularity of the triboluminescence, by ascribing the appear-
sible. In some cases, the amplitude of the first flash spikance of each spike of a flash to the expansion of an
may be close to zer(Fig. 4). individual crack or ascribing its active section to an en-
The amplitude of the following spikes and their position hanced density of electric charges at the wélils.
within the flash varies when the irradiated site is changed A comparison between data reported here and the results
and for multiple irradiation of the same site, which is respon-of Refs. 1518 indicates that here, as in Ref. 2-7, where the
sible for the irreproducibility of the shape of the lumines- authors advanced the hypothesis that the luminescence ac-
cence flashes from one pulse to another. When the crysta@@mpanying the evolution of breakdown in crystals is of a
are irradiated by pulses witl~q*, the spikes with the larg- triboluminescent nature, attention was focused on the near-
est amplitudes are generally found in a range-@us from  threshold luminescence, whereas in Refs. 15-18, the lumi-
the beginning of the laser pulse. Outside this range, the inaescence accompanying the advanced stage of breakdown
tensity and number of the spikes decreases. Nevertheles¥as most likely studied. This is particularly evidenced by the
their intensity within a range~+3 us) twice the laser pulse large dimensions of the damage centéup to 100 um),
length remains comparable with the intensity of the spikes awhich are almost an order of magnitude greater than those
the beginning of the flash. The authors of Refs. 4, 5, and 1#bserved in Refs. 2-7. Since an increase is accompanied
merely reported the observation of delayed luminescencBY an increase in the number of spikes in the luminescence
pulses within the flash. The nature of the observed kinetics ofash and by their overlap, it is highly unlikely that resolved
the luminescence flashes cannot be attributed to a therm&Pikes could be observed for a considerable excessgver
mechanism. However, these results agree with the previousijhis should also be promoted by a systematic increaté
developed concepts whereby the flashes are caused by tHreasingg) in the contribution made by the thermal radia-
tribo|uminescen(?e3 accompanying Cracking in the bare|y tion from the absorbing inhomogeneities to the recorded lu-
heated zone surrounding a heated inhomogeneity. ThedBinescence flashes as their heating temperature increases.
cracks should be formed under the influence of thermoelasti€he contribution of this thermal radiation in the range
stresses at the initial stage of the damage formation. In mo§t~10°~10° W/en¥, for which the investigations were made
cases, a further supply of laser pulse energy leads to cradR Refs. 15-18, was clearly a decisive factor. In this context,
propagation, the appearance of new cracks, and ultimately ihe fact that fairly smooth luminescence flashes were ob-
cavity formation!~310-14 served in Refs. 17 and 18, whereas in Refs. 15 and 17 the
An estimate of the heating temperature of absorbing inSPectra of the luminescence flashes were accurately de-
homogeneities with an absorption coefficieft- 103—10f scn_bed by a Planck curve with temperatures qf 5000-15 000
cm ! at the beginning of a luminescence flash correspondingf: 1S not unexpected and does not contradict the present
to the maximum of the leading spike of the laser pulse fofesults or those ob_served in Ref. 12 since in this case, the
g~12 MWi/cn?, made in accordance with Ref. 20, gives spectra of Fhe luminescence flashes in KCL, for instance,
T=(3/4)(Bqr/2c) ~100—-1000 K, wherer=50 ns is the Were investigated foq~3 Mchmz- _
half-height duration of the leading spike of the laser pulse ~ T© SUM up, & comparison between the published data
andc=2 J/cn?-K is the specific heat per unit volume of the @nd our results indicates that the observed luminescence
inhomogeneity, which is assumed to be the same as the Sp@ashgs are initiated by heating of absorbing mhpmogeneltles
cific heat of the crystal. The thermoelastic stresses formefontained in the crystals, and the characteristics of the re-

near the heated inhomogeneity may be estimatec-aaE T corded luminescence should be determined by the relation
(Ref. 20, which givess = 1600—16 000 kg/cR® o™ ~ 20 between the contributions of the triboluminescence and the

kg/cn?, where a=4x 105 1/K is the coefficient of linear thermal radiation. At known above-threshold laser radiation
expanéionE=4>< 10° kg/cn? is Young's modulus, and-* intensities, the contribution of the thermal radiation predomi-

is the macroscopic tensile strength of the material. The use d}ates whereas at near-threshold intensities, the tribolumines-

the macroscopic tensile strength is clearly justified here, a(fencle gre;]/alls. Lumlnescincehflashbes cor;)sstlng ?f t|rr1ne-
least for the crystal zone surrounding the inhomogeneity. resolved short {100 n3 spikes have been observed for the

Changes in the morphology of the damage zone can bférst time, indicating that these flashes are of a nonthermal
ture.
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Influence of nonuniformities of a magnetic-mirror field on the space—time characteristics
of a long-pulse relativistic electron beam

L. Yu. Bogdanov, N. V. Dvoretskaya, G. G. Sominskil, and A. Ya. Fabirovskil

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
(Submitted October 4, 1995; resubmitted March 6, 2996
Zh. Tekh. Fiz.67, 83—88(August 1997

An experimental investigation is made of the influence of local nonuniformities of a mirror-
configuration magnetic field on oscillations of the space charge and the structure of a long-pulse
relativistic electron beam. It is found that the outcome depends on the axial configuration

of the nonuniformity. A nonuniformity near the cathode can substantially reduce the amplitude

of the oscillations and improve the beam transport. The creation of a nonuniformity far

from the cathode leads to an accelerated increase in the oscillations and causes spreading of the
transverse structure of the beam. A possible explanation is given for the mechanism

responsible for the influence of these local magnetic field nonuniformities assuming reflection of
the cathode plasma and electron flux from the magnetic mirror, and also allowing for a

jump in the drift velocity. © 1997 American Institute of Physids$$1063-7847)01408-4

INTRODUCTION a finite resistance, the voltad¢ was reduced from 220 to
. . R 180 kV at the leading edge of thg, current pulse.
The possibility of using relativistic electron beams to The magnetic field was generated using four coaxial

produce superpower microwave dewc(ege Ref_s. 1-3, fo_r main solenoidg, together with coil® and10 positioned 0.2
example has stimulated interest in studying their space—tlmem and 0.6 m from the cathode, respectively. When the coils
characteristics. Unfortunately, only fragmentary information ) ' '

v¥ere switched off, a pulsed magnetic fidly of approxi-

is available on the space charge oscillations and structure ?nately 10 ms duration, was generated with nonuniformities

a relativistic electron beam. Data on long-pulse relat|V|st|cnot exceeding 10% far from the edges of the solenoid sys-

electron.b_earr?s IS partlculgrly scarce. This is mgmly be.causteem. The distribution of the magnetic inductiBg along the
of the difficulties involved in experimental studies of high- o . A _

. axis is shown by the solid curve in Fig. 1b. The coils
current, high-energy, electron beams. A method develope . . . : :

7 ? . - . connected in series with the solenoids were used to introduce
by us earliet~’ provides information on the “instantaneous . N ) . . :
characteristics of space charde oscillations in a wide freIocal nonuniformities in the mirror-configuration magnetic

P g field (dashed curve The variations in the magnetic field

guency ban_d and in different sections of t_he beam transpo_r B(2) reached a maximumB,, below the center of the
channel. This method was used to determine the characteris- . - .
. . . : . . coils. The nonuniformities had a half-width 6f0.1 m and
tics of the oscillation spectrum and to identify their spatial

67 . . . the measurements were made for fixggd=1 T.
variations?'’ In order to refine this model of collective pro- I _—
) . o : The characteristics of the space charge oscillations were
cesses, we consider how local nonuniformities of a mirror-

. : C o etermined using probdsd and12 positioned 0.4 and 0.8 m
configuration magnetic field in the beam transport channe . . .
rom the cathode, respectively, which almost exclusively re-

influence the space-charge oscillations and structure of a . ! . ) .
L corded the induced signals, according to an analysis made in
long-pulse relativistic electron beam.

Refs. 5-7. In special cold measurements the sensitivity of
the probes to space charge oscillations in the beam was set
approximately the samé&o within ~20-30% by altering
. the insertion depth of the probes relative to the apertures in
The measurements were made using th&®8Esystem the transport channel. The detected probe signals were fixed
described in Ref. 4 and 8. A cross section through the bearso that time variations of the oscillation amplitude could be
shaping and transport system is shown schematically in Figdentified.
la. Electrons from a 20 mm diameter, explosive-emission, The transverse structure of the relativistic electron beam
edge cathodé&, made of stainless steel, are accelerated by avas determined by observing the x-ray emission from the
voltage U in the gap between the cathode and an aryde end collector. The x-ray emission in the collector plane was
then drift in the magnetic field inside a beam transport chaneetermined using a special x-ray image converter similar to
nel 4 connected electrically to the anode, before being dethat described in Ref. 9. The radiation from the collector was
posited on a collecto6 in a decaying magnetic field. The fed into the image converter via a pinhole camera with a
transport channel had a diameter of 32 mm and a length ahm diameter aperture. Supplying the image converter with
~1.2 m. The cathode was positioned 27 mm from the anode>100 ns pulses yielded information on the structure of the
The collector current, reached 1.1 kA per pulse. Its relativistic electron beam at different times, by changing the
time variation was monitored by studying the space chargéelay of the supply pulse relative to the beam current pulse.
oscillations using the x-ray emission from the collector. By using a dc supply voltage, it was also possible to deter-
Since the discharge circuit of the pulse voltage generator hachine the beam structure averaged over the pulse fmeA

MEASUREMENT METHOD AND APPARATUS
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1 2 3 4 5 7 6 RESULTS AND DISCUSSION

\ The creation of local nonuniformities of the mirror-
configuration magnetic field led to appreciable changes in
. ““E““ T the oscillation intensity. Figure 2 shows typical time behav-
ior of the collector current,, (Fig. 28 and the amplitudé
of the detected signals from prob&$and12 in the absence
of local magnetic field nonuniformitied=ig. 2b), as well as
the behavior when local isolated magnetic field nonuniformi-
ties, with an amplitudé\B,,/B, of around 30%, were cre-
ated using coil® (Fig. 29 and 10 (Fig. 2d.
‘ If there are no magnetic field nonuniformities, the probe
13 1 signals increase monotonically with time as far as the pulse
peak of the collector curremty (~1.2 us) (Fig. 2b. In this
case, the amplitude at proli@ some distance from the cath-
ode is considerably greater than that at prbbas a result of
an increase of the space charge waves along the Béam.
Decay of the current,, after the pulse peak only leads to a
decrease in the signal at the distant probe. The signal from
probell continues to increase, reaching a maximum 1.7-1.8
, ' us after the beginning of the pulse. This increase is clearly
0 26 12 caused by an influx of cathode plasma to the prbhewith
’ this configuration of probes, the average plasma velocity
FIG. 1. a— Schematic of cross section through beam shaping and transpdshould be~2Xx 10" cm/s, which agrees with the measure-
system:1 — cathode,2 — vacuum chamber3 — anode,_4 — transport ments made by other authdr® Like probell, the probel?2
channel,5 — electron beam6 — collector, 7 — solenoids to generate g, gistance from the cathode only records the oscillations
magnetic fieldB,, 8 — protective electroded, 10 — auxiliary coils,11, 12 . A
— rf probes, 13 — pinhole cameral4 — x-ray image converter; b — from the near-field zone of the relativistic electron beam and
Magnetic induction versus: solid curve — with no local nonuniformities, does not “feel” the influence of the plasma over the time
dashed curve — local magnetic field nonuniformities generated by 8oils t<2.5-3us.
and10. The end of the cathodd) and the surface of the end colleci® . . L . . .
are positioned at=0 andz=1.2 m, respectively. The introduction of a magnetic field nonuniformity using
coil 10 increases the growth rate of the oscillations of both
probes. The largest signals from prold® (the region
0.5<t=<1.6 us in Fig. 2d are close to the maximum in the

spatial resolution of~-2—3 mm was achieved in the image absence of local magnetic field nonuniformiti&sg. 2.

converter measurements. The fastericompared with the cas&B=0) oscillations
The apparatus was evacuated continuously during thef probe 11 in the time intervalt<1 us (Fig. 2d can be
experiments. The pressure did not exceed®1Torr. explained if the magnetic mirror near cdiD can cause re-
1.0F
1.2} a o
2 c
=3
< g
0.6} °,
-~
Ng <
FIG. 2. Time behavior of the collector cur-
g A L rent and amplitude of the detected signals
from probesl2 (1) and11 (2). The values of
b A are given in arbitrary units which are the
1.0 F same for all the graphs.
2 £
% =3
; 1 2 g
o
= 0.9 ®
- <
<
0 L 4
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FIG. 3. Typical x-ray images of beam track on end collectord a— for a beam propagating in a uniform magnetic fieldeb— with a magnetic field
nonuniformity created by co®; c, f — with a magnetic field nonuniformity created by ctl; a—c — time-averaged images, d—f — instantaneous images
at the center of the leading edge of the beam current pulse.

flection of beam electrons. Reflection leads to the developrotron system§!! As the magnetic fiel® varies adiabati-
ment and rapid increase in the amplitude of the oscillationgally, the mirrors reflect those electrons for which the
in the single trap between the cathode and the magnetic mitransverse Y, o) and longitudinal ¥/;o) components of the
ror, similar to that observed in helical electron beams in gy~elocity ahead of the mirror satisfy
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». FIG. 4. Radial distributions of the luminescence intenkjtyt
E 1.0F b B e the image converter screen recorded in a uniform magnetic
3 field (a—0, and with a magnetic field nonuniformity created by
£ coil 9 (d—f): a, d — time-averaged distributions; & — instan-
© 0.5 taneous distributions at the center of the leading edge of the
o beam current pulse;, d — instantaneous distributions at the

~ peak of the beam current pulse. The valuedofire in arbi-

0 . ! . ! trary units. The characteristit¢g(r) are normalized so that the
maximum ofl g on each graph is 1. The radial coordinates
taken from the edge of the image.

1.0t ¢ - f
08¢ -
0 15 jo o 15 3o
r, mm
V, are created at different distances from the cathode, in regions

W;?(Bo/A Bm) /2. of the beam with alternating fields of widely differing ampli-
o ) tude. An increase in the space charge waves with increasing
Thus, the relativistic electron beam should contain elecyjstance from the cathode can appreciably alter the electron
trons having fairly high transverse velociti® o=1.7-Vjo  transverse velocities and the current distribution over the
near the CoilLO, since reflection is observed 185 /ABy=3.  heam cross section. These changes may be responsible for
Electrons with this velocity ratio may occur mainly as a re-yye giferences in the action of the nonuniform fields gener-

sult of emission of cathode plasma from the side surface in.q by coils10 and 9. The drift velocity jump may also

the transport channel, whgre 'there IS a strong glectnc f'e.lgiepend on the amplitude of the alternating fields in the beam.
transverse to the magnetic field. An increase in the ratio This explanation taking into account the space charge
V1o/V|o may also be promoted by the action of alternatlr‘goscillations is also supported by studies of the beam structure

space charge fields. . : : . near the collector. These studies indicate that the recorded
The accelerated increase in the amplitude of the signal

from the probel2 when the coill0 is switched on, may be oscillations influence the electron confinement and current

caused by the oscillations in the trap influencing the avol, distribution over the beam cross section. The results are il-

tion of the space charge waves, or it may be the result Okustrgted Irt] Flgks. 3;;3 ' Wh('jCh s”how(ﬁ:yplgal x(—jray(jlrn;al ggs of
additional electron bunching in the beam as it passes throug{ﬂ_g eam ;af] cl)n ne end co _ect( ?t ) an rr? al dis-
the magnetic field nonuniformity. This enhanced bunching” uuons of the uminescence intensity(r) on_t € screen
effect is observedsee Refs. 12 and 13, for exampla the ~ °f the image convertefFigs. 4 and 5 Assuming that the

presence of space charge oscillations in sections of decred®agnetic field at the end collectoB{,) is reduced com-
ing electron velocity(drift velocity jump). pared with that at the cathod®() and assuming a corre-

The nonuniform field generated by the c8ihas a dif- ~SPonding expansion of the beam, the linear scale on the ab-
ferent effectFig. 29. An abrupt decrease in the amplitude of SCissa in Figs 4 and 5 is reduceB.(B,) " times. This
the signal from the probell in the time interval makes it more convenient to determine the changes in the
1.0<t<2.5 us is clearly caused by reflection of the cathodePeam shape at the collector compared with the cathode.
plasma flux from the magnetic mirror. The decrease in the In the absence of any local magnetic field nonuniformi-
signals from probell for t<1 us and from probel2 over ties, the intensity drop over the beam cross section is com-
the entire current pulse is clearly attributable to mechanismpgaratively small, not exceeding a factor-ef3 (Figs. 3a, 3d,
which did not play an important part when cdid was and 4a, 4g The instantaneous distributiohg(r) vary sub-
switched on. stantially during the pulsed~igs. 4b and 4cand no annular

In order to understand why the same magnetic field nonbeam structure can be identified on the time-averaged distri-
uniformities in different sections of the system along the axisoution (Figs. 3a and 4a A comparison between the instan-
have a different influence on the collective processes in theaneous distributions at different times indicates that the
relativistic electron beam, we note that these nonuniformitiebeam diameter increases at a rate of X44° cm/s at the
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a MAIN RESULTS AND CONCLUSIONS

The space—time characteristics of a long-pulse relativis-
tic electron beam have been determined and the influence of
o5t mirror-configuration magnetic field nonuniformities on these
characteristics has been established. The mechanism for the
action of these nonuniformities on the oscillations and struc-

[2]

’§ 0 ) ' ture of the beam has been explained assuming that the
P plasma and electron flux are reflected by the magnetic mirror
S and also allowing for a drift velocity jump. The possibility of

- b suppressing space charge oscillations and improving beam
n;'.‘1,0r- confinement by using a magnetic field nonuniformity near

the cathode has been identified.
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FIG. 5. Radial distributions of the luminescence intensjyat the image
converter screen, obtained with a magnetic field nonuniformity created by
coil 10: a — time-averaged distribution drb — instantaneous distribution
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Two-period cylindrical energy analyzer with end electrodes
L. P. Ovsyannikova and T. Ya. Fishkova
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Analytical expressions are obtained for the main parameters of a cylindrical analyzer with flat
end electrodes held at the potential of the inner cylinder. Calculations are carried out for

its one- and two-period operating regimes with first-order focusing with respect to angle for an
object lying outside the analyzer. It is found that the greater the distance from the object

to the front end of the analyzer, the smaller its focal power. The exit beam intensity is calculated
for the situation in which the surface of the sample is scanned by the primary beam, and

also for the case of an object of finite dimensions. Empirical formulas are found for the falloff of
the intensity with distance from the center of the object. A comparison of numerical
calculations using a program for two-dimensional charged-particle optics and calculations from
our analytical formulas shows that their difference does not exceed 10%4.999

American Institute of Physic§S1063-784207)01508-0

In Ref. 1 we proposed a cylindrical mirror analyzer with slowly. In this case, the entrance to the analyzer can be both
flat end electrodes and found its optimal operating regimethrough the end and through the inner electrode. At the en-
which provides energy dispersion and focal power as good asance to the field region with logarithmically varying poten-
those of the classical cylindrical mirror. Here the out-tial the slope angle of the trajectory remains equal to its
distance of the objedits distance from the front end of the value at the entrance to the CAE, but the energy of the par-
analyzey is equal to one-half the radius of the inner cylinder, ticles decreases to a value corresponding to the equipotential
which is insufficient for the solution of a number of physical at the entrance to the region.
problems. At the exit of the charged-particle beam through the in-

In the present paper we investigate the parameters of amer electrode, first-order focusing with respect to angle in the
analyzer for which the out-distance of the object is signifi-axis-to-axis regime is possible if the following relation be-
cantly greater. In this case the course of a trajectory is natween the focal power of the analyzer and the focusing angle
mirror-symmetric relative to its turning point. For this rea- (the initial entrance angle of the central trajeciory ful-
son, in what follows we call such a device a cylindrical ana-filled:
lyzer with end electrode€CAE). ————

We have foundin analogy with a cylindrical deflector \/;(rj Iroexpg?erf(g) +erf[Vg +in(r;/ry)l]
vyith §id§ el_ectrod& an analytic_al expre§sion for the poten- =P—2(r;/r)gl(1+ 29%),
tial distribution of a CAE for which the distance between the . 12
end electrodes is at least four times the distance between tH§1€re g=sing[In(rz/ry)/(—F)—=In(r; /r) I
cylindrical electrodes. It has the fortwe placez=0 at the i~ (loTAl)tand,,

position of the front end oo 2g tan 6, [ In(r,/r)tarf 6,
B(r,2)=V,+ (2/m)(V, tan 6,(tarf6,— 2g2)| 2Fg*tar?6,
sin(z/l tan 6;=tan 6y\/gZ+In(r; /r,)/g,
—V)\ro/r|arctan= hn(w _) T I ovd (ry/ra)fe
sinh mr(r,—r) F=—e(V,—V,)/eq. 2

2sin( wz/1)sinh w(r,— 1)/l

1) Herel, is the distance from the front end of the CAE to the
sinh 2m(r,—rq)/1 '

object, Al is the length of the near-end regiof is the

) - entrance angléo the CAB of the central trajectory,; is the

whereVy, V, andry, r, are the potentials and radii of the cqordinate of the trajectory at which it exits the near-end

mner_and outer cylindrical electrodes, respectlvely_, b region, andd; is the exit angle of this trajectory from the

the distance between the end electrodes at potevial CAE. F ande, denote the focal power of the analyzer and its
It is useful to divide the potential distribution inside the tuning energy, and is the charge of the particle. The base of

CAE into two regions: a near-end region and a region inthe analyzer and its energy dispersion in the longitudinal
which the potential varies logarithmically. If the length of girection have the form

the near-end region is of the order of half the distance be- 5
tween the cylindrical electrodes, then the potential distribu- ~ L/r1=cot 6;+[Pg+(r;/r1)/(1+2g%)]cot by,

tion in it is found by expanding expressidf) in a series. D./r=sirPo.l / “2(_F)y (14 202/
Solving the equation of motion to first order, we find that in /M1 =SiMfoln(ra/ra)g™*(—F) gL/
the near-end region the charged particles move equally —(rj/rl)coteo—tarFﬁocoFHi]. ©)]
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TABLE I. A V=0

,/ Z
lofry,  —F Iy didry 63 @® Dyiry Dyiry g I
I,
05 0662 054 006 425 9 7.4 67 10 o é
1.0 0655 021 006 39 6 6.9 6.6 052

15 0643 008 006 35 45 65 65 031 < AN
20 0623 007 006 32 4 63 65 023
25 0602 006 006 29 4 62 63 019

L, l Uk

If the particles enter and depart through the inner elecs|G. 1. Two-period cylindrical energy analyzer with flat end electrodes and
trode at a distance from the ends greater than half the digath of the charged-particle trajectories for an outlying object.
tance between the electrodes, then the base of the analyzer

and the longitudinal dispersion have the form
It can be seen from Table Il that for a TCAE the energy

L/ry=—2F cof'6o[2 In(r,/ry)cos'do+F] dispersion is roughly two times higher than for a single-
D,=L/(2 co6y,). (4 period analyzer, but the_ beam capture a_ngle is somewhat
greater for a small out-distance of the objety<tr,). For

In formula (4) the relation between the focusing angle | =1 5, the values of this angle for single-period and two-
and the focal power of the analyzer is the same as for Period analyzers are identical.
classical cylindrical mirrof. Figure 2 plots the exit beam intensityscaled by the

We have calculated the main parameters as functions @fegm intensityl, at the tuning energy of the TCAE, as a
the out-distance of the object for a CAE with geometricalfynction of the particle energgthe instrument function It
dimensionsr,/r;=2.3 andl=5.2r;. The results of a nu- can be seen from the figure that for a position of the object
merical calculation of the CAE in the single-period operating|0:0_5r1 the energy resolution at half-maximute/e, is
regime(with single intersection of the system axége listed  equal to 0.75%, and fo,=2.5r; Ae/eo=0.52%. Calcula-
in Table I. tions of the instrument function at intermediate positions of

In Table I, 1y is the distance from the rear end of the the object showed that dg increases between these two
analyzer to the beam crossover region, located on the systefifits, the energy resolution of the TCAE remains within the
axis; dy is the diameter of the crossover regiom;is the  |imits 0.8—0.5%. Note that all the calculations, including
beam capture angl®; is the energy dispersion coefficient at those of the instrument function, assume the presence of a
crossover under the condition of uniform initial intensity dis- ring diaphragm at the entrance to the analyzer. Its dimen-
tribution in angle(the maximum intensity corresponding to sjons correspond to the transmission angles of the analyzer in
the optimal operating regime of the analyzer at0.5; is  the various operating regimegdables | and IJ. To avoid
taken to be equal to unityThe energy resolution of the CAE field distortions, all openings in the electrodes should be cov-
in the indicated regimes is 0.8-0.9%. Results calculated Usgred with netting.
ing formulas(2)—(4) coincide with the numerically calcu- When scanning the surface of a sample with a thin pri-
lated results listed in Table | to within 5-10%. mary beam in the direction transverse to the system axis, the

In Ref. 4 we determined the parameters of a singlejntensity of the beam falling on the exit diaphragm falls con-
periOd Cylindrical mirror analyzer with end electrodes in theSiderab|y more SIOle than for a Sing|e_peri0d ana|yzer_ F|g_
regime of surface scanning of an object with a thin primaryyre 3 plots the dependence of this intensity, scaled by the
beam, and also for an object of finite dimensions in the opmaximum intensity in the optimal operating regime, on the
timal operating regime. Here the exit beam intensity fallsmagnitude of the displacement of the primary beam from the
quite rapidly although not as rapidly as for a classical mirror.center of the object. The fall in intensity when scanning can
To increase the energy dispersion and also the beam inteRe approximated by a parabola=1[1—(s/h)?] for
sity, including the scanning case, it is necessary to use p<0.5-, and by a straight liné=1,(1—s/h) for lo/r;=1.
two-period operating regiméwith two intersections of the Hereh is the distance of the primary beam from the center of
system axis; Fig. )1 In what follows we will call such an  the opject at whicH =0. Its magnitude can be found from
energy analyzer a two-period cylindrical analyzer with endihe empirical formulah/r;=0.13-0.03/(,/r,). Note that

electrodes(TCAE). We kept the transverse geometrical di- the intensity of the beam from the center of the objegt

mensions of the TCAE the same as for the single-period

analyzer. The longitudinal dimension was found from the

condition of focusing a beam exiting from a point object at aTABLE Il.

distance from the front end of the system varying within

wide limits 0.5<1,/r;<2.5. Numerical calculations show

that the distance between the flat end electrodes should 5 0.662 41 113 17 15 1.0

equal to 1t ;. In this case, beam focusing is realized on thel-? 0.647 39 11 17 15 0.79
. o . 0.633 35 45 18 16 0.31

syst_gm axis a_t a crossover with diamedge=0.1r,, and its . 0.625 32 4 19 18 023

position remains unchanged and equal te0.6r,. There- 5,5 0.613 29 4 195 185 0.19

maining parameters for the TCAE are listed in Table II.

lo/ry -F i a® D,/r, D, /r, lo
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) ) - FIG. 3. Focal power of the TCAE when scanning an object in the transverse
FIG. 2. Instrument function of the TCAE for different positions of the direction for different values of its location outside the analyzer;
object:15=0.5r; (1), 2.5; (2). lo=0.5r1(1), 1.0r; (2), 1.5, (3), 2.5, (4).

lyzer with end electrodes under the condition of first-order
(Table II) falls noticeably as the object is distanced from thefocusing with respect to angle. We have found the operating
TCAE and, although the falloff of the intensity here takesregimes for positions of the outlying object varying within
place more slowlyFig. 3), the focal power of the TCAE is wide limits. We have calculated the instrument function of
substantially decreased. the analyzer, the energy resolution, and the focal power, in-

The results obtained when scanning the object can alsdluding the case of an object with finite dimensions.

be used in the case of an object of finite dimensions. Under
the condition of a uniform distribution of the initial beam

intensity on an object of radius, the intensity at crossover - P Ovsyannikova and T. Ya. Fishkova, Zh. Tekh. 84, 174 (1994

[Tech. Phys39, 1072(1994].

is equal to 2L. P. Ovsyannikova and T. Ya. Fishkova, Nucl. Instrum. Method368
_ 2 2 2 494(1995.
l=1omrg[1—=0.5ro/h)] for lo/r;=<q0.5r5 3V. P. Afanas’ev and S. Ya. YavoElectrostatic Energy Analyzers for
Charged Particle Beamfin Russian, Nauka, Moscow(1978, p. 108.
X (1—2ro/3h) for 1=qly/r;=<q2.5. 6) 4L. P. Ovsyannikova, T. Ya. Fishkova, and E. V. Shpak, Pis'ma Zh. Tekh.

. . . Fiz. 21(21), 19 (1995 [Tech. Phys. , .
To summarize, analytical expressions have been ob-Fz- 212Y. 191999 [Tech. Phys. Let21, 870(1995]

tained for the main parameters of a cylindrical energy anaTranslated by Paul F. Schippnick
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A detailed comparative study is carried out of chromatic and spherical aberration in a crossed
lens and in a lens formed by four cylindrical electrodes, the two inner ones of which are

cut into four symmetrical longitudinal sections. The study was performed by numerical modeling.
The possibility of simultaneous correction of both types of aberration in a linear image is
demonstrated. A comparison is made with an equivalent axisymmetric len4.99® American
Institute of Physicg.S1063-784%7)01608-3

The main aberrations governing the resolving power ofsuch a way that the system is analogous in its optical prop-
most electron-optical devices are the spherical and the chrerties to a doublet of quadrupole lenses with a superimposed
matic. They cause distortions of the image of point sourcesxisymmetric lens. Thus, in purely electrostatic lenses
located both off and on the optical axis. To correct forformed by a superposition of axisymmetric and quadrupole
spherical aberration, one usually uses multi-electroddield components, we have unveiled the possibility of correc-
lenses—octupoles and sextupotel$.has also been shown tion of chromatic and spherical aberratiogagart from their
that under certain conditions a single three-electrode crossatependence on the shape of the electrodes creating the field
lens creates a linear image with zero or negative sphericait the same time it is well known that sequentially arranged
aberratiorf. Correction of chromatic aberration has so faraxisymmetric and quadrupole lenses do not possess this
been realized mainly with the help of superimposed electriproperty?
and magnetic quadrupolésdowever, the use of a magnetic In the present paper we present a detailed comparative
field has a humber of disadvantages significantly complicatstudy of chromatic and spherical aberrations in the two types
ing practical work with the system. In Ref. 4 it was shown of electrostatic lenses described abdkeys. 1 and 2 This
that chromatic aberration of a linear image can also be comwork was carried out by numerical modeling using a three-
rected in a purely electrostatic lens formed by a set of sedimensional program for calculating the field and the
quentially placed cylinders, some of which are cut into fourtrajectories. The geometrical parameters of the investigated
symmetrical longitudinal sectiori§ig. 1). The potentials are lenses were as follows. In the first lens we took the diameter
applied in such a way as to create a superposition of ab of the cylinders as our unit of length, and in the second we
axisymmetric lens and a doublet of quadrupole lenses. Itook the lengtha of the short side of the rectangular opening
Ref. 5 it was shown that in addition to chromatic aberration,as our unit of length. The lengths of the two inner cylinders
spherical aberration of a linear image can also be corrected iof the first lens were taken to be equal to half the diameter
such a lens. Reference 6 investigated correction of chromati®.5. The spacing between the cylinders was taken to be
and spherical aberration of a five-electrode crossed lens. Tregual to 0.02, and the width of the longitudinal cuts was
lens is formed by flat electrodes with rectangular openings,
turned in neighboring electrodes by 90° relative to the next
one (Fig. 2). The potentials are applied to the electrodes in

FIG. 1. Lens formed by four cylindrical electrodes, where the inner elec-
trodes are cut into four equal sections. FIG. 2. Five-electrode crossed lens.
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taken to be equal to 0.028. In the calculations the center ¢

the coordinate system was located at the geometrical cent

of the system, and the two outer cylinders were closed off by 7.0

flat disks atz= *= 6. The distances between neighboring elec- 3

trodes of the second lens were taken to be equakt6.25,

and the ratio of the sides of the rectangular opetuifay=2. 3

The center of the coordinate system, as before, was located ‘:‘; wor

the geometrical center of the lens. The system was consic s

ered to be enclosed within a rectangular box with corne 2

coordinatesx=+1.25,y=+1.25,z= +6. The thickness of a0l !

the electrodes was assumed to be negligibly small. In objec

and image space the potentials on the bounding box wet -

constant and equal to the potentials of the electrodes in cot ’ 10 a0

tact with the lens. Between the electrodes the potentials o..

the box varied linearly. FIG. 3. Position of linear focus in th&z plane plotted versus particle
The potentials applied to the lenses are shown in Figs. &nergy.

and 2. The potentials);, U,, U3, U, forming the axisym-

metric component of the field are applied to the four cylin-

drical electrodes in sequence as shown, and the potentialggative. For largE (E>2) the image moves away from
+V; and £V, applied to the segments of the two inner the |ens as the energy is increased, which corresponds to
cylinders, form a quadrupole doublet, the first lens of whichpositive chromatic aberration. In the intermediate region
disperses charged particles in the plane and the second g e6<E<2 chromatic aberration is small and at some points
lens collects them. The potentials —Us are applied to the  yanishes. Curve8 and4 have a wavy shape in this region,
electrodes of the crossed lens. The first potential differencgnere the amplitude of oscillation exceeds the error of cal-
U,— U, retards the charged particles, the following two po-cylation.
tential differenced);—U, andU,— U3 accelerate them and We were able to obtain negative and zero chromatic ab-
the last differenceJs—U, again retards them. For the ar- erration of a linear image only in accelerating lenses in the
rangement of electrodes shown in Fig. 2, such a potentighlane where the first quadrupole lens disperses. This image is
feed leads to the result that the first two potential differencesgcated much farther from the lens than the second image
U,—U; andU3z—U, disperse the charged particles in #®  perpendicular to it and therefore has significant length. We
plane and the last two potential differences collect themgive by way of example the data for curve(the crossed
Thus, in both lenses, thez plane is theDC plane of the |eng at the pointE=1.0. For this energy the position of the
quadrupole doublgtispersing—collectingand theyzplane  focus in thexz plane is equal taz(F;,)=0.213, and the
is the CD plane(collecting—dispersing corresponding focal lengths are equal tg=4.52 and

A detailed study of chromatic aberration of both types Offiy=0.723. The corresponding linear focal lengtscaled by
lenses shows that its correction is achieved comparatively,, wherex, is the distance of a trajectory to the axis in
easily with astigmatic focusing. An entire series of regimespbject space, is equal tdx,=11.7.
was obtained, characterized by zero and negative chromatic |t is of interest to consider chromatic aberration of
aberration of one of the linear images. We present results foashorter linear images, which corresponds to decreasing the
a parallel beam at the lens entrance. Figure 3 plots the destigmatism of the lenses. The latter may be achieved, for
pendence of the positiar(F;,) of the linear image in th&z  example, by increasing the potentid} in the case described
plane for four regimes on the charged particle enefgy above. If we increast, from —2.8 to— 1.8, then the focal
whereE is given in units ofeU;. Curves1-3 correspond to  lengths become equal th,=2.65 andf;,=1.08, and the
the lens formed by cylindrical electrodes. In all cabgs=1  positions of the foci take on the valueg¢F;,)=3.85 and
and U4=4.0, for curvel U,=0.4, U3=5.0, V;=1.068, z(F;,)=0.390. In this case the length of the linear image
V,=1.40, for curve 2 U,=0.5, U3=4.0, V;=0.933, decreases th'x,=3.20. The coefficient of chromatic aberra-
V,=1.20, and for curve3 U,=1, U;=4.0, V;=0.971, tion becomes positive, but its magnitude remains small:
V,=1.20(here and below all potentials are given in units of C.,=0.29 forE=1.0.
U,). Curve4 corresponds to the crossed lens with potentials  Further decrease of astigmatism can also be achieved by
U,=1.0,U,=-2.8,U3=3.8,U3=10.0,U5=4.0. varying the potentiaUs. If the potentials applied to the five

As can be seen from Fig. 3, the dependencgBf,) on  electrodes of the crossed lens are equal to %.0,0, 3.8,
the particle energy has the same character for both lense$0.0, and 3.0, then the first-order parametersfare 1.56,
Note that for the same acceleration and the same focdl,=1.75,2(F)=2.13, andz(F;,)=0.730. It is interesting
lengths, the potentials on the intermediate electrodes of th® note that although the focal length in the plane is now
crossed lens are substantially higher in absolute value thagreater than in thez plane, the focal liné=;, as before is
on the electrodes of the cylindrical lens, i.e., the former islocated closer to the lens than is the focal Ilg. This is
weaker than the latter. For the particle energy less than 0.@ecause the principal plane in thkx section is noticeably
the position of the image approaches the lens as the energyshifted toward image space while the principal plane in the
increased, i.e., the chromatic aberration in this region ig/z section is shifted toward object space. In the given ex-
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ample the length of the image is significantly decreased an

is now equal td/x,=0.8. The chromatic aberration coeffi-
cient C., is small as before and equal ©.,=0.22 for Az
E=1.0.

The above results may be compared with the analogou
results for an axisymmetric lens formed by three flat elec-
trodes with opening diameter equal to 1 and inter-electrod
distance equal to 0.5. For similar focal power, its chromatic -9
aberration coefficient is roughly an order of magnitude
greater than the corresponding coefficient for astigmatic
lenses.

We were unable to find negative or zero chromatic ab-
erration in single or retarding lenses by numerical modeling _
with any choice of parameters. Spurred by this negative re
sult we undertook an effort to analyze the situation on the
basis of an approximate analytical calculation. We consid-
ered a system consisting of two thin quadrupole lenses in th&/G. 4. Longitudinal spherical aberr_ation o_f Ii_near focus in #eplane

L. . . . . plotted versus slope angle of the trajectory in image space.
spatial interval between which the energy varies discontinu-
ously. We showed that in this approximation the coefficient

of chromatic aberration in th&C plane can vanish or We also calculated spherical aberration of shorter linear
change sign for intermediate acceleration, and in @®  focj, corresponding to decreased astigmatism of the lenses.
plane, for intermediate retardation. The regions of regimeshe two regimes of this kind described above, are character-
with corrected aberration found in the approximate calculajzed, as was indicated, by small but positive chromatic aber-
tion were then investigated by modeling lenses with cylin-ration. The spherical aberration in these regimes is also

drical electrodes. Good agreement of the results of the apsma”, however, the Coefﬁciemgx can be either positive or
proximate calculation and those of the more accuratgegative.

numerical calculation was observed for intermediate accel- e also examined stigmatic regimes of lenses forming a
eration between the quadrupole lenses. For intermediate rgpint image of a point object. Of special interest here is the
tardation no such agreement was observed, i.e., neither neg@gion of short focal |engths in which probe systems Creating
tive nor zero chromatic aberration was observed. This isn image with large reduction operate. In axisymmetric
apparently explained by the excessive positive chromatic allenses it is possible to achieve large reductions only with a
erration inherent to retarding axisymmetric lenses, whichyetarding potential on the middle electrode, which leads to a
was not taken into account in the approximate calculation. high level of both spherical and chromatic aberration. The
Since in some regimes the lenses under study posseffvestigated lenses allow a significant reduction of the level
unusual chromatic aberration for electrostatic fields, it is ofof aberrations although in the stigmatic regimes we were not
interest to also examine other properties in these regimegble to obtain negative or zero values.
first of all spherical aberration. We calculated the spherical By way of an example, we present results obtained for
aberration in both types of lenses in regimes with zero andingle lenses. In lenses with cylindrical electrodes we inves-
negative chromatic aberration. The results obtained for lineatigated in detail the regime characterized by the following
focus in thexz plane are plotted in Fig. 4. The regimes electrode potentials:U,=U,=1.0, U,=0.8, U3=2.39,
represented by the curves are the same as in Fig. 3, and thg=0.686,V,=1.36. Here the focal lengths in the andy z
particle energy i€£=1.0. The variable plotted along the ab- planes are equal, respectively, tg=0.667 andf;,=3.53
scissa,X;’, is the slope angle of the trajectory in image while the positions of the foci in these planes coincide:
space, and the variable plotted along the ordinatg,is the  z(F;,)=z(F;,)=1.44. The crossed lens with the same focal
longitudinal spherical aberration, i.e., the difference in thelength in thexz plane ;x,=0.667) has the following elec-
coordinates of intersection with the axis of the paraxial androde potentials: U;=U;=1.0, U,=-0.86, U;=1.8,
non-paraxial trajectories. The differende is assumed to be U,=7.21. Here the focal length in thez plane is equal to
positive for positive spherical aberration. fiy=3.46 while the positions of the foci are equal to
It can be seen from Fig. éhotation the same as in Fig. z(F;,)=2(F;,)=1.45. In both lenses the principal planes in
3) that spherical aberration is negative for all regimes. Anthexz andyz planes are found at a greater distance from one
analysis of the region of smak;s values shows that the another, with both shifted in opposite directions away from
third-order aberration coefficien;, are very small, and for the center: e.g., for the crossed lemgH;)=0.79 and
the crossed lens and for reging&of the cylindrical lens  z(H;y)=—2.0.
C3,=0. With growth ofx;s spherical aberration of the cy- The chromatic aberration coefficients for the cylindrical
lindrical lenses begins to grow abruptly in absolute valuelens are equal toC.,=0.60 andC.,=8.4, and for the
while for the crossed lens it remains small. Thus, it followscrossed lens are equal @.,=0.37 andC.,=10.3. The co-
from a consideration of Figs. 3 and 4 that in certain regimefficients of spherical aberration are equaldg,=1.3 and
the investigated lenses can form a linear image with corCs,=60 for the cylindrical lens an€3,=0.56 andC3, =40
rected spherical and chromatic aberration. for the crossed lens.
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Let us compare these parameters with the analogous p
rameters of the single three-electrode axisymmetric len
whose geometry was described above. Bo=U3;=1.0 and
the potential on the middle electrodié,= —0.82 the focal
length of this lens is equal to the focal length of the investi-
gated lenses in thez plane f=0.667). The position of the
focus in this case is equal t(F;)=0.522, i.e., it almost
coincides in position with the last electrode of the lens. Con-
sequently, astigmatic lenses provide a significantly greate
working interval.

The chromatic aberration coefficient of the axisymmetric
lens is equal taC.=4.8, which is roughly an order of mag-
nitude greater than the coefficients of the investigated lense
in the xz plane. In theyz plane the coefficients of chromatic
aberration of astigmatic lenses are somewhat greater. Hov
ever, as a consequence of the large focal length in this plar
the exit slope angle of the trajectories is roughly five times
smaller than in the axisymmetric lens, wherefore image blur: -0.06
ring caused by chromatic aberration in thedirection re- 1 2
mains smaller than in the axisymmetric lens by at least a
factor of two. FIG. 5. Aberration figures in the focal plane for stigmatic regimes.

The spherical aberration coefficient of the axisymmetric
lens is equal to 4.3, which is several times greater than thgreater than the maximum spot size in astigmatic lenses.
coefficient of the investigated lenses in tke plane. The In summary, a comparison of two types of lenses differ-
spherical aberration coefficient of the astigmatic lenses in théng significantly in electrode design has shown that their ab-
yz plane is an order of magnitude greater, however, as &rrational properties are similar. In certain regimes both
consequence of the fact that the cube of the slope angle d&nses allow simultaneous correction of spherical and chro-

the trajectory in this plane is two orders of magnitudematic aberration of a linear image. In stigmatic regimes a
smaller, and image blurring in thg direction is again significant reduction of these aberrations is possible in com-

smaller than in the axisymmetric lens. parison with an equivalent axisymmetric lens in the region of

Figure 5 displays aberration figures due to spherical abshort focal lengths. In addition, astigmatic lenses provide a
erration for a parallel beam at the lens entrance, the outd@rger working interval, thanks to the shift of the principal
trajectories of which are described by the equationPlanes, than does an axisymmetric lens. These properties of
(x3+y?2)12=0.2. Curvel corresponds to the cylindrical lens, the investigated lenses make them promising candidates for
and curve, to the crossed lens. Each aberration figure wa@pplication in probe systems.
calculated as the set of points of the real intersections of thelp Hawk d E. KaspePrinciples of Electron OpticgAcademic P

. . . . Aawkes an . Kas| rinciples o ectron IC8ACademicC Press,
trajegtorles with the focal plane. Consequently, for a com- ... York, 1989, P P P
paratively large entrance beam radi{0s2), they correspond 2| A, Baranova and S. Ya. YavoElectrostatic Electron Lensd#n Rus-
to total spherical aberration and not just third-order aberra- sianl, Nauka, Moscow(1986.

. . N . . 3 1 -
tion. It follows from Fig. 5 that the ratio of maximal dimen- Y- M. Kel'man and S. Ya. Yavor, Zh. Tekh. Fi&1 (12), 1439 (1961
[Tech. Phys6, 1052(1962)].
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angles of the trajectories in thez andyz planes, as was  1(1996.

indicated above. The radius of aberrational focal blurring in 'Programme CPO3D, RB Consultants, Ltd., Department of Physics, Uni-

the axisymmetric lens for the same diameter of the entering /¢"S'Y O Manchester, M13 9PL, United Kingdom.

parallel beam is equal to 0.3, which is at least five timesTranslated by Paul F. Schippnick
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Electrostatic plasma lens€BL), proposed in Ref. 1 as a This expression is valid at any point of the phase trajec-
development of the idea of the Gabor lens with electronidory. By virtue of the equation of continuity in Lagrange
space chargéhave over the course of many years demon-form the following equation is valid for each of the elemen-
strated convincing advantages in comparison with conventary beams:
tional ion-optical systems. Their study continues to transition
at a quickening pace from the sphere of fundamental re- . _. Fon(r,Vin,2) dron

. . |n_|0n(r0n(ruvnaz))
search to applications. r ar

Strong-current plasma lenses, i.e., lenses in which the
potential of the transmitted beam substantially exceeds the Representing the condition of uniformity of the beam
maximum value of the external potential applied to the fixedj(r) in an arbitrary cross sectianin the form
electrodes of the lens, possess particularly interesting advan- N
tages. As experiments have shotvspuch lenses possess aj(r) din
many degrees of freedom, which allows one to vary the ra- @_r:ngl ar
dial profile of the electric potential within wide limits. This
makes it possible to eliminate spherical aberrations, therebgnd taking account of the specifics of the passage of the
ensuring good focusing and defocusing of the béanth a  beam through the thin lens, which affect only the radial com-
lens possesses the unique property of also working in thponent of the beam velocity, we obtain
dispersing reginf®, and also to use spherical aberrations to
vary the radial profile of the beam on the target. This effect ~ d Inioy,  Z(Von—=Von/Ton)/Vy  Z2Vgalon/Ve
was d|scovered.|n Ref. 5, vyherg |t' was shown that by regu- g Inry, 1+VOnZ/Vb10n 1+V{,2IVy ’
lating the spherical aberrations it is possible to regulate the
radial profile of the beam transmitted through the plasmawvhereV, is the drift velocity along thez axis; Vy, is the
lens, in particular, to make it uniform. There, on the basis ofradial velocity at the pointr,0), which generates the veloc-
the method of calculating the inner structure of nonlaminaiity V,(r), V.= Von/dr on, Vn=3*Von! 3 on -
axisymmetric charged particle beams with zero phase vol- This relation, carried back to the cross sectionO,
ume which was proposed and developed on the basis of where the thin lens is located, defines the conditions under
consistent kinetic approach in Ref. 6, a differential equationwhich a beam with a given initial radial profile at the en-
was obtained relating the initial beam profile at the entrancerance to this lens can become uniform in an arbitrary pre-
to the thin lens with the nature of the aberrations for whichscribed cross section In particular, representing the radial
the beam profile at a given distanzdecomes uniform. profile of the entering beam as a Gaussian distribution

The aim of the present paper is to find the self-consistent,,=iexp{—r2/6% and neglecting the quantities
electric profile of a plasma lens transforming an inhomogev,,z/V,r o, andV(,,z/Vy, which is valid ifz<F, whereF is
neous radial beam profile at the lens entrance into a uniforrthe focal length, reduces E¢t) to the form
one in a given cross section beyond the lens.

For clarity it would be opportune to repeat the main ( r?,n

V=V,

=0

@

1
r_ZVOn .

v @

points leading to the desired differential equation. We repre- 92 Von FVc')n_

sent the radial profile of the beam current density) as a
sum of elementary beams The solution of Eq(2), which is bounded on the axis,
has the form

N
. . 3
j(N=2 in(r\Vy,2), nell,...N], 1 1Vyrd
=1 " : VOn(rOn):_ECOrOn_ZYZn- (©)
whereV,, is the radial velocity acquired by theth beam as Allowing for conservation of energy in the thin plasma
it passes through the lens, andand z are the radial and lens in the formV§n=2e<p(r0n)/M and the boundary condi-
longitudinal coordinates, respectively. tion ¢(r)|gr= ¢, , We obtain the desired potential distribution
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different cross sections.
J50 In the solution of Eq(1) we neglected the second term
= in the denominators of the second and third terms. In this

00 case, the fundamental solutiog,’, which we found for the

simplified system, satisfies the complete homogeneous equa-
tion
250
(y, - ranly) ynrOn
—+ -=0, (5)
- 200 1+8r0ny l-ey
}} of which it is easy to convince oneself by direct substitution.
= 150 And since the general solution of E@.) is equal to the sum
of the general solution of the homogeneous equa@®mand
the particular solution of the corresponding inhomogeneous
00 equation, the general solution of the complete equation is
given by formula(3). Here note the following: iterative pro-
5 cesses, as a rule, lead to infinite series. Equai@nhow-

ever, possesses a remarkable property: the second and higher
approximationso(e?), o(&?), etc. are equal to zero. This
finiteness of these series is extraordinarily important for find-
ing the exact solution.

We will make use of this result to find the exact solution
of Eqg. (1) for initial distributions of parabolic form
i0n=i00(1—r§n/a2), wherea is some constant. Then

X, cm

FIG. 1. Radial distribution of the potentigl(x) for different values of the
paramete®: ¢, is the curve without the term ix®; ¢, is the curve with the
term inx3 taken into account fof=2; ¢, is the curve with the term in®

taken into account fos=1; ¢, =300V, beam energy 20 k\z=10 cm. ) rén 1 1
dInfig| 1= —||=Y'+—y ==V,
a Fon ron
2
V, R® V, R® and consequently
= _ b b 3 _
o(X) ( V a7 X+ e x°|, x=r/R. (4

INigdon Cifon a2 1
Figure 1 plots the radial distribution of the potential for y(ron)= T2 T2 2t
different values of). It can be seen that for the smaller value
2 2 2
r r r
1= Do 1_1;)_ e
a a a

of @ the shape of the potential curve differs substantially
from parabolic. Figure 2 plots the dependenrde) for two

If we make the same assumptions about the integration
B constants and take the first term of the Taylor series of

In(l—rgn/az), then fora= 6 we obtain formula3) for Vg, .
Now we can consider the second case. Let the field

750

300 the lens be so large that at the paigtthere areN particles

all with different velocities. Then the results of the first case

250 do not obtain. We will solve the problem of obtaining a
uniform beam in the cross section in the following way.
Z 200 We averagezthe sumTiOnrOnarOn/r ar overrzon anNd gb—
g\ tain jodrol2ror, where ro==1"on-

jo=(r3/2r) =N jonrondron/ror. Now r=rq+Voz/Vy,
whereV is the mean velocity at the poing, which we must

100 determine from the condition
J 1 90

50 il IS B
ar|1o2r ar'o 0.

Noting  that  dr/9z=Vy(rg)/Vy, Voz/Vp=¢eX,
Z, cm V(zIV,=ex', andx’ = dx/dr, we again arrive at an equation

of the form(1)
FIG. 2. Radial distribution of the potential(x) for different values of the

parametee: ¢, is the curve without the term ix®; ¢, is the curve with the dlnig Vo
term inx® taken into account for= 10 cm; ¢, is the curve with the term in ———=| V{— —| = Viro. (6)
x3 taken into account for=20 cm; ¢,;=300V, beam energy 20 k\§=2. dinrg lo
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However, here the variableg, and V, at the point flux W. This correspondence is unique and simple:
(ro,Vp) have a different meaning. They characterize the moo=kW¥(r,z), where k is a constant and the lines
tion at this point as a mixture of flows with different veloci- W(r,z)=const are the lines of force of the field. Using
ties. only this (bijective) functional relation allows us quite accu-

Remark 11In differentiating the velocity/, with respect  rately to predict the distributiow(z,r) over the fixed elec-
to the radiug we assumed that this operation can always bdrodes needed to eliminate spherical aberrations, i.e., to ob-
performed. However, this assumption can fail if we assumeain the dependenag(0,r)=Ar? in the volume. At the same
generalized flows. Nonlaminar and moreover turbulentime, plasma optics in its present form does not give a direct
flows, as is well known, satisfy only a weak condition of recipe for obtaining any prescribed distributigrfO,r). At
differentiability. As Yound showed, weak limits are indeed the same time, however, as experiments have convincingly
a good mathematical model of turbulent motion. demonstrated? varying the parameters of the systdthe

Remark 2 In the present work we have postulated thetransmitted beam current, configuration of the lines of force,
distribution functionl,; however, a different one may be distribution of the external potentjakllows us to choose
entertained. As Morozov noted, the problem of beam formaempirically the necessary distributias(0,r).
tion in a consistent formulation should be a variational prob-  The present work was supported by the International
lem (Ref. 8, p. 300. Moreover, this should be a problem of Science Foundation(Soros Foundation (Grants No.

optimal control if we take heed of Remark 1. UBK200 and No. UBKOOR and was partially supported by
If we denote Iniy, asu, then the above problem can be the Internationa(Sorog Program for the Support of Educa-
formulated thus. Find the contral such that tion in the Exact SciencedSSEB (Grant No. PSU052041
1 and the Foundation for Basic Research of the UkréBtate
y'+r_y:u, luj<1 Cor)nmittee for Science and Technolgg§Grant No. 2.3/
On 108).

and some functiond(y,u) characterizing the quality of the
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Properties of diamondlike films obtained in a barrier discharge at atmospheric pressure
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Diamondlike films are synthesized from gaseous hydrocarbons in a barrier discharge at
atmospheric pressure. The films were investigated using transmission electron microscopy, electron
diffraction, and infrared spectroscopy. A technique for determining the quantitative

characteristics of the filmghydrogen content, ratio of different types of carbon—carbon bonds

and hydrocarbon groupsising standard samples is described. The highest-quality films

were obtained from methangatio of hydrogen to carbon atoms H#1.04, fraction of
diamondlike to graphitelike bondsp® : sp?=100% : 0% and from a mixture of acetylene and
hydrogen in the ratio 1:18H/C = 0.73,sp®: sp? = 68% : 32%. © 1997 American

Institute of Physicq.S1063-784£97)01808-4

INTRODUCTION sure. The acquisition of this information is the goal of the
present work.
Diamondlike films(DLF) have attracted significant at-
tention thanks to their unique properties, such as extremeXPERIMENTAL TECHNIQUE
hardnesgup to 100 GPg low wear and low friction coeffi-

ient. hiah electrical resistivity. chemical inert d resi Deposition of carbon films in a barrier discharge was
clent, high electrical resistivity, chemical INeriness and resiSe., ey out in a reaction chambgtig. 1), which consisted of
tance to corrosion, high thermal conductivity, and biocom-

oo . . . two plane-parallel electrodelk and 2 and, located between
patibility. Today there is a wide range of techniques fory, o the dielectric barried (a glass plate of thickness 1.5
obtaining diamondlike films. _ _ . mm) and vacuum-packetb) gas-filled spacd of thickness

Diamondlike films were first obtained by deposition about 1 mm, through which with the help of an inflow—
from carbon ion bearr%.Thg films _con§|sted aImosF COM- 4 utflow systems the reaction gas (CH CoHy, CoHo+ Hy,
pletely of carbon atomsa-C films) with diamond hybridiza- C,H,+Ar) was pumped through the chamber. The pressure
tion of the valence electrons p*-hybridization, but the di- in the chamber was kept equal to atmospheric. Upon feeding
mensions of the crystallographically ordered regions did nohnipolar microsecond voltage pulses of H#D0 um, am-
exceed a few tens of nanometers. It proved to be possible tﬂitude U from —17 to +17 kV and pulse repetition fre-
enhance the properties @-C films by using argon ion  gyencyf=0.2—3 kHz to the high-voltage electrode, a bar-
beams to sputter deposit a graphite targeth subsequent iy discharge is created in the spacer gas. Under these
deposition of carbon atoms on the substrated to act on the  ¢onditions, the reaction gas dissociates, and carbon films are
film at the time of growtt. Diamondiike films obtained by deposited on the dielectric barrier and the grounded electrode
chemical deposition from gaseous hydrocarbons activateglom the radicals forming as a result.
with the help of radio-frequency microwave’ and other We found that higher-quality films are formed on the
types of plasmas, contain a significant quantity of hydrogertathode than on the anode, and that their quality, as in Ref. 9,
(as high as 50%and consist of several phaséiely dis-  improves with growth of the breakdown voltage of the
persed diamond, graphite, and polymer phashieverthe-  spacer gas. This is apparently due to the spatial inhomoge-
less, such films are similar to diamond in their properties angheity of the barrier discharg®.0n this basis, all subsequent
are called amorphous diamondlike hydrogenated films, oexperiments on deposition of films were carried out at
a-C:H films. U=-17 kV with f=1 kHz. The gas flow rate was-34

The use of vacuum plasma methods to obtain diamonditer/n. Further increase of the pulse repetition frequefcy
like films informs the productivity and value of these tech-|ed to a decrease of the breakdown voltage of the spacer gas
nologies. In light of the above said, it is justified to attemptas a consequence of residual ionization of the gas, while
to produce diamondlike films with the help of electric dis- loweringf did not lead to any changes besides a decrease of
charges at atmospheric pressure. In the literature one can finde rate of growth of the films. Varying the gas flow rate
reports on producing carbon filfhsn a radio-frequency within the limits 1— 30 liter/h also had no effect on the qual-
plasma), in an acetylene-torch flanfeand in a barrier ity of the films.
discharg@ at atmospheric pressure. Besides the simplicity — The films obtained as described above were examined by
that a barrier discharge presents, another attractive featuteansmission electron microscopy, electron diffraction, and
that it offers is the possibility of depositing diamondlike infrared absorption spectroscopy. Since diamondlike carbon
films on low-melting-point substrates. However, at presenfilms are usual amorphous, the most complete information
there are now data on the structure and properties of carbabout their structure and chemical composition is obtained
films produced in a barrier discharge at atmospheric presspectroscopically: by Raman light scatterinRaman
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o IV Now the proportionality factorg,; are easily found from

2 3 4 5 relations(3) by breaking down spectrograms of a material of
known chemical composition and density into Lorentz
curves(using tabulated values d&f), computing the corre-
sponding area$§;, and calculating the concentrations of
the corresponding types of C—H bonds from the tabulated

77777~ daa

$T0TTA0, 00706 %0 0 00 %

[ ><]

7377

I We performed this procedure for thin films of polypro-
g 1 i} pylene and polystyrene. We obtained the dependea¢k)s
= from spectrograms taken with an IKS-29 infrared spectrom-
FIG. 1. Reaction chamber. eter. The spectrograms were decomposed into their constitu-

ent Lorentz curves with the help of a software package called

ORIGIN, and the values df; were taken from Ref. 14. In

this way we succeeded in obtaining the proportionality fac-
spectroscopy** Auger spectroscop¥, electron energy 10ss  tors A; for the hydrocarbon groupsp® CH; (a) (2960,
spectroscopﬂl? etc. Infrared absorption spectroscopy is ones3 CH, (a) (2925, sp® CH (2900, sp® CH; (s) (2870,
of the most informative methods and at the same time it is &p3 CH, () (2850, sp? CH (3030 (sp®, sp? andspare the
quite simple and accessible method for study@g:H  types of hybridization of the carbon atom; the numbers in
films. _ o _ parentheses are the wave number in érorresponding to

The region of valence vibrations of the C—H bonds isthe characteristic absorption frequency of the bond; and the

usually used for a quantitative and qualitative analysis of th‘i‘lotation(a) and(s) denote antisymmetric and symmetric vi-
structure and composition @-C:H films. It is well known prations, respectively. Because of the absence of standard
that the frequency and intensity of absorption of an indi-thin films containingsp? CH, (3080 and spCH (3300
vidual C—H bond depend on the elemental and phase comyyoups, a direct experiment to determine their proportionality
position of the film as a whole, but only on the state offactors was not carried out. Their values, according to Ref.
carbon atoms directly linked with a hydrogen at@ime type 14, coincide roughly with the proportionality factors for
of electronic hybridizatiorsp®, sp?, or sp and the type of sp? CH (3030 and sp® CH, (2925, respectively, and we
hydrocarbon group CH CHj, or CH).* The concentration ysed these latter values in our calculations. It should be noted
of any of the above-enumerated types of C—H bonds is progat the antisymmetric and symmetric vibrations belong to
portional to the absorption integral calculated in the region okne same type of hydrocarbon group, and in the calculations

valence vibrations of the given bond type, it was necessary to use one type of vibration.
Now, having obtained from the spectrogram of an un-
ni=Aif [(a(k)/K)dK];, (1) known hydrocarbon film the dependena¢k) and having

decomposed it according to the above list of frequencies, it is
wherea(k) is the absorption coefficienk, is the wave num-  possible to finch; from formula(3) since the proportionality

ber, andA; is a proportionality factor. factors A; for all possible C—H bonds are already known.
On this basis, the authors of Ref. 16 proposed a formuldext it is easy to calculate the ratios of different types of
for the ratio of hydrogen atoms to carbon atoms hydrocarbon group$CH5;:CH,:CH), carbon—carbon bonds
of different hybridization $p°: sp?:sp) and the ratio of
H/C= 1/96(cm‘1)f (a(k)/k)dk. (2)  hydrogen atoms to carbon atoms
H/C=12/p/(Zn;-1,)—1), (4)

However, according to Ref. 15, which presents a de-
tailed theoretical and experimental analysis of the behaviol
of various Si—H groups im-Si:H films under conditions of
infrared spectroscopy, the absorption intensities of the Si
bonds in SiH, SiH, and SiH differ substantially. This sug-
gests that the proportionality factofs for a-C:H films are
also different, and consequently formy® in general does
not apply. Subsequent experiments have confirmed this. Using methane as the reaction gas, the deposition rate of

Since the dependence of the absorption coefficient on thghe hydrocarbon film was 2zm/h. The density of the film,
wave number for each type of C—H bond is approximatelymeasured by submersion after separating it from the sub-
described by a Lorentz curve centered at the characteristigirate, was 1.3 g/cfn Transmission electron microscopy
absorption frequenc¥, formula (1) may be rewritten in the  studies showed that the films have a finely dispersed, amor-
form phous structuré€Fig. 2). It is clear that the film is inhomo-

n=AS /k; 3) geneous in density and most probably consists of several

’ phases. The diffraction pattern obtained from a segment of
whereS is the area under the curvig, is the wave number the film consists of two diffuse rings whose centers corre-
corresponding to the characteristic absorption frequency agpond to interplanar distances of 2.08 and 1.18 A. In Ref. 17
the given type of C—H bond. it was shown theoretically and experimentally that the given

herep is the film density and 1 is the atomic unit of mass.
This approach gives, in our opinion, more accurate quan-
_fijtative characteristics of hydrocarbon films in general.

RESULTS AND DISCUSSION
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formation!® Methyl radicals, taking part in the film forma-
tion in a barrier discharge, as in any nonequilibrium plasma,
appear as a consequence of dissociation of methane mol-
ecules by electron impact. The presence of,Gihd CH
groups is explained by the active removal of bound hydrogen
from the film surface during the growth process (* indicates
radicals included in the fily°

CH,=CH,+H,

CH;=CHj ,

CH3 + H=CH; +Hj,
FIG. 2. Segment of film deposited from methane, and the corresponding " "
diffraction pattern, both obtained by transmission electron microscopy. CH; + H=CH* + H,. 5)

The wide absorption band near 2750 ¢hin Fig. 3 in-
pattern is characteristic of diamondiike films in which the dicates the presence in the film of oxygen, whose inclusion is

dimensions of the regions of coherent electron scattering dgxplalined by msufﬂment purity of the methane. Chromaio-
not exceed 5 10 A. graphic analysis revealed the presence in the methane of
The dependence of the absorption coefficient on théaround 1 vol % oxygen. If we tak_e its h_igh Che”_"‘?a' activity
wave number in the region of valence vibrations of the C—Hnto account, ther_1 this amount Is entl_rely _sufﬂment_to de-
bonds for a film obtained in a barrier discharge from meth-9rade the properties of the film, especially its adhesion. All

ane is shown in Fig. 3. The decompositionafk) into its the oxygen atoms in the considered film have

3 . . - - . .
component Lorentzians is indicated by dashed lines. The sigs-p -hybridization whereas for typicak-C:H films the

nificance of the labeling of the curves was given above. §p3/sp2 rgno lies within the Ilmlts of 1 to.4(Ref. 23. The
Calculations using formuléd) show that the given film film density (1.3 g/cnf) was h|gher than n most .polyr.ners
contains a significant quantity of hydrogen (H{C.04). (0.95 gfend) gUt lower thgn in solid dla}mondl|ke f"”?s
From formula (3) we obtained the ratios of hydrocarbon (>1'_7 glen). _Therefore, it may be surmised that the film
groups and C—C bonds: GHCH, : CH=26% : 12% : 62%, consists qf a mixture _of at least two phases: a polymer pha_se,
and the bonds were all diamondlike. This confirms the Con_characterlzed by a high hydrogen content, and a finely dis-

jecture made in Ref. 18 that a high hydrogen content in thé)ersed diamond phase. The hydrog_en fr_actlon n the_ film
film and in the gas phase (H#4) favors the formation of exceeds the mean value for SOI".j .d|amon(_jl|ke films
preferentially diamondlike bonds. A positive role here is also(H/C=0'3_O'5) but is near the upper limit of the mtgrval of
played by the initiak p>-hybridization of carbon in the meth- allowable H/C values since there are reportaef:H films

- ; : ith a hardness of 30—-40 GPa, containing 50—-60 at. %
ane molecule. The relatively high content of Croups in w 2,23 - .
the film points to a preferentially methyl mechanism of its hydroger? Thus, the.carb.0n films we have synthesued
from methane in a barrier discharge can be assigned to the

class of diamondlike-C:H films.

The abrupt increase in the film growth rafep to 60
( pm/h) attendant to substituting acetylene for methane agrees
20001 with the experimental results of other autifdrand is ex-
plained by the fact that the activation energy for film growth
from C,H, is lower than for CH (Ref. 25. The wave-
number dependence of the absorption coefficient of film pro-
duced from acetylenéFig. 4) differs from the analogous
dependence for the film produced from methéfig. 3) by
the presence of a significant quantity of graphite phabe
sorption bands near 3020 and 3070 ¢and carbynélin-
ear carbonphase (3300 cmt). The ratios of types of C—C
bonds and hydrocarbon groups wersp’:sp’:sp
=34% :55% : 11% and CH: CH, : CH = 5% : 13% : 82%,
respectively. The film density was around 1.2gicespite
their quite low hydrogen conterfH/C = 0.66), these films
o o = Aot N cannot be called diamondlike since the fraction of graphite

and carbyne phases in them is large.
T L . J Even strongly diluting acetylene with argdid% C,H,
o + 93%Ar) does not lead to any positive changes in the struc-
ture of the film. Against the background of an insignificant

FIG. 3. Absorption coefficient versus wave number for a film obtained fromincrease of the fraction of diamondlike bonds due to a de-
methane, broken down into its components. crease in the fraction of carbynéinear-carbon bonds

1500 sp3 CHy(a) 2957
- sp3 CH, (a) 2930
§

1000 -
sp® CHy (c) 2870

500 sp®CH, (c) 2650

1
2600 2700
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FIG. 4. Absorption coefficient versus wave number for films deposited in aFIG. 5. Absorption coefficients versus wave number for films deposited in a
barrier dischargel — C,H,, 2 — C,H, + 93% Ar. barrier dischargel — 5% C,H, + 95% H,, 2— 2.5% GH, + 97.5% H.

3. . _ . . . stand in the ratio CH:CH,:CH = 18%:11%:71%.
(sp 'sz :Sp = 39%:54%:7% and an associated de- o5 numbers allow us to classify this film as a polymerlike
crease in the percent content of the CH groy@ds: a-C:H film

CH, : CH = 6% : 19% : 75% (Fig. 4) the relative hydrogen

contgnt_of the fllm grows abrupjtl(;H/C = 1.30. The reason .l USIONS

for this is possibly an increase in the mean activation energy

of the electrons in the discharge. A similar effect—an in-  Amorphous diamondlike hydrogenated films-C:H

crease in the degree of electron dissociation of the moleculddms) have been synthesized with high growth ratess of

of the hydrocarbon gas attendant to dilution with argon—microns per hourin a barrier discharge at atmospheric pres-

was observedand modeleylin a plasma arc reactd?. sure from hydrocarbon gases. The highest-quality films were
Diluting acetylene with hydrogen also does not lead toobtained from methane and from a 5%H; + 95% H,

any noticeable changes all the way to 5%1Gin H,. Figure  mixture, which is the optimal acetylene—hydrogen mixture

5 plots the dependence of the absorption coefficient on théor a barrier discharge.

wave number for a film obtained in a barrier discharge from Infrared spectroscopic data were used to determine the

a 5% GH, + 95% H, mixture. The rate of film growth chemical composition and other quantitative characteristics

dropped to 2Qum/h, and the density of the resulting film of the films. We employed an improved technique based on

was 1.3 g/crh. In comparison with the two previous the use of standard hydrocarbon films. For films obtained

samples, no carbyne phase was observed in the film and tfiem methane H/& 1.04, sp®*=100%, and for films ob-

amount of graphitelike carbon was also significantly de-tained from the 5% &H, + 95% H, mixture H/C=0.73 and

creased §p° : sp?:sp = 68% :32% :0%. An increase in  sp°:sp® = 68% : 32%. On the basis of these numbers, these

the fraction of CH and CH groups (CH;:CH,:CH  films may be called diamondlike. This conclusion is con-

=22%:12% : 66% and also an increase in the number of firmed by transmission electron microscopy studies.
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A new theoretical model is proposed to describe the behavior of films of composite hydrogen-
containing compounds during heat treatment. The model is based on the thermal generation

of hydrogen atoms and atoms of the composite compounds with their subsequent diffusion to the
boundaries of the film and percolation through the surface into the atmosphere. Calculations

are performed for the heat treatment of films of silicon nitride. A comparison with the experimental
data in the literature demonstrates the high efficiency of the proposed moddl99®

American Institute of Physic§S1063-78417)01908-9

INTRODUCTION with hydrogen, nitrogen is also released, which is not re-
flected in the kinetic equations of Ref. 5. In addition, the
Thin semiconductor and insulating films, obtained bothmodel is applicable only within a limited temperature range,
by the traditional method of gas-phase deposition and bwbove the rupture temperature of the Si—H bonds. At the
new methods using non-thermal activatigphoto- and same time, the electrical properties of silicon nitride films, in
plasma-activation contain a large amount of hydrog&t.  particular the concentration of charged defects, depend on
Its presence is the main factor governing the physicothe content of unsaturate@angling silicon and nitrogen
chemical stability and operating characteristics of the matebonds in configurationén a simple nitrogen vacancy=NSi,
rial. In particular, in MNOS structuregmetal—silicon a divacancy SiN, a silicon vacancy Si—N and divacancies
nitride—silicon oxide—semiconducbausing silicon nitride to ~ Si—N ... N=Sj, which are traps for charge carriers. These
record a charge, the concentration of traps for electrons arflaps determine various charge characteristics of metal—
holes is one of the governing parameters affecting the relinsulator—semiconductor devict&; ¥ specifically the fixed
ability of devices! A simple model of dehydrogenation of charge, density of surface states, position of the centroid of a
silicon nitride layers was proposed in Ref. 5 which explainsstrong-field-trapped charge, etc. The aim of the present paper
quite well the experimental data obtained by the tensometriés to develop a theoretical model of physico-chemical trans-
method of annealing the N—H bonds. The model allows foformations in thin hydrogen-containing films linking the an-
the following processes:) breaking of the N—H bonds with nealing conditions during their preparation with their charge
formation of atomic hydrogen,)2egeneration of the N—H characteristics.
bonds, 3 diffusion of atomic hydrogen to the external inter-
face, 4 formation of molecular hydrogen and its desorption
(“passage of hydrogen through the surfadeftom the sur-  PHYSICAL MODEL
face of the film, and padsorption of molecular hydrogen to

the surface of the film. Si, B) the following bonds exist: M—N, M—H, and N—H.

.The authors of Ref. 5 also assumed tieft>Cyy, Processes taking place in the film can be described by the
which corresponds to complete removal of hydrogen from

) ) e system of quasichemical reactions
the film ast—o~. The system of equations describing the y q

It is assumed that in a thin film of MNx:kwhere M=

indicated processes was solved in the'hmltmg cases in yvh|ch M— H:’lM_ FH, o
the dehydrogenation process was limited by the breaking of K

the N—H bonds, by hydrogen transport through the film, and )

by its passage through the surface. In th_e fII‘S'F case _the de- N—HﬁgN,JrH, @)
composition rate does not depend on the film thickmgs K

the second the process rai€/dt~d, 2, and in the third ‘

dC/dt~d51. However, the model proposed in Refs. 5 and 6 ks

does not completely describe transformations taking place in M=H+H=M_+H,, S
the film during annealing. For example, it was shown earlier ke

in Ref. 7 that during annealing of silicon nitride films, along N—H+H=N_+H,, 4
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M—N EM N . the film; Dy, D, andDy are the diffusion coefficients for
‘Z - ® atomic and molecular hydrogen and atomic nitrogen. Here
) Cun @andCyy are the concentrations of hydrogen atoms on
8 the M—H and N—H bonds andy, andC,_ are the concen-
M_+N=M-N. (6)

trations of the dangling bond€,,,, CH andCy, CN are the

Equation(1) describes the rupture of an M—H bond with concentrations of free-atomic and moIecuIar hydrogen and

(the reverse reactigmwith rate constank,. Equatron(2) de-  ysed the following boundary conditions: an inner boundary
scribes analogous processes for the N—H bond with forwargmpervious to hydrogen and nitrogen:

and reverse rate constarks and k,. Equations(3) and (4)
characterize the process of formation of molecular hydrogen JCy aCHZ
in the volume of the film with participation of the M=N and g5 (X~ L D=0, ——=(x=L, )=0;
N—H bonds, respectively, with rate constakisandkg (Ref.
11). Equation(5) allows for the possibility of the formation
of free atomic nitrogen and its entrapment by a ftdan-
gling) M bond with rate constant of rupture of the M=N
bondk; and rate constaritg of entrapment of nitrogen by
the ruptured bond. It is assumed that the nitrogen has a dan-
gling bond M—N_. Finally, Eq(6) describes the process of
saturation of the dangling bonds M_. As it is written, Eg).
assumes that the reaction of M—N bond rupture does not take dCh
place and formation of free nitrogen takes place only as a Dy, IX
result of rupture of M—N_(nitrogen with a dangling bond
(5).

System of chemical kinetic equationd)—(6) corre-
sponds to the following diffusion—kinetic equations:

9Cy a( lo

PN =L, =0
o x=L, )=0,
and at the outer boundary we used equality of fluxes:

aCy
~Du— - B (x=0, 1) =KCp—Kq,CCM. (14)

%(x=0,0)=KooCh,~ KiCH™", (15)

dCy
—Dn— X (X 0,1)=KazoCn— Kz,CR™. (16)

Here it was assumed that evolution of hydrogen and nitrogen
takes place through a stage of desorption of products from
the surfaceCy™", CH*", and C{'*™ are the concentrations

of atomic and molecular hydrogen and atomic nitrogen in the

9t ox Dy—— X +k1Cyn T KsCny—koCHCy

~KaCrCn_ —kCiiCran —keCrCrun, () Vacuum chamber. It is assumed that rapid recombination of
f9CMH atomic hydrogen and atomic nitrogen takes place in the re-
7 —kiCuntKoCy C—KsCpunChis (8)  action chamber with formation of molecular forms, i.e., the
recombination timer,.. is much less than the characteristic
ICwm diffusion timesty; and characteristic times of formation of
TzkchH— k,Cy Ch—ksCunCh nitrogen and hydrogen in the filme,.. ThereforeCa™™=0
andCS"™=0. The constantk,q, K, andK s, characterize
+k;Cyun_—kgCy Cns (9) the permeability of the boundary of the film to reaction prod-

ucts in it. The rate of permeation of molecular hydrogen

from the vacuum chamber into the film was assumed to be
+ksCupCrtkeCnChiy (100 zero. In other words, the process of adsorption of molecular

hydrogen was assumed to be very slow and to have a small
dCnH sticking coefficient. We also allowed for the permeability of

(9CH2_ (9 0"CH2
at ax\ M2 ogx

ot ~kaCrnnFKaCn_Ch=keCrniCh, (11) the quartz glass of the vacuum chamber to hydrogen. In this
case we may write the following relation for the hydrogen
ICn._ flux from the chamber into the surrounding air:
gt —k7Cun_ T KsCnp—KaCn_CxtKeCnHCH, -
(12 Jn,= 72(Cr,~ CE) Scham (17)
r?CN 9 ICn Wr_rere v, is the permeability coefficient of quartz glass of
i x| PN +k;Cun_ —ksCm Cni, (13 thicknesdy, Sghamis the surface area of the vacuum chamber

(here we have introduced yet additional constants and pa-
where the constantk;, ks, andk; characterize the rate of rameters to the problemss, 1o, Scham -

thermal generation of hydrogen atoms upon rupture of M—H  The chamber walls were assumed to be impermeable to
and N—H bonds and of nitrogen atoms upon rupture ohitrogen as experiment indicatés.

M—N_bonds, respectively; the constakis k,, andkg char- The initial conditions for the concentrations were as-
acterize the rate of formation of bonds of hydrogen withsigned in the form of uniform profiles along the thickness of
dangling bonds M_and N_and entrapment of nitrogen atomghe film

by dangling bonds M_ respectively; the constakysand kg
characterize the rate of formation of molecular hydrogen in Cun(x,t=0)=Cy,  Cu_(x, t=0)=Cjy -
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Cru(x, t=0)=C, K,o=5x10"8 cm/s, Kp=2%x10"8 cm/s, f;=10" cm %,

f3=10°cm %, f,=10° cm™ !, 6E;=1.5eV, SE;=2.0¢V,

Cn (X, t=0)=C}_ Cy,(x, t=0)=0, SE,;=2.2eV, Dy=8x10*cnf/s, SE4=0.45¢eV,

Dp,0=5X10"% cn?/s, &Ey,=0.45eV, Dyo=4x10"*

Ch(x, t=0)=0, Cy(x, t=0)=0. cnils, SEy=2.43eV, ryu=10"7cm, ry=10"" cm,

For the initial concentrations of dangling bonds we used wn=10"" cm, rnen=10"" cm, run=10"" cm,
experimental data for a test case with silicon nitdd®, &=107° &=10"° £&=10"7, &=10° ¢£=10"°
which indicate that the concentration of the N—H bonds isy:=10"* cm/s, y,=5X10"° cm/s.
equal toC%,;=2.4x10?* cm 3. The concentrations of the
Si—H bonds and of the dangling bonds Si_and N_were as-
sumed to be insignificant, i.e., we ha@%, <106 cm=3, ~ RESULTS AND DISCUSSION
Cg <10'cm™3 andCy_<10'cm 2. To solve the sys- To test the proposed model we used experimental data
tem of equationg7)—(13) numerically, we used an implicit on the time dependence of the pressure in a vacuum chamber
scheme. The time derivatives were approximated to first orduring thermal processing. Since in the course of solving
der. The time step was chosen to grow with time with incre-system of equation&)—(13) we know the diffusive fluxes of
ment&t"/ ot" " 1=1.1. atomic and molecular hydrogen and nitrogen we can find the

To approximate the spatial derivatives, we used anitrogen and hydrogen concentrations as functions of time;
second-order conservative scheme on a nonuniform gridor nitrogen we have
The nonlinear system of difference equations was solved by

) - . . ) t dC
successive scalar fitting using the solution from the previous C,C\,ha”(t)z —1/2V, f SkDN—N(x:O, t)dt, (18)
iteration. The accuracy of calculation was not worse than 2 0 oX
0.1%. and for hydrogen we have

To estimate the parameteks, ko, K3, K4, Ks, Kg, K7, Kg,
i ing CHMt=—1NV
Dy, Du, Dn, Kio, Kz, Kzp, We invoked the following H, 0

considerations. For the diffusion coefficierizg;, Dy,, and . JC

. . H
Dy and generation rate constants we assumed the Arrhenius X f Sk( Dy > z(xzoyt)
law 0 29X

D;=D;y exp(— SE; /kT), JC
[ io eXp( [ ) +DH/2a—H(x=0,t))dt
kj="fjo exp(— JE; /KT), §

where the activation energy for diffusion of atomic hydrogen
SEy was taken to be equal to 0.45 €NRef. 12, and molecu-
lar hydrogen&EHz, 2.43 eV(Refs. 13 and 14

The activation energies for bond ruptufg; were taken
to be as followssE;=1.5 eV for rupture of the Si—H borfd,

0E3=2.0 eV for rupture of the N-H bondjE,=2.2 eV for In the model of an ideal gas it is possible to calculate the

rupture of the Si—N bond. The frequency factdjg are of tial f hvd d nit
the order of the characteristic frequency of the phonon vibrapar 'l pressures ot nydrogen and nitrogen

t
- f  Sehamv2(C;™- Cﬂf”tt))dt) : (19
whereV, and S, are the volume and surface area of the
vacuum chamber ang, is the permeability coefficient of
quartz for molecular hydrogen.

tions of the atoms in the latticé,~10's™*. For the rate PNZ(t)=C°N2a"Kt)-kBT, (20
constantsk,, ky4, ks, kg, andkg we used the diffusion ap-
proximation, which allows us to write Py, (1) =CHMt) - kgTo. (21
Ko=4mDyrynés, ka=47Dyrynéa, The latter quantities were measured experimentally in
Ref. 7. In the solution of systeliT)—(13) we also considered
ks=47Dyrvnés, boundary conditions of another type. The approximation

(7)-(13), (14)—(16) assumes that hydrogen and nitrogen mi-
grate to the surface and are then desorbed from it with char-
wherer yy andryy are the interaction radii of atomic hydro- acteristic timery<<74ec. In addition, it is also assumed that
gen with the dangling bonds of the M atoms and N atomsthe reverse process—adsorption of nitrogen and hydrogen
respectivelyyr yay andr gy are the interaction radii of hy- followed by their penetration into the film—is blocked. An-
drogen atoms with hydrogen atoms on the M—H and N—Hother formulation of the boundary condition on the outer
bonds, respectivelyry,y is the interaction radius of atomic surface of the film is possibf€.In this formulation the par-
nitrogen with dangling bonds of the M atoms; the constantgicle flux from the surface is proportional to the concentra-
&, &4, &5, &6, Eg are the probabilities, respectively, that an tion difference between the film and the chamber. For ex-
atom that has approached a defect will saturate the danglirample, for nitrogen we have

bonds in reactionsl), (2), (5), and(6) or form molecular Jy=hy(Cy— CEMam

hydrogen in reaction€3) and(4). The values of all the con- NT NN &N
stants used in the model are&K,;;=8x10 8cm/s, wherehy is the permeability of the surface for nitrogen.

Ke=4mDyr nunés, Ke=4mDprunés,
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FIG. 2. Time dependence of the total pressure forz&Sfilm; notation—
FIG. 1. Time dependence of the nitrogen pressure in the chamber for ghe same as in Fig. 1.

SisN, film. Circles are experimental values from Ref. 6, the solid curve

plots the calculated dependence.

uniform over the width of the film; only at late times does
the nitrogen concentration near the surface noticeably drop
as a result of the fact that generation of nitrogen atoms de-
eases but the permeability of the surface remains un-
anged. The profiles of the remaining concentratiGRs,

N » Chy Ch,, Csin, andCg; remain uniform functions of

A study of the latter boundary condition showed that in
this case the experimental values of the nitrogen pressure |
the chamber are not achieved. The calculated value of th§
pressure was always two orders of magnitude lower than th ) ! L o
experimental value for variation of the parameters over 4he thickness coordinate of the film and vary only with time
wide range of values. (Figs. 4-7. Thus, Fig. 4 plots the time dependence of the

Figure 1 plots the experimental and calculated values oftomic hydrogen concentration. At first, there is a rapid
the nitrogen pressure in the chamber. The parameters go@foWth up tot~10"* min thanks to thermal rupture of the
erning the reproduction of the experimental values are th&—H bonds; then, after the concentration has reached a value
initial concentration of the N—H bonds$,,, the permeabil-
ity of the film surfaceK 3, and the diffusion coefficienD.

The initial concentratiorﬁ:ﬁH and the permeabilitiC 5 influ-
ence the maximum value of the nitrogen pressure while the

permeability and the diffusion coefficient influence the rate - \
N 2

T

of growth of the pressuréhey assign the initial value of the
time derivative of the pressure and determine whether the
profile is concave or convex, i.e., the sign of the second
derivative. _
Figure 2 plots experimental and calculated values of the &
total pressure versus time. Note that at early times the total
£
(5]

pressure is controlled by the hydrogen pressure; then, around
10? min the hydrogen pressure reaches its maximum value z
and begins to decrease due to the permeability of the quartz < 1

walls. For this reason, starting around?1fin, when the
values of the nitrogen and hydrogen pressures have equal-
ized, the nitrogen pressure governs the behavior of the total
pressure curve. The parameters governing the position and -
magnitude of the maximum pressure are the permeability of 0 bt , \

. + o — bl e 1 }
the film surface to molecular hydrogégy,, and the perme- 0.5 15 2.5
ability of the chamber walls to atomic and molecular hydro-
gen, y,. Figure 3 shows the concentration distribution of
atomic nitrogenCy over the width of the film at different g, 3. pistribution of free nitrogen over the thickness of the structure:
times. As follows from the figure, the nitrogen profile is t (s): 1 — 10%, 2 — 1%, 3 — 10°, 4 — 10%, 5 — 10°.

T

&, cm-10°°
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FIG. 4. Time dependence of the concentration of atomic hydrogen. ) .
P yerog FIG. 6. Time dependence of the concentration of molecular hydrében
the broken silicon bond&), and atomic nitrogei3).

of Cy~10' cm™2 it falls due to depletion of the hydrogen

source(Fig. 9), i.e., the initial complement of N—H bonds. tration of mobile nitrogen reaches the value of the initial
The temporal behavior of the nitrogen concentratioarve  oncentration of N—H bondsCy~ Cru~ 107 cm 3. The

3, Fig. ), is analogous to that of hydrogen. The characterismaximum concentrations of molecular hydrogay, and the
tic time to reach maximum concentration-s2 min, which dangling silicon bond€s; are of the same order of magni-

is much larger than the time required by the mobile hydrogen . - . .
to reach its peak concentration. These times stand in approi]’gde' The “”.“e to reach maximum 1S the same as_pefore. Note
mately the same ratio as the diffusion coefficients:that at late times the concentration of danglllng sllglcon bonds
ty/ty~Dy/Dy- Thanks to the small value of the diffusion CSL rolls out to a pl_ateau with the value 10° cm*.
coefficient (in comparison with hydroggnand the smaller As our calculations showed, the parametgrsfor the
value of the permeability, the maximum value of the concen'€verse reaction constants turned out during fitting to have
very small values €1) (see the parameter values listed
above. This indicates that the obtained defects Si_and N_are
unstable and an energy relaxation of the centers to a different

25k geometric defect configuration takes place. In particular, in-
- 6.0
C\é 15
o B &
5 2 40
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FIG. 5. Time dependence of the concentration of the N—H Hahdnd of

the broken nitrogen bond®). FIG. 7. Time dependence of the concentration of the Si—H bonds.
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System for recording and analysis of reflection high-energy electron diffraction patterns

G. M. Gur'yanov, V. N. Demidov, N. P. Korneeva, V. N. Petrov, Yu. B. Samsonenko,
and G. E. Tsyrlin

Institute of Analytical Instrument Making, Russian Academy of Sciences, 198103 St. Petersburg, Russia
(Submitted November 22, 1995
Zh. Tekh. Fiz67, 111-116(August 1997

An efficient and fast system for recording and analysis of reflection high-energy electron
diffraction (RHEED) patterns is described. The software developed for this system includes three
program packages: one for operating in the single-window mode, one for operating in the
four-window mode, and one for the linear regime. Examples are given of the use of the system
for monitoring and control of growth of IlI-V semiconductor compounds by molecular-

beam epitaxy. Using this system, we discovered an effect wherein a periodic splitting of the
RHEED peaks occurs during the growth of GaA9€0. © 1997 American Institute of
Physics[S1063-78427)02008-4

INTRODUCTION system for recording optical images, which allows one to
computer analyze diffraction images and also measure real-

Reflection high-energy electron diffractidRHEED) is  time intensity variations of fragments of diffraction patterns

one of the most effective means for monitoring a solid sur{up to 2000 points on an IBM PC AT 286vith a discreti-

face and is widely used in semiconductor fabrication techzation of 40 ms. Such a system also includes a software

nologies, including molecular-beam epitakylBE). Infor-  package designed for solving problems of molecular-beam

mation in the RHEED method is contained in the imageepitaxy. Using this system allowed us to discover an effect of

obtained on a fluorescent screen as a result of diffraction gberiodic splitting of the RHEED peaks during epitaxial

electrons with energies in the range 5-50 keV incident on @rowth of GaAs(100).

solid surface at grazing anglé#\n analysis of static diffrac-

tion images allows one to assess the crystal structure of the

surface layer and also examine the microrelief of the surface>YSTEM FOR RECORDING RHEED PATTERNS

and also obtain quantitative information about the density of A structural diagram of the system for recording

the monoatomic steps and the distribution of two-RHEED patterns is shown in Fig. 1. The system consists of a
dimensional nuclei on the Surfaé’é.Observatlon of the dy' television video Camer&TV Camera with power Supp'y,
namics of a RHEED pattern during epitaxial film growth yideo monitor, frame grabbers, an IMB PC AT personal
makes it possible to evaluate with great accuracy the rate Gomputer with monitor and specially designed software. In-
growth, where the growth time of one monolayer corre-formation from the fluorescent screen can also be written to a
sponds(in genera) to a period in the oscillating time depen- video recorder.

dence of the reflection intenSity in the diffraction Imég_a)r As the television camera we used a PTU-84 camera pro-
complete and effective exploitation of the RHEED method, itduced by the firm “Volna” in Novgorod and realized on a
is necessary that recording and quantitative analysis of theuper silicondiode array camera tube, which provided high
diffraction patterns be performed on the image as a whol@pectral sensitivity in the fluorescence region of the lumino-
and in its parts. In this context, discrete measurements of thghore. It should be noted that any TV camera can be used in
images should usually take significantly less time thanthe given system as long as it puts out a standard television
growth of a single monolayer. signal. The camera was mounted to the flange of the growth
A photomultiplier is most frequently used for these pur-module of the MBE setugEP1203 in such a way as to
poses, recording the variation of the intensity of the RHEEDprevent direct light from hitting the objective and to provide
signal on the fluorescent screehlowever, such a system is a clear view of the required region of the image on the fluo-
extremely limited and allows one to measure in real time thaescent screen. RHEED patterns, formed on the fluorescent
intensity of only one reflection, and at that an integratedscreen, are recorded by the video camera, the video signal
intensity. At the same time, however, information about thefrom which is fed in parallel to the frame-grabber card and
RHEED intensity in different reflections and about the shapesideo monitor, providing uninterrupted observation of the
of the reflection is extremely important from the point of RHEED pattern during the course of the experiment. The
view of studying fundamental surface processes duringrame grabber is realized on a printed circuit card fitting into
MBE. a free slot of the computer. The computer can be any IBM-
At present there exist a number of systems allowing on&ompatible personal computer.
to record small segments of diffraction images in real tffe; The frame grabber is designed to convert an analog
however, they either are not fast enough or are too cumberideo signal into digital form(256 gray levels, 512512
some and costly and require the use of special instrumentgixels) and to store the grabbed frame in a buffer with a
tion. In the present paper we describe an inexpensive and fa80-Hz refresh rate. It provides programmable read-out from
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FIG. 1. Structural diagram of the system for recording diffraction images.

the buffer to the computer. A structural diagram of the frameThen, an area of interest is selected on the monitor
grabber, elucidating its operation, is shown in Fig. 2. The(128x 128 pixels in siz¢ and imaged on the monitor with
device includes an analog-to-digital convert®DC) with an ~ magnification. After this, the size of the window is assigned
input amplifier for amplitude encoding of the input video and its position chosen at some arbitrary point of the magni-
signal, a master clock providing temporal discretization offied image. Next, a time is chosen over which information
the video signal, CTX and CTY counters designed to addreswill be acquired from the window and on the operator’s
the buffer in the recording regime, RGX and RGY registerscommand the program commences readings. Here the infor-
designed to address the buffer in the regime of programmeghation being recordetsignal intensity is averaged over the
data transfer to the computer, bus form@& and DAT BF  area of the window and displayed on the monitor in the form
ensuring signal matching. Line and frame clock puld&SP  of a dependence of the intensity on measurement time. When
and FCR, tapped from the TV camera, ensure synchronizathe set time is up or the program is paused by the operator
tion during temporal encoding of the television signal. before completion, the operator can, with the help of special
The main specifications of the system when using thenarkers, measure intervals between arbitrary points in time,
type of TV camera indicated are the following: spectral sentgjculate the rate of growth, write information to diék-
sitivity region 350—-800 nm, maximum sensitivity of the TV ¢jyding information about the diffraction imager open up
camera 5¢10 °Im, number of pixels 512512, read-in the obtained result. If this is necessary, then the user can
time of one pixel to the buffer 80 ns, number of gray levelsspsequently analyze the acquired information with the help
256. of the processing program. An example of the use of this
program is given in Fig. 3. This example pertains to the
growth of a GaAg/Al,Ga)As/AlAs hetero semiconductor su-
The software for this system is written in C program- perlattice(the left, middle, and right parts of the oscillating
ming language, and is divided into three independent packdependence, respectivilygrown at a substrate temperature
ages: athe single-window regime,)kthe four-window re-  of 600 °C and effective arsenic pressure in the growth zone
gime, and ¢ the linear regime. All three packages consist ofof 4.2X 10" © Pa. Information was read off in the zero reflec-
programs for information acquisition and processing. All oftion in the[011] at an electron beam energy of 12.5 keV and
the programs have a user-friendly menu with explanations.1° incidence angle. Note that each opened-up result can be
a) The single-window regimeThe main goal of this provided with an explanatory captigop to 150 characteys
package is to record intensity variations within the chosen b) Four-window regimeThis package can be used when
segment of the diffraction imagéeflection at the video measuring RHEED intensities in several diffraction beams at
refresh ratg(50 Hz) and to determine the rate of growth of once at a rate equal to the video refresh 1&@H2). The
the epitaxial layer of the desired composition by secondarynain difference between this case and the single-window
processing of the acquired information. When working inregime is the possibility of choosing up to four windows of
this regime, the overall pattern is first culled from the fluo-arbitrary size at arbitrary positions within the diffraction im-
rescent screen and imaged on the monitor (6322 pixels. age; in every other respect all the options of the previous

SOFTWARE
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package are retained. Figure 4 shows an example of the usacillations in different diffraction beams is evident, which
of this software for a GaAs epitaxial layer grown under con-demonstrates possibilities of the system when investigating
ditions of transition of the surface reconstruction from peculiarities of the mechanism of MBE growth.

(2X4) to (4X2) (substrate temperature 550 °C, flux ratio ¢) The linear regimeThis package is intended for analy-
As,/Ga = 1/2). Time dependence curves of the RHEED in- sis of profiles of diffraction images with a frequency equal to
tensity were read off in thfD11] direction at different reflec- the video refresh ratéb0 Hz). The main difference from the
tions. From the figure the presence of a phase shift of therevious regimes is the possibility of measuring RHEED in-

1801
[7)
=740
=]
g
© 100 FIG. 3. Time dependence of the RHEED inten-
~ sity for the single-window mode.
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FIG. 4. Time dependence of the intensity at different points of the diffrac-
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tensities in the quasilinear variant between two arbitrarily

chosen points in the area of interest of the diffraction image.

The line consists of a set of windowap to 16 with arbi-

trary but fixed size. All possible operations when recording

the image(monitoring the RHEED intensity in any window,

writing to disk, opening up the results, the possibility of 5
operational measurement of the rate of grogwimain the

same as in the previous regimes. The information obtained in
this regime is the most complete in comparison with the
above two regimes and allows one to investigate complex 8, , deg
physical phenomena associated with MBE growth.

The secondary processing program allows the user t6IG. 5. Prpfile qf the(01) reflection for growth of GgA§100), measured at
graphically image informatiortin the form of time depen- different times(in numbers of monolayers1 — initial profile (before

4 . X . i growth), 2 — 0.5,3 — 1.0,4 — 2.5,5 — 3.0.

dences of the signal intensjtyecorded in any of the win-
dows at different wavelengths in the unsmoothed or
smoothedby spline approximatiorregime, where from 1 to
16 curves can be displayed on the screen simultaneously. After the standard procedure of removing the oxide layer
Next, the rate of growth or various characteristic times Ca,}/rom the substrate surfatend growing a buffer layer under
be calculated(e.g., the time of evanescence of the oxideconditions that ensured>24 surface reconstruction, growth
layer, the rate of change of the surface reconstruction, th&as interrupted and the surface was kept under a stream of

transition time from a two-dimensional to a four-dimensional@'Senic to smooth it down. After this, the Ga door was
mechanism of growth of the film, eic. opened and measurements were made of changes in the pro-

file of the intensity distribution in the specular reflection in
the [011] direction in the linear regime over the course of
30 s. Here the range of measured angles of the diffraction
beam along the profile was-14° and the angle of incidence
The results for the linear regime demonstrate the highlyof the primary electron beam was equal to 1°.
informative nature of the RHEED method for studying MBE Figure 5 displays profiles of th&@0) reflection in the
growth processes. In particular, the use of this regime alMBE growth process at different times. The essence of the
lowed us to discover an effect of periodic splitting of the discovered effect reduces to a redistribution of the intensity
RHEED peaks during epitaxial growth of GaAs00). of segments of the diffraction image, located along the dif-

Y-

EFFECT OF PERIODIC SPLITTING OF RHEED PEAKS
DURING GROWTH OF GaAs(100)
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fraction line near the specular reflection. As it passes througkiealed by the RHEED method during molecular-beam epi-
its intensity minimum, the oscillating specular reflection taxy. In addition, the system we have described allowed us to
splits into two or three maxima, where the additional peakgsliscover an effect of periodic splitting of the RHEED peaks
are located at larget 1°) reflection angles. Despite the fact during epitaxial growth of GaA&L00). In addition, it may be
that there have been many studies reporting the observatiomoted that this system can be incorporated in an automated
of oscillations and there has even been mention of a phaggrowth complex and will enable the growth of quantum-size
shift of the oscillations recorded at different points of thestructures with an accuracy of film thickness control of frac-
diffraction pattern, this is the first report of such a result. tions of a monolayer.

We compared the distribution of the additional intensity ~ We thank the Russian Fund for Fundamental Research
maxima relative to the main peak of the specular reflectiofGrant No. 95-02-05084aand the Ministry of Science and
with the distance between the zero reflection and the fracfechnology Program “Physics of Solid-State Nanostruc-
tional reflections of the zero Laue zone. We took this as dures” for their financial support.
manifestation of surface reconstruction during the MBE
growth process in the direction parallel to the plane of inci-
dence of the ray allowed at the times of the appearance ofM. A. Herman and_H. Sittem/lolecular_ Beam Epitaxy: Fundamentals and
r?uc'el of the new Iay(_er during Iayel.’ed grow_th, .e., at th.e 2ICD:.u\rJr.eSI)t?stgtrll{ili’s.ﬂl.n\?;;c\é?r]l.aa‘. iigCé,l:r?c?g: I:-sL?g.hang, J. Cryst. Growth
times when the intensities of the main reflections of the dif- g7 1 (1987,
fraction pattern are minimal. We hope to present a more3A. P. Senichkin, A. S. Bugaev, and R. A. Molchnovsipstracts of the

detailed study of this effect in a separate paper. First International Symposium “Nanostructures: Physics and Technol-
ogy”, St. Petersburg, Russ{&993, p. 102.

4J. H. Neave, B. A. Joyce, P. J. Dobson, and N. Norton, Appl. Phy&1,A
CONCLUSION 1(1983.

. . . . 5C. Ca and H. H. Wieder, Rev. Sci. Instrusil, 917 (1990.
We have described an inexpensive and effective systenaR Bolger and P. K. Larson, Rev. Sci. Instru¥, 1363(1986.

for recording and analysis of RHEED patterns and have pre<;. s. Resh, J. Stroizer, K. D. Jamison, and A. Ignatiev, Rev. Sci. Instrum.
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-V semiconductor compounds by molecular-beam epi- °G: M. Guryanov, N. N. Ledentsov, V. N. Petr@t al, Pisma Zh. Tekh.
taxy. In our view, the system we have described makes it 2 1418 64 (1993 [Tech. Phys. Lettl9, 591 (1993].

possible to observe and analyze all the main features reanslated by Paul F. Schippnick
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Effect of focusing of primary electrons on their reflection from a crystal and on the
associated Auger emission

M. V. Gomoyunova and I. I. Pronin

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted April 29, 1996
Zh. Tekh. Fiz67, 117-123(August 1997

The orientational dependence for different groups of secondary electrons — quasi-elastically
scattered, inelastically reflected with excitation of a plasmon and with ionization of the core level
M, 5, and the Auger electrond , VV — are measured in the primary electron energy

range 0.6- 1.5 keV. The data are obtained for a DO single crystal by varying the azimuthal
angle of incidence of the primary beam, with complete collection of secondaries. A

relationship is established between the processes of focusing and defocusing of the electrons that
have penetrated into the crystal in %#EL0) and(133 directions, which differ substantially

in the atomic packing density. Specific details of the Auger orientation effect, due to the focusing-
induced variation of the flux density of the reflected electrons, are identified and explained.

The contributions, both of anisotropy of ionization of the core level and of variation of the
backscattering intensity, to the angular dependence of Auger emission and reflection with
ionization loss are estimated. The possibilities of using such orientational dependences for an
element-sensitive analysis of the local atomic structure of surfaces are assessE2R7 ©

American Institute of Physic§S1063-784%7)02108-9

INTRODUCTION The aim of the present paper is, first of all, to obtain
information about focusing and defocusing of primary elec-

In recent years, in connection with the large successegons in the thin near-surface layer of a crystal by investigat-
achieved in the structural analysis of surfaces by moderatdéng the orientation effect for quasi-elastically scattered elec-
energy photoelectron and Auger electron diffractiohand  trons and electrons that have undergone a one-time energy
also with the application toward these ends of quasidoss upon reflection. It is, second, to clarify the possibilities
elastically scattered electron diffracti8f, interest has again of applying the orientational dependence of Auger emission
arisen in orientation effects due to the primary bedm?>  and reflection with ionization energy losses to an element-
The reason for this interest lies in the generality of thesensitive analysis of the local atomic structure of surfaces.
mechanism of formation of the effects used by these diffracAs the object of study we have chosen a single crystal of
tion methods, which consists in focusing of electrons byniobium, whose surface structure has been well studied.
atomic chains.

Effects associated with the primary beam, as was shown

. —20 . . EXPERIMENTAL TECHNIQUE

already in many early works™2°are manifested in an am-
plification of the secondary electron emission as the primary  The measurements were performed in a three-grid qua-
electrons move along the densely stacked atomic planes asikpherical braking-field energy analyzer with an energy
directions of the crystal. For a long time they were explainedresolution of 0.5% in the range 0.6—1.5 keV of primary elec-
on the basis of interference of Bloch waves within the frametron energie€,. Secondary electrons in different segments
work of the formalism of the dynamic theory of electron of the spectrum were recorded by modulational methods. Pri-
diffraction1#21%2These ideas, however, are difficult to apply mary attention was given to electrons emitted by the thin
to the description of electron scattering processes in the thinear-surface layer of thickness on the order of 10 A. Such
near-surface layers of a crystalith thickness of the order of electrons are quasi-elastically scattered electrons that have
a monolayex, where it is necessary to allow for the discrete interacted with phonons upon reflection, electrons that have
nature of the construction of its atomic planes. In this situabeen reflected inelastically with one-time characteristic en-
tion, it is simpler to use models based on an analysis oérgy losses, and Auger electrons. The amplitude of the elas-
electron scattering by the individual atoms of the cryéat- tic reflection peak may serve as a measure of the intensity of
ward focusing and focusing of electrons by atomic quasi-elastic scattering since in the investigated energy range
chains®923To date, however, not all aspects of this problemthe above types of electrons make the overwhelming
have been sufficiently well examined and the literature coneontribution’
tinues to discuss questions pertaining to the maximum We investigated the effect of orientation of the primary
lengths of the focusing chains, their dependence on intebeam on the intensity of secondary electron emission in the
atomic distances and electron energy, the mechanism of elemost direct way—by varying its azimuthal plane of inci-
tron defocusing, ett"?*~3°What is needed is a clarification dence with the polar angl® held fixed at 45°. The azi-
of the possibilities of using orientation effects due to themuthal angle of incidence of the beagn could be varied
primary beam in the structural analysis of surfaces. within the limits 0—360°. The azimuthal dependences re-
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near the(133) direction, and parallel to the densely stacked
(110 planes is observed. Note that since the disorientation of
the beam relative to th€l33) direction did not exceed 2°
FIG. 1. Orientational dependentgp) of the intensity of quasi-elastic elec- and the full-widths at hal-maximum .Of the experlmen-tal
tron scattering1), reflection with single excitation of a bulk plasmd@a) curves was equal to rothly 10°, this factor may to first
and with ionization loss NM,5 (3), and emission of Auger electrons order be neglected.

M, sVV (4), obtained by varying the azimuthal angle of incidence of the Quantitatively, the magnitude of the orientation effect
primary beam. (anisotropy of reflection or emission of Auger electrpoan

be estimated with the help of the paramegecharacterizing

corded for the quasi-elastically scattered electrons possess]HH3 degrelf O: fr(])cusmg ?f t_he primary e/lectronshon the ionic
good symmetry. Taking account of the symmetry of thelfamework of the crystaly=(1max— ! min)/l max, Wherel may

(100) face of a body-centered cubic crystal, it is possible?Nd!min are the signal intensity at the considered maximum
when measuring low-intensity signafsf the electrons re- of the azimuthal dependence and its deepest minimum. The

flected with ionization energy losses and of the Auger elecgependence ok on the energy of the emitted electrons for

trong to restrict the range of variation of the angteto an Ep=1keV is plotted in Fig. 2 The points, indicated by d.if_.
interval of 45°. In order to exclude the effect of diffraction of ferent symbols, belong to different groups of characteristic

secondary electrons on the examined orientation effect, ngectronz. The r(]:urvé(_:orrespon(:mrg]; o the contmulum elec- .
collected all of the electrons emitted into the reflectiontLons) re_ectst € _anlslotrorny 0 the ]:s_econdra]lry ehec':]r_o ?}S 0
(back hemisphere. the continuum. It is clear from the figure that the highest

The accuracy of exposure of the Nb0O) face was bet- values of y are observed for electrons reflected with one-
ter than 1°. The sample surface was cleaned by taking itf'me excitation of a plasmon. The anisotropy of reflection of

through several cycles of high-temperature heating in supef/€ctrons with ionization energy losses is somewhat lower,
high vacuum with subsequent heating in an oxygen atmobUt exceeds that observed for quasi-elastic scattering and is
sphere at a pressure of {8.0)x 10" Pa. Oxygen and car- also substantially higher than the'anisotropy of the back-
bon surface contamination did not exceed 0.1 monolayelground of secondary electrons having the same energy. The

which was monitored by Auger spectroscopy. The measurdbweSt degree of focusing among the above groups of elec-
drons is observed for the Auger electrons. In this case the

ments were carried out at room temperature in a vacuum n £O i
poorer than 5 108 Pa. erentat!on effect for the secondary electrons of the con-
tinuum is also much more weakly expressed.

The effect of the energy of the primary electrons on their
focusing in the crystal is illustrated by the curves in Fig. 3,

Experimental curves of the azimuthal dependel(ce which correspond to electrons reflected with ionization en-
for Nb (100), measured & ,=1 keV are shown in Fig. 1 for ergy losses. Similar azimuthal dependences were also ob-
four groups of electrons: quasi-elastically scattered electronserved for the remaining groups of electrons. These data are
electrons reflected with one-time energy loss due to excitageneralized in Fig. 4, where they are displayed in the form of
tion of plasmons # w,=25 eV) and due to ionization of the energy dependencggE,). It can be seen that the focusing
core levelM, 5 (E;=206 e\), and finally Auger electrons effect is manifested differently for different orientations of
M, sVV. These dependences are in many ways similar. In althe primary beam. The results for the Auger electrons also
cases a significant amplification of emission for incidence ofiffer in their specifics. Thus, for th¢110 direction the
primary electrons in the crystallographic directidtl0), values of y for all groups of reflected electrons increase

MEASUREMENT RESULTS
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FIG. 3. Effect of primary electron energy on the form of the orientational FIG. 4. Energy dependence for quasi-elastic scattefdygreflection with
dependencé(¢) for reflection with ionization of the core levéW, 5 for excitation of a plasmoii2), reflection with ionization of the core levéB),
Ep=0.6(1), 1(2), 1.5 keV(3). and Auger emissiofd), characterizing focusing of primary electrons along

the (110) (a) and(133) (b) directions.

monotonically withE,, but for the Auger electrons they

vary hardly at all or even fall somewhat in the region of tations is accompanied by a weakening of focusing and a
energies below 1 keV; only above 1 keV do they grow, anddecrease of the probability of quasi-elastic scattering.

only insignificantly at that. For the electron beam oriented in  Inelastic reflection of electrons with excitation of plas-
the (133 direction focusing is generally not observed for mons brings one more elementary act into the picture, which
E,=0.6-0.7 keV. It arises and is rapidly amplified only at may take place both before and after quasi-elastic scattering
higher energies. This allows us to speak of the existence dfito the back hemisphere. Since excitation of plasmons oc-
an energy threshold. Finally, for the primary electrons inci-curs as a result of the long-range Coulomb interaction with
dent in the(110 p|anes the dependencgsEp) have a spe- the electronic Subsystem of the Crystal, their probability of

cial form and exhibit maxima for the above groups of re-generation is essentially insensitive to electron focusing. Be-
flected electrons. sides, since the electron has the greatest probability of excit-

ing long-wavelength plasmons with small momentum, no
noticeable change in the momentum of the primary electron
takes place in this case. As a result, acts of plasmon genera-
1) Quasi-elastic electron scattering (QEES) and inelas-tion disturb the process of electron focusing only slightly,
tic reflection with excitation of plasmonsThe simplest and differences in the orientation effects for the given group
model of quasi-elastic scattering treats the phenomenon ax electrons as well as for the quasi-elastically scattered elec-
consisting of three stages) 4mall-angle elastic scattering of trons arise mainly as a consequence of differences in their
electrons penetrating into the crystal, which causes a focusnean depths of emergenzeSince this magnitude is roughly
ing effect; 9 quasi-elastic scattering of electrons at a largetwice as large for the electrons reflected with excitation of
angle as a result of their interaction with phononss@bse- plasmons, the relation between the corresponding valugs of
guent release of electrons from the crystal. The maxima ois determined by whether focusing of the primary electrons
the orientational dependences are explained within that depths greater than the mean depth of emergence of the
framework of the model by an increase in the primary elec-quasi-elastically scattered electrons is amplified or attenu-
tron flux density near the scattering centers of the crystal andted.
growth of the probability of phonon scattering of the elec- Basing ourselves on the above model, let us estimate the
trons as a consequence of the focusing effect arising as langths of the focusing chains for ti&10 and({133 direc-
result of the motion of the primary electrons along thetions, the interatomic distancesfor which are equal to 4.4
densely packed rows of atoms. A departure from such orienand 7.2 A, respectively. The path traversed by a quasi-

DISCUSSION
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by an atom of the second layer, it is necessary that the ob-

50 served electron should have at least been able to reach it, i.e.,
the relationn>1 must be fulfilled. As can be seen from Fig.
4r 5, the critical pointn=1 for the direction{133 lies in the
considered energy range. In this case,rferl the values of
ok x are near zero while in the regiom=1—1.4 an abrupt
linear growth ofy to the value 0.33 is observed far,=1.5
keV. Note that the given “crystallographic” threshold dif-
ar fers in its nature from the well-known “energy” threshold
due to the mechanism of scattering of the electrons by the
ok atoms®?
For the(110) direction the value oh significantly ex-
NS ceeds unity foE,= 0.6 keV and the corresponding threshold
50 is not observed. However, in this case the efficiency of fo-
R cusing grows significantly with growth af although not as
wl rapidly as for the thg(133 direction. In both cases this
growth is due to forward elongation of the electron—atom
scattering diagram with increasirtg}, and overall amplifica-
Jor tion of forward scattering in comparison with backscattering,
which diminishes the role of quasi-elastic scattering from the
a0t upper monolayer, which does not contribute to the orienta-
tion effect. In the regiom>2 (1>9.2 A) growth of focusing
is weakened ang(n) is observed to deviate from a linear
10r dependence, which indicates the onset of electron defocus-
ing, which, as is well known, is most strongly manifested for
the most densely packed directions.
0 For the electrons reflected with excitation of a plasmon,

the dependencg(n) for the (133) direction also grows lin-
FIG. 5. Dependencg(n) of the degree of focusing of the primary electrons early Wlthh at first (Fl.g. 5, curved). Then, at around=2.5
in the ion core of the crystal on the mean number of atéeamal ton+1) (1 =18 A) its growth is observed to slow down. The reason
with which the electrons interact as they move along(tt) (a) and(133 for this slowing down must also be ascribed to the onset of
(b) directions. The graphs shown in the insets plot the dependén¢e)  defocusing of the electrons propagating in this direction. The
denjonstra_\tlng the varlatlon_of the_ absolute increment of the degree of fo- iven value ofl is considerably larger than that obtained for
cusing going from the quasi-elastically scattered electrons to the electro . . . .
reflected with excitation of a plasmon. EES for beams oriented along tki#10 direction. This
indicates that in the case of atomic chains with low packing
density defocusing processes come into play only at large
elastically scattered electron in the crystal is determined bylistances. For th¢110 direction the dependengg(n) can
the mean free path of the electron relative to the inelastic be traced out only starting from=2.7 (Fig. 5, curve3). It
interaction and consists of two parts: the phitbf the elec- has essentially no linear segment, which indicates the com-
tron as it penetrates into the crystal, and the pathaversed bined occurrence of processes of primary electron focusing
by it as it moves back up toward the surface. The sum ofind defocusing in the given range of scattering chain lengths,
these two pathlengths is equalXo In our case of complete in agreement with the above-described results.
collection of the reflected electrons for the incident polar  Let us now consider how the orientation effect is af-
angle equal to 45°, we may take=L. Thus, knowing the fected by the twofold increase in the depth of emergence of
values ofd and\ (Ref. 31), we can express the lengths of the electrons observed for a fixed energy in going from the
the focusing chainsé in terms of the number of interatomic quasi-elastically scattered electrons to the electrons reflected
distances traversed on average by the electron up to the agith excitation of a plasmon. For greater ease of visualiza-
of quasi-elastic scatteringi=\/2d. This allows us to map tion in such a comparison the corresponding points in Fig. 5
the curvesy(E,) onto the curvesy(n) shown in Fig. 5 are connected by dashed lines. It can be seen that lengthen-
(curvesl and?2). Figure 5 also shows the analogous curvesing of the atomic chains is always accompanied by a growth
for the case of reflection with excitation of a plasm{eorves  of x, demonstrating that in all cases focusing dominates over
3 and4). In the case of quasi-elastic scattering only a smalldefocusing, in particular for th€l10) direction, at least for
number of atoms take part in the focusing process. For tha=5. Amplification of this effect is manifested in different
(110 direction the values of on average do not exceed ways for rows of atoms with different packing density. Thus,
three, and for thé133) directionn<2. Hence the reason for an absolute increase in the anisotropy for ¢h83) direction
the appearance of the electron focusing threshold, observésl observed up to values @&, greater than for th¢110
for the given direction, becomes clear. Indeed, in order fodirection(Fig. 5, inset so that the values of for E;=1.5
focusing of an electron as it scatters from a surface atom t&eV for the atomic chains are equalized to a significant de-
have an effect on the probability of quasi-elastic scatteringyree. This means that the focusing properties of two different
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atomic chains of the same length, but consisting of a differerated during their excitation. As was noted above, the azi-
ent number of atoms, turn out to be very similar. muthal dependences for thd,VV Auger electrons are
To conclude this section, let us dwell briefly on the sa-qualitatively similar to those observed for the reflected elec-
lient features of quasi-elastic scattering of electrons penetratrons. Differences between them are revealed by comparing
ing into a crystal parallel to the densely stack&dlO) planes. the energy dependencg$E,), especially for thg110) di-
In this case, forl® =45° the electrons scattered forward by rection (Fig. 4a. To explain the specifics of the orientation
the atoms of the upper layer pass in the immediate vicinity okffect of Auger emission, it is necessary to take into account
only one other atom of the chain and then move a significanthat there exist two sources of excitation of Auger electrons:
distance between chains. The high valuesyafbserved in first, the primary electrons propagating into the depths of the
this case already foE,=0.6 keV are apparently due to crystal and, second, the inelastically reflected and fast true-
guasi-elastic scattering by their nearest neighbors, of the prsecondary electrons, also passing through the emergence
mary electrons focused by the surface atoms. Amplificatiorzone of the Auger electrons as they move toward the surface.
of the orientation effect for energies up to 1 keV can belt should be stressed that in all the applications of the Auger-
explained by the already noted peculiarities of the electron-emission orientation effect to surface structural analysis
atom differential scattering cross sections, and the subsénown to us the role of the backward flux has not been
guent falloff—by an increase in the contribution from the considered although this question has been analyzed in con-
region of electron propagation in the space between thaection with the problem of quantitative Auger analysis of
chains. crystals®® At the same time, as is evident from Fig. 2, the
2) Inelastic reflection of electrons with ionization energy intensity of the backward flux also depends on the orienta-
loss, and Auger electron emissidaxcitation of a core elec- tion of the primary beam and this factor must be taken into
tron by a primary electron with transfer of the binding en-account in an analysis of the angular dependence of the Au-
ergy E;, which is considerably smaller thag,, leads to ger electrons. Growth of their emission is due not only to the
scattering of the primary electron through only a small angleinfluence of primary electron focusing on ionization of the
Reflection of electrons with ionization energy loss undercore levels, but also to an increase in the backward electron
such conditions may be treated in a manner similar to inelasflux intensity due to it.
tic reflection with excitation of plasmons, where this excita- ~ The variation with growth of the primary enerdy, of
tion comprises a process of primary electron focusing, ionthe contributions of the forward and backward fluxes to gen-
ization of a core level, and scattering through a large angleeration of the Auger signal leads to a redistribution of the
However, in contrast to generation of plasmons, the probroles of these sources in the formation of the Auger-emission
ability of excitation of a core electron depends on the degreanisotropy. As is well known, the greatest probability of ion-
of overlap of its wave function with the wave function of the ization of the core electrons with binding energy is real-
primary electron and, consequently, should be, like quasiized for the primary energ¥,=(2—3)-E;. In our case,
elastic scattering through a large angle, sensitive to electrotiis condition is fulfilled for primary electrons with energy
focusing. In this case, the influence of the anisotropy of pho9.6 keV. The efficiency of the backward flux is considerably
non scattering of electrons is realized mainly upon reflectionlower, and since the total intensity of secondary electrons
when scattering through a large angle precedes ionizatiorrapable of exciting Auger electrons does not exceed 20% of
The anisotropy of ionization of a core level is manifestedthe intensity of the primaries, the overwhelming fraction of
mainly through the second component of reflection, wherthe Auger electron§n any case more than 8Q%re excited
excitation of a core electron outstrips the changing of direchy the forward flux. As for the anisotropy of excitation of the
tion of motion of the primary electron. What form of anisot- Auger electrons, for the backward flux it is also lower than
ropy prevails in the orientation effect can be determined byfor the primary electrons since as the energy losses grow the
comparing these results with those obtained for reflectioranisotropy decreasd§ig. 2). In sum, forE,=0.6 keV the
with excitation of plasmons. It is clear from Fig. 4 that for orientation effect is determined almost entirely by the influ-
E,=0.6 keV the values ofy for them are roughly equal. ence of primary electron focusing on the ionization of the
Noting that the mean depths of emergence of both groups afore levelM , s and, consequently, can be the basis of a struc-
reflected electrons are similar, we may conclude that the artural analysis of surfaces that is sensitive to the nature of
isotropy of ionization of the core levé, 5 is roughly the their atoms.
same as for phonon scattering through a large angle, al- With growth of the energy of the primary electrons the
though with increasing energy the latter becomes somewhgirobability of excitation of Auger electrons falls. At the
higher. Thus, despite the fact that the loss itself is sensitive teame time, the intensity of the backward flux of electrons
the nature of the ionized atoms, the effect of primary electrorcapable of generating Auger electrons grows. The orienta-
focusing on the probability of quasi-elastic scatteriager- tional dependence of the backward flux intensity also in-
aged over the entire zone of emergence of the eledgtrongreases somewhat according to our data. In sum, the contri-
hinders the use of the orientation effect of the consideredbution of the forward flux to the anisotropy of Auger
group of electrons as a new method of structural analysis olectron generation falls ds, increases, while the contribu-
surfaces possessing elemental sensitivity. tion of the backward flux, on the contrary, increases, which
Focusing of primary electrons, which is the cause of thdeads to a compensation effect. This explains the above-
anisotropy of ionization of the core levels, is also manifestechoted weakness of the initial segment of the experimentally
in the orientation effect of emission of Auger electrons gen-observed dependencg(E,) for the (110 direction (Fig.
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43). The thickness of the near-surface layer is no longer detrons, their focusing has an effect on the total backscattering
termined only by the depth of emergence of the Auger elecintensity, which complicates the interpretation of the experi-
trons and can be noticeably larger since it now also dependsental data.

on the backward flux. Therefore the Auger orientation effect  This work was carried out within the framework of the
at largerE, partly loses its sensitivity to the nature of the Russian State Program “Surface Atomic Structures,”
atoms emitting the Auger electrons and now depends on theroject No. 95-1.21.

total anisotropy of electron reflection by the investigated ob-

ject, which complicates the structural analysis.
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Formulas are obtained which estimate the errors arising in the modulational reconstruction of the
response function and its first and second derivatives in the hysteresis-free case. The

algorithm used can yield formulas for estimating the errors in the presence of hysteresis. The
results presented can be used to recover the magnetization ahd theharacteristics

of high-temperature superconductors from the amplitude spectrum of the harmonics of the response
signal obtained by subjecting the sample to modulated magnetic field and curred99®©

American Institute of Physic§S1063-78417)02208-3

Recently, in studies of the magnetic properties and also Y, &
the | —V characteristicsof high-temperature superconduct- Y(Xo+a coswt)= 7+ E [Y, cognwt)+ Y] sin(nwt)].
ors (HTSO) attention has been given to the harmonic spec- n=1 1
trum of the response signal obtained by subjecting the @)
sample to a modulated magnetic field or curr&sge Refs. The Fourier coefficient¥’ (x,,a) andY’(xo,a) (ampli-
1-6, etc). The response signal here is a periodic function of,qes of the realin-phase and imaginary(quadraturg parts

time and by virtue of nonlinearity and hysteresis of the prop-of the harmonics of the response funciare given by
erties(e.g., magneticof the sample has a complicataubn-

sinusoidal shape. Even for small modulation amplitudes the 1 (2=
response spectrum contains higher harmonics. A study of the Yé:; {[Y-(xotacosot)+Y,
nonlinearity of physical properties in many problems of ex- 0
perimental physics is of special interest. Thus, the problem X (Xo+a coswt)]/2fcog nwt)d(wt), (2
arises of reconstructing initial dependences. This problem
can be solved with difficulty if the nonlinear part of the de- 1 (=
pendence in question is manifested against a significant lin- Yﬁ:; fo [Y_(Xo+a coswt) =Y,
ear background. An additional difficulty arises as a result of
hysteresis. The initial dependengesponse functiorrecon- X (Xgt+a coswt)]sin(nwt)d(wt). 3
structed from the spectrum of amplitudes of the higher har-
monics of the response signal is of greater value than thelereY, is the branch of the functiol for growingx, and
directly measured dependence. This is because the high¥ris the branch for fallingk. The following formulas were
harmonics contain rich information about the analytic prop-obtained in Ref. 10 for reconstructing the response function
erties of the response function and its derivative. and its first and second derivatives:

In many cases the well-known modulation technique L
allows one to get around the above problem, but it was de-  Y(Xg)=[Y_(Xo) +Y+(Xg)1/2=(Y/2)

veloped for the case of small modulation amplitudes in the "
absence of hysteresis in the investigated quantity. In Refs. n 1)"y!

; S . - Xg, &), 4
8-10, | attempted to generalize the indicated technique to the nzl( )Y an(%0, ) @

case of derivatives of the modulation amplitudes with allow-
ance for hysteresis with the help of Taylor and Fourier series *

and obtained formulas for reconstructing the initial depen- AY(Xg)=Y_(Xo) —Y4+(Xo)= Z (= 1)"Y5,41(X0, @),

dences. =1 5
In the present paper | estimate the errors arising in a

reconstruction of the response function using the modulation q 1.°

technique. T Y=~ 2 ()" H2n- 1)V 1(X0.2),  (6)
We denote the modulating influen@magnetic field, cur- dx Y ais an-1no

rent, etc) by x=xp+a cost). Here X, is the static or

slowly varying influencea is the modulation amplitudey is 2 i1 ,

the angular frequency, artds time. We denote the investi- axAYx)=7 ngl (=)™ H(2n)Y3,(x0, @), (7
gated dependenc@esponse functionas Y. The response

function will be a periodic function of time. The Fourier 42 1

series for the hysteresis response functibiwill have the —VY(Xg)=— Z (—1)"L(2n)2Y), (X0, @), ®)
form dx? a?n=1 "
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d? 2 < o ayr 3 )
—AY(x0)== 2 (—1)"(2n—=1)2Y5,_1(Xo,a). Ca——=2 (-1)"(2n—1)U,,_;.
dx? aZn=1 dx =1

9
o As our final estimate of the accuracy of reconstruction
Formulas(4), (6), and (8) are valid in the absence of \ye have

hysteresis inY(x) since in this cas&=Y andAY=0.

The indicated numerical technique for reconstructing the  |dY dY*
initial dependences requires measurements of the depen- |dx dx .
dence of the amplitudes of the harmoni¢sof the response
function on the static influencg, for a give modulation i.e., the true value of the derivative is included within the
amplitude, which is not always feasible. In some cases it iéimits
easier to measure the dependence of the harmdpios the
modulation amplitude fox,=0. For this case, in the ab- dy dy* oU

R o
sence of hysteresis the reconstruction formulas are dx dx “|Cla’

oU

= m, (13

©

HeredY*/dx is the approximately reconstructed first deriva-
Y(a)=Yo(a)/2+ 2, Yo(a),
n=1

tive. Analogous estimates may be obtained for quantiigs
(5), and(7)—(10). Note that for prescribed values bk, or
* Au, the numberN (the number of observed harmonids
dY/da=(1/a)2 n%Y,(a). (100 proportional to the modulation amplitude and the degree of
n=t nonlinearity of the initial dependence. The degree of nonlin-
In practice in the reconstruction of the response functiorearity is determined by the number of dominant terms of the
with the help of formula$4)—(10) it is necessary to use finite Taylor series forY. A high degree of nonlinearity and the
sums instead of series and to allow for experimental meapresence of hysteresis result in slow convergence of series
surement errors, particular measurement noise defined by trh&).
signal-to-noise ratio. In this case, to estimate the accuracy of Now let us estimatedU. Assume that the measurement
reconstruction of the initial dependence and its derivatives igrror has the same valuku for all the harmonics. For the
is necessary to use the criterion of series convergfReé  sum in inequality(12) the error is equal tpRef. 12, p. 598
11, p. 428, in particular for the Fourier serigd), and in

some cases it is not necessary to take into account a large \/ " or 2
number of terms of the seriéstrong convergenge nzl (2n—1)?Au?=AuN(2N-1)(2N+1)/3.
In many experimental situations the response function is
a voltageU (emf) on a sensor which is directly proportional This means that the exact value of the sum in inequality
to the dependence in questidror its first derivatived Y/dx, (12 lies within the limits

for example, thed —V characteristic or the differential mag- Ca(dY*/dx)+AuN(2N—1)(2N+1)/3. Now only the re-
netic susceptibilitydM/dH (M is the magnetiz_atidrﬂ‘e sidual termRy, in series(6) remains to be taken into account,
Taking the above said into account, we may write which is smaller in absolute value thahy/N, i.e.

U(x)=CY(x). 1D |Ry|<U,/N. (14

HereC is the instrument constant. In the casd efV char-
acteristicsC=1 andx=|I (wherel is the current Note that
the amplitudedJ,, of the harmonics of the response signal
are directly proportional te,,.1>*8%We write this conver-
gence criterion, by way of example, for seri€® in the

absence of hysteresis i i.e., forY=Y, as

HereU, is some positive value of the voltage which we will
estimate below. In fact, since for absolute convergence of the
residual term=7_\, ,(—1)"(2n—1)U},_; it is necessary
that the true values)},_, (not to be confused with the ex-
perimental valuedJ,, ;) have the estimatéassuming the
existence of the second derivatidg@U/dx?, satisfying the

qu N Dirichlet conditiong |U%,_,|<Uo/(2n—1)% [Ref. 13,
a g~ > (=1)"(2n-1)U,,_4| < 4U, (12  p.505; Ref. 14, p.495 we obtain
n=1
wherea is the r_nodulation amplitl_Jd_eY is the true initial IRy|= 2 (_1)n(2n_1)ut2n71 <U,
dependencedU is the voltage defining the accuracy of re- n=N+1

construction, andl is the number of odd experimental points

) o0

U 1 1 U
k- . . X ———<Uy D, —< .

The numbeN is bounded byJ,,; or Au,, whereU,,,; is n=N+1 (2n—1)2 n=n+1n2 N

the rms noise voltage. The errau, of the voltage measure-

mentsU, is determined byJ ;. For allk < N U,>U,; or As Uy we may take, for example, the maximum absolute

Aug. value of the set of experimental amplitudes of the harmonics
The second term on the left-hand side of inequdlii®) Uon_1, i-6.,Ug=maxU,, 4|. Heren=1, 2, 3,....Then the

is accuracy of reconstruction is equal to
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SU=+[N(2N—1)(2N+1)/3]Au?+ (Uy/N)?. (15
The quantityU(N) has a minimum, and the vallé,,, at

which the minimum ofsU occurs is found by solving the

fifth-order algebraic equation

(4N?—1/3)Au?=2U3/N?

reconstruction of the second derivative we assumed the ex-
istence of the third derivative, both satisfying respective Di-
richlet conditions.

As can be seen, for example, from expresdibn), the
quantity 8(dY/dx) (we will denote it by §;=(dY/dx))
also depends on the modulation amplitude inverse-
proportionally and throughl,. As the modulation amplitude

or, neglecting the 1/3 term on the left-hand side of the equagrows, the first term in the radicand decreases and the second

tion, we obtain

Nopr=2~ Y Uo/(Au)]#3~0.8Uo/Au)?>. (16)

For example, folJo/Au=10 (10% accuracywe obtain
N~2.18, i.e.,Nop=2. This means it is necessary to take the

amplitudes of the first and third harmonics.

The error of reconstruction of the first derivative of the

response function is given by

oU
5(dY/dX): @

=JI[N(2N—1)(2N+1)/3]Au?+(Uy/N)2.
(17

In the reconstruction of the response function it&eife
obtain the following estimates:

N
CY*=Uy/2+ > (—1)"Uy,,,
n=1

N
\/ > Au?=AuN+1,
A=0

su=+(N+1)Au?+[Uy/(2N)]?, (18)

Nopr=2"%(Ug/Au)?3~0.8Uq/Au)?2. (19
HereUy=maxU,,|, n=0,1, 2,....

one grows. The rate of growth obl/N)? is determined by
Uy. Thus, there is an optimal value of the modulation ampli-
tudea,y. The quantitya,,; (extreme valugcan be found by
solving the approximate equation

a~8U,/[3(dU,/da)]. (22)

In order to find the minimum, it is necessary in addition
to follow &, to its minimum. In the reconstruction of the
response functiolY a,; is found by solving the equation

Equations(22) and (23) can be used in the case when, for
example, the amplitude of tHeh harmonic ofU (0) remains
maximal upon variation of the modulation amplitude and the
analytic or numerical form obly(a) has been determined.

If the indices of the maximum amplitudes change upon
variation of the modulation amplitude, then Eqg2) and
(23) remain valid, but the analytic form dfiy(a) will be
different in different regions of variation of the amplitude.

Under conditions in which a small number of harmonics
are observed, e.gN of the order of 3-5, the error of recon-
struction is mainly determined by the first term of the radi-
cand in Eq.(17), i.e., by the term containingu. The reason
for this lies in the rapid convergence of seri@, whose
residual term (14) is much smaller thanUy/N, i.e.,
|IRn|<Ug/N. In general, the residual term of the series is
estimated byRy| = Uy/N™. Here the exponenn may be
of the order of 10 or greater. Analogous estimates can be also

In the reconstruction of the second derivative of the re-obtained for formulag5), (7), (9), and(10) with the help of

sponse functioml?Y/dx? we obtain the following estimates:

N
a2C(d2Y*/dx2)= >, (—1)""1(2n)2U,,,
n=1

N
/ 4Au
2 4A 2_
nzl ( n) u (30 1/2

X YN(N+1)(2N+1)(3N>+3N—1),

U= (8/15N(N+1)(2N+1)(3N2+3N—1)Au?+[Uy/(2N)]?

(20

The quantityN,, is found by solving a seventh-order
algebraic equatioriN,,; may be approximately estimated by

the formula

U 217
Nopt~(32)1’7(A—3) ~0.61Uy/Au)?". (21)

the given algorithm.

To summarize, it has been found that with the help of a
modulational measurement and reconstruction technique it is
possible to determine the numerical form of the response
function and its derivativeat least the first and secondn
addition, it is possible to determine the error of reconstruc-
tion of the indicated function and its derivatives.

YThe dependence of the voltage respo¥sen the current, i.e., V(l).
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BRIEF COMMUNICATIONS

Measurement of the thermal diffusivity of the surface layers of opaque solid objects
V. |. Turinov

(Submitted February 20, 1996
Zh. Tekh. Fiz. 67, 128—130(August 1997

A method is discussed for the layer-by-layer determination of the thermal diffusivétyd

thicknessd of the subsurface layers of opaque solid objects from measurements of the phase
difference of signals of two centered ring-shajeen photodiode junctions by successively

varying the coefficient of angular magnification of the optical system of the device in which a
radiation source with Gaussian cross-sectional beam power density creates a thermal

object on the surface of the object in the form of harmonically varying concentric heat waves.
Estimates are found for the frequency range and minimum angular magnification
corresponding to the limits of validity of the relations used to calcudatsndd. © 1997

American Institute of Physic§S1063-78427)02308-9

In the development of the method for measuring the  Applying the decomposition theory to E@) (which has
thermal diffusivity according to the scheme laid out in Ref. simple rootss=*+iw and u,), we arrive at the solution for
1, let us consider the thermal problem arising in the irradiathe original function
tion of a sample by focused radiation varying according to

the harmonic lanQ=Q1(1/2)(1+m cosw7), whereQ; is | \/i—l \/E o
the radiation power densitgw/cn?), m is the modulation Q.Va wNlolo al/®
depth coefficientw=27f is the radiation frequency, and T—ty= _

is time. For simplicity we sem=1. As a result of the irra- 2\ 0? \/E

diation of the surface of the sample, a heat wébermal Iy ZPO

objec is formed, propagating symmetrically outward from

the heated spot. Let the distributi@y over the beam cross ] y —iw )
section be described by a Gaussian law (i) V_"‘"O( V TP) e "
Q1=Qoexp(—p2/2pg) as is characteristic of laser beams, + . (4)
electron beams, plasma jets, and a number of other sources. [—iw
For a semi-infinite objedunder the condition of cooling 1 TPO
due to heat conductigrthe problem of surface heat waves in
polar coordinates has the form Relation(4) is valid for a periodic steady-state distribu-
tion of the surface temperature of the object in the limit
aT PT adT 7— (neglecting the sum of terms corresponding to the
9r a? + ; %' 0<7<ee, 1) roots of the Bessel functions,,).
Let us analyze these approximation solutions, which are
T—ty—0 for p—, of practical interest for measurements of the thermophysical
parameters of samples according to the scheme laid out in
AT—ty) Qo 2 Ref. 1 Let, as in Ref. 1, the thermal obje_ct, the optical sys-
o ~_ X~ p2pp)cos wr, (2)  tem (in the simplest case a lensnd the ring-shaped—n

photodiode junctions be centered and the widg<r,/K,
wherea is the thermal diffusivity is the thermal conduc- WwhereK is the angular magnification coefficient of the opti-
tivity, and t, is the surface temperature of the object in thecal system and; is the small radius of the first ring of the

limit p— o, p—n junction.
Taking the Laplace transform in with the parametes 1. In Eq. (4) we expand ,(u) in the asymptotic series
in Egs.(1) and(2), we obtair} 1
lo(2)~(12mz)e |1+ == .. )
( \[ ) :
slo P
t a 3
L__OZE , (3 Il(x)~(1/\/277x)ex(1——+ )
s A\ \/g 8x
2 2
(s"+ w9l gPo at largez andx and keep only the first term. The approxi-
mate solution for the original functiofd) now takes the

wherel (u«) is the modified Bessel function. form
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Q, \ﬁ \/ﬁ specified thicknessdy.,—d.,, where d), is calculated
T—to=F3,2 > Vo exf —(¢—¢o)] from formula(6) for n=1 andK=K,. We assign the coef-
ficient a, to be equal to the average;=(al{”+a{Y)/2.
Measuringw, for K;=const, we obtain the new sequences
, d( andal!, which give a finer structuringwith respect to
a) of the upper layers, analogous to the procedure outlined
\F above. The required sequenkg is chosen in accordance
PiT=Pi\ oy (5 with the goals of the study. The data s&f” andd™ is
correlation-processed with the aim of revealing in which
For the first and seconpl—n junctions we set the coor- |ayer an inhomogeneity in the coefficieat(a flaw) is lo-
dinates of the centers of the rings of the thermal object whicltated or how many layers it occupies, the ultimate represen-
the photodiode “sees” equal tp;=(r;+R;)/2K, wherer; tation being in the form of thermographic images of subsur-
andR; are the small and large radii of the ring-shageen face layers in a fixed-step scan.
junctions and are such that their fields of view do not over-  To extend the range df ., (with the aim of increasing
lap. The signals of thp—n photodiode junctions, e.g., inthe the depth of layer-by-layer scanninge retain the first two
spectral range 8 14 um for T<600 K (the Rayleigh—Jeans terms in the asymptotic series fbg(z) andl,(x). We then
range are described by the functional dependencewrite the approximate solutiof#) as
Ui=Ainj')(T—t0), where RE,') is the differential resistivity

T
XCO{&)T-(@—@O)%—Z

of thep—n junctions, and; is a proportionality factot.The Tt = Q1 (@ 32 /2_3 exf — (¢— @g)]
wavelengths\, of the periodic oscillations of the surface 0 A2\ P 1) ¢~ %o
temperature of the sample, which are equal to integer frac-
tions of the segmeni,— p,, are equal to Xcodwr—(¢—¢o) +V],
|2a W =arctan | 8(¢o+8 322
p2_p1:277n w—:n)\n, (6) =arcta (QDO pOp) 2\ w
n
3/ 2a
wheren=1,2,3, ... . 8(30.—8 + o == ] (8)
Forn=1 the wave has its maximum length. (3¢0~8pop) 2\ w ’
Substituting the corresponding expressionsgpandp, %a a
in relation (6), we obtain po—p1=2mN\/—— (¥,—¥,)\/—. (6')
Wn Wnp
an=%[(r2+ R,—r;—R;)/n4mwK]?, (7) Expanding arctdifb—c)/(1+bc)] in a power series and

neglecting terms of the order of the small parameigre-

i.e., the thermal diffusivity is determined by the measuredduces Eq. (6) to the form
frequenciesy,, of the maxima of the harmonic signals on the 1 2a 2a
first and second rings of the ring-shappe n photodiode (pz—pl)[l-i- —\ﬁ =2mn \ﬁ (6"
junctions with a 2r phase difference. (p2tpy) ¥ on @n

Assuming the second term of the asymptotic series oby way of which the coefficiend is determined from mea-
I1(x) to bee times less than the first, we estimate the rangesured values ofv,, by iteration for the limiting valued;,,.
of variationw,,,, = (3e/8)%(a/2p3) in which the approximate When w, is increased abovew/;, we arrive again at
solution (5) is valid. This condition overlaps the more strin- relation (6).
gent condition u?=4(v+1), which gives wmin>8a/2p§. Relations (6) and(8) are valid forwgin>0.61a/(2p(2,),
Since the thicknesd of the sample layer from which infor- i.e., o/ /wm,~1.7. Consequently, the frequency band is in-
mation about the coefficiert is taken is proportional to the creased by a factor of 1.7, andd,,,., by a factor of 1.3, by
thermal wavelength, by putting,, into relation (6) we  decreasin,, by a factor of 1.3. Taking additional terms
find dna=1lmpgle (for n=1) and K, of the asymptotic series into account leads to a complication
=(3e/8)(r,+R,)—(r;+Ry)/mpo. We measure (for  of the formulas for calculating the coefficieat from the
Kmin=const) the sequence, from n=1 (for w;=w/;,) to  measured frequencies,, an insubstantial gain id,,,, and
n=K and calculate the corresponding sequernzesd,,,/n  in practice to the appearance of phase shifts requiring dia-
anda, from formulas(6) and (7). The quantitiesa, are the  grammatic solutions with a smaller value Kf,, and are
values averaged ovel, . Invoking the rule of moments, we therefore without purpose.
perform a correction and refine the values 2. Here we consider the case in whiztandx in relation
aP=[(@M+en )@V -6 )12 eni1=lan—an.:  (4) are small, and®<4(v+1)/e. Expandingl,(x) in a
X (dma/N+1)|, aP=[(aP+¢,,,)(aP—¢,,,)]Y2 etc. power series and retaining the first two terms
up ton+m=K, wherea(?) is the refined value of the ther- |y(z)~1+ (2/2)2, 1,(x)~ (x/2)[ 1+ %(x/2)?] transforms the
mal diffusivity of the nth interior layer of thickness approximate expressio@) into the following form
dn.n+1=dmax/N(N+1). To structure with respect @ a lower
layer of thicknessl,,,,/2, we vary the magnification coeffi- T _Q 4acos(wr—¢>),

_t S —"
cientK so as to measure the diffusivigyof a lowest layer of N po
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d(™ . The drawback of the procedure in Sec. 2 is that the
, (99  measurements are carried out near the center of the thermal
object, where the effect of instrument errors on the measure-

where ® is the phase shift between the signal at fhen ments is higher since the temperature gradient is much
junction and the reference voltage of the radiation source. larger, and averaging ovex; takes place in addition over a
We setd,—®, =arctafi(b—c)/(1+bc)]=27 in Eq. (9). wide temperature range in comparison with the procedure
Hence tan arctaR=tan 2r=0 and a=*iwp3/4y2, i.e., outlined in Sec. 1, where the measurements are carried out in
under the prescribed conditions arandx in the frequency ~the “tail” of the heat wave. _
rangew < wma,=(8/€) (a/2p3), thermal wavelengths that are Strictly speaking, a¥ varies, so do the surface regions
mu|tip|es of p,—p, are absent. Expanding arcténin a from which the phOtOlede receives radiation. The given
power series and neglecting terms higher than second ordgfocedure is therefore best suited for studying samples with
in p;, we arrive at an approximate expression for the mealayerwise-homogeneous thermal diffusivitya, e.g.,
sured phase differenae® ~3(p3— ¢3)/(1+3¢2¢3), from multilayer metallic coatings on hybrid circuit boards, to re-
which we determine the coefficiemiy, the thermal wave- Vveal flaws in the joining of the layers. Alternatively, may

b= arcta{

4 1 ) )
— 53¢ |1(1=2(plpo)%)
®o

length be varied in such a way that a partial overlap of two neigh-
boring regions of the surface takes place upon successive
a variations ofK, so that an averaged imageafn each layer
Ng= 87\ ) . !
g m wg is obtained.
(in terms of the thermal accommodation coefficigal;/wg; 1y | Turinov, zh. Tekh. Fiz62, 175 (1992 [Sov. Phys. Tech. Phy8?,

Ref. 2, and the layer thicknesd,~1/\4. By varying the 714(1992)].
frequencyw, and the magnification coefficieit, we obtain ~ *A. V. Lykov, Theory of Heat Conductiofin Russiar, Vysshaya Shkola,
(m) (m) ; ; Moscow (1967).

the Sequencmg anddg. n anaIOgy Wlth. th.e above result 3G. N. Watson Treatise on the Theory of Bessel Functioksd ed.(Cam-

and get the corresponding thermographic image of subsur-prigge University Press, Cambridge, 1952

face layers. 4E. V. Bernikov, S. S. Gaponov, and V. |. TurinoAbstracts of the Seventh
The difference between the procedure in Sec. 2 and theAll-Union Conference “Photometry and Its Metrological Basigh Rus-

procedure in Sec. 1 is that the frequenayvaries smoothly sian, VNIIOFI, Moscow (1990, p. 114.

while w, varies discretely and it forms the sea§™ and  Translated by Paul F. Schippnick
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Effect of dispersion of orthorhombic anisotropy fields on the ferromagnetic resonance
linewidth in iron garnet films

A. M. Zyuzin and V. V. Radaikin

N. P. Ogarev Mordovian State University, 430000 Saransk, Russia
(Submitted March 11, 1996; resubmitted July 22, 1996
Zh. Tekh. Fiz67, 131-134(August 1997

The effect of the dispersion of anisotropy fields on the width of the ferromagnetic resonance line
is calculated in films with orthorhombic anisotropy. The results of the calculation, based on

a model of linear variation of the anisotropy fields with thickness and on the assumption of
additivity of the different contributions to the resulting linewidth, are in good agreement

with experimental results. €997 American Institute of PhysidS1063-784£97)02408-3

The ferromagnetic resonance linewidth in magnetic filmstions, and the minima, at intermediate orientations. Such be-
depends on many factors. Besides relaxation mechanismisavior of 2AH cannot be explained by the above-
the linewidth is affected, for example, by variation of the enumerated broadening mechanisms.
equilibrium orientation of the magnetizatibnccurring dur- Results of layered etching experiments show that as the
ing recording of the absorption line. Broadening can takeilm thickness is decreased the amplitude of variation of the
place due to the presence of defagtsres, dislocationdoth  linewidth in the angular dependence\BI(¢,) decreases
in metallic films and in ferro-insulator filmsThe mecha- (Figs. 1b and 1c The interval of variation of the resonance
nism associated with the magneto-elastic contribution to théield also decreases. Hence it follows that the observed de-
anisotropy field and leading to broadening of the resonancpendence 2H(¢y) can also not be explained by a possible
line in polycrystalline films was investigated in Ref. 3. Ref- anisotropy of the damping parameter.
erences 4 and 5 investigated peculiarities of the broadening To explain the angular dependence dff2 we begin by
associated with angular dispersion of the anisotropy. In thigssuming the presence of a nonuniformity simultaneously in
type of dispersion the maxima in the angular dependence dfl,,, and H,, over the thickness of the film, which is con-
the resonance field are observed in intermedig&tween nected with the unsteady kinetics of its growth. Dispersion of
hard and eagydirections of the static magnetic field. Hy, andH,, should lead to the appearance of an additional

Studies of epitaxial iron garnet films of the composition contribution to the linewidth. In the case of sufficiently large
(YBITmGd);(FeGas0;, grown on substrates of neodymium values of the damping parameterthe absorption line in a
gallium garnet with(110) orientation revealed an angular nonuniform film can be considered as a superposition of
dependence of the resonance linewidths, shown in Fig. 1dines from different layers. Therefore the resulting linewidth
This same figure shows the angular dependence of the resaas considered under the assumption of additivity of the
nance fieldH (o). The anglepy; between the fieldd and intrinsic linewidth 2AH, and the contribution due to disper-
the hard axis was varied in the film plane. Note that the filmssion of the anisotropy fields®H,. The latter can be calcu-
were grown in the regime of linearly decreasing temperaturdated by representing it in the form
growth and possessed orthorhombic anisotropy. The ortho-

rhombic anisotropy fields oH JH
i 2AH =2 — = AH g+ = AH, |, (1)
oHy, IHyy
2K, 2K,
Hiw="y —47Ms and Hy, == whereAH,, andAH,, are the dispersions of the correspond-

ing anisotropy fields.
were equal to 1098 and 1411 Oe, respectively. In the above However, the expression folAH 4 in this representation
expressiond<, andK, are the constants of growth-induced is very cumbersome. Therefore, the contributidxt for a
uniaxial and rhombiddescribing the anisotropy in the film given value ofpy was determined as the difference of the
plane components of the anisotrofy? The thickness of the maximum and minimum fields in the family of resonance
original films was 2.5um, the saturation magnetization curves constructed for given intervals of valuesHyf, and
47Mg was equal to 713 G, and the gyromagnetic ratiwas  H,, .
equal to 1.3%10’ Oe *-s 1. The latter was determined The analysis was based on a model of linear variation of
from the resonance fields for the static fieldoriented along H,, and H,, over the thickness of the filniFig. 2). This
the hard and soft directions in the film plane and in thecorresponds to an equiprobable distribution of the magnetic
direction normal to if Measurements of the ferromagnetic moments of the film relative to the field$,, andH,, in the
resonance parameters were carried out at a frequency of 9.8#tervals of variation of these fields. The resonance curves
GHz. As follows from Fig. 1a, the linewidth varies strongly were calculated with the help of the method of effective de-
in the angle interval from 0 to 180°. A peculiarity of the magnetizating factorsThe energy density of the anisotropy
observed dependenc@® (¢y) is that the maxima of 2H of the magnetic film with allowance for the energy of the
are observed foH oriented along the hard and soft direc- demagnetizing field can be written in the form
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We found expressions for the componentNSf in the
coordinate system where tlzeaxis coincides with the mag-
netization with the help of formulas for transforming the
components of a tensor when transforming from one coordi-
nate system to anothé&t The resonance relation for the case

300;,0 6;7 12'0 730 ;/;/]f;efry:mlies in the plane of a film with orientatiofl10) has
?” M deg
2
FIG. 1. Angular dependence of AH and H,: a original film (;) =[H cosen—eum)+Hir €OS Zpy ]
(h,=2.5 um), b) after first stage of etchinchg=1.76 um), c) after second
stage of etchinghz=1.0 um). Circles and squares correspond to experi- X[H cog oy— on) —Hyyt47M
ment, solid lines to calculation, and the dashed line to calculation with the
dispersion only oH,, taken into account. —Hy, sin2¢M]_ (5)
Here ¢\, is the angle betweeM and the hard axis, whose
value was found from the condition of equilibrium orienta-
M2, M2, tion of the magnetization. As analysis of the experimental
U,=K,| 1- —22 + Kr—y2+277|\/| f 2) angular dependences of the resonance field showed, the cu-
M M bic anisotropy constanK; in the investigated films was

roughly an order of magnitude lower th&rp andK, . There-
fore we neglected cubic anisotropy in the calculations of
2AH(¢n).

whereM,, andM are the components of the magnetization

in the coordinate system whogeandy’ axes coincide with

the anisotropy axes of the film. . - . .
We found the values of the components of the tensor OI The family of resonance curves for the original film with

! - . he corresponding intervals of variation Bff,, and H, is
effective demagnetizing factors by comparing the expres- . ‘

. L shown in Fig. 3. As follows from the calculations, the spread
sions for the effective fie

of the resonance fields fasy,=0 and 90° is roughly equal.
Ju The minimum is observed at angleg, (betweenH and the
He'=— oy and Hg'= —NeM. (3 hard axi$ close to 30°.
As the film thickness is decreased by means of layered
To start with, we determined the components of the tenetching, the intervals of variation of the anisotropy fieltlg,
sor (N®")’ in the above-mentioned coordinate system. TheyandH,, are observed to decrea@gg. 2). In this connection,
have the following form: the contribution to AH due to this factor should also de-
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sion. As follows from Figs. 1b and 1c, as the film thickness
h is decreased from 1.76 to 1/m the amplitude of varia- M"M
tion of 2AH in the angular dependence decreases substan-
tially. The variation of the minimum values ofAH here . . ,
does not exceed the error of measurement. This is explained 30005 40 80 120
by the fact that the minimum of the contributiom\®, is T, °C
insignificant and, consequently, the minimum value A&ftr2
is determined mainly by the intrinsic linewidth. FIG. 4. Temperature dependence &fl2 (a) andH,, (b). 1,2— for the field

As h is decreased, the maximum resonance field in thet parallel to the hard and easy axes, respectivéty; for H parallel to the
angular dependendd,(¢y)is observed to decrease and the firection at which 2H takes it minimum.
minimum resonance field to increase. This indicates that the

absolute values dfiy, andHy, increase from the substrate to decrease of the absolute valuesf, andH,, upon increase
the free surface of the film, and nuice versa The calcu-  of the temperature the magnitude of their dispersion de-
lated dependences(¢y) (Fig. 1) were obtained from the creases. This in turn leads to a decrease ®H3.
mean values df'lku ander for the given thickness. It can be As the Curie temperatur@k is approached’ the reso-
seen that there is quite good agreement between the theorggnce fields for different orientations of the magnetic field
ical and experimental dependences both &fH{¢p) and  converge, which indicates thett,, andH,, approach zero in
Ho(en)- this limit. In this limit 2AH also tends to one value for
Some of the difference between them may be due to gjfferent orientations. The minimum value ofA® varies
deviation from a linear distribution of the magnetic momentsyeakly all the way to temperatures nély. For this orien-
of the sample on the prescribed intervals of variatiomiQf  tation the contribution téd, due to the fieldsd,, andH, is
andHy,, and also to effects of exchange and dipole narrowminimal. Consequently, the contribution t&\®i due to dis-

ing of the inhomogeneously broadened line. persion of these parameters is also minimal.
Good agreement was observed for the calculated and  To summarize, we may make the following conclusions.
experimental polar-angle dependencesH 6,) when the 1. The effect of dispersion of the anisotropy fields on the

angle 6, betweenH and the film normal was varied in the ferromagnetic resonance linewidth has been taken into ac-

planes passing through the hard and easy directions in thgyynt.

film plane and the film normal. Note that taklng Only the 2. A model based on simultaneous Varia‘[io”—b(fu and

dispersion of the rhombic component of the anisotropy fieldy, . over the thickness of the film and the assumption of

into account does not make it possible to obtain satisfactorydditivity of the various contributions to the linewidth makes

agreement between the calculate@dshed curve in Fig. 1a jt possible to explain the angular and temperature depen-

and experimental results. In these calculatibipg was taken  dences of 2H and also the results of layered etching ex-

to be equal to its average value over the corresponding inteberiments.

val. 3. The presence of dispersion Hf, andH,, in films
Temperature studies also confirm the hypothesis of thgith orthorhombic anisotropy leads to a qualitatively differ-

presence of dispersion of the anisotropy fields and its effecént angular dependence of the ferromagnetic resonance line-
on 2AH. Figures 4a and 4b plot the temperature dependencgidth.

of 2AH andH, for different orientations oH relative to the
hard axis. It can be seen that there is a clear correlation in thea . zyuzin, Fiz. Tverd. Tela31 No. 7, 109(1989 [Sov. Phys. Solid
behavior of 2zH and H, for all three orientations. With State31, 1161(1989].

976 Tech. Phys. 42 (8), August 1997 A. M. Zyuzin and V. V. Radaikin 976



2s. Krupichka,Physics of Ferrites and Related Magnetic OxiflRsissian ’R. M. Sabitov, R. M. Vakhitov, and E. G. Shanina, Mikkeldronika 18,

translation, Mir, Moscow, 1976 Vol. 2. 8266 (1989. ‘ _
3V. N. Van'kov, A. M. Zyuzin, and Yu. V. Starostin, Pis'ma zh. Tekh. Fiz. V- N. Van'kov and A. M. Zyuzin, Zh. Tekh. Fiz62, No. 5, 119(1992
18(21), 66 (1992 [Tech. Phys. Lett18, 713(1992)]. [Sov. Phys. Tech. Phy87, 548 (1992].

9A. G. Gurevich Magnetic Resonance in Ferrites and Antiferromagfigts
Russian, Nauka, Moscow(1973.
10N E. Kochin,Vector Calculus and Elements of Tensor CalcyinsRus-

4G. G. Kirsanov, Yu. V. Kornev, D. I. Sementsov, and V. V. Sidorenkov,
Fiz. Met. Metalloved61, 750(1986.

5(Dllg:3.85ementsov and V. V. Sidorenkov, Fiz. Met. Metallové®, 219 siar, Nauka, Moscow(1965.
5H. Makino and Y. Hidaka, Mater. Res. Bull, 957 (1981). Translated by Paul F. Schippnick

977 Tech. Phys. 42 (8), August 1997 A. M. Zyuzin and V. V. Radaikin 977



Magnetic anisotropy of (100) and (110) oriented (Gd,Bi) ;FesO;, films
V. V. Randoshkin, V. I. Kozlov, V. Yu. Mochar, N. V. Vasil'eva, and V. V. Voronov

Magnetooptokektronika Joint Self-Supporting Laboratory of the Institute of General Physics of the Russian
Academy of Sciences at the N. P. Ogarev Mordovian State University, 430000 Saransk, Russia

(Submitted May 28, 1996
Zh. Tekh. Fiz. 67, 135—-137(August 1997

[S1063-78497)02508-7

One way of increasing the speed of magnetooptical deWe assumed that in the system 8d;_,Fe0,, the satura-
vices based on single-crystal bismuth-containing iron garneion magnetization increases linearly with growthxofrom
films is to use films with rhombic magnetic anisotropy. the value corresponding to GekeO;, to the value corre-
Rhombic magnetic anisotropy occurs, in particular, for suchsponding to BjFe;0,,. The saturation magnetization for the
films with orientations other thafl11) if they contain ¥* latter was taken to be the same as faF®0;,. An estimate
ions in addition to the Bi" ions?®~° Rhombic anisotropy gives 47M =500 G.
has also been observed in films also containing®'Gd The magnetic anisotropy parameters were investigated
ions1%However, it remains unclear whether the’¢dons by the ferromagnetic resonance method at a frequency of
contribute to the anisotropy or if it is completely determined9.34 GHz. Here we recorded the resonance fields for the
by the BF* and ¥8* ions. The present paper seeks to answeexternal magnetic field oriented perpendicullir,( perpen-
this question. dicular resonangeand parallel H;,, parallel resonangeo

Bi,Gd;_,Fe0;5 films were grown by liquid-phase epi- the plane of the film, and also the corresponding values of
taxy from a supercooled PbO-f),-B,0; based fluxed melt the resonance line widthAH, and 2AH;,. To determine
on nearly (100 and (110 oriented NdGaO,, substrates. the anisotropy in the film plane, we recorded the azimuthal
The crystallographic orientatidithe angled of the deviation dependencesi;,(¢) for parallel resonance. The results of
of their plane from the basal planevas monitored on a these measurements are listed in Table |, wherg,, and
DRON-2.0 diffractometer with an accuracy of 0.1°. Hinmax @re the minimum and maximum values of the reso-

The lattice mismatch of the film and substré@’a was  nance field for parallel resonance, afid;, is the difference
determined by the standard method from the rocking curvesf these values.
measured on a two-crystal x-ray spectrometer. The spectrom- Since the investigated films do not contain rapidly relax-
eter assembly consisted of a DRON-3M diffractometer and &g magnetic ions, and the gyromagnetic ratio of the slowly
monochromator unit using a high-quality germanium crystalrelaxing ions Gd* and Fé" is the same and equal to
and(333) reflection. To identify the peaks from the film and y,=1.76x10'0e *.s %, for an iron garnet according to the
substrate, the rocking curves were recorded for two orders dbrmula of Wangness'®
reflections and the ratios of peak intensities compared.

For the investigated films only one essentially undis-
torted diffraction peak was observed. Calculation of the lin-  ¥=(Mgat Mo/ (Mga/ yoa+ Mre/ Yre), 2
ear absorption coefficient for Bbdy_,Fe50;, films with
0.5<x<1 gives the valug.~1500 cm ! for CuK,, radia-
tion. The maximum film thicknes$,,,x allowing one to
record the rocking curves from the film and substrate wa
estimated from the formutd4

the effective value of the gyromagnetic ragids equal toy,.
Here M g, is the total magnetic moment of the &dions in

éhe dodecahedral sublattice of the garnet structdig,is the
total magnetic moment of the ¥e ions in the tetrahedral
and octahedral sublattices. This circumstance allows us, in
contrast to Refs. 17 and 18, to determine the effective mag-

hmax=K(sin 6)/(2u), N

wherek=4.61 for the case in which the fraction of radiation
scattered from the film is 99%: for this cabga~7 xm TABLE |. Results of x-ray and resonance measurements for
' nax ' (Gd,Bi)sFe;0;, films.
The absence of a second peak may be interpreted as due

to a small value of the mismatch, preventing us from resolv-orientation (100 (110
ing the peaks of the film and substrate. The upper limit of T -3 16
this mismatch can be estimated as half the half-width of th%é/agm“ <08 <08
observed rocking curve A§=20", which gives y  oe 3130 2240
dala~8x 10 °. The values ofg and da/a are given in  Himay O€ 3490 3330
Table I. Noting the absence of a lattice mismatch betweemHmin. Oe 360 1090
the film and substrate according to the data in Table 9.4 if4Hmn. O€ 170 70
Ref. 12, we obtairk=0.78. Hn, Oe 3390 4300
W ) o 2AH,, Oe 170 70
To estimate the saturation magnetizationM; of the  _ oe 207 —~870

investigated films, we used the data of Table 9.3 in Ref. 15
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FIG. 1. Azimuthal dependendg;,(¢) of the resonant field in parallel reso-
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nance data. For this field the resonance relation can be writ!/G. 2. Azimuthal dependendg;,(¢) of the resonant field in parallel reso-
nance for films with(110) orientation.

ten as

ol y=Hez+H,, ©)
wherew is the angular frequency of the ferromagnetic reso-1v. v. Randoshkin and A. Ya. Chervonenki&pplied Magnetooptic§in
nance. Russian, Energoatomizdat, Moscoy1990.

+ : ; 2V. V. Randoshkin, V. I. Chani, M. V. Logunoet al,, Pis’'ma Zh. Tekh.
The fact that the Gt and Fé* ions behave identically Fiz. 1514), 42 (1989 [Tesh. Phys, Lettls, 553(1089)

in the dynamics is corroborated by 'Fhe res_ultls9 of stud_ies Neasy. v, RandoshkinProceedings of SPIEVol. 1307, 10(1990.

the angular momentum compensation pGitft!°In particu- 4V. V. RandoshkinProceedings of SPIEVol. 1469, 796(1997).

lar, when Ga+ ions are added to the film the level of sub- 5V. V. RandoshkinMagnetooptical Iron Garnet Films and Their Applica-
stitution of iron by nonmagnetic ions required to bring about oS [N Russia, Trudy IOFAN, Vol. 35(Nauka, Moscow, 1992 pp.

. . 49-107.
compensation of the angular momentum is lowered. Values, Hibiya, H. Makino, and S. Konishi, J. Appl. Phys2, 7347 (1981).
of He are given in Table |I. ’S. Kikukawa, S. Isomura, and S. lwata, J. Appl. Soc. J2), 83 (1983.
Typical dependences &f;,(¢) for (100) and(110) ori- 8v. V. Randoshkin, V. B. Sigachev, V. I. Chani, and A. Ya. Chervonenkis,

ented films are shown in Figs. 1 and 2, respectively, where (Fl'gé;]v erd. Tela3l(r), 70 (1989 [Sov. Phys. Solid Stat@1, 1138

the insets show the arrangement of the crystallographic axesu. v. Logunov, V. V. Randoshkin, and Yu. N. Sazhin, Fiz. Tverd. Tela
in the film plane. It can be seen that fd00) oriented films 32, 1456(1990 [Sov. Phys. Solid Stat82, 849(1990].

. . 10 H
the presence of four equivalent maxima on kthg(¢) curve 'i"l-og'?lrgggom' S. Iwata, S. Kikukawa, IEEE Trans. MagAG-20,

(F'Q- D r_eﬂeCt_t_he crystallographic anisotropy of the film, M), Yu. Kukushkina, V. V. Randoshkin, V. B. Sigachev, and M. I. Ti-
while their positions correspond {@00) type axes. Here the  moshechkin, “The present level of development of magnetic bubble
value of SoH;, is reIativer small(see Table)l Enemgry and logic devices,’Abstracts of All-Union SeminaiMoscow
. . . . . . 1985, p. 37.

In (.110) oriented fllms Ir.] compa_rlson W.I'[IQIOO) ort- 12g. s, Ggrelik, Yu. A. Skakov, and L. N. Rastorgu&+Ray and Electron-
ented films the magnetic anisotropy in the film plane more Optical Analysifin Russiad, Moscow (1994.
than three times highécompare the values @&H;, in Table  yu. A. Tkhorik and L. S. KhazarPlastic Deformation and Misfit Dislo-
). In this case only two peaks are observed in the azimuthal ?atiogs in Epitaxial Heterostructurdin Russian, Naukova Dumka, Kiev

s AT ; ; 1983.

de_pe_ndenqe of the resona.nce fléﬁg'. 2, V\./hICh is charac- 141, 1. Mirkin, Handbook on X-Ray Structural Analysis of Polycrysfats
teristic of films with rhombic magnetic anisotropy. Russiaf, GIFMI, Moscow (1967.

A comparison of the above estimate ofrflg and the  '°A. M. Balbashov, F. V. Lisovskj V. K. Raevet al, Handbook of Mag-
values ofH listed in Table | allows one to conclude that netic Bubble Devices and Device Compongatited by N. N. Evtikhiev

i . . . S and B. N. Naumoyin Russian, Radio i Svyaz’, Moscow, 1987.
the demagnetization fields deliver the main contribution O 1 Wangness, Phys. Re91. 1085(1953.

the effective field. 7K. Gangulee and R. J. Kobliska, J. Appl. Phg4, 3333(1980.
To summarize, in this paper we have shown that a rhom®N. A. Loginov, M. V. Logunov, and V. V. Randoshkin, Fiz. Tverd. Tela

bic magnetic anisotropy is induced by epitaxial growth in19\3/1(\1/0)h58519ﬁ3 [30‘(’1- \F/’hlés-ss_o'ithtaf?ETlF??_“(1923?]-198
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Transformation of beams of dia-, para-, and ferromagnetic particles by the magnetic
field of a linear current

N. I. Shtepa

Chernigov State Pedagogical Institute, 250038 Chernigov, Ukraine
(Submitted June 8, 1996
Zh. Tekh. Fiz67, 138—141(August 1997

Some possibilities of transformation and trapping of beams of small2a0 * cm) dia-,
para-, and ferromagnetic particles by the magnetic field of a linear, constant current are
investigated. ©1997 American Institute of PhysidsS1063-784£97)02608-1

INTRODUCTION N 1

M=R .
We consider homogeneousgbefore transformation pt2

beams of small, spherical (16-10"* cm) particles of It is customary to express the for€eacting on the par-
dia-, para-, and ferromagnetic materials, moving in vacuumicle in the first approximation as
with the same initial velocity \(;=const). The beams are
sufficiently rarefied that interactions between their particles p— RBM—_l(H-V)H. 2
can be neglected. The beams are transformed by the mag- put2
netic field of a constant, rectilinear, cylindrical current The magnetic field of a linear current,
| = const of radius. The motion of the particles is described
in cylindrical coordinates 4, ¢,z), where thez axis is di- Hzﬂ 3
rected along the current axis,is the distance from this axis cr
to the particle, an@ is the angle of rotation about tlzeaxis.

@

(e, is the unit vector in theéd direction has the property that

This study is restricted to two cases: longitudinal and : . ) )
. o ) the force according to relatiof?) is equal to zero; we there-
transverse transformation. In longitudinal transformation, u ) T
ore go to the next following approximation:

until the transformation the particle beam has a hollow cy-
lindrical shape, coaxial with the current, bounded by an inner JH

radiusq and an outer radiu® (a<q<Q). The initial ve- F=M- Eer' 4)
locities of the beam particles are directed parallel to the cur- . _ _

rent with an offset distance relative to the current ayis p Wh_ereer is the unit radial vector outward from the current
(g=<p=Q) which is different for each particle. The particle &XIS: _ _

trajectories remain planar during the transformation process, £duations(l), (2), and(4) yield

lying in the ¢ = const plane. 47R312 u—1

In transverse transformation, a ribbon-shaped beam prior F=-— 5 Tzr‘3'er . 5)
to the transformation, at a large distance from the current c M
axis ro—1>Q at which the action of the field may be ne- g | ongitudinal transformationin this transformation of

glected, moves in a direction crossed with the current anghe peam the motion of a particle of densityn the plane of

perpendicular to it. The offset distance of a partiee  jts motion (¢ =const) is described by the differential equa-
shortest distance from its initial direction of motion to the tjgn

current axi$ we denote byp. The offset distances of the )
particles bounding the ribbon beam we denotegbgnd Q, r=—ar 3 (6)
respectively &<q=p=<Q); thus, the thickness of the beam W
before the transformation ©®—q.” The particle trajectories

in this transformation also remain planar, but lying in planes 312 u—1

here

z=const. The polar angle is the angle between the half- T2 u+2 @)
. . . . . mep M
line extending from the current axis, antiparallel to the initial
velocity of the particlevy, and the polar radius. and

Z:l)ot, (8)

a<0 for diamagnets and>0 for paramagnets.

TRANSFORMATION OF BEAMS OF DIA- AND Integrating Eq.(6) with initial conditionsty=0, ro=p,
PARAMAGNETS

ro=0 and eliminating via Eq.(8), we find the equation of
If it is assumed that the magnetic fiekl of the linear the particle trajectory

current is quasistationary over the extent of a particle of ra-

dius R and with permeabilityx, the magnetic momehof r2=p2—

the particle will be equal to P vo

2. 9
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Trajectories of paramagnets, according to &), curve We obtain the equation of the trajectory of a diamagnetic
toward the current, and as a result the beam particles amgarticle by integrating Eq17) for ¢=0, ro=p, and
trapped by the current — they reach the current surface

(r=a). Trapping in thez coordinate takes place within the ldr) 1
intervalzy<z<zq, whose end-pointg, andzg are given by r2 de p’
the formula 0
kp
2 2
y-a r=——o, (19
z,=va - (10 sinkp
where
with v replaced byq or Q, respectively. The timd the
particles are trapped at the offset distapcis given by o
k=/1- (19

2_a2 2. 2"
T:p\/pa _ (12) o Pvo

This trajectory is curved away from the current and
The trapped particle density(z) decreases with in- Passes at a minimum distancg=kp from it for ¢y,= m/2k.

creasingz As a result of the transformation, the beam of diamagnets is
transformed into a diverging beam, bounded by the surfaces
2 4
a 4 a 16
2\/—+ a_+£ 2 —+—Zz§ ||
(2)=n(2,) SARREY g
2)=7(z b
7 7(Zq = 0 (20)
sin( || )
P\ 1+—=
(12) Y Vo

The trajectories of diamagnetic particles curve awayWith y replaced byQ and g, respectively. These surfaces
from the current axis — they are scatttered, and at larg@PProach the asymptotic limits
distances > Q%32/\/[a|) they are transformed into a hol-
low diverging beam, bounded by the anglgg and i %:+ (22)
(Yo <), where the formula

L
Vlal Yvg
¥, =arctan— (13 .
YVo with y replaced by the same values as above. As a conse-

guence of the transformation, the diamagnet beam becomes
éW|sted and nonuniform. At large (r>kQ) the density
(¢) of the transformed beam decreases with increaging

yields these angles upon substituti®gand g, respectively,
for . By transforming, the beam becomes twisted, and th
inner and outer(from the axi$ beam trajectories change K

places. After this transformation, a uniform beam becomes 72— 2 3/2
nonuniform, decreasing in density( ) with growth of the (@)~ n(¢q)( 5 g) . (22)
scattering angles. At large distances T

The transverse transformation of a beam of paramagnets
(14 depends on the sign of the radicand in expres§l@n for k.
iy Q For a/(p2v§)<l, expression18) remains the solution of
Eq. (17), but with a trajectory curved toward the current. If in
this caser,<a, i.e., p>—a’<alv}, the particle is trapped
by the current. If

sin?
nh= () Vo P

b) Transverse transformationn this transformation the
motion of a particle in polar coordinates, ) in the plane
of motion (r=const) under the action of the ford®) is
described by the differential equations

. Q?—a’<—, (23
r—re?=—ar 3 (15 oF;
and the entire beam is trappéThe time a particle is trapped at
) the offset distance is equal to
r2p=puy. (16
Eliminating t, we obtain a differential equation for the 124 /12— p2+ b
particle trajectories 1 vé
T=-——1n . (24
1 2Uo a
d? - a’+ y[a2—p2+ —
o 1 US
>t 1- i =0. (17)
de pvg/ ' If, on the contraryy ,>a for all the particles, i.e.,
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2 2 @ B: % (32)
g-—a >U—S, (25 cp
then the beam, curving toward the current, is transformed@nd Ed.(8). Integrating Eq(31) for t,=0,ro=p, andr,=0,
into a diverging beam, bounded by the surfa@® and(21)  We find the equation of motion of the particle in the plane
with the + sign replaced by a sign. In contrast to the (¢=const) of its motion

transformation of a beam of diamagnetic particles, a beam of p p 28

paramagnets is not twisted as it scatters, but becomes non- r \/F—1+2p arctan\/F—1= \/—t. (33
uniform in density. At larger (r>kQ) its density 7(¢p) P

decreases with increasing This equation, together with E@8), defines the trajec-

2 2) 312 tory of the particle

¢
2 (26) p p 28 z
r F—1+2parcta F—1= FU_' (34
0

(@)= n( )( -
(@)=~ n(¢q P

In the transformation of a paramagnet beam in the case ) _ . .

ol (p2v2)>1 Eq.(17) leads to trajectories Equation(34) shows that the particle trajectory is bent

toward the current and the particle in moving along it ac-

2pA cording to Eq.(33) is trapped by the current. We obtain the
r= oo e (27) trapping timeT of a particle with offset distancp directly
from Eq. (33) by settingr =a,
with
P LA P m/P_
- o L, T= 28 ay; 1+2p arcta a 1). (35

pzvg Trapping of particles in the coordinate takes place in

the intervalzy<z<zqy, where

Y Y
a\/a 1+2yarctan\/a 1), (36)

1 and vy, as above, takes the valugsand Q. The particle
T= (V17 \2p2— JaZ+ 2 2p?). (29) trapping densityn(z) decreases with increasing in the
Vo rough approximation

3/Z4
n(2)=7(zq) \5- (37
TRANSFORMATION OF FERROMAGNETIC PARTICLE
BEAMS For transverse transformation of a ferromagnet beam

through the remanent magnetization, motions of the particles

~ We represent the magnetizatiorof ferromagnetic par- jn the planesz=const are described by differential equation
ticles, as in Ref. 3, as consisting of a remanent compafient (16) and

and an induced componedt, both directed along the mag- L .
netic fieldH of the linear current: r—re?=—pBr 2 (38)

3 u—1 We find the differential equation of the trajectory by
P H. (29 eliminatingt from Eqgs.(16) and(39),

Moving along a helical trajectory, the paramagnetic par
ticles (and consequently the entire beaane trapped by the y
current. Trapping of a particle with offset distanpetakes z,=vyp Vﬁ
place during a time

H
‘]:JO"‘Ji:JOW'i_

We assume that during the transformation of the beams d*(1f) 1 B

Jo and p« remain constant. Then the magnetic momentofa g2 ' r pz_vé' (39
particle is expressed by
We find the particle trajectory by integrating E(R9)
M= %WR330%+ R3M—:L;H. (30) unde; _the condition th%:O, ©0=0, (1k0)=0, ro=—vy,
M andrgeo=pv, (according to Eq(16)),
We restrict the discussion to transformations of ferro- p
magnet beams through the remanent magnetization when r= ——— (40
Jo>J; and to transformations through the induced magneti- 1+esin(o+9)
zation whenJ;>J,. In transformations of beams in the rem- where
anent magnetization we neglect the induced magnetization. 2 2
Motions of such particles in the case of a longitudinal trans-  p_ P™vo (41)
formation are described by the differential equation B’
F=—gr2 2 4
prs (31 e=\/1+ 20, 42)
where B?
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8 those following from them, remain valid for ferromagnet

tand=—-—. (43 beams. The same applies for transverse ferromagnet beams,
pv in particular formulag23)—(28) and their consequences.
The curve(40) is a hyperbola subtending the current axis ~ However, the efficiency of transformation of ferromag-
with minimum distance of approaat, net beams differs substantially from that for paramagnet
beams due to differences in them of several orders of mag-
; _ P (44) nitude inx—1 and also by the presence of remanent mag-
m 1+e’ netization in ferromagnets. A rough calculation shows that

. transformations of dia- and paramagnet beams by means of
If r,<a, then the particle becomes trapped by the cur- e . .

o . . 4 the magnetic field of a linear current are feasible at currents
rent. The condition of trapping of the entire bearl is

of the order of tens and hundreds of thousands of amperes,

Q%2 and for ferromagnet beams — at tens and hundreds of am-
—— <a. (45 peres. Therefore the application of the above transformations
| p2 2.4
B+ B+ Q%o of dia- and paramagnet beams is hindered in practice and

We obtain the trapping tim& of a particle with offset May be realized only at very high currents, for example in

distancep for ro=1 (1>Q) by integrating Eq(31). To first ~ Powerful line discharges and short-circuits. On the other
order hand, transformations of ferromagnet beams by the magnetic

field of a linear current may be implemented under ordinary
laboratory and production conditions.

B pra+ U_O Note that the dimensions of the particles do not enter

T~— I+ =5In——"—]. (46)  into the equations of motion of magnetic particles and their
Vo Uo ol + ﬁ trajectories in the magnetic field of a linear current; therefore

vl their beam transformations do not depend on particle dimen-

sions. In addition, as in Refs. 4 and 5, we may conclude that

If, however, the transformations of ferromagnet beams through the rema-

2,2 nent magnetization depend on the shape of the particle, and
<L, (47) in the remaining casg#ransformations of dia- and paramag-
B+ B2+ 0% net beams through the induced magnetizatitve shape of

then the beam is transformed into a diverging beam, cont-he particles olnly weakly mfluences_ the transformations.
In conclusion | would like to point out that the calcula-

tained within the angular intervapo<¢=<¢,, whose end- . : T
. . g Bo=¢=¢q tions presented here involve a number of major simplifica-
points are given by the formula : ; L : .
tions and idealizations. Thus, in reality for ferromagngts

a

1 depends o, their magnetization process is hysteretic, and
¢, = m+arcsin > 2 +arctan—; (48 the remanent magnetizatidg varies with the magnetic field.
1+ Y Vo Yo Nevertheless, the results of our idealized calculations should
B2 prove helpful(as first approximationsor more accurate cal-

culations of transformations of magnetic beams by the mag-

with y replaced byQ andq, respectively. The transformed netic fields of constant linear currents.

beam is nonuniform in density(¢) and at large (r>Q)
decreases in density with increasing scattering angle. Thus,
in a weak (3<pv3) field

cos ¢ YThe width of the ribbon beam is arbitrary, but such that edge effects due to
77((,9% 7]( <PQ)) COS(,DQ , (49) :Ee Enite length of the linear current do not affect the transformations of
e beam.
. . IFor q?2—a’< alvi<Q?—a? partial trapping takes place.
2 0
and in a strong field £> puvg) 3If (Q%3I B+ B2+ Q%e)>a>(q%v3 B+ B+ d?v) , then partial trap-
2 ping takes place.
,. B
P+ —
Ug
(e)~nleq)—-. (50)
Q2+ 2 1S, V. Izmailov,Course in Electrodynamidsn Russian, Uchpedgiz, Mos-

Ug cow, Leningrad(1952.
L. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media

In the calculation of transformations of ferromagnet (Pergamon Press, Oxford, 196[Russian original, GIFML, Moscow,
beams through the induced magnetization, we have ne;1959. _
glected the remanent magnetization. Thus, with allowance 24"153{2?’1’3'75]“' Tekh. Fiz#9(9), 1839(1979 [Sov. Phys. Tech. Phys.
for the adopted simplifications the mathematical formalismn.’|. shtepa, zh. Tekh. Fiz632), 182 (1993 [Tech. Phys.38, 147
for describing the transformation of ferromagnet beams re- (1993].
mains the same, and with the same notation, as for paramagN- | Shtepa, Zh. Tekh. Fiz652), 203 (1995 [Tech. Phys.40, 224
net beams. Thus, for longitudinal transformation all formulas (1995]

obtained for paramagnet beams, includif®—(13) and Translated by Paul F. Schippnick
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