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1. A sodium-vapor discharge is an efficient source ofelectron$ Only the broadening by electrons was taken into
visible light! In recent years there have been active attemptsiccount for all the remaining lines. The broadening of reso-
to create mercury-free low-power high-pressure sodiunmance lines due to the formation of NaXexcimer mol-
lamps on its basi* Most of this research, however, fo- ecules and Namolecules was disregarded in view of their
cused on steady-state discharges. At the same time, a pulssahall concentratiorfor further information on this subject
burning regime makes it possible to achieve considerablsee Refs. 9 and 10The recombination continuum for elec-
improvement in the output characteristics of the ldmp. tron capture in statk was calculated using the photoioniza-
The study of this arc burning regime is plagued by greation cross sectiow]" of the respective level:
difficulties, which are caused by the highly inhomogeneous
state of the plasma and by the great variety and nonstationary W | 2 1 © K h
character of the processes occurring in it. It was shown in Wgeé_ mmkgT E ninefo € X(8+Ei(0n))3gk(’ﬁ dx.

Ref. 5 that a pulsed discharge is characterized by a complex

pattern of gas-dynamic flows of components, whose relativgierem is the electron mass,=n; is the plasma concentra-
concentrations vary across the radius. This paper presents tfign, g, andE{X) are the statistical weight and the ionization
results of calculations of the energy balance in the column ognergy of an Na atom in stake ande =xkgT is the energy

a pulsed discharge of low pow&/=5-60 W/cm. It is  of the recombining electron. The photoionization cross sec-
shown that the fraction of energy emitted in the visible rangeions of thenS, nP (n=3), and D states were borrowed
reaches 50—55% of the powdf released in a unit length of from Refs. 1114, and the values of the cross sections in the
the discharge column, which is significantly greater than in ajuasiclassical approximation for hydrogenic atbmsere
steady-state high-pressure discharge. employed for thenD, nF (n=4), andnG (n=5) states®

2. A pulsed discharge in a lond-& R) cylindrical tube In calculating the radiation losses it was taken into account
with an internal radiufR=1.5 mm is considered in the cal- that the discrete spectrum contains only excited states of Na
culations. It is assumed that the tube is filled with xenonatoms having an effective principal quantum number
under a pressure of 20 Torr at 293 K. The quantity of sodiurm, <n,,.., wheren,,,, was determined using the Inglis-Teller
is determined from the saturating pressBg,in the coldest  formulann,,=0.5(a3ne) ~?*°, wherea, is the Bohr radius.
part of the tube with a temperatuiig,y. It is assumed that 3. Figures 1 and 2 present the results of calculations of
Teoiw=Tw— 300 K, whereT,, is the temperature of the inner the principal parameters of the discharge plasma for a power
surface of the tube wall in the working zone of the torch. AW=34 W/cm. The shape of the current pulse was selected
steady-state lamp operating regime, in which a current pulssuch that rapid heating of the plasma of each successive dis-
of assigned shapkt) is passed through the plasma of eachcharge to high temperatures would occur within a time
successive discharge is considered below. The pulse repetit,,~0.1 and the temperature of as large as possible a part
tion ratev=2800 Hz, and the pulse duratidp,=0.1/v. of the plasma would subsequently be identical across the

The system of gas-dynamic equations for the individualradius of the tube and would not vary during the puBigs.
plasma components, the boundary conditions on it, and th& and 2a At the end of the pulse, the hot emitting plasma
procedure for calculating the electrical and thermal conduceccupies most of the tube and is separated from its walls by
tivity of a plasma were described in Ref. 5. The calculationconsiderably denser and cooler gdSg. 2. The corre-
of the radiation losses from a unit volume of the plasma tooksponding pulse shape includes a porticatdt,,<0.1 with a
into account the emissions in the lines corresponding to trarrapid rise in the current frorh(0)=0.1 A in each successive
sitions to the ground state from thé>34P, and =P levels, discharge td(0.1)=5 A and a portion 0.%t/tp,<1.0 with
transitions to the B state from the &, 5S, 6S, 3D, 4D, and  a subsequent smoother increase in the curreht ig=20 A.
5D levels, and to the 8 state from the P and 6P levels, as We note that the strength of the longitudinal electric figld
well as the emission from the recombination and electron-iorhas a sharp maximuntg,,,=129 V/cm at the very begin-
bremsstrahlung continua. The emission in all the lines wasing of the pulse, which is characteristic of a pulsed regime.
calculated with consideration of reabsorption in the effectiveThe total pressuré varies relatively smoothly during the
lifetime approximation for a homogeneous plastialhen  pulse (P,,,=863 Tor). Figure 3a presents calculations of
the absorption coefficient was calculated, the profiles of althe fractions of the power supplied to the plasma that are
the lines were assumed to be Lorentzian. Two broadeningontributed to line emission in the visibleys) and nonvis-
mechanisms were taken into account for tHe-33S line: ible (70mvi9d SPectra, to the recombination continuumdy),
by atoms upon resonant excitation transfand by Stark and to thermal radiation of the tube wallg,{). The quantity
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FIG. 1. Time dependence of the principal plasma parameters.|/| .
2 — Ty 0.5Mymax: 3 — E/Eqaxs 4 — P/Pnax; To — temperature on the
discharge axisT gma=5900 K.

7vis iNncludes emission corresponding to thB 5 3P (498
nm), 6S— 3P (515 nn), 4D— 3P (569 nn), 3P—3S (589
nm), and 55— 3P (616 nnj transitions. Since the part of the
recombination continuum corresponding to the capture of
electrons in ® and 4P states lies in the visible part of the
spectrum, the energy efficiency of the lamp in the visible part
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FIG. 3. Dependence of the energy balaf@eand the discharge parameters
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FIG. 2. Radial distributions of the plasma parameters— temperature at
various moments in time from the beginning of a pulge time in units of
t/tpy is indicated on the curvgs b — the concentrationsn, and
No=nN;+Ny,, the pressurdPy=P;+Py,, and Py.-2 at the timet=tp,:
1— Py 2—Pye, 3—Ng, 4— Ny, 5—ng.
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(b) on the poweW. a: 1 — 7is, 2 — Dnonviss 3 — Mrecs 4— M b: 1 —
T,:0252—T,, 3—Cpa-

of the spectrum will be somewhat greater thay,. Figure

3b presents the dependence of the temperdatyref the hot
plasma on the discharge axis at the time of completion of a
pulse, the temperature of the tube wdllg, and the amount

of sodiumC,, per unit length of the tube, i.e.,

R
cNazzwpsaJ rTdr,
0

on the poweM. HereT(r) is the temperature profile in the
respective discharge before the pulse. It is seen that the tem-
peratures of the plasma and the tube wall increase with in-
creasingW. Within the model adopted this leads to a depen-
dence ofCy, on W.

Thus, when the shape and on-off time ratio of the pulses

are optimized, a pulsed emitting sodium-xenon discharge has
a markedly greater energy efficiency in the visible region of
the spectrum in comparison to a steady-state discharge.

In conclusion, we thank V. G. Ivanov and V. B. Kaplan

for some useful discussions of this work.
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The magnetic field of a two-helix Tornado trap has all the properties needed to efficiently
confine a hot plasma. However, its practical utilization has been restricted because of the
ponderomotive interaction between the turns of the helices, which disrupts the structure

of the magnetic field. A modification of a Tornado trap, which permits significant reduction of
the ponderomotive interaction is considered, and arguments in favor of using a magnetic

field to maintain the properties of the field in an unmodified trap are presented99@ American
Institute of Physicg.S1063-78427)00509-§

The advances in the field of controlled fusion in Toka- plasmat* However, to confine a hot plasma and carry out a
mak facilities? have made it possible to undertake the con-thermonuclear reaction, besides the properties already enu-
struction of a fusion reactor. However, there are physicamerated, the magnetic field of the trap must have a suffi-
factors that render the use of Tokamaks as reactors compi¢iently high strength and persist for a long time.
cated and costly. The plasma is confined in a high magnetic Nevertheless, because of the ponderomotive interaction
field and is in a fundamentally nonequilibrium state becauséetween the current-carrying elements of the trap, the unim-
of synchrotron radiation. In addition, the magnetized plasmanobilized turns of the inner helix of a Tornado are set into
is diamagnetic and, therefore, tends to leave the magnetimotion, the structure of the magnetic field is destroyed, and
field with the resultant appearance of convective instabilitiesthe helix itself rapidly becomes useless. As was shown in
A radical method for overcoming these difficulties is to useRef. 17, loads in the direction of the axis, which tend to
the magnetic field not as a medium in which the plasmesqueeze the inner helix, are of greatest significance. Supports
resides, but as a barrier surrounding the plasma on all sidesannot be introduced for the inner helix, which is located in

At the current level of knowledge it seems that the con-the space occupied by the plasma, since this would lead to
fining magnetic fields must have the following properties todestruction of the plasma. A very simple way to increase the
provide effective thermal insulation to the plasfa’ 1) magnetic field strength is to increase the strength of the helix
they must be closed, i.e., the magnetic field lines must nddy using high-strength materials and increasing the thickness
leave the working volume or intersect structural elements of
the system, so as to eliminate the departure of charged par-
ticles from the plasma body along the field lines; the
working volume of the trap must include a region where the
absolute value of the magnetic field strength is less than the
absolute value of the magnetic field strength on its boundary,
so as to eliminate large-scale, highly dangerous convective
instabilities and reduce the synchrotron radiation; tile
structure of the magnetic field in the working volume of the
trap must have a layer of toroidal magnetic surfaces adjacen
to the boundary, so as to ensure the stability of the magnetic
field toward perturbations;)4he poloidal component of the
magnetic field must exceed the toroidal component, so as tc
eliminate any toroidal drift of plasma particles.

All of these requirements are satisfied by the magnetic
field of a Tornado trap!~*®which consists of two geometri-
cally similar, concentric spherical helices, which are wound
with a constant pitch and are arranged so that if a radius
drawn from the center of the system intersects the conducto
of the inner helix, it also intersects the conductor of the outer
helix. The helices are joined by crosspieces at the poles
Oppositely directed currents flow along the helices. The ratio
between them i$,,/1in= VRin/Rous WhereR;, andR,; are
the radii of the inner and outer helices, respectively. The
current circuits are closed by semi-infinite leads lying on the
axis running through the poles of the helicgsg. 1). As
experiments have shown, such a trap effectively confines BIG. 1. Schematic representation of a Tornado trap.
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FIG. 3. Schematic configuration of the current-carrying rings.

currents in the rings in each series are equal in magnitude
and oppositely directed. In this case the forces exerted on
each of the rings with a current by the remaining rings are
FIG. 2. Schematic representation of the modified Tornado trap. clearly equal to zero, i.e., they are in equilibrium positions.
Now, let us assume that the rings lying on the outer cylinder
are rigidly immobilized and that the radii of both series co-
of the conductor. This route was followed in designing theincide. If one of the unimmobilized rings is shifted parallel to
Tornado-X device. The helices in this trap were fabricatedhe z axis by a distance less than 8,5 force which returns
from a steel rod with a diameter of 0.05 m. According to theit to the equilibrium position will act on that ring. As the
calculations in Ref. 17, a field with a strength up to 1.5 T cancalculations showed, a stabilization effect is observed, if the
be created in the barrier in Tornado-X, but only in a pulseddifference between the radii of the rings<0.5a.®
regime(the pulse duratiorr is determined by the oscillation The possibility of the existence of a stable position for
period T of the inner helix of the trap from the condition the inner helix was tested experimentally on a 12-turn model
7/T<1). The stationary magnetic field in the barrier of the of the Tornado trap by A. S. VarshavskA. V. Voronin, and
Tornado-X trap cannot exceed 0.5-0.9 T. Therefore, th&/. M. Kuznetsov. The diameter of the inner helix was 400
only possibility for further increasing the magnetic field mm, and the diameter of the outer helix was 440 mm, i.e.,
strength is to modify the design of the trap. Modifying the h=0.3%5. The helices were fabricated from a 14 mm rod and
design would be useful, if it would be possible to find aturned to an angle equal o relative to one another about
geometric configuration for the conductors of the inner helixthe axis passing through their poles. The ratio between the
in which the ponderomotive forces have a minim(and the currents in the inner and outer helices was selected to corre-
merits of the unmodified trap are preseryvéuht is sufficient spond to the existence of a spherical separatrithen a
for it to be possible to significantly increase the strength ofcurrent (0.5- 20 kA) was supplied, some displacement of the
the confining field. turns of the inner helix occurred in the trap, but it was insig-
For this purpose, in 1983 Varshavskit al® proposed nificant compared with the distance between the two helices,
positioning the turns of the outer helix on extensions of radiiand they were fixed in a position of stable equilibrium. No
passing exactly between the turns of the inner helix, i.e.experiments were performed for>0.5a, but the pondero-
turning the helices to an anglee= 8= 7 relative to one motive forces acting on the inner helix of an unmodified and
another(Fig. 2). The outer helix can be rigidly immobilized, a modified five-turn trap with a ratio between the radii of the
since it located outside the working volume of the trap. It ishelicesR;,/R,,=0.7, i.e., withh=0.68a, were calculated in
difficult to analytically treat the problem of the ponderomo- Ref. 17. It is shown that the ponderomotive forces acting on
tive interaction between spherical helices, but stability critethe turns of the inner helix of the modified trap in the
ria can be obtained from an examination of simple modelsdirection are smaller than the corresponding forces acting on
and then experimental verification can be made on a reahe turns of the unmodified trap, although they are still com-
trap. parable. Therefore, the criterion obtained for solenoids can
The possibility of stabilizing the position of the unim- also be used for spherical helices. Thus, these findings allow
mobilized turns can also be demonstrated in the case of twos to state that the inner helix of a trap can be fixed in a
infinite series of rings with a current that rest freely on co-position of stable equilibrium by properly selecting the ratio
axial cylinders of different diametéFig. 3). Let the distance between the radii of the helices and turning the helices to an
between the rings in each of the series be equal &nd let  angleA ¢= 7 relative to one another about the axis passing
the series be shifted relative to one another bya0Bhe through the poles. Therefore, the currents in the helices can
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be increased, and the magnetic field strength in the trap can In this case, too, it was found that the symmetric part of

thereby be increased. the components of the magnetic induction does not depend
It was shown in Ref. 17 that a magnetic field in the on the angle of rotation of the helices and is equal in mag-

barrier of the order of 1.5 T can be obtained in a stationarnitude to the analogous part of the magnetic induction for the

regime for helices turned to an angle equaktaelative to  case described above.

one another provided they are fabricated from high-strength  When the ratio between the curremts/l = VRin/Roun

materials. However, as we have already indicated above, thiis has the following consequences.

calculations in Ref. 17 were performed for=0.683, i.e., for 1. The magnetic flux within the annular contour, whose

conditions that do not correspond to the stability criterionplane is perpendicular to the axis and which lies at

h<0.5a; when it is satisfied, the magnetic induction which R.=\R;,,R,. iS equal to zero in all the cases.

can be achieved in the system can be considerably greater 2.The expression for the magnetic induction on the axis

than 1.5 T. of the system within the volume of the outer helix is identical
The turning of the helices violates one of the conditionsfor all cases and has the following form

for the existence of a spherical separatfxand questions

regarding the closed state, structure, and stability of the magg _ oNlin

netic field arise. Experimental investigations of the magnetic £ omz

field in a so-called trap with opposing turf@ne of the he-

lices is a left-hand winding, and the other is a right-hand Rin K(i) —E(i) _ VRinRout
winding) of Tornado It and the results of experiments on z Rin Rin z
the confinement of a cold plasma in®%it° allow us to hope 2 7
that the structure of the magnetic field is stable even toward X|K R_) -E R_) , R<Ri,
such gross perturbations. ><< out out
A quantitative analysis of the magnetic field can also be [K ﬁ) 3 E(ﬁ) ~ VRinRout
performed. Let us consider an electromagnetic system con- z z z
sisting of two similar concentric spherical helices wound 7 2
with the same constant pitch. The helices are turned to an X | K R_) —E(R—) , Rin<R<Rgut,
out out

angle B relative to one another about the axis passing
through their points, and oppositely directed currents related
by the ratiol oy /lin= VRin/Roy flow in them?® Herel;, and  whereK(x) andE(x) are compete elliptic integrals.

lot are the values of the currents in the inner and outer In particular, the field at the center of the system is
helices, respectively, anR;, and R,,; are the radii of the

()

312
helices. The current circuits are closed by two rectilinear B,(0,0,0) = #oNTin 1— Ri“) _ (4)
crosspieces that connect the ends of the helices and two 4R, Rout
semi-infinite conductors lying on the same axis as the cross-

_ 3. The magnetic flux through a surface which is perpen-
PIECES. _ . . ., _dicular to thez axis and is bounded by an annular contour

_ The equations of the helices in the case under conmdek—/ing on a sphere of radiuR,, is equal in magnitude and
ation have the form opposite in sign to the magnetic flux piercing the annular
surface bounded by the same contour and the contour lying
on a sphere of radiu’.= yRj,Rou This is the magnetic flux
0o=a(eo—B), R=Ryy, —NwEtB<g=<Nw+p, of the poloidal field, and it equals

D

0p=aeg, R=R,,, —Nwm=g@y=Nm,

) ) ) _MOIinRini Rin[ Rin |"
whereN is the number of turns in the helix, ang=1/2N. Qo= 2~ 1- R_t R_t
Generalizing the results in Ref. 13, we can easily obtain out ot
expressions for the components of the magnetic induction. X A,P}(cos 6)sin 6. (5

As a result, it is found that the symmetric part of the mag-
netic induction, i.e, the part which does not depend on th&l€r®
angle ¢, does not depend on the angle of rotation of the

1 N

helices relative to one another. A”:mj Pﬁ(sin a@g)CoSapydeg

A similar treatment was performed for a trap with op- “Nm
posing turns. When the outer helix is turned relative to the 2N L
inner helix, their equations have the form = mﬁlpn(x)dx

bo=agy, R=Rp, 0 n=2k,

“Nu<go<Nm, —ul2<by=<ml2, _ N[ (2k—1)11]?

o 0 = - = —( ) n=2k+1.
2 | 2Kk+1)!

00:_(1(@0_3)1 R:Routv

—N7xB<e@es=N7+pB, —72< <tmn/2. (2 Thus,
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Nonlinear dynamics of the critical state in hard superconductors and composites based
on them
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The nonlinear dynamics of the magnetic flux within a superconducting plate in response to the
continuous rise in temperature over the course of the entire process of applying the

magnetic field is investigated within the critical-state model. The results of numerical simulations
based on a method developed to solve the system of Fourier and Maxwell equations with

an unknown internal magnetic flux penetration boundary are compared with the corresponding
analytical expressions of the isothermal theory. It is shown that the difference between

the isothermal and nonisothermal models increases as the heat transfer coefficient decreases and
as the rate of increase in the magnetic field strength and the transverse dimensions of the
superconductor increase. The errors appearing in the isothermal approximation are very significant
in the case of a thermally insulated, massive conductor. Consequently, the calculated values

of the thermal losses occurring during the time period preceding the flux jump in the isothermal
approximation can be significantly lower than the corresponding nonisothermal values.

© 1997 American Institute of PhysidsS1063-78497)00609-0

INTRODUCTION some erroneous results because of inadequate estimation of
the role of the temperature factor in the appearance of insta-

Hard superconductors are known to pass into a criticability. For example, according to Ref. 13, the dependence of
state in response to any external influence that gives rise the critical current on the rate at which the current is intro-
an electric field in them.The study of the dynamics of the duced is nonmonotonic. The solution of this problem from
critical state underlies the solution of several fundamentathe standpoint of the existence of a correlation between the
problems in the physics of superconductors and compositpermissible increase in the temperature of a composite and
structures based on them in the form of a regular compositthe rate at which the current is introduced intt’ loes not
of a large number of filaments of a hard superconductor in aupport this conclusion: as the rate of introduction increases,
normally conducting matrix. A theory of thermomagnetic the critical current decreases monotonically, approaching its
instability >~* which permits determination of the conditions adiabatic limit. The determination of the conditions for adia-
for stability of the superconducting state with respect to in-batic stability in Ref. 14 yielded a criterion, according to
finitesimal perturbations, was developed using this concepahich consideration of the influence of the background tem-
tion. The results of numerous investigations of the energyerature of the superconductor leads to a decrease in the size
losses in superconductors and of the conditions for the apf the region of stable states in comparison with the known
pearance of instabilities of various nature within a linear apisothermal criterion. However, the analysis of the adiabatic
proximation that presumes an insignificant increase in theonditions for stability of the critical state performed under
temperature of the superconductor were presented in Refthe assumption of the existence of a finite permissible in-
5-8. The linear models greatly simplify the original systemcrease in the temperature of the superconductor in Ref. 9
of equations used to describe the dynamics of the criticateveals the opposite tendency, i.e., the isothermal stability
state. However, no attention was focused on the influence dfriterion imposes excessively strong restrictions on the pa-
several factorgfor example, the features of the heat transferrameters of the superconductor in comparison with the cor-
between the conductor and the coolant, the character of th@sponding nonisothermal stability condition.
variation of the external magnetic field, eton the shaping Thus, a correct investigation of the dynamics of the criti-
of the temperature field in the superconductor before the apsal state should be performed on the basis of an analysis of
pearance of instability. At the same time, it was shown inthe continuous variation of the temperature and electromag-
Ref. 9 that the variation of the background temperature of th@etic fields within the superconductor. This paper presents
superconductor plays a significant role under conditions irthe results of numerical simulations of the nonisothermal dif-
which the critical state is stable. Assigning its initial tem- fusion of magnetic flux into a superconducting plate in the
peraturea priori will distort the results of an analysis of the case of an increase in the external uniform magnetic field at
boundary of the stable states. a constant rate.

It is also noteworthy that the few existing studies of the
problem of the stability of the critical state in the nonisother-FORMULATION OF THE PROBLEM AND METHOD FOR ITS
mal approximatio’~24 not only do not permit the formula- SO-UTION
tion of general laws for determining the permissible increase  Let us consider the simplest problem of the penetration
in the temperature of the superconductor, but also containf magnetic flux into a cooled plane-parallel superconducting
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plate in a uniform external magnetic field, which is parallel (1= A+ (L+ )N
to its surface and increases at a constant rate. We shall de- 7\=>\m(1+ DA+ (L= NG
termine the distribution of the temperature in a transverse m s

section of a plate initially cooled to the coolant temperaturg \hich the subscripts andm refer to the superconductor

form The boundary conditions take into account the convec-
gT ol T 0, 0=x=x,, t|ve_heat transfer between th_e_plate and the coolanf[ with an
C—=—N— (1)  assigned heat-transfer coefficiemtand an increase in the
gt gx\ " Ix EJ Xp<x<a, external magnetic field at a constant ratB/dt. The pres-

t);::nce of the special conditio®2), which contains the un-
own moving magnetic-field penetration boundary, renders
the problem defined by Eqg$l)—(4) significantly nonlinear
even when both the original different equations and the
boundary conditions are linear. Moreover, the implicit form
a in which the temporal variation law,(t) is written compli-
'“OL J(x,0dx= at' 2 cates the use of known methods for solving equations of the
P parabolic type for multiphase regions with an unknown
as well as on the corresponding distribution of the shieldingphase boundary. Therefore, a numerical method which takes
current and the electric and magnetic fields, which satisfy thénto account the specific features of the problem under con-

in which the size of the heat-evolving region and the densi
of the Joule losses depend on the magnetic flux penetrati
depthx,(t), which can be described by its continuity equa-
tion

system of equationsx{<x<a, t>0) sideration was developed to solve it. It was based on a
through-calculation algorithm for the difference analog of

E:MOJ, E - ﬁ, J=ndc+ EE_ (3)  system of Egs(1)—(4), which approximates the values of the
X ox ot p temperature, electric field strength, and magnetic induction

sought on a spatiotemporal net with an implicit templdti
addition, x, was determined by an iterative procedure based
on the existence of a root for the nonlinear equati@n in
which x,, is the quantity sought. Within this method the cal-
culations performed are confined to isolating and then refin-
ing the root of Eq.(2). In the first stage the value af, for
each new temporal step is assumed to be kn@va corre-
sponding value is taken either from the preceding temporal

Here c is the volumetric specific heat of the plate,is its
thermal conductivitya is the half width of the platep is its
resistivity, » is the percentage of the plate filled by the su-
perconductor, and is the critical current density of the
superconductor.

To simplify the analysis of the results obtained, it is
assumed thal: depends only on the temperature:

Teg—T step or from the preceding iteratipnAfter the necessary
Je=Jdeog——7-(Jeo and Tcg are constants calculations have been performed for each successive itera-
0 tion numbers=1, 2, ..., thesign of the expression
The initial and boundary conditions imposed on system
of Egs.(1)—(3) has the form a dB
rO=y f(S)J(x,t)dx— gt
T(x,00=Ty, B(x,0=0, *p
oT dB is found.
A (@D+h(T(@)-To)=0, Bla=-t 4 It is not difficult to see from the simple physical meaning

of Eq. (2) that whernx(® is greater than the true value xj,

aT the sign ofr(® is negative. Conversely, &’<x,, then

7 (00=0, B(x,,1)=0. r®>0. Therefore, the stage of isolating the root is ended
when the signs of (® for two successive iterations differ.

The problem consisting of Eqgl)—(4) describes a dis-  After this, it is not difficult to refine the root with an assigned
sipative magnetic flux diffusion process, as a result of whichaccuracy in the range

the shielding currents penetrate into the plate from its surface

and exist only in the regior,<x<a in accordance with the XS <x,<x(FTH|rs7Y,

critical-state model. The system of equations written down

permits investigation of the dynamics of the critical state  Since an implicit difference scheme was used to deter-
both in a hard superconductor and in a superconducting conmine the net functions, both the temporal and spatial mesh
posite under the assumption that the superconductor is digsvidths are determined only by accuracy considerations.
tributed uniformly over the cross section of the plate within Therefore, a large temporal mesh width can be selected in
the one-dimensional model. In the former case we should sehe initial stage of application of the magnetic field for the
n=1, and in the latter case the theoretical model should b@urpose of reducing the computation time. After instability

supplemented by the so-called mixture relatiSns appears, it must be diminished, since this process has an
avalanche character and proceeds very ragitiy computa-
c=ncet (1— p)cn, 1_ N 1- " tional process is actually carried out in two stages: at first,
P Ps Pm the calculations are performed with a large temporal mesh
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FIG. 1. Time dependence of the temperature, the penetration depth, and thgG, 2. Time dependence of the temperature, the penetration depth, and the

thermal losses for slow application of the external magnetic field to a cooledhermal losses for various rates of application of the external magnetic field

superconducting composite. to a cooled superconducting composite=(100 W/nf-K). dB/dt, T/s:
1—2,2—6,3—10.

width, and then after instability appears, they are repeated

with a smaller mesh width using the results already ob- . I
tained. aged thermo- and electrophysical parameters of a niobium-

The algorithm described is implemented without signifi- titanium superconductor in a copper matrix cooled by liquid

cant difficulties in the analysis of the dynamics of the critical helium.

state in superconductors of cylindrical shape in a varyin As follpws from Fig. 1, when therg |s.coo'llng and the
longitudinal or transverse magnetic field, as well as in th ate of variation of the external magnetic field is very small,

determination of the boundaries of their metastable stateg]e temperatufre_ Oft tgﬁ_tpla_te mcrfelzase_zs onlyf”s]llgh;[ly up t(?d;[_he
when a current is introduced. appearance of instability, i.e., a flux jump. Therefore, in this

stage of the diffusion of magnetic flux, the finite-difference
approximation used and the analytical calculations coincide
RESULTS OF NUMERICAL EXPERIMENTS with a high degree of accuracy. However, the calculations of

To verify the proposed solution method, the results ofthe dynamics of the critical state after the development of
numerical simulations were Compared with the known anaj.nstabi”ty within the isothermal and nonisothermal models
|ytica| expressions fo”owing from the isothermal moa—eq exhibit Significant dlSpanty It is not difficult to see that this
In particular, for a plane-parallel plate it is not difficult to difference is based on the mutual influence of the corre-
write formulas which describe the temporal variation of thesponding variations of the thermal and electromagnetic fields
penetration boundary of the shielding currents and the bulRccurring within the plate on one another. Consequently, as
density of the thermal losses occurring during the diffusionis clearly shown in Fig. 1, the development of instability is
of magnetic flux. In terms of the present work these func-Characterized by practically instantaneous filling of the entire

tions are described by the expressions transverse section of the composite by shielding currents. As
s a result, its temperatgre incregse§ sharply with a resultant
X (t)=a— dB/dt t o (dB/dD% subsequent decrease in the shielding current density. There-

P! Hondco’ ! 6uindcod fore, the final result of a flux jump can be a loss of super-

_ ) conducting properties by the sample.
_ Figure 1 presents the results of the corresponding ana- The difference between the isothermal and nonisother-
lytical (solid lineg and numericaldashed lingscalculations mal models can also be manifested over the course of the
of the surface temperature of a cooled plate, the penetratioghtire magnetic flux diffusion process. Curves describing the

depth, and the thermal losses variation of the composite temperature, the magnetic flux
1 (tfa penetration depth, and the thermal losses with time as a func-

G= a f f EJdxdt tion of the heat transfer coefficient, the rate of increase in the
0/%p magnetic field, and the thickness of the plate are plotted in

The starting values of the parameters used to perfornfrigs. 2 and 3. It is seen that the temperature of the composite
the calculations werea=5x10"* m, c¢=10° J/n? K, rises more rapidly wheih decreases andB/dt and a in-
A =200 W/m K,h=10 W/n? K, dB/dt=10"2 T/s, »=0.5  crease. As a result, the corresponding plots6f) andG(t)
pm=2%X1010.-m, p=5x10"7Q-m, Jc,=4x10° obtained in the nonisothermal approximati¢the dashed
A/m?, Tcg=9 K, andTy=4.2 K. They describe the aver- curves deviate to a greater degree from their isothermal val-
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FIG. 3. Time dependence of the temperature, the penetration depth, and tfdG. 4. Time dependence of the penetration depth and the thermal losses in
thermal losses in an uncooled superconducting compositdBodt=0.01 an uncooled superconductor fdB/dt=0.01 T/s andh=0.4a, m: 1 —
T/s,h=0, anda=10"* (1) anda=10"2 (2). 2X1075,2—6x107°%3—10*m.

ues(the solid curves Since the error introduced by assum- the superconductor and, on the other hand, leads to an in-
ing an isothermal state increases with time, its value caff'€ase in the level of thermal losses. Taking into account the
become very significant before the appearance of instabilitycorresponding decrease in the critical current density, we
For example, the disparity between the calculated values gfhould expect that the thermal history of the superconductor
the thermal losses for high rates of increase of the magneti¢@n have a significant influence on the conditions for the
field can reach 100% even in the case of a cooled composit@PPearance and development of instability under adiabatic
Since the influence of the nonisothermal state on the pr()(.‘,onditions. Figure 5 shows the results of the calculation of
cesses taking place is manifested to a greater degree in ufle surface temperature of a hard superconducter 10
cooled current-carrying elements, similar errors can occur i) for various functional relationships between the specific

massive superconducting composites even when the rate Bgat and the temperature. The solid lines describe the tem-
variation of the external magnetic field is relatively small Perature increase in cases where the shielding currents do not

(Fig. 3. completely fill the cross section of the plgte<x,(t)<a],
The calculation results presented in Figs. 1, 2, and #nd the dashed curves describe the increase after complete

were obtained for a composite with a matrix of high thermalPenetration of the magnetic flux into the superconductor
conductivity. As we know, its low electrical conductivity has [Xp(t)=0]. The results presented graphically demonstrate
a damping effect on the conditions for the appearance gihat the transition from one theoretical dependence of the
instability. Therefore, when the plate has a poorly conductSpecific heat on the temperature to another not only alters the
ing matrix, the nonisothermal diffusion of magnetic flux can
have a more nonlinear character before and especially after
the appearance of instability. To illustrate this point, Fig. 4 7z,
presents dashed curves which describe the dynamics of tF
magnetic flux penetration depth and the thermal losses in th
most unfavorable case from the standpoint of the variation o
the thermal state of the plate, i.e., in a thermally insulated
hard superconductor without a stabilizing matrix=1).
The starting parameters werea=5x10"% m,
c=30T* J/m?-K, A=0.0075T*8 W/m-K, h=0 W/n?

K, dB/dt=0.01 T/s, ps=5%x10"7Q-m,
Jeo=4X10°A/m?, Tcg=9 K, and To=4.2 K. Here the
solid lines show the respective dependences following fromr
the isothermal model. It is not difficult to see that the non-
linear dynamics of the critical state are characterized by
more intense penetration of magnetic flux into the supercon
dUC'FOI’ than in the linear approximation. Therefpre, It_SFIG. 5. Increase in the surface temperature of a thermally insulated super-
nonisothermal state, on the one hand, promotes uniform digonductor for various dependence of the specific heat on the temperature.
tribution of the shielding currents over the cross section ofi — ¢(T)=30T2 J(m*K), 2 — c=¢(T)|r—42k, 3— c=c(T)|r_gk-

14

2r
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Characteristics of the relaxation to steady-state deformation in solids

S. G. Psakh’e, A. Yu. Smolin, E. V. Shil’ko, S. Yu. Korostelev, A. |. Dmitriev,
and S. V. Alekseev
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634055 Tomsk, Russia
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Zh. Tekh. Fiz.67, 34—-37(September 1997

The characteristics of the transient process of relaxation to steady-state deformation in solids are
investigated theoretically. Various loading regimes are modeled by the method of mobile

cellular automata. It is shown that the stressed state in a material is highly inhomogeneous in the
relaxation stage; this property, in turn, can produce stable structures in the velocity field of

the material particles and influence the evolution of deformation in later stage$99® American
Institute of Physicg.S1063-78497)00709-3

The behavior of materials under mechanical loading ismentation effects, and the formation of defects, cracks, and
usually investigated, both experimentally and theoreticallyyoids. Various mechanical loading regimésompression,
in the stages of steady-state deformation and at prefractutension, shear deformation, etcan be simulated by impos-
strain levels-? On the other hand, scarcely any attention hasng additional conditions on the boundary of the modeled
been given to the specific attributes of the initial stage ofsample.
deformation. The only way this problem can be studied ex- The modeled system is characterized by the following
perimentally at the present time is on the basis of globahuantities in the method of mobile cellular automata: the
characteristics of the response of materials, such characterigdius vectors of the centers of the autom{@®4, the trans-
tics as the total strain of the sample, acoustic-emission spetational velocities of the automata/'}, their angles of rota-
tra, etc. Even in this case the instrumentation must have higtion {6 '}, and their angular velocitigao'}. In addition, each
resolution(in the range 10°—~10 ° s). The spatial distribu- cellular automaton is characterized by a dimensional param-
tion of strains can be measured very accurately on the basigerd’. a massm', and an inertia tensal' . Interaction be-

of the special television-optical system described in Refs. 3yeen the automata is analyzed in the pair approximation and
and 4. This device is capable of measuring displacement vegtepends on the central forces, the forces of viscous and dry
tors on the surface of a deformable material with a resolutioniction, and the forces of resistance to shear deformation.

of 1500 points/mrfi In combination with sufficiently high-  The interacting pairs of automata are divided into two types:

performance electronics, such instruments can be used to ifpund, when chemical bonds are pres@iements of one

vestigate the characteristics of the transient process leadinghrticle, and independent, when such chemical bonds are
to steady-state deformation. Methods based on continuumot presentelements of different particles

mechanics are currently used for theoretical investigations of | the simplest case a cellular automaton contains one
the response of materials at the mesoscopic level. At thgpe of material — an initial component of a mixture or a
same time, discrete approaches are beginning to mak@action product, and in the general césemposite cellular
greater inroads into modeliig*? Apart from their other ad-  automatoiit contains a set of several different kinds of ma-
vantages, these approaches are far less demanding in Cofarials, whose characteristics govern its state. In describing
puter resources, an asset that is especially useful in the solthe properties of a composite cellular automaton, we use an
tion of problems requiring high spatial and temporal analog of the virtual crystal model, which stipulates that all
resolution. For this reason we have developed a makile  the specific characteristics of the automaton and the param-
netic) cellular automata meth8d'? as an elaboration of the eters of interaction with its neighbors are determined by av-

particle methotland element dynamics’ eraging the constituents of its composition over the number
of atoms.
FORMALISM A cellular automaton can change its state both as a result

The material modeled in the given method is represente@f intérnal transformationgphase transitionsand in the
by an ensemble of discrete elemertellular automatp ~ course of chemical reaction with its neighbors. _
which interact with each other by certain rules, relations, and ~ The evolution of an ensemble of cellular automata is

laws. The automata, in turn, comprise elements of heterogélétermined by solving numerically the system of equations
neous media, in particular, individual grains of a polycrys-Of motion

talline material, individual particles of a powder mixture, etc. 2Ri

Of course, the dimensions of the automata depend on the mi——=>, Fi,

conditions of the specific problem. dt* 7
Since the individual automata are mobile, this approach 420’

can be used to model various processes encountered inareal 32— _ E Kl

material, including permeation effects, mass transfer, frag- dt? i
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l v FIG. 2. 3 Velocity field for the loading scheme compressienshear at
Hj X Y T=0.022 us; b) schematic distribution of the directions of elastic displace-

ments(the arrows indicate the directions of the displacements in different
FIG. 1. g Structure of the bonds between automata in the sample modelegions of the sample
(dimensions: 0.1 mm along theaxis; 0.2 mm along thg axis; b velocity
field att=0.26 us for a loading rate/,=10 cm/s.

front until steady-state deformation is attained, and it is
stable under interaction with surface defects. It is important
to note that the internal structure of the pulse changes in
interaction with a surface defect. The experimental study of
the observed effect should therefore be based on an investi-
aga’tion of the corresponding acoustic-emission spectra.
Further investigation of the effect discovered in Ref. 11
has shown that the existence of such a transverse compres-
. ) sion pulse is explained by the tendency of the material to
of a single species of automagsample of pure materjabr preserve its initial volume. This pulse first appears in the

SLr?tlgrifr:resszesggig]?;ukzo;csc’omrtfi??r?é grt:;:pfscg t?]l(; Slﬁyrface layer of the material, where freedom of motion exists
face of a material subjected to fracture 9 in the direction pgrpendlculgr to the applied load. The o_nsgt
' of the compression pulse is not observed when periodic
boundary conditions are present on the lateral surfaces of the
modeled sample. Once it appears, the compression pulse
The object modeled in the present study to investigateropagates along the surface with the velocity of transverse
the response of a deformable material at the mesoscopsound and into the depth of the material with the velocity of
level is a planar sample, for which Fig. 1a shows a typicallongitudinal sound. Calculations have shown that compres-
structure of the bonds between automata. The scale of orson pulses propagating into the depth of the material from
automaton is varied from 4m to 400um. The parameters two opposite boundaries interact and cancel one another. If
used for interaction between automata correspond to pure Nihe surface is hardened, i.e., if the elastic moduli are in-
or Al and are taken from Ref. 13. creased, specifically doubled and quadrupled for surface au-
We consider the behavior of the material under the intomata, the velocity of propagation of the compression pulse
fluence of a simple loading scheme: uniaxial tension andilong the surface of the material increases by 10% and 15%,
compression at a constant ratg. The load is applied to the respectively. An analogous expansion pulse is observed
lower part of the sample. The calculations are carried out fowvhen the samples are compressed.
three loading ratesV,=—10 cm/s, —1 cm/s, and—0.1 In reality, excluding specially designed experiments, the
cm/s. applied load is not oriented along the axis of the sample,
It has been showh that in the tension of Ni samples owing to peculiarities of the loading scheme and the inho-
steady-state deformation is established at a timB us, the  mogeneous internal structure of the material, and shear
deformation relaxation front having begun to move at thestresses appear as a result. Of major interest in practice,
time t=0.05 us. As should be expected, the front is planetherefore, is the investigation of the characteristics of defor-
for a homogeneous sample. It becomes evident from the sulpration of a material in the presence of a shear component.
sequent evolution of the velocity field that a zone of com-Accordingly, the following two loading regimes for an Al
pressive stresses of lenggi=30 wm along they axis must  sample are modeled in the present study: tensioshear
exist behind the front over the surface of the mateffay.  (V=12.5 m/s,V,=3.75 m/$ and compressiont+ shear
1b). This compression pulse propagates directly behind théV,=12.5 m/sV,=—3.75 m/3. The structure of the sample

whereFl=(p'l+f 1), Ki=q'(n' xF), p'l describes cen-
tral interaction, and ' is the tangential component of the
interaction force.

The unit vectorn' is defined asn''=(RI—R!)/r'l,
wherer'l is the distance between centers of the automat
andq' is the distance from the center of thih automaton to
its point of contact with théth automaton.

The modeled objeata material in our cagecan consist

RESULTS OF CALCULATIONS AND DISCUSSION
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FIG. 3. Velocity field for a long sample at various timest & 0.065 us; b)
fragment outlined by the rectangle in part a of the figuye;=0.095 us; d)

t=0.165us.

also corresponds to Fig. 1a. The characteristic scale of eacH;
automaton is 3um. |
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ing from the load surface and the other reflected from the
lateral surface.

Modeling of a solid under tension shows that the strain
also exhibits a vortex character due to the free boundary of
the sample, but now the vortex forms at the opposite bound-
ary of the sample from the case of compression.

Our investigation has shown that for a sufficiently long
sample such a vortex initiates the formation of a new, similar
vortex, but at the opposite boundary and in the opposite di-
rection. The nucleation of the new vortex can be divided into
four stages. In the first stage a fairly broad strip of homoge-
neous displacements with a shear component is distinguish-
able downstream of the propagating first vor(Eigs. 3a and
3b). In the second stage the core of a new vortex appears
below the indicated strip near the lateral surface, opposite in
direction to the shear compond(fiig. 39. In the third stage
the offspring grows and moves away from the parent vortex
(Fig. 3d. In the fourth stage the dimensions and propagation
velocities of the offspring and parent vortices equalize. Af-
terward, if the dimensions of the sample allow, the new vor-
tex generates another offspring by the same mechanism. The
distance between the vortices depends on the dimensions and
elastic characteristics of the sample. In a sufficiently long
sample, therefore, the relaxation to steady-state deformation
can be implemented by the propagation of a characteristic
wavelike displacement field.

In summary, according to the final results, the stressed
state of the material is strongly inhomogeneous early in the
deformation relaxation stage; this property, in turn, can cause
the velocity field of the material particles to acquire stable
structures that propagate near the surface of the material at
the transverse sound velocity.
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Pinning of planar vortices and magnetic field penetration in a three-dimensional
Josephson medium

M. A. Zelikman

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
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Zh. Tekh. Fiz.67, 38—46(September 1997

The behavior of planaflaminap vortices in a three-dimensional, ordered Josephson medium as a
function of the parametdr, which is proportional to the critical junction current and the

cell size, is investigated with allowance for pinning due to the cellular structure of the medium.
The minimum possible distances between two isolated vortices are calculated. A system

of vortices formed in a sample in a monotonically increasing external magnetic field is analyzed.
The minimum distance from the outermost vortex to the nearest neighbor is proportional to

I 11 ForI=1.3 each vortex contains a single flux quantdrg, and the distance between them
does not decrease in closer proximity to the boundary but remains approximately constant,
implying that the magnetic field does not depend on the coordinate in the region penetrated by
vortices. These facts contradict the generally accepted Bean model. The sample
magnetization curve has a form typical of type Il superconductors. Allowance for pinning raises
the critical fieldH; and induces a sudden jump in the curvéHatH,. © 1997 American

Institute of Physicg.S1063-784£97)00809-X

INTRODUCTION experimental data, for example,,~B/(B+B,)? (Refs. 3
o ) and 4, etc., are considered at the present time.
Studies in recent years have demonstrated the important The form of the dependence,(B) depends on the
m

role of vortices in processes occurring in bulk high- o siea| nature of the pinning. Various mechanisms exist for
temperaturéhigh-T.) superconductors exposed to moderat€yq hinning of vortices to all possible lattice defects capable

magnetic fields. Vortices do not exist in weak fields; the fieldof acting as pinning centers. For example, the interaction of

is expelled from the sample. Conditions become energetly continuous vortex with discretely arrayed pinning centers

cally far:/ o\r/sb:]e for the onset O.]; vortices atl a certain f"':thas been investigatfl for various relations between the
strength. Without pinning, a uniform vortex lattice Is estal “vortex dimensions and the distance between their centers. In

“.Shed n the sample, corresponding to L”?'fo”" field Penelrapefs. 5 and 6 the Josephson medium essentially comprises a
tion, which becomes denser as the field increases. If pinnin

Yattice, but are created by other factors: impurities, disconti-

advance into thg depth of .the sample as the field incr‘:"aseﬁuities, etc. Other authdfs®have analyzed a Josephson me-
The nature of this process is governed by the structure of thSium having a different kind of structure: a cubic lattice, in

vortices, their pinning, and the dependence of the latter %Which each link contains a single point Josephson junction.

. . _7
the magnetic field: In this type of medium a vortex is not described by a con-

T|Te p(laneltrtatéon OtfhthE m_agr}et';:c geld mt%;: Sadmple Istinuously distributed phase difference, but by discrete values
usually caiculated on the basis ot the bean m COrdiNg ¢ the latter at the individual junctions. Pinning is present in

to which all vortices in the region penetrated by the magneti(ihis case; it is associated with the cellular structure of the

field exist in a critical state, i.e., the force exerted on eac'}nedium and depends on the finite energy required to move
vortex by all other vortices is equal to the maximum force,[he vortex center to an adjacent cell

mth W?'Cr; |tt|st pllnnt(ajd tto .:,Lructulra:;odefects. A calculation of = ;o present auth®? has analyzed in detail some pos-
€ critical state leads fo the refation sible self-sustaining current structures in such a medium and

B JB has obtained a system of equations for the quantization of a

a7 ox | &m: (1) fluxoid in loops for the cases of screening currents as well as
planar and linear vortex structures. The pinning energy of a

where a, is the maximum pinning force. solitary planar vortex in a three-dimensional sample due to

To calculateB(x) in the critical state, it is necessary to the cellular structure of the Josephson medium has been
know the dependence of,, on the magnetic fiel® (i.e., on  calculated® However, as mentioned above, the dependence
the density of vortices Bean originally postulated a linear of the pinning force on the vortex density must be known in
dependence,(B), which gives a linear dependence®bn  order to calculate the magnetic field penetrating the medium.
the coordinate in the sample interior. Kigt al? have ex- In this regard one needs to be aware that the nonlinearity of
perimentally justified the hypothesis that, is independent the system of equatiofsules out the possibility of analyzing
of B, imparting a parabolic profile t8(x). Other forms of vortex interaction by the superposition principle. In other
the dependence,(B) obtained from empirical analyses of words, the interaction of a vortex with its neighbors causes it

1019 Tech. Phys. 42 (9), September 1997 1063-7842/97/091019-08%$10.00 © 1997 American Institute of Physics 1019
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FIG. 1. Distribution of currents in the plane perpendicular to the external figlda) Screening currents near the boundaryfvoo interacting vortices far
from the boundary.

to change shape, rendering inapplicable the results obtainetimensional case of long Josephson junctions.
for a solitary vortex. We illustrate this fact in the following
example. Consider a chain of massive spheres connected b¥?
. ) . EQUATIONS FOR THE QUANTIZATION OF A FLUXOID IN
springs, which rests on a single sharp peak. The system h?:%LLS
two equilibrium stages:)la stable state with the peak pass-
ing through the midpoint of the interval between adjacent As in Refs. 8 and 9, we work with the simplified model
spheres; Pan unstable state with one of the spheres on thef a cubic lattice having a lattice constanand consisting of
tip of the peak. The “pinning” energy in this case can be superconducting wires, where each link of the lattice con-
defined as the difference in the energy of these two statetains one Josephson junction, and all the junctions have the
This is the analytical scheme used in Ref. 10. Let us nowsame critical curreni, . The current distribution has a planar
assume that the profile of the structure is changed, for exstructure, i.e., the current is identically distributed in all par-
ample, by elevating the region to the right of the peak. Atallel planes perpendicular to the external magnetic field or
some time the entire chain begins to move to the left. Theéhe vortex axis and separated by a distahce
energy of the structure is then equal to the pinning energy Let a sample in the form of a thick plate of infinite extent
calculated above. Indeed this is what happens when a vortér two dimensions be placed in an external magnetic fild
interacts with its neighbors. parallel to the plane of the plate. In weak fields we have
Consequently, to find the possible current configurationghe Meissner effect: Screening currents appear in the sample,
in such a Josephson medium and, on the basis thereof, thenning along its surface and closing at infinity. When the
profile of the penetrating magnetic field, the entire configu-magnetic fieldH, exceeds a certain threshold, vortices begin
ration as a whole must be calculated directly without anyto appear in the sample. In the ensuing discussion we con-
reliance on the pinning forces calculated for an isolated vorsider planarlaminap vortex structures, even though condi-
tex. Parodi and Vaccarohdave analyzed numerically the tions are more favorable for the onset of linear vortices,
possible current distributions and corresponding magnetigvhich are also the kind encountered in practice. The case of
field profiles near the boundary of a Josephson sample of th@anar vortices, on the other hand, is analytical and therefore
type in question. They have confirmed the validity of theoffers insight into all mathematical and physical nuances; at
critical-state concept, i.e., the Bean model. However, the disthe same time, the results can be extended qualitatively to the
cussion in Ref. 7 covers only the case of high critical currentase of linear vortices. In the article we devote special atten-
in the junctions, when it is impossible to separate individualtion to the validity of the Bean model.
vortices in such a mediurtthis problem is discussed in de- Figure 1a shows the cross section of the sample in a
tail below). plane perpendicular to the fiell, . In the case of the screen-
Here we investigate the interaction and pinning of planaing currentgMeissner casethe currents decay into the depth
vortices in a three-dimensional Josephson medium of thef the sample and are equal to zero in its interior. For a
type discussed in Refs. 7—10 for a low critical current in thesolitary planar vortex far from the surface the currents decay
junctions. We calculate the possible distances between voand tend to zero with increasing distance from the middle
tices for the case of two solitary vortices and also for a sysrow? In general, there are also surface screening currents
tem of vortices formed in the medium when it is placed in anand a system of vortices which is periodic without pinning or
external magnetic field. On the basis of these results we an#hins out with increasing depth into the sample in the pres-
lyze the profile of the magnetic field penetrating the sampleence of pinning.
We show that Bean’s concept, stipulating that all vortices  The condition for the quantization of a fluxoid in theh
reside at the surface of motion, is invalid in this range ofcell (the numbers of the cells are circled in Fig) bas been
currents |. The results are also applicable in the one-derived previousfand is represented by E¢B) in Ref. 8:
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|§) in i — (bl sin o+ o) em=¢y " (m=—1), (7a)
Xe— SN @ — SN ¢ [}
e = i m m (,Dm=C1’ym_1+C2’)’N_m (l$m$N), (7b)

+(bl sin@mi1+@mi1) =27Ky, ) em=eni1yY™ VT (M=N+1), (70

where x,=27®./®, is the flux, normalized to the flux where
quantum®,, of the external magnetic fiel® = uoHh?
through the cellgp; is the phase difference at tith junction, y=1+ '_ 1+ =
1 . mo 2 4
|=2mpohJe/®o, b=—7— |n(2 sth), (3 s the solution of the equatiop?— (2+1)y+1=0.
We assume that the distribution of the currents and the
o is the radius of the wire, anll, is the number of quanta phases is symmetric about the midpoint of the distance be-

@ in the mth cell. tween vortices. We then hav@;=—C,=¢,/(1— "™ 1),
For simplicity we shall assume below tHat=0. Eq.(2)  and

then assumes the form

| 2

" ¢2= p1K, (8)
Cmi1— em=1> Sin @ — X+ 27K 1. (4  where the coefficienk=y(1—y""3)/(1-yN"1).
i=0 Substituting Eq(8) into the boundary conditions on the
The numberK,,=1 in cells of the central column of central cell of the vortex:
each vortex, an&,=0 in all other columns. | Singy=@_1—2¢,+ @+ 2, (93
Subtracting from(4) the analogous equation for the )
(m—1)st cell, we obtain I'sing_1=¢1—2¢_1+t¢@_»—2m, (9b)
Cmi1—20mT @m_1=1 Sin @m(*2m), (5  We obtain the system of equations fpr ; and ¢;:
where the term+ 27 or — 24 can appear on the right side of ¢-1=1 sin@;+(2—K) @, =2, (103

the equation if the value aof corresponds to the center of one
of the vortices.

It might appear that the distribution gf,, for a givenx, In Eq. (10) only the coefficienk depends on the spacing
(i.e., for a given external magnetic fi¢gldould be found by of the vorticesk(e) =y, k(2)=—1,k(3)=0, etc. Figure 2
solving the system of Eq(5) with the boundary condition Shows graphs of the functiord0) for 1=1, 2.85, 4, from

1=l singp_1+(2—vy)p_,+2m. (10b)

obtained form(4) at m=0: which it is evident that for every value dfthe system(10)
L has solutions in a definite interval &, i.e., vortices can
P1—@o=1 SN @p—Xe. 6 exist at different distances from each other, ranging from a

However, this is not the case. The existence of pinningcertain minimum to infinity. This is the result of pinning,

means that a giver, can correspond to an uncountable setbecause without it the vortices would blow up at infinity, i.e.,

of distinct combinations o,,. In other words, the profile of solutions would not exist for finitéN. Having foundN, we

the magnetic field in the sample with pinning depends on th€an determine the minimum distance for which the pinning

prior history. We are interested in the case of a monotoniforces are able to cancel out the mutual repulsion of vortices.

cally increasing external field. The vortices gradually pen-lt is evident from Fig. 2 thaN,;,=2 for I =2, and that for

etrate the interior of the sample, progressing from the surt=4 the centers of vortices can even be located in neighbor-

face. The corresponding distribution of the vortices in theing cells.

sample can be determined from the condition that the vortex We now find the minimum value of for which the

farthest from the boundary resides at the surface of motionvortex centers can be situated in neighboring cells. In this
As the parametet increases, the vortex decreases incaseN=1, k==, and it follows from(10a that ¢, must be

size®? and the pinning force increaséas is readily under- equal to zerdas is readily perceived from the symmetry of

stood in light of the fact that~J.). Consequently, a$  the patteri The minimum value of satisfying Eqs(10) for

increases, the distance between vortices decreases until, fog="0 is represented by the curve tangent to¢hg axis in

large I, the centers of vortices can be situated in adjacenkig. 2. An exact numerical calculation givesj,=2.9.

cells, the concept of individual vortices becomes meaning-

less. EQUILIBRIUM OF THE OUTERMOST VORTEX

Here we determine the values lofor which the concept
of vortices is well defined. In the preceding section we have
shown that the vortex centers cannot be situated in neighbor-

We consider two planar vortices situated far from theing cells forl <2.9. However, this conclusion applies only to
boundary, their centers separatedNbgells (Fig. 1b), in the  the case of two solitary vortices, because in this case they
rows numbered 1 and\(+1) (the numbers are circles in are, in effect, located at the most distant possible sites in the
Fig. 1b. For1=1 (Ref. 10 the values ofp,, outside the corresponding cells. But if other vortices are placed to the
central cells are small, the syste®) is linearized, and its right of the right vortex in the original pair, allowing it to
solution has the form retreat farther to the right in the same cell, the left vortex can

INTERACTION AND PINNING OF TWO ISOLATED
VORTICES
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a % new valueg,; 1(em_1) <, then 2r must be added to it,
orcl- but if ¢4 1(¢@m-1)>, then the same quantity must be sub-
tracted. This generalized recursion law can be used to calcu-
/””‘ late the distribution ofp,, throughout the entire region once
the values ofg have been specified at two adjacent points.
Various vortex distributions in the sample and the corre-
sponding magnetic fields can be found by varying the speci-
N=2 fied values ofep.
_/ The situation in question, where the outermost vortex is
situated at the surface of motion, corresponds to a pattern in
A which the neighbor to the right of a certain vortex is sepa-
K / -7t 0 Pt rated from it by the maximum possible distarfeéinfinity in
the ideal situationand the neighbor to the left is situated at
the minimum possible distance.

b % The postulated recursion law has been implemented nu-
2 merically on a computer. The two initial values chosendgor
=oo are the valueg_ and ¢, at the right and left boundaries of

the central cell of the selected initial vortex. Its right and left
neighbors must have the same orientation as itself, i.e., re-
pulsion in both directions takes place. The following specific

computational algorithm is used: For a fixed valuepqf the
N=2 value of ¢ _ is decreased monotonically until the instant at
/ which the opposite to the initial orientation is first acquired
l =4 to the right of the initial vortex. This value is successively
27T / _7,\/ 7 v, refined, the_ _rlght and left nelghbors retreating _monot(_)nlcally
from the initial vortex. The distance from the right neighbor

gradually exceeds the distance from the left neighbor and,
beginning at a certain time, the distance from the left neigh-
bor no longer changes, whereas the right neighbor moves
still farther away. This value ofl is recorded. The same

| — N=ce procedure is then repeated for a different valuep@f. The
minimum distancel,,;, is chosen from the total set of suc-
cessive calculated distancgsthe corresponding distribution

of ¢, is then the solution of the stated problem.

To find the starting values, and ¢_, we investigate
- N=2 the behavior of one vortex as another approaches it. It has
1 been showtf that for values of <1 the shape and energy of
] ~ a solitary vortex are satisfactorily described by expressions

=37 / - 0 ¢4 obtained in the approximatidn< 1, when the discrete set,,
goes over to a continuous functia(z), wherez is the co-
FIG. 2. Graphical solution of the systetd0) for various values of the ~Ordinate normalized to the cell size Of course, this ap-
parameter. The curves emanating from the poia{=2 correspond to  proach cannot be used to find the pinning forces, because
Eq. (10b), and those from the point_,=—2= correspond to Eq10d. 8  they are a product of the discreteness of the medium, but it
1=2;b)1=4;01=285. suffices for a qualitative analysis of the changes in shape of
the vortex as the other one converges toward it, as long as

then remain at a distance shorter than that deduced from tH8¢ d!stantf:ehbetween t.hen|1f r(_arrr?ams Iaérge in comparison with
assumption of two isolated vortices, and the actual value Othe j!fzfe 0 tt (Ia vortetx ltself. The systemow goes over to
Nmin becomes lower. In other words, the valuelotorre- € difierential equation

sponding to a givemM,,;;, is smaller than the value obtained )
for tvyo vortices; in particular, carrying out a numerical cal- _‘P:| sin o. (11)
culation by the procedure described below, fa,=1 we dz
obtainl ,j,=2.7.

In this section we consider values bffor which the The solution of Eq(11) for a solitary vortex is shown in
outermost vortex is well defined, i.¢.<2.7. Fig. 3 (solid curve$. As another vortex of like orientation

The system of Eq(5) can be regarded as a recursion lawapproaches from the left, the given vortex begins to move to
for determining the next value af,.; (or ¢,,_; from the  the right(dashed curves in Fig.)3From conditior on the
known ¢, ande,_1 (Or @my1) in transition to the leftorto  central cell of the vortex we deduce the relation
the righd. The problem of including+ 27 terms in(5) can
be eliminated by requiring that,| <. In this case, if the or—@_~2m— I, (12

1022 Tech. Phys. 42 (9), September 1997 M. A. Zelikman 1022



FIG. 3. Solution of Eq.(11) for a solitary vortex(solid curve and its
displacement as a neighboring vortex approaches from the(defhed
curves.

where ¢ is the value of the derivative, atz=0. e 2

For a solitary vortex we havey=2. Since the second 4 J
vortex is far from the first, we can assume thg} differs e . b
very little from 2. Condition(12) therefore assumes the form V _4[

o= =2m=24. (13

The solitary vortex has three equilibrium stafed) a
stable state withpS = —¢° =7— \I (solid curve in Fig. 3
2) a right unstable state with" = — 7 and " = 7—2/1; 3)
a left unstable state witp" =7 and " = — 7+ 24/I.

u

Conseq.uently’ the. V.all.j%i : T \/I— and(’D+ N 77_.2\/I— . FIG. 4. Graphs of the distributions @f,,. & ¢_=-2.96; b —2.95; 9
corresponding to an infinite distance from the nelghborlng_2.9524; d —2.9523: @ —2.952 358 812: ) — 2.952 358 811.
vortex. The value ofp, lies between these two extremes for
finite distances between the vortices. It is also necessary to

choose from this interval the values of, for numerical  assumed to no longer influence the central one; this assump-
calculations. The corresponding starting valueseaf are  tjon is corroborated by the invariance of the pattern to the
chosen as follows on the basis @f3): left of center as the orientation of the right vortex changes,
o =@, + 21-2m. (14) i.e., as attraction is replace_d by repulsignaphs e and)f As
a result, forg . = 2.24 the distance between the left and cen-
Figure 4 shows graphs of the distribution @f, to 3] vortices is equal to 23 cells.
clarify the above-described algorithm. Calculations have |t is evident from the results of Fig. 4 that the accuracy
been carried out for=0.3 and¢., =2.24; the initial value of the calculations in solving the stated problem must be
@_=—2.95. Fore_=—2.95 the closest vortices to the left yery high, in some cases extending to the 15th decimal place.
and to the right of the central vortex have the same orienta- Figure 5 shows the dependence of the distah¢mea-
tion as the latter. Fop_ = —2.96(a) the left and right vor-  syred in cells on the value ofp, for I =0.2 (the pattern is
tices become oppositely oriented, as is evident from the cofsjmilar for other values of). The minimum possible distance
responding kinks of the curve at the endse calculations d,in is established in a broad interval @f. , so thatd,,;, can
are terminated when such kinks occufor ¢ _ = —2.95 (b) be found by choosing, for example,, = 7—1.5\1, i.e., its
the left and right vortices acquire the necessary orientation,g|e at the midpoint of the interval.
The unknown value ofp_ therefore lies in the interval
(—2.96,—2.95). Foreo_=—2.9524(c) the right vortex has
the opposite orientation, and far_=—2.9523(d) it now 45
has the required orientation. The situation is analogous for & 43 .

graphs e and f. It is evident from Fig. 4 that as the value of § 47 '-_ -
¢_ is refined, the vortices move away from the central vor- .;’ 59 - —_
tex to the left and to the righgraphs b and ) then the left 7 !

|
vortex stops, while the right vortex continues to move away -2Vl -V P4
(graphs d and)f In graph f the right vortex is so much
farther from the central vortex than the left one that it can berIG. 5. Distanced between the outermost vortex and its neighboroys.
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place the right vortex is situated 40-50 cells from the central 0 J 5 25 s 4 n
vortex for values ofl in the interval 0.5-1.3, 70 cells for
[=0.3. 90 cells fol =0.2. and 120 cells for=0.1. We can FIG. 7. 3 Results of calculations of the distanc&sfrom the (h—1)st to

R . . the nth vortex in the critical state for various values kfb) results of
therefore assume that no vortices exist to the right of the,

veragingA over five successive vortices. The valuesl adre indicated
central one. alongside the curves.

Figure 6 shows the dependencedyf,, on | in logarith-
mic scale. From the linearity of this dependence we deduce

the power-law relation

dmin=6.1- 1714, (15  near the boundary contain an ever-increasing number of
which is obeyed up to~1. quantad; as a result, the effective magnetic field increases
as the boundary of the sample is approached. This is how the
situation looks within the context of the Bean model. In this
section, however, we show that the above-described model is
invalid for 1<1.3.

The Meissner effect occurs in weak external fields, the  We consider the critical state of the vortex lattice, when
field is expelled from the sample as a result of surface curthe farthest vortex from the boundary is situated at the sur-
rents, and vortices do not exist. At a certain field strengtiace of transition to the next cell. It is readily perceived that
conditions become energetically favorable for vortex generathis is the vortex from which the total vortex lattice must
tion, and the first vortex forms near the boundary. Pinningoegin to move inward.
keeps it from advancing into the interior of the sample. With  In the preceding section we have determined the interval
a further increase in the field the next vortex is formed neaof ¢, corresponding to the shortest distamg, to the next
the boundary, driving the first vortex to the minimum pos-vortex. We minimize the distance to the next vortex by vary-
sible distancel,,,. Next comes a third vortex, causing the ing ¢, . Repeating the same procedure, each time narrowing
first two to advance farther inward to corresponding dis-the interval ofe, , we can find the required critical state of
tances, etc. According to the Bean model, in the critical stat¢he vortex lattice as the external fiell, is monotonically
all vortices are situated at the surface of motion, implying aincreased. Calculations with accuracy to the 15th decimal
reduction in the distance between vorti¢es., an increase in  place enable us to find the positions of 20—-50 vorti@ks
the mean fieldB) in closer proximity to the boundary. Fi- pending onl).
nally, a situation arises where the forces of repulsion of the  Figure 7a gives the results of a computer calculation of
vortices, even those located in neighboring cells, is not sufthe distancea (in cells) from the (h—1)st to thenth vortex
ficient to move a vortex, being overpowered by repulsion(the outermost vortex is numbered 0 and is followed by num-
from vortices on the other side. When the external field isber 1, etc). for the most tightly bunched configuration against
increased, another flux quantufi, penetrates the vortex the boundary and various valueslieEl. Forl>1 the dis-
closest to the boundary, causing the repulsive forces to intancesA are equal to several celld&2-3 forl =1.2), and
crease until they are sufficient to move the preceding vortexfluctuations ofA in the first couple of cells obscure the func-
With a further increase in the field and advancement of thdional relation in Fig. 7a. Figure 7b shows the results of
entire vortex lattice deeper into the interior, the new vorticesaveragingA over five adjacent vortices:

“CRITICAL” STATE OF A SYSTEM OF VORTICES UPON A
MONOTONIC INCREASE OF THE EXTERNAL FIELD
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A_(n):o.z__Zo A(n+i). (16) i

The following conclusions can be drawn from the graphs
in Fig. 7. 1

1) For 1=1.4 the average distance between vortides \
decreases monotonically to unity asncreases. The vortex \
centers are then situated in neighboring cells. The number of
flux quanta®, in the vortex begins to increase upon closer \
approach to the boundary of the sample. The dots in Fig. 7b 08 10 1
indicate the positions of the center of the vortex in which the 0 H,
number of flux quantab, is two. It follows, therefore, that L _
the proposed approach based on the concept of individua'lz,IG' 8. Sample magnetization curves based on data in Table I.
interacting vortices is invalid for=1.4. This case requires
special analysis.

2) For I=<1.3 it follows from Figs. 7b and 7a that the G=NyEq/h—BH/2=0.5B(H.—H,), (18)

average distanc& does not decrease to unity. As it changes

for smalln, i.e., near the boundary of the structutereaches WhereN, is the number of planar vortices per meter, i.e.,
saturation, remaining approximately constant and fluctuatin® = ®o/S=Np®o/h, E, is the average energy of one vortex,
slightly about the average. In this interval lofortices con-  and
taining more than one quantudn, do not form as the exter-

nal field is monotonically increased. Since the average dis-
tance between vortices does not depend on the distance  ForH_<H, the potentialG increases aB increases, i.e.,
from the boundary, the magnetic induction inside the sampleg has a minimum aB=0, and we have the complete Meiss-

in the region penetrated by vortices, is also independent dfer effect. IfH,>H,, thenG decreases aB increases, i.e.,
the coordinate. This fact, which contradicts the Bean modelyortex generation is favorable. In this case the vortices fill up
is true because not all the vortices reside immediately at thene entire cross section of the sample all at once. The density
surface of motion as postulated in the Bean model. When thgf the vortices depends on the external field and the interac-
outermost vortex moves into the next cell, its neighbor re+jon between them. It can be calculated with the energies of
mains fixed in the same place, and in order for it to move, thenteraction between vortices included in the Gibbs potential
entire vortex lattice must shift slightly inward; the same is(see, e.g., Ref. 31 The magnetization curve of the sample
true of the next vortex, etc. This situation can be clarified incan pe plotted as a result of the calculations. It has the typical
the following example: Let a chain of massive spheres lie inform for type Il superconductor@ig. 8). Allowance for pin-

a system of periodically spaced indentations and be intercoring raisesH,, and creates an abrupt drop in the curve, since
nected by slightly compressed springs. The chain can bge period of the vortex lattice in the sample cannot exceed
moved by the application of a force along the surface. Whefhe period corresponding to the critical staféig. 7). At

the end sphere shifts into the next indentation, its neighbogy _=H_ the field in the sample jumps abruptly from zero to

stays in place and shifts afterward; the next one after thal /A \hereA is the average period of the lattice, and
MOVes even later, etc. The chain does not a(_jv_ance as a Ut — g/ uoh? is the external field at which the flux through
whole, but in successive advances of the individual spheres. . —
. L eachhXh cell is ®,. For 1<0.5 we can assume that

Consequently, for the chain to move it is necessary to over- :
corresponds approximately th,, from (15), and the energy

come the pinning force of one or more spheres, not all the er meter of height and length of the vortex is approximatel
spheres in the chain. It is readily perceived that appreciabIB 9 9 PP y

HCZZEO/(DQ- (19)

0
differences in the degree of compression can occur only in aequal 6
few springs closest to the end. With increasing distance from E0:8\/|_80:2q)(2)\/|_/7T2,LL0h2. 20

the end the situation tends to average out, and the compres-

sion of the springs does not increase monotonically toward  The quantity— 47M =H,— B decreases abruptly from

the boundary of the sample as it would if the spheres a'h\/THO/wz to (4\1/72—11Y6.1)H,. ForI<1 the distance

moved simultaneously. between vortices can exceed the vortex size, so that the vor-
The magnetic flux 'Fhrough the aréa<hA Corresponds tex interaction energy is small in comparison with the self-

to a single vortex and is equal tb; the average magnetic energy of the isolated vortex. Consequently, scarcely

induction can be found by dividing this flux by the area of changes from the nonpinning case, and the jumpofMéis

the vortex: small, i.e., pinning has almost no influence on the form of the

B=d,/h2A. 17) ma.gnet.iza.ti_on curve. Fdr=1 the magnetization curve ex-
hibits significant changes.
We now determine the external field, for which vor- Table I gives the average distances between vortices
tices begin to form in the sample. The Gibbs thermodynamit¢he numerically calculated average energies per voEgx
potential of unit volume is and the solitary-vortex energids, 5o (Ref. 10, along with
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TABLE I. its nearest neighbor exhibits a power-law dependencé on

— dmin~6.1-1"11
I A Eo Eo sl He A(47M) . o
3. For1=1.4 the average distance between vortides
0.8 6 7.1€ 7.0% 0.3&H, 0.1MH, decreases to one cell as the boundary is approached, and then
1.0 4 8.6, 7.8%, 0.44H, 02H,  the vortex centers are located in neighboring cells. Upon
13 2 12.k, 8.9%, 0.61H, 0.5(H,

closer approach to the boundary the number of flux quanta
d, in the vortices begins to increase. The whole concept of
individual interacting vortices breaks down for these values
the critical fieldsH .= 2E,/®,=EqHo/2m2%, and the jump  Of I. This case requires special consideration.
A(4mM)=Hy/A with pinning taken into account for 4. Forl=1.3 the average distance does not decrease
1=0.8, 1, 1.3. toward the boundary, but remains approximately constant, so

Figure 8 shows magnetization curves plotted on the basi§at the magnetic field is independent of the coordinate in the
of data in Table I. The dashed curves correspond to zerf29ion penetrated by vortices.

pinning for the chosen values df (shown alongside the 5. Forl§1.3 the magnetization curve of the sample has

curves. the form typical of type Il superconductors. Allowance for
pinning raises the critical field. and creates an abrupt

CONCLUSION change in the curve, owing to the fact that the period of the

, ) ) , vortex lattice cannot exceed the period corresponding to the
We have investigated the behavior of plart@mina)  ;iculated critical state.

vortices in a three-dimensional, ordered Josephson medium \y/a can conclude from these facts that the Bean model is

comprising a cubic lattice, each link of which contains onejqjiq in the case of interacting vortices containing at most

Josephson junction. The cellular character of the mediumy,q f,x quantunb, for pinning associated with the cellular
leads to pinning, which depends on the energy required tQi.,cture of the medium.

move the vortex center into the next cell.

1. We have shown that the distance between two isolated
vortices, at rest and |dent|ca_\lly orlgnted, can vary from |nf!n- LC. P. Bean, Rev. Mod. Phy86, 31 (1969.
ity to a minimum value. This fact is a consequence of pin- 2y. B. Kim and P. W. Anderson, Rev. Mod. Phya6, 39 (1964.
ning, because without it interaction between the vortices’K. H. Muller, J. C. Macfarlane, and R. Driver, Rev. Mod. Phys8 69
WOUId Scat.ter them to .".mmty' As the pargmetgncreases 4Q. H. Lam, Y. Kim, and C. D. Jeffries, Phys. Rev.42, 4848(1990.
(in proportion to the critical current of the junctions and the sy s, kivshar and B. A. Malomed, Rev. Mod. Phyd, 763 (1989.
cell size, the degree of pinning increases, and the repulsiorfv. V. Bryksin and S. N. Dorogovtsev, Zh.kBp. Teor. Fiz.102 1025
between vortices diminishes, causing the minimum distance (1992 [Sov. Phys. JETRS, 558 (1992].

. F. Parodi and R. Vaccarone, Physicd @3 56 (1991).
between vortices to decrease. For2.9 the vortex centers 5M. A. Zelikman, SverkhprovodimostkIAE ) 5, 60 (1992.

can even be situated in adjacent cells. M. A. Zelikman, Sverkhprovodimos(KIAE) 5, 1819(1992.
2. To plot the magnetization curve of a sample, we have’M. A. Zelikman, SverkhprovodimostKIAE) 7, 946 (1994).

investigated a system of vortices formed in the sample in éll. O. Kulik and I. K. YansonJosephson Effect in Superconducting Tunnel
: : . _— . in Russiaf), Nauka, M 1970, p. 270.

monotonically increasing external magnetic field. The mini- Structures(in Russiat Nauka, Moscow1870, p. 270

mum distance from the vortex farthest from the boundary tdrranslated by James S. Wood

1026 Tech. Phys. 42 (9), September 1997 M. A. Zelikman 1026



Self-excited oscillatory regimes in the growth of thin films from a multicomponent
vapor: dynamics and control

P. Yu. Guzenko, S. A. Kukushkin, A. V. Osipov, and A. L. Fradkov

Institute of Problems in Mechanical Engineering, Russian Academy of Sciences,
199178 St. Petersburg, Russia

(Submitted April 29, 1996

Zh. Tekh. Fiz67, 47-51(September 1997

A model system describing the nucleation of films from a multicomponent vapor with allowance
for chemical reactions between different components in the initial phase is investigated in

detail. It is shown that the condensation of thin films can proceed by different avenues, depending
on the values of external parameters such as the temperature or the precipitation rate of
particles of the component that limits the chemical reaction. In particular, low precipitation rates
are characterized by a stable condensation regime, in which any deviations from equilibrium

die out. At medium precipitation rates the phase transition takes place in a self-excited oscillatory
regime corresponding to a stable limit cycle. Finally, at high precipitation rates the stable

limit cycle breaks up, and the new phase usually condenses in a saW&ootbtion regime. A
procedure is developed for controlling the given oscillatory processing by judicious time

variation of the external parameters. The investigated system is found to have a special kind of
memory in that for external parameters with identical values but different histories the

films condense differently; even a slight difference in the past behavior of the external parameters
can lead to different precipitation regimes. It is concluded that these memory effects are in

fact responsible for the poor reproducibility encountered in some cases of experiments on film
growth utilizing chemical reactions. @997 American Institute of Physics.

[S1063-78497)00909-4

INTRODUCTION sufficiently low for their mixture to condense afithe more
Research on the nucleation and growth of new phase of© for A andB to condense separately, whereas the reaction
the surfaces of solids has attracted considerable interest f@foductC forms with a concentration higher than the equi-
some time now:2 This is because, first, thin films are widely liPrium value Ce, so that the reaction product undergoes a
used in microelectronics, optics, etc., and are the basis difst-order phase trap3|t|o”r1lf C does not form solid solu-
many technologies; second, the processes in question afi@ns withAandB, a film of substanc€ with stoichiometric
typical of many first-order phase transitions. A characteristic€Omposition grows. We assume for definiteness that sub-
feature of such transitions is the presence of various nonlinstanceB is so abundant on the substrate as to limit the
ear relationships, which generate a host of nonlineafnemical reaction only of substanée Let A and C denote
phenomen¥t® self-organization; the generation of solitons, the concentrations of the corresponding substances;giso,
kinks, and shock waves; the self-similarity of many param-the chemical reaction ratél/(C—Ce) is the rate of forma-
eters; the growth of instabilities; self-excited oscillations intion of islands of the new phashiis the number density of
multicomponent systems. In particular, the onset of selfSuch islands, an&(N,C) is the rate of decay of the reaction
oscillation is attributable to the nonlinear interaction of Product C into new-phase islands. Then in the simplest

chemical reaction in the primary phase with phase transitiorﬁnOdel the kinetics of chemical react.ion and phase transition
on the part of the reaction product. Indeed, on the one hand§ described by the system of equations

chemical reaction forces material into the primary phase, da/dr=J,—¢(A,C,N),

thereby accelerating phase transition; on the other hand, the

new phase consumes the reaction product, which is a catalyst dC/d7=¢(A,C)—®(N,C),

and therefore slows down the chemical reaction. This situa-

tion is characteristic of many thin-film growth techniques dN/d7="7(C—Ce). @
utilizing chemical reactions, in particular, metal-organic Here 7 is the time, and], is the translational velocity of
chemical vapor depositiotMOCVD). The present article is substanceA onto the substrate. In the most commonly en-
devoted to an investigation of the properties of such selfcountered diffusion growth regime all the new-phase islands
excited oscillations and the development of a procedure foconsume the same number Gfmolecules, i.e.®=yNC,

controlling them. wherey is a proportionality factor. The dependencelofon
C—C, is very complext however, considering that singu-

MODEL SYSTEM AND ITS BASIC PROPERTIES FOR larities are still analyzed in the linear approximation and that

CONSTANT EXTERNAL PARAMETERS ¥ (0)=0, we confine our discussion to a linear dependence

We consider a chemical reaction of the type BSC.  ¥=p8,(C—C,), wherepy is the corresponding proportion-
We assume that the concentrations of substaAcaisdB is  ality factor. Following Ref. 4, for the reaction rate we
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choose an elementary function with positive feedbackan accuracy of 0.0002i.e., for constant fluxed smaller
»=koAC?, wherek, is the reaction constant. We introduce than J; the system tends to equilibriurtFig. 1), and for
the new dimensionless variables and the dimensionless coli; <J<J,~1.049 the system undergoes undamped oscilla-
stants x=AkZ3g, 13y~ 13, y=Ck3®8,3y~13  tions corresponding to a stable limit cydlEig. 2). Finally,
z=Nk?B, 2Py~ 15 t= 1k, 3B2"y? and the dimensionless for J>J, this cycle breaks up, and the film grows in an
constantsJ=KkoJo/Boy, Yo=Cek3 By 3y 13 the system unstable accretion regim&ig. 3. The problem of control-

(1) then assumes the form ling the oscillations in the system is extremely crucial in this
=] s - =0 5 situation, because the structure and properties of the films
X=J=Xy%, y=Xy'=yz z=y=Yy, (z=0). @ il depend on the amplitude and period of the oscillatibns.

An analysis of the singularities of this system in the linearOne question, in particular, is how the external fluxust
approximation shows that the poidi= y3— 1 is a bifurcation  be varied with time so that the maximum island dengjty,
point, which leads to the formation of a stable limit cycle. will approach a specified value, at large times. In the
For definiteness we sgt equal to 5/4, whereupon bifurca- present study, for this purpose, we have developed a general
tion takes place at a poidt ~(5/4)>*—1~0.95. The value of algorithm to solve the stated problem; in general it is valid
this quantity found by computer simulationJd$~0.888(to  for a broad class of functiong, ¥, and®.

«('HH I "l | W | A oty
”_J M'M wl i& Fm rase oo gy oronne

1028 Tech. Phys. 42 (9), September 1997 Guzenko et al. 1028



5.0

451 15
4.0

35 w0
3.0 0.9

N

2.5 05
20F

1.5

0 !

1 ! 1
1.0
05F 20F
7] 3 ) r Y I -
0 20 w ., 7 15
FIG. 3. Density of new-phase islandwersust in the unstable accretional i 1.0 i
growth regime §=1.2).
05+
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The control problem for the syste(®) is treated as the
pro_blem of malntalnl_ng the Iocal_ maxima eft) at a pre- FIG. 4. External fluxJ and density of new-phase islangsersus timet in
scribed level by varying the functiai(t). Consequently, the e control problene, =0.9.
control function isJ(t), the measuredsensed variable is

z(t), and the control objective is expressed in the form
with arbitrary, piecewise-smooth right sides satisfying the

|z ze]=A, 3 Lipschitz condition in a certain neighborhood of a periodic
where z,=2z(t,), andt, is the time at which theéth local ~ solution.
maximum ofz(t) is attained. The adaptive control algorithm includes a main loop al-

We propose to solve the problem on the basis of adapgorithm, which computes a new value of the control function
tive control algorithms that do not require the values of theJx, and an adaptation algorithm, which adjust the estimates
right sides of the moddR) (Ref. 7). The value of the control
function J(t) is changed at the timeg with allowance for

the measurement &, where the law governing the varia- 2.0r
tion of J,=J(t,) also changes during the operation as im-
proved estimates are obtained from calculations of the pa- 15F

rameters of the model of the controlled system by the N
adaptation algorithm. A special feature of the algorithm is €qp
the transition from the continuous nonlinear model of the
controlled systen{2) to a linear discrete model obtained by

linearizing the Poincartransform at the points of successive 0.9 1 ' }
local maxima ofz(t) and transforming to the difference
equation ok ! U L )
Lyt gzt azz— g tasz—; 2.0r
=bgdkt b1k 1+badk— o+ fi 4) 1.5
in the measured variableg and the control functiong . In
Eq. (5) a4, ay, as, bg,bq, andb, are unknown coefficients, ~ 10“

andf, is a bounded perturbatiorror of the modsel It can
be shown that the errdi, has the upper bound

0.5%
|fk|SC1|Zk_Z*|+C2|‘]k_‘]*|1 (5)
where C;>0, C,>0, andJ, is the value of the control N ] ! ! 1
function under the condition,=z, . 0 20 40 tm 8 1700

Consequently, the accuracy of the model increases as the

solution is approached. The upper bouBgis valid notonly  Fig. 5. External fluxd and density of new-phase islangsersus timet in
for the modelk(2), but also for a more general class of Et).  the control problenz, =1.5.
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a1k, Ak, Ask, Dok, bk, andb,y of the model parameters initial conditions and parameters have been chosen:

(4). The main-loop algorithm, written in the form J(0)=0.9,x(0)=0, y(0)=2.6,2(0)=0, yo=5/4. It is evi-
. . . dent thatJ(t)—0.96 at large times, where the amplitude of
=12, +awzct agzk-1+aZk-2 the oscillations of the density of new-phase islands de-

- A - creases, dropping to half the oscillation amplitude for a con-
= badk=badk-11/bok. ©®  stantd=0.96. Figure 5 shows the same graphs, but for the

is chosen to ensure that the object{@ will be achieved in  objectivez, =1.5. As should be expected, the amplitude of

one step if the estimates coincide with the true parameters dhe oscillations increases in this case, whelé)—0.96 as

the controlled-system model. The adaptation algorithm useti—<. The proposed control procedure is therefore efficient.

to refine the parameter estimates is chosen by the method Glearly, the behavior of the system at large times depends

recursive objective inequaliti®snd has the form not only on the asymptotic values of the external parameters
- - ) of the problem, but also on how they change at the initial
A k1= ik~ aNZe-iv1, 1=1,2,3, times; this dependence is indicative of memory effects in

B =B —ahd. . =012 systems undergoing first-order phase transition with chemi-
B k=i e cal reactions. These effects are probably responsible for the
poor reproducibility of many pertinent experiments, specifi-
= . 7) cally in regard to the growth of highi; superconducting
0, |2k 1= 2k <A, films by the MOCVD method.
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Formation of defects in gallium phosphide grown in the presence of oxygen
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The influence of oxygen introduced in the gaseous phase on the formation of defects in GaP
epitaxial layers is investigated by deep-level transient spectroscopy. The extremal dependences of
the concentrations of charge carriers and electron traps with eligrg®.24 eV on the

oxygen flux are discussed. @997 American Institute of Physid$$1063-78407)01009-X]

INTRODUCTION structure to the depth of thg-n junction. An Ohmic contact
L . was created on the layer by the galvanic deposition of
Together with silicon and carbon, oxygen is one of theAu—Zn with a subsequent “burning in” aT=500 °C in a

principal uncontrollable impurities present in gallium . i
phosphidé. Its occurrence in epitaxial layers is not always hydrogen atmqsphere. After the reverse side had been pol
desirable. For example, the detection of oxygen in GaP gree'r‘?h(.ad’ an Ohmic contact was formed on it by spark sputtering
light-emitting diodes alters the purity of the emitted light asOf tn.

a result of the incursion of a red peak in the spectrum due to The var|_at|on of the oxygen_concentratlon in the Iaye(s
was determined from photoluminescence spectra according

recombination at Zn—O complexes. The sources of the cor{- . : N~
. . . the intensity variation of the peak of the red bandl(77
taminants in gas-phase epitaxy are usually quartz, surfac which is >c/iue 0 the presenF::e of Zn—O pairs E>]<(citation

oxide mm.s on the_ primary components of the compounqwas provided by a HeCd layer emitting at a power of 10 mW
oxygen dissolved in the metals, etc. The oxygen content N 4 wavelenath of 441.6 nm
GaP can attain 210'® cm™3, even though the maximum 9 : '

i . : The DLTS spectra were measured on the spectrometer
concentration of electrically active oxygen does not exceed

. . . P _ 76
(2-3)x 10" cm * (Ref. 3. The main mass of the oxygen is gisjﬁsrl?ji(:am eF\r)s fr.eio\:\gtehd astfﬁg?“;gg Cicc):ge_sigd . ';rhhtehe aid
assumed to exist in the form of electrically inactive prede- W ' ' P Wi '

posits of the gallium oxide G (Ref. 2. of a computer using programs described in detail in Refs. 6

Oxygen present in the phosphorus sublattice forms gnd 9. The spec.tra were measured by means of a cryostgt for
deep donor level with ionization enerds.—0.89 eV (Ref. Teasurement§ n the tempgratgre range 80-400 K, within
3). Oxygen can also create complexes involving intrinsic lat-_ 0.2-K error limits O.f deter_mmanon of the tempe_rature, and
tice defects and other impurities, for example,(Ref. 1), by means of a heatmg unit fo_r measurements in the range

. . ; 300-573 K, within=1 K error limits.
Cd, Mg, and C(Ref. 4), and it can influence the density of
point defects themselves in growing layers. The formation of
deep nonradiative recombination centers in this case has not
been investigated. Previously proposddmodels of deep EXPERIMENTAL RESULTS AND DISCUSSION
centers in GaP are conducive to the application of deep-level

transient spectroscopfDLTS) for analyzing the attendant ~ Figure 1 shows the dependence of the free-carrier den-
processes of defect formation in gallium phosphide strucSity N=Ng—N,, measured by th€—V method, on the oxy-
tures in this case. gen flux. The main background impurity in GaP epitaxial

layers is silicoA!® owing to the reaction of hydrogen with
the quartz equipmeritAmphoteric Si in gas-phase GaP, pre-
dominantly in the place of gallium, is a donor with ionization
Epitaxial layers of GaP were grown in the systemenergyE.—0.082 eV, inducingi-type conductivity in nomi-
PH;—HCI-Ga—H—HCI on single-crystal GaP:Te substratesnally undoped layer5.Silicon atoms can also exist in the
with an electron density=1x 10" cm 2 and orientation phosphorus sublattice, where it functions as an acceptor with
(100. A GaP:Te buffer layer of thickness Aén was grown E,+0.202 eV. The degree of self-compensation of silicon in
on the substrate with the aid of an additional GaP:Te sourcesaP has not been investigated, but if it is assumed to behave
The sample was doped with oxygen from the gaseous phasas in GaAs, we can expectpdBic,=0.1-0.3(Ref. 11).
The total thickness of the layers wasg@h. DLTS andC-V The observedsee Fig. 1 decrease of the free-electron
measurements were performed on diodes wil+a junc-  density during the initial increase of the oxygen flux is asso-
tion of diameter 40Qum; thep layer was formed by diffus- ciated with a drop in the concentration of background Si in
ing Zn to a depth of wm. The hole density on the surface of the growing epitaxial layerSA further increase in the oxy-
the p layer was (6—9)x10® cm 3. Mesa diodes were gen flux causedly— N, to increase somewhé&ample 263-
formed by standard photolithography with etching of the7), probably on account of an increase in the concentration of

SAMPLES AND MEASUREMENT PROCEDURE
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FIG. 3. Deep-level relaxation spectrum of hole traps in sample 263-4, re-
1015 L corded on a diode with @—n junction. Reverse bias voltadé,=—5 V,
I 0.5 10 carrier pulse voltagdéJ,=+3 V, carrier pulse duration 0.5 ms, sampling
O, Flux, arb. units timest;=1 ms,t,=5 s.

FIG. 1. Free-carrier density versus oxygen flux. ) ) ]
as the GaP layers are doped with oxygen is probably attrib-

utable to the improved infusion of tellurium into the phos-

intrinsic lattice defects and donor states related to oxygerF,’horUS sublattice due to an increase in the concentration of
which produce free electrons. intrinsic defectsV/p in particular.

The deep-level spectra of the majority and minority car- |t has been established experimentatythat the T1
riers, measured for sample 263-4, are shown in Figs. 2 and §€nter is associated with phosphorus vacan¥igs It has
The depth of the levels in the band gap and the capture crof€en showt? that theT1 trap can also contain a background
sections of the majority and minority carriers are determineci atom, i.e., th&1 center comprises a&i-Ve complex. On
from the dependence 19 for these centers on the recip- the basis of this model of thEL defect we attempt to explain
rocal temperature T/ wheret is the reciprocal of the carrier the variations in the concentration of this center as the oxy-
emission rate from a deep level. Each Arrhenius curve sparf$en flux increases in the growth of GaP layers. In sample
at least 20 points. Data on the concentrations, thermal emi&63-3 the concentration of backgroundsSis much higher
sion activation energie&,, and the corresponding deep- than the calculated concentration 6§ ([Vp]~10" cm™?)
center capture cross sectiong are given in Table I, along (s€e, e.g., Refs. 7 and J13n this case the variation of the

with data from other papers. To preserve the level indexingoncentration of th&1 complex depends on the variation of
convention in Refs. 6 and 7, the numbering of the electrorihe concentration of the more dilute component of the com-

traps begins from the cent&,—0.24 eV. plex, i.e.,Vp. When oxygen is supplied, thegzidecreases,
The electronT6 trap appears when GaP is doped with but the concentration of structural defects, includiflg in-

tellurium X213 Tellurium is present in our structures as a Creases, raising thel concentration in sample 263-4. With a

background impurity left in the reactor after the growth of further increase in the oxygen flux theggiconcentration

the buffer layer. The slight increase in tlié concentration ~continues to drop sharply, af¥] increases, leading to the
relation[ Si]<<[ Vp] in samples 263-6 and 263-7. In this case

the variation of the concentration of tie& defect depends

on the variation of the Si concentration and decreases ac-
wr oem cordingly (Fig. 4.

s The deep centeff2 has been registered in several

i papers.®14 Experimental data that might provide a basis for
3 i a model of this trap are lacking. The parameters of TBe
i i trap are most likely the same as for th8 trap:® which was
2] first detected in the electron-beam irradiation of GaP crys-
. tals. In the opinion of Krispin and Maed€E5 traps are at-
B : tributable to phosphorus vacancies. The deep cémtdnas
R ;5 } 2 been .dete.ctclad in _samples grown at elevated temperatgres or
WiV i T3 T4 75 after irradiation with electronsKol'tsov et al” regard this
A e s s e e i s ali deep center as similar to the cenkr2 in GaAs and there-

0 325 570 fore endowed with a £V gaVp Structure. The increase in the
Temperature, K concentration off3 andT4 defects in sample 263-7 in com-
FIG. 2. Deep-level relaxation spectrum of electron traps in sample 263—4Panson_ with §an_1pl_e 263-4 indicates an Increase_ in the con-
recorded on a diode with p—n junction. Reverse bias voltagé,=—5 v,  centration of intrinsic defects as the oxygen flux increases.
carrier pulse duration 0.5 ms, sampling timgs 1 ms,t,=5 s. Kol'tsov et al® and Masseet al’ hypothesize that the

46, arb. units

o
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TABLE |. Parameters and concentrations of deep centers in GaP layers grown in various oxygen fluxes.

Sample No. 263-3 263-4 263-6 263-7

O,flux,arb. units 0 0.11 0.5 1.0 E,,eV a”,cmf E.,eV References
Defect Concentrationx 10'%cm™3)

T6 6.2 7.7 8.4 9.0 0.160.02 (1-8)x10°* 0.16 12
T1 5.9 452 8.9 7.2 024001 (1-4)x107® 0.24 14
T2 * 2.6 3.3 34 0.280.02 (2-10)x10°* 0.28 20
T3 * 0.3 1.8 21 063002 (8-30)x10 % 0.65 16
T4 * 0.3 1.9 29 079002 (3-15x10%% 0.79 5
T5 * 2.1 904 200 0.980.02 (2-10)x10° Y 0.97 5
H1 241 21.0 428 474 0.30.01 (4-20)x10Y 0.16 19
H2 * 1.7 1.9 1.9 0460.02 (1-5)x10%  0.40 19
H3 * 3.6 4.2 52 0.640.02 (3-15)x10 % 0.64 20
H4 4.4 142 350 80.1 0.750.01 (8-30)x10°'® 0.75 21
H5 * 8.7 9.3 13.6 0.930.01 (5-20)x10 % 0.95 22
H6 12.3 * * * 1.21+0.02 (1-10)x10°Y  1.22 7

Note: The prefixT denotes electron traps, the prefixdenotes hole traps, arig, is evaluated relative to the
edges of the corresponding bands; *) concentration below the level of detection.

T5 defect is an intricate complex containing gallium andincreases as the oxygen flux increases, indicating an atten-
phosphorus vacancies in addition to an oxygen atom. Thdant increase in the concentration of intrinsic defects.
concentration of the centdb in sample 263-7 is higher than The H5 trap was detected in Refs. 7 and 21. Hamilton
0.1-(Ng—N,), and to determine it we used the capacitanceet al?! have identified it with nickel. The deep centel
method proposed in Ref. 18. This method can be used twas recorded in Ref. 7. As in the present study,Hiéedefect
measure the concentration of defebts when Nt is com-  was observed in a sample having a high Si content. It may be
mensurate witiNg—N, . that Si is a constituent oH6.

The hole trap$i1l andH2 have been detected in Ref. 19, Consequently, as the oxygen flux increases, we observe
andH3 in Ref. 20. The nature of these defects is unknown.an increase in the concentration of deep centers associated

The deep centdrd4 controls nonradiative recombination with intrinsic defects, implying an increase in the concentra-
in high-quality GaP grown by vapor-phase and liquid-phasdion of the latter. The introduction of oxygen into the reactor
epitaxy??> A model for this defect in the form most likely influences the defect concentration in an indirect
VpVeGaVp. has been proposéd?® The H4 concentration way. It is a well-known fact that, apart from inserting an

oxygen atom into a substitutional site, the introduction of
O, into a continuous-flow system using a hydrogen gas car-

| rier results in the formation of $#0. On the one hand, 4D
molecules can inhibit the influx of growth-stimulating com-
ponents, thereby increasing the concentration of intrinsic de-
fects in the corresponding deep centers. On the other hand,
oxygen interacting with the primary growth-targeted and re-
actor materials, Si in particular, can cause various inclusions
to enter the growing GaP layer, a process that also ultimately
increases the concentration of deep centers.
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Electrical conduction mechanisms of y-irradiated amorphous germanium telluride films
I. S. Dutsyak

Lvov State University, 290005 Lvov, Ukraine
(Submitted March 18, 1996
Zh. Tekh. Fiz67, 56—-59(September 1997

[S1063-784197)01109-4

Structurally disordered films made from alloys of the S=—kle[— (E;—E,)/KT—v/k+A,], (5
system Ge-Te have lately found applications as memory
elements:? The short-range order structure and physicalwhere y is the temperature coefficient of the activation en-
properties of-GeTe films have been well studied to d&t@. ergy; as in Eq.(2), A, is a parameter that depends on the
Their short-range order is described by the model of a tetracarrier scattering mechanismgccording to Ref. 11,
hedral environment of atoms with coordinatiofG$ and A,=1-3.
2(Te). Films of a-GeTe are semiconductors of the lone-pair The values obtained for the thermal activation energies
type, the majority carriers are holes, the width of the opticalof conduction from the slopes of the lag=(10°/T) and
gap is 0.7-0.8 eV, and the thermal activation energy of conS=f(10*/T) curves agredsee Table ). The parametery
duction is 0.3-0.4 eV. The structure and physical propertiesietermined from thermopower measurements is equal to
of a-GeTe films are sensitive to additives of,Be;, Bi, Y, 2.25x 10 %eV K, which gives exp§/k)=14. It then fol-
Gd, Tb and also toy irradiation®-1° lows from relation(4) that o',j,=115 S/cm. Using the rela-

Here we report new experimental results on the darkion
conductivity and thermoelectric powéBeebeck coefficieit
of a-GeTe films exposed tg rays at doses of £26-1¢ Gy, Tmin=0.026%/agh, (6)
and we discuss carrier transport mechanisms.

Amorphous GeTe films of thickness 0.3gth were pre-
pared by electron-beam deposition in a vacuum ofé1@rr
and by rf magnetron sputtering in an argon plasma. Coplanar 20 -20 k
Al electrodes were first sprayed onto glass or quartz sub-
strates, and then theeGeTe layers were deposited between
them atT,=293 K. These contacts provided a linear 1-V
curve at applied voltages up ta100 V. Some of the
samples werey-irradiated in the cooled channel of a ©o
source at doses of #9010 Gy. The measurements were pre-
ceded by thermal cycling of the samples in the range 120
—350 K.

The temperature dependence of the dark conductivity of
unirradiateda-GeTe films prepared by both metho@sg. 1)
is typical of the conductivity at the mobility eddg, in the

. o]
rangeT=140-350 K and corresponds to the relation o
o
0= 0min exd — (E;—E,)/KT], (1)
whereE; is the energy of the Fermi level, ang,;, is the
minimum metallic conductivity.
If Ei—E, depends linearly on the temperature, it follows
from Ref. 11 that
Ef_EU:(Ef_Ev)O_yT (2)
and, as a result,
o=0y eXxpAE,/KT), (3
where AE,=(E;—E,), is the temperature-independent ac-
tivation energy, and R i R 1 \ )

| _ 20YT1,k"1
is a pre-exponential factor.

_ The th_erm()power of th_e unirradiateeGeTe films(Fig.  FiG. 1. Electrical conductivity of-GeTe films versus temperature before
2 is described by the relation and aftery irradiation.1) D=0; 2) D=10 Gy; 3) D=1 Gy.
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B 2) decreases considerably, and its temperature dependence is
not described by a single conduction activation energy in the
%00 1 investigated temperature range.
The parameters characterizing the electrical conductivity

and thermopower of the unirradiated and irradiate@eTe

films are given in Table I.
2 We know!! that the changes in the conductivities of
1200+ glassy and amorphous semiconductors after irradiation can
be attributed to radiation-induced defect formation. Accord-
ing to the models of Matt and Davisand Kastneet al.? a
narrow band of localized states exists near the Fermi level in
the band gap of an amorphous semiconductor. The origin of
80 J this band is associated with vario(ntrinsic) defects of the
substance. Owing to the formation of radiation defects, the
conductivity of amorphous layers can change only when
their concentration becomes commensurate (atlexceeds
that of the existing intrinsic defects.
400 An analysis of the results shows that the total conductiv-
ity of a-GeTe samples irradiated to a dose of Gy is the
- sum of two components:

S, uV,/K

o=0,+ 0y, (8)
N 1 1 i 1 3 1 1
2.0 4.0 5.0 where o,= 0, exd —(Es—E,)/KT] is the conductivity via
10’/7',;(” extended statesr,= o, exd — (Es—E,+W)/KT] is the con-

ductivity at the levelg, in the tail of localized states of the
FIG. 2. Thermopower ofi-GeTe films versus temperature before and after valence band, an@/ is the polaron term.

y irradiation.1) D=0; 2) D=10" Gy; 3) D=1 Gy. The thermopower is described as the sum of two
conductivity-weighted terms:
S=(0,/0)S,+(0p/0)S,, €)

wheree is the electron chargeg is the damping parameter
of the wave function, andh is Planck’s constant, we find where
ag=4 A. Mott’s equation’® for ag has the form
S,=—kle[—(Ef—E,)/KT+A,], (10)
ag/a=[N,(En)/N,(E,)], (7

where N,(E,) is the density of states at the levél,,
N, (E,,) is the density of states in the middle of the valenceFor samples irradiated to a dose of KBy, at low tempera-

sz_k/e[_(Ef_Eb)/kT+Ab]. (11)

band, anda is the interatomic distance. tures we observe a hopping conduction mechanism among
Assuming the valuesN,(E,)=10eV lcm 2 and localized states near the Fermi level, and at high tempera-
a=2.5 A, we obtainN,(E,)=2.4x10%%V cm 3 tures conduction takes place by carrier transport to the level

At an exposure dosB =10? Gy the temperature curves Ej. The total conductivity of these samples can be written in
of o andSdo not exhibit any changes. A&t=10* Gy, inthe  the form
rangeT<250 K they deviate from linear and are no longer _ _ —1a
. . . - . =00 X — (Ef—Ep+W)/kT+ 0q3 exp(B/T :
described by a single conduction activation eneffgigs. 1 o= To2 XH ~ (B~ By ) 703 EXN )] (12)
and 2. It is evident from the inset to Fig. 1 that for an _ _
exposure dos® =10° Gy at low temperatures a linear tem- INvoking the expressions

perature dependence is observed in Mott coordinates, and at g_ 1.66a%/k(N/)] (13)
high temperatures it exhibits the same variation as in samples '
irradiated toD = 10" Gy. The thermopower of the film§ig. R=3Y2mwaN(E,)kT]" V4 (14)

and assuming, as in Ref. 9, that the reciprocal of the damping
parameter of the wave functiom *=0.8 nm, we find that
the calculated radiation-induced density of localized states at
the Fermi level isN(E¢) =2.6x 10%V~1cm 3, and the car-

TABLE I. Values of the pre-exponential factors-{;) and thermal activa-
tion energies of conductiom\E, andAE,) for y-irradiateda-GeTe films.

T>250K T<250K rier hopping length isSR=90 A. The thermopower is also
Exposure oy, Tor described by exp_ress?ons _analogou$9b—(11).
dose, Gy Slcm AE,, eV AE,, eV Slcm AE,, eV AE, eV For a-GeTe films irradiated to a dose of 4Gy, better
0-1% 1600 036 036 1600 036 036 agreement between the c_alcula(emng the given models
100 800 0.32 030 5 0.22 018 values and the experimental data is observed for

10 200 0.20 015  — _ _ E;{—E,=0.17 eV andW=0.04 eV. This fact suggests that
whena-GeTe is irradiated to T0Gy, the tail of the valence
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films independently of the technique by which they are pre-
pared; these changes are irreversible, because thermal cy-
cling of the samples in the investigated temperature range
does not produce any changes in the behavior of the kinetic
parameters of the irradiated samples. We assume that the
observed changes in the conduction mechanism®eéTe is
caused mainly by the formation of radiation defects, which
we denote, in accordance with Ref. 12, as elementary
C; (Te) and T;(Ge), along with complexes of the type
T5(Ge—C; (Te). In view of datd® on the relative molar
energies of the chemical bonds in the system Ge-Te, it is
entirely possible that the degree of destruction of certain
bonds will depend on the absorption of energy from the in-
cident radiation, creating a definite energy spectrum of local-
ized states in the band gap of the condensates.
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Structure and nonlinear optical properties of zinc selenide films
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The linear and nonlinear properties of polycrystalline zinc selenide films are investigated as a
function of their deposition conditions. It is shown that the complex nonlinear refractive

index correlates with the crystallite dimensions in the deposited film. This correlation suggests
the localization of electrons in surface states of the crystallites as a possible mechanism

of optical nonlinearity in zinc selenide films excited in the transparency band at a wavelength of
633 nm. © 1997 American Institute of Physid$1063-78427)01209-9

INTRODUCTION face diffusion and the activation of desorption processes, as
he substrate temperature rises, which govern the structure of
he deposited film.

The crystal structure of the films has been analyzed by

The preparation and investigation of the properties oﬁ
zinc selenidéZnSe thin films are intriguing by virtue of the

potential of this material for the efficient nonlinear conver- " ¢ . x-ray diffractometer with a wavelength

sion' of optigal signals in. informa}tion proces;brﬁ?ptical A=1.54178 A. A typical diffraction spectrum of ZnSe films
nonlinearity in polycrystalline semiconductor films is usually is shown in Fig. 2a. Diffraction patterns of films deposited at

observed when the films are excited in or at the edge of thearious substrate temperatures are shown in Fig. 2b. The

strong _absor_ptlon region. In a number ofez(r:ases, hov_vevelmms are polycrystalline, and in every case the crystallites
appreciable light-induced changes are obserwedhe opti- ave a cubic structure oriented predominantly wif22)

gal epsrs? perties d'o ft_semﬁgnductor ﬂ;m'f'l.m 1chge§.exc'te(€arallel to the substrate. No other structures have been ob-
y -hm radiation with a power denstty CNT. SINCE ~ arved in identifying the diffraction patterns.

the emergence of nonlinear properties in polycrystalline The optical transmittance was measured by means of a

fiIms_ Is "T‘ked to their. strucFuraI charactt_aristi’cﬂ,ig imppr- spectrophotometer in the wavelength range 300—1000 nm.
tant n this regard to investigate the optical nonlmganty a5 8rpg results for films deposited at various substrate tempera-
funct|o_n of_the structure and degree of crystallinity of thetures with allowance for reflection and interference effects

deposited films. are shown in Fig. 3.

All the films are characterized by substantial variation of
the absorption near450 nm, which can be interpreted as
the fundamental absorption edge. The presence of steps on

Here we give the results of an investigation of the opticalthe absorption-versus-wavelength curves is associated with
properties and structure of zinc selenide films prepared by r$ize effects due to the polycrystalline structure of the film.
sputtering of a polycrystalline ZnSe target. Films having a The film refractive indexx and the absorp_tion coefficient
thickness up to um on substrates of K8 optical glass, fusedK at & wavelength of 633 nm were determined by a wave-
quartz, and leucosapphirex-Al,05, (000D pland were guide techniqué.The dependence af on the substrate tem-
grown at substrate temperatures ranging from 350 K to ss@eraturel is represented by cuniin Fig. 1. The absorption
K in an argon atmosphere at a pressure of 0.01-0.03 Pa. TROefficientk fluctuated very little for different films and had
rate of deposition was calculated from the measured thickvalues from 2¢10™* to 10°°. The nonlinear optical constant
nessd(6d=10 nm.

For a given type of substrate, its temperature and the
deposition rate are the main parameters governing the prop-
erties of the film. The dependence of the film deposition rate q2.55
V on the substrate temperatufas represented by curvein
Fig. 1 (fused quartz substrateThe curve is typical of the 61107°F
growth of films of 1I-VI compounds in a quasi-closed §
volume® The decrease in the deposition rate of the films in  § i
the range of substrate temperatures below 460 K can be at- =, 4
tributed to an increase in the desorption flux from the sub- >
strate surface, and the increase in the deposition rate at sub- 3} 1077
strate temperatures abo¥g=460 K is accompanied by an

EXPERIMENTAL PROCEDURE AND RESULTS

T12.45

12.4

. . . . .. . L L L

increase in the sqrface diffusion coe_ffluent of t_h_e deposited 2350 w0 750 500 T.K 2.3
components, which causes the film deposition rate to

increase’. Conseque_ntly, the minimum of this curve 1S the FiG. 1. Film deposition raté1), refractive index(2), and nonlinear optical
result of two opposing processes, viz., the escalation of suronstantn, (3) versus the substrate temperature.
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FIG. 2. X-ray diffraction patterns of films deposited on a quartz glass subg g 3. Apsorption spectra of films deposited at various temperatures on a
strate at various temperatures. a: 440 K1p410 K; 2) 460 K; 3) 520 K. fused quartz substrat@) and on different substrates at 440 (K); film
thickness~0.25um. a: 1) 410 K; 2) 460 K; 3) 520 K. b: 1) Fused quartz;
2) K8 glass;3) sapphire.
n, and the nonlinear absorption coefficigngt were deter-
mined by a procedure described in Ref. 2, i.e., from the
variation of the intensity distribution in the Fourier spectrum . ] ) ) )
of a light beam reflected from the film as the power of thetive index of the films is close to the_ mde_x of smgle-grystal
incident beam was varied under self-excitation conditions af"S€(2.52—2.58; Ref. b The absorption rises steeply in the

a radiation wavelength of 633 nm. The dependence of th&P€ctrum near~450 nm. Data from an x-ray structural
nonlinear constant, of the film on its deposition tempera- analysis are indicative of the deposition of an oriented zinc

ture is represented by cun&in Fig. 1. The value of the selenide film. The film parametefiefractive index, width of
nonlinear coefficienk, varies from 105 to 6x 1077 (light- the band gap, and structyrecarcely change at deposition

induced transmission enhancement of the film is observed@t€s below 4 nm/min. Judging from the quality of the films
and is also a maximum for films grown @t=460 K. The and the technological amenability of their deposition, we can

power density of the sensing beam does not exceed 10 wiggard deposition rates of 4.5-4.0 nm/min as optimal. All the
cm? (A =633 nm). The thermal nonlinearity estimated in ac- measurement results discussed below have been obtained for

cordance with Ref. 2 is negligible in this case. films prepared at this deposition rate. _

The minimum of the refractive index as a function of the
substrate temperatureurve 2 in Fig. 1) and the observed
high-frequency shift of the fundamental absorption edge in

Our investigations of the film properties have shown thatthe absorption edge of films grown®& 460 K (Fig. 39 are
at deposition rates above 5.0 nm/min the films have a lowpossible evidence of the growth of finely disperse crystallites
refractive index and a diffuse fundamental absorption edgé the film. Here the film material has a refractive index of
in the absorption spectra, which is shifted toward the long2.47, and the diffraction patterns exhibit a broad peak at 44°,
wavelength end of the spectrum. This characteristic is probwhich is characteristic of zinc selenide and corresponds to
ably attributable to imperfections of the film and a high con-(022) orientation.
centration of defects due to a departure of the deposited Yodo et al® have also noted significant degradation in
material from stoichiometric composition as the growth ratethe quality of ZnSe films grown at temperatures below 470 K
increases. At deposition rates below 5.0 nm/min the refracin an investigation of the properties of films deposited on

DISCUSSION OF THE RESULTS
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zinc selenide substrates. In the same paper, however, thi®en of direct transitions. Although the application of the
authors mention a considerable improvement in the qualitgiven model is not entirely correct for our case — it does not
of the layers as the growth temperature is lowered. In thaltogether adequately represent the synthesized structures —
present study, on the other hand, we have observed an inand although these calculations are approximate in nature,
provement in the crystal quality of a film on a substrate of athe crystallites are found to have dimensiord2-7 nm,
dissimilar material at substrate temperatures below 460 K. Avhich are close to the data of x-ray structural measurements.
growth temperature-460 K can be called critical from the The minimum grain diameter is obtained for films prepared
standpoint of film quality. It is interesting to note that films at the critical temperature. A decrease in the crystallite di-
obtained at growth temperatures of 410 K have a better crysnensions leads to an increase in the density of surface states
tal quality than films grown above 470 K. This statement isin the bulk of the film, and this causes the complex nonlinear
supported by x-ray structural analysis défég. 2). constant to increase.
The properties of films deposited on substrates made of
different materials differ considerably. qu example, as the-ncLusion
substrate is changed in the order sapphire—K8 glass—fused
quartz, the lattice constant estimated from x-ray spectra de- We have prepared oriented, polycrystalline zinc selenide
creases from 5.71 A to 5.66 A, a high-frequency shift of thefilms on an amorphous substrate and in the process have
fundamental absorption edge is observed in the absorptioiscovered the existence of a critical temperature from the
spectra(Fig. 3b), and the refractive index of the film varies standpoint of the quality of the deposited film.
over the interval 2.51-2.48T( 440 K). These differences We have investigated the behavior of the linear and non-
are not as pronounced for thicker films. The reason for this i§inear properties of the films as their deposition conditions
not altogether clear. However, we are inclined to agree wittare varied. We have shown that the complex nonlinear con-
Kalishkin et al® in their hypothesis that the influence of the stant correlates with the dimensions of the crystallites in the
substrate subsides when the thickness of the layers exceedgposited film. This correlation suggests that the localization
certain values, and one can expect a transition to the growtdf electrons in surface states of the crystallites can be viewed
of films with a thermodynamically stable cubic modification. & a possible mechanism of optical nonlinearity in zinc se-
This fact can be exploited to produce oriented films on varilenide films excited in the transparency band for radiation
ous substrates at energetically more favorable low temperavith a wavelength of 633 nm.
tures. The author is grateful to A. I. Vitenkov and A. S. Bor-
Films grown under critical conditions, i.e., films depos- bitskif for a profitable discussion of the results.

ited on a fused quartz substrate at a substrate temperature
~460 K, show the greatest promise in relation to studyingig p. Apanasevich, O. V. Goncharova, F. V. Karpushko, and G. V. Si-
the nonlinear optical properties. Since the nonlinear optical nitsin, zh. Prikl. Spektroskd7, 200 (1987).
properties of polycrystalline films are related to size effectsA. B. Sotski, A. V. Khomchenko, and L. I. Sotskaya, Pis'ma Zh. Tekh.
due to the influence of the grain boundarese have at- ,Fiz 2016), 49(1994 [Tech. Phys. Lett20, 667(1994].

. . . . . I. P. Kalinkin, V. B. Aleskovski, and A. V. SimashkevichEpitaxial
tempted to estimate the dimensions of the crystallites in the g of 11-vi' Compoundsin Russiaf, Izd. LGU, Leningrad1978.
films. They are estimated by two methods, which give suffi- “v. p. Red'ko, A. A. Romanenko, A. B. Sotgkiand A. V. Khomchenko,
ciently well-correlated results. The grain diameter is deter- Pliggna Zh. Tekh. Fiz18(4), 14 (1992 [Sov. Tech. Phys. Lettl8, 100
mined from the broadening of the x-ray lirfeand vgrle§ 5E:rystaa]llline Optical Materials: Catalogedited by G. T. Petrovski[in
from 19 nm to 7 nm as the substrate temperature varies in thegssias, Dom Optiki, Moscow(1982, pp. 27—28.
investigated range. Here the minimum grain diameter is®T. Yodo, T. Koyoma, H. Ueda, and K. Yamashita, J. Appl. Plt# 2728
found for films obtained at a substrate temperature of 460 K.7§(1§8g- Umanski Yu. A Skanov. A N. Shanov. and L. N. Rastorguev
On the other hand, the S_IZe of the CryStaHIteS can be e_StI- Cr);stéllography, X-F.iay. Dif‘fractoyme.try,. and EIec;tron Mi‘cro.sc@'WRugs- ’
mated from the blue shift of the fundamental absorption sjar, Metallurgiya, Moscow(1982.
edge. Such estimates have been made using the effectivét. Drus, IEEE J. Quantum Electro@E-22, 1909(1986.
mass approaéwith allowance for the influence of the vari- °Al- L. Effos and A. A. Bros, Fiz. Tekh. Poluprovodril6, 1209 (1982
ance of the crystallite dimensiofisThe width of the band ~ [S°V- Phys: Semicond6, 825(1982].
gap is calculated from the absorption spectra on the assumpranslated by James S. Wood
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Growth of periodic Hg ;_,Mn,Te structures by liquid-phase epitaxy
S. V. Kletskit

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252028 Kiev, Ukraine
(Submitted January 30, 1996; resubmitted May 28, 1996
Zh. Tekh. Fiz67, 64—67(September 1997

A procedure for the calculation of phase equilibria in the tellurium corner of the phase diagram
of the ternary system Mn—Hg—Te is described within the framework of the model of

regular associated solutions. The initial concentrations of the nonstoichiometric fluxed melts and
the temperature regimes of their cooling for the controlled liquid-phase epitaxial growth of
inhomogeneous Hg ,Mn, Te structures with prescribed modulation of the composition along their
thickness are determined by numerical solution of a nonlinear inverse Stefan problem.

© 1997 American Institute of PhysidsS1063-78407)01309-3

We have previouslyinvestigated the problem of deter- AS,To+ ag— WX
mining the temperature and concentration conditions for the T= Y1=%) 2
growth of Hg _,Cd, Te epitaxial layers with a specified com- AS,—a;+RIn A-y)1i-2)

position profile. To calculate the phase equilibria in the ter-

nary system Cd-Hg-Te, we used the quasi-binary CdTe+Hjere T s the absolute temperaturaS, and T, are the en-
HgTe tie line of the state diagram of this substance, afropies and melting points of the binary compounds
approach that enabled us to describe the crystallization of th@: HgTe,MnTe, R is the universal gas constant, angl,
ternary alloy by means of a relatively simple Stefan diffusionlgi , andW are adjustable parameters. The parametgrand
problem consisting of one diffusion equation in the liquid 4. are used to renormalize the entropy and the melting point
phase and appropriate boundary conditions on the movings the binary alloy HgTeB, and3; serve a similar purpose
and stationary boundaries. The determination of all the unfgy the alloy MnTe, and the interaction parametrof the
knowns characterizing the moving phase interface was recomponents in the solid phase is chosen to match the calcu-
duced to the numerical solution of a single transcendentghted and experimental data along the liquidus and solidus
equation representing a finite-difference analog of the Stefappyes (6<x<0.1) for the quasi-binary HgTe—MnTe tie
condition of equal diffusion fluxes. line. The numerical values of all quantities in the phase equi-
The description of the phase equilibria in the ternary|iprium equation are given in Table I. The details of the
system Mn-Hg-Te poses a far more complex proBlém procedure for determining these values and, in general, the
and does not allow the approach of Ref. 1 to be transferrefiocedure for calculating the phase equilibria in the given
formally to the case of liquid-phase epitaxy from a nonsto-system are described in Ref. 2 and in the literature cited
ichiometric (Hg; - ,Mn,),_,Te, melt. The low accuracy of therein.
some experimental procedurésbove all, differential ther- The system of transcendental equati¢hsand (2) are
mal analysiy the existence of metastable states of the meltgmenable only to numerical solution, for example, by the
the strong diffusion of cadmium from the substrates at thesgs5—Seidel method. However, the thermodynamic theory
growth temperatures, and other factors severely compoungk phase equilibria is inadequate for calculations of transient
the difficulty of plotting an accurate phase diagram of thisprocesses of liquid-phase epitaxy of inhomogeneous solid
substance. Inhomogeneous ;HgMn,Te films suitable for  sojytions. The growth of the epitaxial layer is determined by
the fabrication of infrared photodetectors are usually grownhe diffusion influx of the components toward the moving
by liquid-phase epitaxy from a fluxed melt with a low man- phase interface from the volume of the fluxed melt and by
ganese content and a high tellurium content. It has beefhe temperature variation of the growth system. As a rule, the
shown previousfythat the model of regular associated solu-temperature distribution in liquid-phase epitaxy is small
tions is applicable to this range of compositions. The solidenough that it can disregarded. The controlling time variation
phase is regarded as a simple regular solution of thgf the temperatur@(t) to ensure the production of inhomo-
pseudocomponents HgTe and MnTe, and the liquid phasgeneous structures with the required composition-thickness
(Hg; - Mn,),_,Te, is regarded as a completely associatedyrofile x(r) can then be determined by the numerical solu-

written in the form

ﬁCi_ (72Ci h o
X:Z(l_y) E_Di?’ t>0, h(t)<r<H, i=Mn,Hg, (3)
y
subject to the initial conditions
W(1—x?)—AS)(T;—T)+Bo— B1X
xexp - RT @ ht)=0, T(t)=To, c(r=c?, t=0, (@
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TABLE I. Thermodynamic parameters for calculating phase equilibria in the system Hg—Mn-Te.

System Compound AS, T, ,K W, ag, aq, Bo. B,
J/mole K J/mole Jimole  J/molkK  J/mole J/mole
Hg-Te HgTe 38.5 943 - 1633 3.3 - -
Mn-Te MnTe 41.9 1430 - - - 28890 51920
HgTe—MnTe - - 14236 - - - -
Stefan-type conditions at the moving interface: These equations can be rewritten in the form
Ci Z(1-y)=a;x+by, @)
D, - =(cf~¢) =, t>0, r=h(t), 5 .
or o (1-2)(1-y)=ayx+by, ®
and the condition of zero diffusion flux at the second, fixedwhere
boundary: 1
0.5V(Ar¢/Dy) Bi
(?Ci _ N a1: 1 ’ b]_: - 1 ’
W_O’ t>0, r=H. (6) a;—1+V(Ar¢/Dy) a;—1+V(Ar{/Dy)
Herec; =z(1-y) andc,=(1-2)(1-y) are the concentra- _ _ _ 0.5V(Ar¢/D3) b :O-W(Arf/Dz)_BfZ
tions of manganese and mercury in the liquid phase, respec- a?—1+V(Ar¢/D,)’ 2 at—1+V(Ar¢/D,)’

tively, c;=0.5x andc5=0.5(1—-x) are the same in the solid

phaser is the coordinatet is the time,h(t) is the instanta- i i ) i
neous coordinate of the moving phase interfadeis the interface can be determined in each time step by solving

diffusion coefficient in the liquid phaseDf,=1.5x 1075 numerically the system of traqscendental equatidns(2),
crefs, Dy, =1.15< 105 cn?/s), andH is the initial thick- (7), and (8) by the_Gauss—SeldeI m.et.hlod, Wherg for. sm.all
ness of the liquid-phase layeH (0.1 cn. The equilibrium values ofét a phyS|caIIy.reas;.onabIe initial approximation is
values ofc{ andc; at the crystallization front are related to known from the preceding time step. When the space and

the instantaneous temperature by the phase diagram eqtfgpe intervals are properl_y chosen, the indi_cated sys_tem is
tions (1) and (2). well-posed, and its solution does not require any kind of

regularization algorithms. The concentration profiles at the
knowns arex,y,z, andh(t). In the inverse problem the re- remaining nodes of the grid are calculated from the usual
o ' backward sweep of the left elimination process. The ad-

quired composition profil&(r) of the growing solid phase is , L9
given, and the unknowns agez,h(t), andT(t). The direct vancement of the phase front leads to successive diminution
i A ' of the total number of nodeN=n—f and variation of the

and inverse problems with the same set of remaining paranP di " o h i
eters are related in such a way that the initial data for on&oordinate ste@rf—rf+1—rf ; C'onseque.nt y, In eact t!me
problem are the results of solving the other problem step a search is executed within prescribed error limits for

A special modification of the general forward/backwarg the required set of parameters, including the composition of

elimination method has been developed for the numericatlhe growing solid phase, as a function of the coordinate of
solution of problem(1)—(6); the main distinguishing feature € Phase interface. _
of this modification is the technique used to determine all the The method has been tested on a series of control ex-

unknowns associated with the moving phase interface. FoMPles. For example, at small times we ha€)~ ‘/f and
lowing Ref. 5, the “best" finite-difference schentanplicit, the error of the solution is estimated by comparing the nu-

monotonic. conservative schemes with second-order ac:Clﬁ'gerical results with the known self-similar solution for a half

racy in the coordinate and first-order accuracy in fimge  SPace; at large timeg(t)=H, and gridséwith a multiple
constructed by global interpolation for the solution of equa-"UMPer of nodes are us¢Runge principle). In each time
tions of the type(3) on a nonequilibrium Eulerian grid step the total quantity of each component in the liquid and

All the unknown parameters associated with the phase

In the direct Stefan problenfi(t) is given, and the un-

w={r=j-ot,rl l=hri*1 fIt1 T itlopgy The dis- solid phases is monitored:
crete analogs of the Stefan conditions at the moving interface h(t) H
are written in the formwe drop the superscrigt+ 1) M(t)= fo Cs(r)dr+ fhwq(r)dr:const. )
az(1-y)+Bi—2(1-y) B Once the inverse problem has been solved and the required
! Ar; =[0.52(1=y)]V, dependencéd(t) has been determined, the direct problem is
’ ) solved using this dependence as a known quantity for deter-
ai(1-2)(1-y)+Bf—(1-2)(1-y) mining the concentrations of all components at the phase
2 Arg interface. In every case the composition profle) calcu-

_ N1 _ lated in the direct problem coincides with the specified pro-
=[051-x)-(1 Z)(l y)‘]V, file x, (r) within the computational error limits.

whereAr;=r¢, ,—r¢, V=(hi**—hl)/ét, ande and B are The temperature—concentration regimes of epitaxial

adjustable coefficients. growth of inhomogeneous Hg,Mn,Te layers with linear
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composition profiles have been determined previously. Figtemperature region. The same cause accounts for the de-
ure la shows the temperature curvBgt) ensuring the crease in the total growth time of lay8in comparison with
growth of epitaxial layers with a thickness profile of the layers1 and2. These results, of course, are in no way sub-
composition in the form mitted as an exhaustive description of the problem, but

X(r)=A sin(wr)+Br+C, (10 merely to demonstrate the posgibilities of_ the ap_pr(_)ach.

In summary, the mathematical modeling of liquid-phase

whereA,B,C, andw are given constants. epitaxy of the semimagnetic semiconductor;Hgvin,Te

These composition profiles with the corresponding curveprovides a means for determining the initial compositions of
numbers are shown in Fig. 1b. The small initial segments ofhe growth solutions, their required degree of supersatura-
these curves are associated with the need to create a certaiion, and the law specifying the time variation of the tem-
supersaturation of the growth solution to prevent the epitaxperature of the growth cell in order to grow inhomogeneous
ial layer from dissolving as the temperature periodically in-structures with specified modulation of the composition. The
creases. Itis seen at once that the temperature clif§sin  given approach is easily generalized to the growth of single

Fig. 1a are deformed by the analogs of the concentratiogrystals and to the liquid-phase epitaxy and liquid-phase
profiles (Fig. 1b. The growth of regions of the epitaxial electroepitaxy of other multicomponent systems.
layer with high values of the concentratia(r) is accompa- | _ _ _
nied by a decrease in the subcooling temperature di1‘ference,(Ff‘r'];'S Z?g:;'rpi’;‘;g'l\;'sgl(it;g'?)]zh' Tekh. Fiz.57, 2247 (1987 [Sov.
while the growth of zones with low values ®(r) is accom- 2G| zhounir, S. V. Kletski, N. V. Sochinski, and V. M. Frasunyak, Izv.
panied by increased subcooling. This process leads to con-Akad. Nauk SSSR Neorg. Mate25, 1216(1989.
traction of the lower parts of th€(t) curves and elongation °M. A. Danilov, A. M. Litvak, and K. E. Mironov, Izv. Akad. Nauk SSSR
of the upper parts. The gradual manganese and mercury en\0'd: Mater28, 1860(1992.

. T . . T. I. Koneshova and E. N. Kholina, Neorg. Matéf, 1101(1994.
richment of the liquid phase has the effect of increasing thesa A samarski, Theory of Differencing Schemém Russiad, Nauka,
time intervals between successive maximum of the tempera-Moscow(1983.
ture curves. Notice that this behavior is not observed forGG. I. Zhovnir, S. V. Kletskii, and N. V. Sochinskii, Phys. Status Solidi A
curves of the typel, because the enrichment of the melt in 115 K31 (1989.
this case is offset by a gradual transition into the low-Translated by James S. Wood
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Thermal and Auger processes in  p—n junctions based on GalnAs/InAs and InAsSbP/
InAs heterostructures

G. A. Sukach, P. F. Oleksenko, A. B. Bogoslovskaya, Yu. Yu. Bilinets,”
and V. N. Kabatsit

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252650 Kiev, Ukraine
(Submitted April 9, 1996
Zh. Tekh. Fiz67, 68—71(September 1997

A study is made of the excess-energy relaxation processes and the mechanisms responsible for
overheating of the active zone of infrared emitters made from nonisoperiodic structures

with stressed InGaAs layers and from nearly isoperiodic INASSbP structures and emitting in the
wavelength ranga =2.5-5.0um are investigated. The relationship between the overheat

AT of the active zone of the structure and Auger processes is established foGmAs infrared
emitters. It is shown that the efficiency of Auger recombination decreasesageases in

the interval 0—0.09, promoting a sharp reductio\if. At x>0.09 the efficiency of CHHS Auger
processes decreases exponentially, but an increase in the density of dislocations due to the
appreciable value~+6.9%) of the lattice mismatch parameter causdsto increase, but slowly.

© 1997 American Institute of PhysidsS1063-78497)01409-9

INTRODUCTION density of equilibrium carriers in then-InGaAs was

A Tapn—3 :
The development and investigation of semiconductor in-10 3-5x10"cm  (due to the excess of In and Gén the

; - 6_ Tam—3 ;
frared emitters operating in the wavelength rangep—reglonpo 9X10'°-4x10""cm, and in the INASSbP the

\=2.5-5.0um, which spans the absorption bands of mostlcarrler densities were approximately an order of magnitude

industrial (noxious, toxic, and explosiyegases, unquestion-
ably poses a timely problem.

The occurrence of severe current overheating has be
established experimentally in single and double hetero-
structures made from isoperiodic InGaAsSb/InSb com
pounds emitting in the range=1.7—-2.4um. This phenom-
enon naturally produces unwanted changes in the radiativ

threshold, and other characteristics of devices. The autho diati ited th h th itaxial | q
have also analyzed the interrelationship between recombin%‘z’1 lation exited through the upppitype epitaxial layer, an

tion processegincluding Auger recombinatiorand thermal or th_e INAsSbP compounds it exited through the substrate.
processes, along with the role of energy barriers in the latter. .Flgure L shows'the dependence of the qverheat of the
Similar research has not been performed on excesé”lCt'Ve zone of the Q'OdA.T:TP—“_TaU‘b(TP—“ IS Fhe tem-
energy relaxation processes and optimization of the overRerature of thep—n Junction, andTa”_‘b IS the ambient tem-
heating temperatures of the active zone of IR emitters ut"izperature on the amplitude of th_e sml_JsmdaI current, deter-
ing nonisoperiodic compounds with stressed InGaAs/InAgmned by a procedure described N Refs. 3 anq L. A
layers and almost-isoperiodic emitters with unstresseé;haractenstlc feature of the experimental curves is their

INASSbP/INAs lavers operating in the range 2.5—5.0wm. grouping into two series: curvé for INAsSSbP heterostru_c—
y P g g H tures and curveg-4 for In,_,GaAs heterostructures with

various concentrations Each of the last three curves can be
partitioned into two segmentsT~1¥, depending on the cur-
We have investigated nonisoperiodic heterostructuresent and type of heterostructure. In the first segmért50
with stressed layers made from InGaAs (0.02<x<0.25) mA) the exponenk=0.71 for all types of heterostructures;
and emitting in the ranga =2.5-3.6um, and also struc- in the second segmenitt 50 mA) k=0.78-0.83. The maxi-
tures made from InAs, ,ShP, (x=0.07-0.12, mum exponent occurs for jn,GaAs heterostructures with
y=0-0.1),\=3.8-5.0um. Layers withy=0 were grown x=0.026, and the minimum fax=0.09.
to decrease the width of the band dgap and to obtain un-
stressed structures nearly isoperiodic with the InAs sub-
strates. DISCUSSION OF THE EXPERIMENTAL RESULTS
Layers of n-InGaAs andn-InAsSbP on(111)-oriented
n-InAs substrates were grown in a hydrogen flow from  We analyze the difference in theT=f(l) curves for
fluxed melts containing In and Ga with weighed portions ofp-In; _,GaAs heterostructures with different concentrations
InAs (InGaAs and containing In and Sb with weighed por- x, drawing on processes in narrow-gap materials with a high
tions of InAs and InP(InAsSbB; p-type layers were ob- majority carrier density in the active zonem#n junction IR
tained by introducing elements Mn and Zn into the melt. Theemitters.

ower. The uppep layer had a thickness in the range 8-15
pum. The investigated emitters had an area of>8800 um
e"ﬁith a point contact on the emitting surfattee contact area
comprised~20% of the area of the emitting surfacand a
full-coverage Ohmic contact on the back surface. The Ohmic
contact was formed by bonding an In-Mn—Au compound to
éhe p-InGaAs and the-InAsSbP, and an In-Sn—Au com-
ound to then-InAs. In the InGaAs IR emitters the output

SAMPLES AND EXPERIMENTAL RESULTS
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FIG. 1. Overheat of the active zone of IR emitters versus amplitude of thd=IG. 2. Increment of the overheat of the active zone of IR emitters with a

sinusoidal current af =298 K. 1) INASSbP emitter\ .= 4.31 um; 2—4) specified composition of the {n,GaAs solid solution above the overheat

In;_,GaAs: 2) x=0.09;3) 0.17;4) 0.026. for IR emitters with the optimum compositiorx€ 0.09) atT=298 K and
1=300 mA.

First of all, we note that the effective curreit/2 must
be used in estimating the thermal effect of the sinusoidaprocesses in In ,GaAs compounds in the temperature in-
current and to calculate the slope The inclusion of this terval 200—400 K. The contributions are comparable at
factor brings the slopes of th&T(l) curves in the present T~130-160 K.
study close to those in Ref. 2. The equal slopes of the The behavior of the temperatusd (x) due to the con-
AT=1(l) curves al <50 mA (taking into account the ther- tribution of only Auger and other recombination processes is
mal effect of the currentl <35 mA) for all three shown in Fig. 2 as determined from the difference in the
In,_,GaAs structures indicates that they have the sameverheats of the active zone of emitters with various values
mechanism of relaxation of the excess energy. The heatingf x in the interval 0—0.22 and witk=0.09(minimumAT).
mechanism operates as follcvAt low to moderate currents It is evident that at maximum amplitude of the sinusoidal
the temperature of the electron gés, whose steady-state current (=300 mA) this differencedT does not exceed 10
value is established by electron—electron and electron—holé. It has been noted earlfethat in the four-band Kane
interaction, scarcely differs from the lattice temperaturemodel the classical Auger recombination channel of the
Tp=Tp_n (only lattice heating of the active zone due to ther-CHHV type (recombination of one electron and two holes,
mal expansion of the lattice constant is encountered here; theith the energy transferred to one of these holes in the same
contribution of this mechanism does not exceed P58 band in p-InAs materials and in similarly constituted
| >50 mA the steady-state temperature of the electron gag-In;_,GaAs compounds does not play a significant role.
exceeds the lattice temperatuithe relaxation time to this Here the principal mechanism of recombination of nonequi-
temperature is~10 4-10%s). The excess energy of the librium carriers atT>100 K is the CHHS Auger process,
electron gas is transferred to the lattice both by interaction.e., a process involving one electron and two holes, with one
with optical phonons(initially with those having a long of them (the heavy hole-m;) ejected into the spin—orbit
wavelength and eventually with all of thgrand by the in-  split-off band(the rate of this process isRApSAn, and its
teraction of nonequilibrium and nonequilibrium phonons. Intime constant ig= R;lpaz, whereR, is the rate of Auger
this current range thAT=1f(l) curves are observed to have recombination by the CHHS mechanisrilere the laws of

different slopes for different In ,GaAs compositions. conservation of energy and momentum do not impose any
The difference in the slopdsfor In; _,GaAs structures restrictions on the energies of the recombining particles.
with different concentrations at I >50 mA is conducive to The values ofr=5-55 ns determined in this study are

changes both in the energy dissipation mechar(istierac- close to the interband Auger recombination times measured

tion of carriers with all excited optical and acoustical experimentally(at 300 K by techniques based on the pho-

phonons and phonon—phonon interaction, which causes etsconductivity and the photomagnetic effeets=5-10 ns

ergy to be transferred from the electronic system to the latRef. 6, and calculated theoretically;=1145 ns(Ref. 5),

tice) and in the recombination mechanigincreasing value for p-Ingo/GayofAs layers with a carrier density

of 7,) and variation of the relation between the monomolecu—~ (1-2)x 10t’cm™ 3. For p-InAs andp-In, _,GaAs compo-

lar mechanism of nonradiative recombination and highersitions withx=0 the efficiency of the Auger processes is a

order mechanisms maximum, and the internal quantum yiedd is a minimum.
Competition between radiative and Auger proce$sSes This situation is brought about by the proximity Bf, for

is known to provide a definite contribution to recombinationthese materials to the spin—orbit splitting enefgyThe lat-
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ter consideration is conducive to extinction of the lumines- 0
cence of such materials and to maximum overheating of
structures based on themiccording to Ref. 5, upon satis-

faction of the condition

T T T TTTT]

By _m

T —2mso (1)

z,ns

the Auger recombination coefficient is a maximysince a

compromise is struck between the requiremegt-A=0

and the requirement of a high density of final states for the

third charge carrigr does not depend on the density of ma-

jority carriers(in the nondegenerate casand has the value L TR S S S

Ra=2.2x10"2" cm®/s. In Eq. (1) m,=0.41-0.42n, and 10 L ’”P-x Cma’” v

mg,=0.14m, (Ref. 5 are the effective masses of the heavy ¢

hole in the spin—orbit split-off band and of the light hole, ri. 3. Experimentally measured lifetime in the compoupdsAsSbP(1)

respectively, andn, is the electron mass. and p-InGaAs (2) and theoretically calculated time of the CHHS Auger
As x is varied in the interval 0—0.09, the efficiency of the process for InGasAs structuréd). | =120 mA, T=298 K.

nonradiative CHHS Auger recombination channel decreases

because the differendg;— A increasesky— A =40 meV at

x=0.082 on account of the increasexpwherekE, changes

by 40 meV, wheread changes only by 0.2 meV; Ref).4 cesses in the presence of a large number of phonons and

The indicated disparity naturally has the effect of increasingmpurities, which remove the constraints imposed on the

the recombination flux through the alternative emitting chan-given processes by the momentum conservation®|dis

nel and of decreasing T (see Fig. 2, and also Fig. 1, where tends to reduce bothand »; and, therefore, to increagerT,

AT is a minimum forx=0.09); this result correlates with albeit slowly.

the sharp increase of the radiation power in the active zone The emergence of these various types of nonradiative

of p-InGaAs asE,—A varies in the interval 30—-45 meV recombination in the thermal processes of IR emitters based

[at T=77 K (x=0.082) it is 20 times the value fgrInAs;  on InGaAs/InAs and InAsSbP/InAs heterostructures is illus-

Ref. 4. trated in Fig. 3, which shows the dependencergfon the
With a further increase in, even though the density of density —of majority carriers p,. Clearly, at

final states fnsT)%? also increases, the probability of the po<3x 10 cm™3 (InAsSbP heterostructuresadiative re-

CHHS Auger process diminishes exponentially, becauseombination rather than Shockley—Read recombination con-

only carriers from the tail of the distribution function partici- tributes predominantly to the dependengg(po) (of course,

pate in recombination, on account of the increasg pénd, Shockley—Read nonradiative recombination does contribute

in particular, of the differenc&,— A (Refs. 7 and b The  to T). In the latter case would be observed to be inde-

temperature differenca&T should decrease even more in this pendent ofpg. For pp>9X 10'% cm™3 (InGaAs heterostruc-

case. In the given range of compositions, however, alterngures the main contribution is from Auger processes. This

tive nonradiative recombination channels are activated as fact is evinced by the closeness of the theoretical and experi-

result of the abrupt increase in the density of inclined dislo-mental curves for¢;, which exhibit the same quadratic be-

cations due to the appreciable value §.9%) of the lattice havior. The decline of the experimental curve below the the-

mismatch parameter. Viewed from the upper epitaxial layeoretical can be attributed to the contribution of other

of p-InGaAs, the dislocation density determined by countingrecombination mechanismsin particular, radiative and

etch pits is observed to increase jsncreases, attaining Shockley—Read recombinatipto the dependence.x(po).

5x10° cm 2 atx=0. In actual operation dislocations serve

as a source for the formation of a powerful, stable channel of

nonradiative recombination, causingy (x) to increase, in

the range of compositions where the probability of CHHSconcLusIoNS

Auger processes falls off drastically. They can be Shockley—

Read processes through deep levels in the bulk and interface 1. We have investigated the overheating temperatures of

regions of the heterostructure due to the presence of disloc#he active zones of IR diodes of various compositions based

tions and their dislocation framéwith an average density of on In;_,GaAs (0.02x<0.25), emitting in the wavelength

point defects~5x 10" cm™3) (Ref. 8, together with the range\=2.5-3.6um, and InAs_,_,ShP, (x=0.07-0.12,

inclusion of other types of Auger recombination having ay=0-0.1),\=3.8-5.0um.

lower probability under ordinary conditions, for example, 2. We have established that in;InGaAs emitters the

classical CHCC and CHHV Auger processes, or of processasain contribution to overheating of the active zone of struc-

of the type CHHL (involving an electron and two heavy tures withx=0-0.09 is from CHHS Auger processi@s the

holes, one of which is ejected into the light-hole band limit x—0 for =300 mA we havesT~ 10 K); for struc-

where the probability of these processes increases against thees withx>0.09 the overheating is due to Shockley—Read

background of diminishing probability of CHHS Auger pro- recombination mechanisms acting through deep centers.

T TTTTTY]
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Multiple reflections in backscattering by a single scatterer near a perfectly reflecting
surface

F. M. Ismagilova and F. M. Ismagilov

Elabuga State Pedagogical Institute, 423630 Elabuga, Russia
(Submitted January 16, 1996
Zh. Tekh. Fiz.67, 72—-75(September 1997

The scattering of a plane electromagnetic wave by a solitary scatterer randomly positioned near a
perfectly reflecting surface is investigated in the dipole approximation taking into account

infinite multiplicity of scattering. It is shown that the presence of multiply reflected waves
increases the “effective” polarizability of the particle and adds another component of the

dipole moment along the normal to the surface. As a result, the backscattering enhancement effect
becomes stronger, and the angle of incidence at which amplification @fplotarized wave

vanishes becomes smaller. The influence of multiply scattered waves increases as the patrticle
approaches the boundary in this case. 1@97 American Institute of Physics.
[S1063-78497)01509-2

The scattering by a system of randomly arrayed particlesontribute to the backscattering enhancement effect and can
is accompanied by the formation of coherent channels, whickherefore be designated as idle.
lead to the enhancement of backscattefirjThis phenom- We carry out a wave analysis to determine the polariza-
enon is observed even in scattering by a single particle lotion effects. Let a scatterer be located at the point
cated near an interface. The problem has been investfyateth= (0, 0,p) at a distance from a perfectly reflecting sur-
in the example of scaldacoustid waves, where an estimate face. We place the coordinate origin at the interface, and
has been obtained for the enhancement factor in scatterirf§jrect thez axis along the normal at a point such that it
above a perfectly reflecting surface. The vector nature oPasses through the scattef€ig. 23. We also assume that
electromagnetic waves introduces new aspects into this ph&monochromatic plane wave polarized along the unit vector
nomenon. e — Ej,.=eEqexp(k-r), wherek=(k sin #,0,—k cos#) is

The scattering of-polarized light by slender rodé.e.,  the wave vector — propagates from the source and is inci-
two-dimensional scatteringabove a dielectric surface has dent_on the particle. Two polanzat_lons of the incident wave
been investigatet!® The enhancement factor fprpolarized r(_alatlve o the plaqe of [nC|dence, €., 'Fheplane, are pos-
light is found to be suppressed as a result of the Brewst ible: ) s-polarization with the polarization vecterperpen-

Sicular to the plane of incidence =(0,1,0); 2
effect! Ismagilo® has derived simple equations for the icufar € b _Incl &=(0,1.9), P
. i . ionB larization with the polarization vecterlying in the plane
backscattering enhancement factor in the three-dimension f ; - .
. . : - Of incidence,g,= (cos¥, O, sin¢).

scattering of electromagnetic waves by a particle sufficiently be th larizabili f th icl he dibol
far from an interface, when the average distafygefrom the Let @ be the polarizability of the partlc e. The dipole
) . ' - moment induced on the scatterer consists of three terms:
interface is much greater than the wavelengtbf the inci-
dent radiation:p)>X\. This condition enables us to disre- P=(Px.Py.Pz) = aEinc+ aE; +aky, (1)
gard the influence of multiply reflected waves, i.e., waves
that are scattered by the particle, are incident on the inter-
face, are then reflected by the interface, and are once again o
incident on the particle. As the particle is brought into closer
proximity with the interface, the influence of multiply re- N\
flected waves increases significantly, altering the polarization \\
relations obtained for backscattering enhancerfent. \

Here we consider a point scattergrsituated near the \

AN

interface of two medidFig. 1). A wave from the sourc®

arrives at the scattere3 by two channels: Lby the direct \ \ 17
path; 2 by reflection from the interface. There are two more 0 4 \

channelsl’ and 2’, by which the singly scattered field ar- s
rives at the observation poift. When the positions of the 3

receiver and the source coincid@<{0’) the paths (12 and /3'

(21") are identical, and the corresponding fields become co-

herent:u(12')=u(21’') (coherent Watson channglsAs a

result Qf stgtlstlgal averaging over the Sf:atterer positions, thﬁG. 1. Ray paths in scattering by a parti@enear a perfectly reflecting
foregoing situation leads to backscattering enhancement. Wgface. Channels 12and 21 become coherent when the positions of the
note that the other two channels (lland (22) do not receiver0’ and the source coincide 0=0').
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FIG. 2. Coordinate systeffa and angu-
lar dependencgb) of the normalized

scattering cross section§rs(<p) and

E'p(<p) for a solitary scatterer randomly
positioned near a perfectly reflecting sur-

eF. gbk» ¢ # 15lef
a
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where E;,c is the primary incident wavek, is the primary
wave reflected by the interfacEp=§), andp’ is the second-
ary reflected wave.

The tensor Green’s functio@ describes the field gener-
ated at the position of the dipole (point ry) by its mirror
image p'=(—px,—Py,—P,) situated at the point
ro=(0,0,—p) (Ref. 9:

gp=7yp’'+pele,p’), (2)

where €=(0,0,1), vy=(k%2p+ik/(2p)>—1/(2p)3)
xexp(dkp), and y=(—k?2p+3ik/(2p)%+3/(2p)3)
X exp(dkp).

Equation(1) can be used to find the dipole moment
with allowance for infinite multiplicity of scattering:

p= a{g( Einct E) + x€,(€,- (Ejnct Er))}v ©)
where ¢é=(1+ay)™ !, and x=aé(B+2y)(1—aB
- a)/)_l.

Equation(3) can be written in the form

pP= aes( Einct+ Er) + a’(zaffez(ez' Einct Er)), (4)

from which it is clear that multiply scattered waves lead to
an “effective” change in the polarizabilityr.s= a& and an
additional variation of the-component withaZq= ax.

Expanding(3) in |ay| and|aB|, we obtain an expres-
sion for the induced dipole moment in powers of the scatter
ing multiplicity. The caséay|=|aB|=0 (£=1, x=0) cor-
responds to the absence of multiply reflected waves.

Knowing the induced dipole mome(®) and the laws of
reflection of a plane wave from a perfectly reflecting
surface® we readily find the intensity of the scattered field at
a distant point:

r=rn=r(sin ¢, 0, cosg) (r>p, r>\)

k2
Es=2e,a¢—Eoe'"[cod 8 kp) —cod 5 kp)],

k>
Ep=2a—Eqe*[£[n-[&,Xn]]cos 5 kp)

+é[nX[eyxXn]]cog B~ kp)+ x[nX[e,Xn]]

X (e-e,)(cog B kp)+cog B kp))], (5)

1049 Tech. Phys. 42 (9), September 1997
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whereB* =cos#+cose, €,=(cos#, 0, —sin ) is the polar-
ization vector of the incident field after reflection from the
interface.

It is evident from Eqgs(5) that the inclusion of multiply
reflected waves does not lead to depolarization, i.e., transi-
tion from one polarization to another. Assuming that the re-
ceiver has the same polarization as the source, we find the
scattering cross sectian=|(E-€)|’r%/E3:

os=200|&[7[2+cog2B kp) +cog 2B kp)
+2cogB"+ B )kp+2cog BT — B )kp],

0'p=20'00032(0+ o)[|C.|2(1+cog2B kp))
+|C_|?(1+cog2B kp))—2 ReC*C_)

X (cog B+ B )kp+cod BT — B )kp)], (6)
where
X VA
Ci=|é+5|codf+¢)— 5 cOtO—¢),
X X
C,=§ cog 0+ ¢)— §+§ cog 60— o),

and o= a?k* is the single-particle scattering cross section.
We assume that the scattefis randomly positioned in
a volumeVg enclosing a sufficient number of interference
bands of the primary field. To find the averaged scattering
cross section, it is therefore necessary to integrate Eqgs. 6
with a probability density functionv(p) such that the stan-
dard deviationo,,= V(p?)—(p)? will be much greater than
the wavelength of the incident radiatian
o,<N\. @
The quantityo, denotes a characteristic linear dimension of
the volumeVy, a§~v, whereV is the volume of the region
V.
The model density functiomw(p) can be an exponential
function

W(p)=exp(—p/po)/po- ®

F. M. Ismagilova and F. M. Ismagilov 1049



By virtue of inequality(7) the quantitypo=(p)=0c, in Eq.  a small object situated near a perfectly conducting surface is,
(8) must satisfy the conditiomy>X\, so that the average on the average, 1.5 times greater than in two-station obser-

value of the function coglkp) appearing if, vation. This simple effect is directly related to the existence
(cos Bkp)) =F(B) of coherent Watson channels. We note in this regard that the
backscattering enhancement effectpipolarization is sup-
“ 1 pressed A op>= 0% 03P< Ao 2*%= ¢2°- 0¥, and if the
—f cog Bp)W(p)dp= ———, (9)  angle of incidence, satisfies the condition
0 1+ B%k?p3

has a resonance dependenceiin the neighborhood of COS W= * aB+2ay (11)
zero [F(0)=0, F(B—=)=0] with a small half-width 07 2¢+x 2—ay ’
AB=(kpo) *<1.

The result can be generalized to any density functiorthe effect vanishes altogether. Although the problem has
satisfying condition(7). Of all the maxima of the function been solved taking into account infinite multiplicity of scat-
cos(Bkp): BN =nm/kp (N=0, 1, 2,...),0nly one remains tering, it must be borne in mind that in the dipole approxi-
fixed in the same position asp varies: g®=0, mation the particle diametetneeds to be sufficiently small:
cos(8%%p)=1. Consequently, for a sufficiently broad range d<<p, d<\. For this reason the parameter$ anday are
of variation of p, as a result of averaging, the function small: [aB|<1, |ay|<1, so that the influence of multiply
F(B) =(cos(Bkp)) essentially vanishes outside a narrow in- reflected waves is not very strong.
terval AB=1/k({p)<1, attaining its maximum value To obtain numerical estimates, we consider two limiting
F(B)=1 atB=0. cases: p{p)>\; b) (p)<A. If the particle is at a large

The function cosgkp) enters into(6) for four values of  distance(p)>N\ from the interface, multiply reflected waves
the parameterp: B,=B8", B,=B", Bs=B7+B~, and can be disregarded=1, =0, and Eqs(10) assume the
B.=pB"— B . The average scattering cross section thereforéorm described in Ref. 8. The enhancement factor in the
has maxima under the conditions: 8" =cos+cos¢=0; p-polarized channeAap=200cos°-26 is suppressed relative
b) B =cosf#—cose=0; © B +B =2cosh=0; d to the enhancement in thepolarized channelos=20,

B+ — B~ =2cose=0, corresponding to the scattering direc- and for 6= 6= w/4=45° enhancement is totally absent.
tions: @ p=7=x6; b) p==x6; c) 0= 7/2; d) p=*7/2. We now consider the opposite limiting case of a particle
Assuming that the angle of incidengeand the scattering in close proximity (p)<\). Now y=—p/3=—(2p) 3.
angle ¢ are not grazing anglesd& w/2, o==/2), we find  Table I gives the normalized enhancement of the backscatter-
that the scattering cross section has two maxima=att 6.  ing cross sectiom %= (¢5°~ ¢°°9 /40, and the angld,

The behavior of the normalized scattering cross sectionfor three values of the parametery= —0.05,—0.1,—0.2.
’5(@:0(@/400, averaged over the scatterer positions, is It is evident that the backscattering enhancement factor
illustrated schematically in Fig. 2b. It is evident from Fig. 2 increases as the particle approaches the boundary, and the
that for any polarization of the primary field two peaks of angle ¢, decreases.
width A= (k(p)sing)~! are observed, corresponding to It is important to note that averaging over the particle
specular (= 6) and antispecularg{= — 6) scattering direc- positions can be replaced by averaging over a finite fre-
tions. Forp-polarization the field vanishes at the scatteringquency interval ;,w;+Aw). It is only necessary that suf-
angle o= 7/2— 6 as a result of the anisotropy of the direc- ficiently many interference bandsN pass through the scat-
tivity pattern of the dipole radiatiofthe factor co§6+¢)].  terer as the frequency varies fromy t0 w;+Aw. If the

The backscattering enhancement effect is manifested inondition AN>1 is satisfied, the backscattering enhance-
the fact that the scattering cross section in the strictly backment effect can be observed in a single measurement using a

ward direction wideband signal.
The results of the foregoing analysis can be used in ana-
O_bsc: o &Pt 2| §|20_ . . . .
s s 01 lyzing experimental data on backscattering by dilute suspen-
sions. In the presence of a dielectric or metal pléte role

cos X0, (104 of which can be filled, for example, by the walls or bottom of

a vessel containing the investigated soluticadditional
is greater than the scattering cross section in the almosackscattering enhancement can occur besides that associ-
backward direction ated with scattering by particles. The magnitude of the addi-
tional enhancement and the anglecan serve as a test of the

p

bsc_ _sep f_ f
ap =0y -|—2|2 (§+2

o34l

sep_ 2
op =2 cos 20|*| g, TABLE |.

(10b

when the scattering angle deviates from=—6 by 2
-0.01 101 001 051 [0.005 1.015 cos 2?2 44.7

~ ing)—1
A~ (k(p)sing)~". _ o -~01 110 014 0.605 |0.07—1.18 cos 2|2 433
Itis evident from relation¢10) that fors-polarization of ~ _g> 125 042 078 [0.2-1.4 cos 2|22 40.9

the incident field the effective backscattering cross section of

X x
|&+ % sin20|2+|§— &5

ay 3 % Ao Ao, 0o, deg
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Formation of x-ray images by the action of an optical image on a diffracting lithium
niobate crystal

V. N. Trushin, A. A. Zholudev, M. A. Faddeev, E. V. Chuprunov, and A. F. Khokhlov

Nizhni Novgorod State University, 603600 NizhNiovgorod, Russia
(Submitted March 4, 1996
Zh. Tekh. Fiz.67, 76—79(September 1997

A possible mechanism for the formation and processing of an x-ray image using a corresponding
optical image as a template is considered. The method is based on the thermal influence of

light on the x-ray diffraction parameters of an LiNpOrystal. A mechanism for the influence of

the gradients of the temperature fields formed in the crystal on the x-ray structural parameters

of the crystal is proposed. Information which permits the evaluation of some practical aspects of
the application of the observed effect in technology is given.1997 American Institute

of Physics[S1063-78417)01609-7

The intensity of the x-ray diffraction peaks for compact by the transparency on the surface of the crystal. When op-
ideal crystals differs from the intensity of the correspondingtical radiation passed through the square opening which is
peaks for slightly distorted crystals because of dynamic x-rayatched in the figure, it was weakened by 50% by a neutral
scattering effectS. This makes it possible to use external filter. Polished surfacé of the LiNbO; crystal opposite the
influences that alter the structure of a diffracting crystal toirradiated surface was pressed against the polished surface of
control its x-ray diffraction parameters. Thus, many prob-solid metal holdef7, which served to remove heat. Bed@n
lems of current interest in x-ray optics, particularly the cre-of CuK , x radiation with a 4< 15 mn? aperture was incident
ation of spatially inhomogeneous x-ray beams of variableupon the crystal in the region of the optical image. The struc-
intensity (x-ray image$, can be solved. ture of the diffraction peak of the crystal was recorded on

The spatial distribution of the intensity in a diffracted photographic plat® in the form of a topogram. The time of
x-ray beam in a compact, slightly distorted crystal is deter-a single experiment was 45 min. Figure 1b shows the distri-
mined both by the departure of local regions of the diffract-bution of the intensity ,, of the optical image formed on the
ing volume from the reflecting position and by the dynamicsurface of the crystal normalized to the radiant flux density
scattering effects. An external influence acting on a crystabf the light incident upon the transparency. A typical topo-
can alter the influence of both factors on the x-ray diffractiongram(x-ray image is presented in Fig. 1c. The spatial struc-
parameters. As a result, the spatial structure of the x-rayure of the diffracted x-ray beam was characterized by the
beams can correspond to the external signal under certajparameterAl, ,y=1,,— 1o, Wherel, is the intensity of the
conditions. diffraction peak from the unilluminated surface of the

One of the ways to affect a diffracting crystal is to createsample. The distribution of the degree of blackenixig of
a nonuniform strain field caused by a nonuniform temperaphotographic plat®é, which corresponds to the intensity in a
ture field in it? The influence of a nonuniform temperature cross section of the x-ray beam, is shown in Fig. 1d.
field caused by low-power laser radiation on the x-ray dif-  The intensity of the optical radiation was selected such
fraction parameters was considered in Refs. 3—5. The resulthat its influence would be completely reversible. This was
of the experiments confirmed the possibility of obtaining x-monitored by observing the form of an additional topogram
ray images by such a method. obtained after the optical illumination was switched off.

In the present work we investigated the features of the The x-ray image obtaine¢Figs. 1c and 1dis, on the
spatial structure of an x-ray diffraction beam from a lithium whole, the inverse of the optical image. Regions of both
niobate(LiNbO3) crystal when the diffracting crystal is irra- increased and diminished intensity of the x radiation are ob-
diated by a spatially modulated laser beam. served in it. The regions with a diminished intensity, which

The experiment was performed on a two-crystal x-raycorrespond to the illuminated portions of the surface, are
spectrometer according to the,(~n) scheme with high an- surrounded by regions of increased intensity located within
gular resolution. A Ge crystdthe 511 reflectionserved as a the geometric shadow. The maximum contrast of the ob-
monochromator. The single-domain lithium niobate crystalserved image was-60%.
investigated, which measured8320X2 mm, was oriented We associate the mechanism by which the x-ray image
in the reflecting positior(Fig. 19 for the (066) reflection. is formed with changes in the diffraction conditions of the x
The x-ray beam was incident upon “blackened” surf@o@f  radiation as a consequence of structural distortions caused by
the Y-cut crystal. The surfacg of the crystal was simulta- inhomogeneous heat-induced strains, whose distribution is
neously illuminated by the output of continuous-wavedetermined by the spatiotemporal structure of the optical im-
YAG:Nd laser4 (the wavelength was 1.06m, and the ra- age. The distortions appearing lead to local alteration of the
diant flux density was 0.02 Whn¥) through transparendy.  x-ray diffraction parameters of the crystal.

An optical image in the form of one rectangular (R.X.6 To account for the details of the observed x-ray image,
mm) and two square (0X60.6 mn) light spots was formed we mathematically simulated the temperature field within the

1052 Tech. Phys. 42 (9), September 1997 1063-7842/97/091052-03%10.00 © 1997 American Institute of Physics 1052



FIG. 1. Diagram(a) and results of the formation of an x-ray image by illuminating a “blackened” surfaceYotat LiNbO; crystal with an optical image
(b); ¢ — photographd — pseudo-three-dimensional distribution of the energy in the x-ray image.

crystal near a light—dark boundary during illumination of the A exp(—t/7), whereA is the steady-state value of the tem-
crystal surface. The temporal heat-conduction equation foperature or the gradient component at a given point in the
the LiINbG; crystal was solved numerically with consider- crystal,t is the illumination time of the crystal surface, and
ation of the temperature dependence of the components @f the characteristic timéthe relaxation timg The spatial

the thermal conductivity and specific heat tensors. dependences of the relaxation times of the temperature and

Figure 2 presents the. results of the simulation of theVXT on both sides of the light—dark boundary 2 mm) at

steady-state temperature fiefd(a) and thex component of - igterent sample depths are presented in Fig. 2c. Plots of the
the gradientv, T (b) in the crystal afte5 s of illumination. dependence of the relaxation timg, on the depth at differ-

The temperature field in the vicinity of the light—dark bound- ¢ - jigtances from the light—dark boundary are presented in
ary is nonuniform in a band with a width of approximately 6 Fig. 2d

mm. The field ofV,T in this region has the form of a sharp

maximum with a width at half-height of about 1 mm. The . At a given density of the optical radiation, statlonar)_/
. distributions of the temperature and the components of its

position and width of thé/, T peak coincide with the transi- radient were achieved after times shorter than 4 and 2 s,

tional region of the x-ray image corresponding to the edgeg ) .
of the optical image on the transparency. Thd@ maximum respectively, and they varied subsequently by no more than

is asymmetric relative to the light—dark boundary and has g%' The :nean temperature of th'e sample varied by no more
greater width in the illuminated region. The experimentallythan 0.5°C. The time for establishment of the temperature

measuredFig. 1) width of the region of increased intensity gradient a.t all points in 'the crystal is appreciably smaller
of the diffracting x radiation in the shadow<(1.2 mm) is than the_tlme for establlshment_of the temperature at the_:
significantly greater than the simulated region of temperatur&ame points. The shortest establishment time is observed in
variation (~4 mm) and practically coincides with the region the region adjacent to the light—dark boundary and near the
of variation of V,T. This makes it possible to presume that crystal surface, providing for the initial rapid formation of
the formation of the region with increased intensity of the xcontours in the x-ray image. The times for formation of the
radiation is most probably caused by structural distortions<-ray image after the illumination is switched on and its
initiated by the nonuniform field of the temperature gradientrelaxation after the illumination is switched off do not ex-
V,T. ceed 2 and 0.3 s, respectively.

Simulation of the heating of the crystal showed that the  The formation of regions with reduced and increased
time dependences of the temperature and its gradient are ajptensities of the diffracted x radiation is determined, in our
proximated by exponential functions of the form opinion, by at least two factors. One of them is associated
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FIG. 2. Two-dimensional distribution of the temperat(agand its gradientb) in the plane of & -cut LiNbO; crystal when theXZ surface of a semi-infinite

crystal of thickness 2 mm is illuminated by an optical image in the form of a light—dark boungia@)(with a power density of 0.02 W/nthrfor 5 's. A

diagram of the illumination of the sample is shown in the upper left-hand corner, where the region of the geometric shadow is indicated by gray shading.
Spatial dependences of the characteristic times for the establishment of the temp@rature and8) and the component of the temperature gradi@n®,

5, and6) in the direction orthogonal to the light—dark boundécy and into the depth of the samplé), respectivelyy, mm:1,5,7—0;2— 1;3— 0.1;

4,6 —05;8—5.

with the variation of the crystal lattice parameters caused byoutlining” of the image boundaries. The resolving power

thermal straining of the region where the light acts. Thisof the x-ray image obtained using a lithium niobate crystal

leads to departure of the crystal from the reflecting positiorcan be determined from Fig. 1d and amounts to at least

and, consequently, to a decrease in the intensity of the difs mnf'.

fraction peak. The other factor is determined by dynamic  Thus, the intensity distribution of the x radiation dif-

effects, whose manifestation depends on the degree of pefracted from the crystal under the action of spatially inhomo-

fection of the crystal lattice and the magnitude and directiorgeneous laser radiation is functionally dependent on the in-

of the temperature gradient. The contribution of each otensity distribution in the laser beam, permitting the

these factors to the shaping of the image is determined by tHermation of x-ray images.

distribution of the temperature gradient in the diffraction re-

gion of the CrYStal' . . . 'R. W. JamesThe Optical Principles of the Diffraction of X-RayBell and
Thus, the increase in the intensity of the x-ray peak near gons, | ondor(1948 [Russian trans., IL, Moscod950)].

the boundary between light and shadow can be qualitatively’M. A. Navasardyan, R. K. Karakhanyan, and P. A. Bezirganyan, Kristal-

explained in the following manner. The LiNR@rystal used S{C/’gﬁfi¥a15;_232(1:7%[5'0&/- Phl\S;IS-ACr'B:’S?('j'Og§5’ Ilglz'(’lgmz]H ek

in the experiment had a high degree of perfectire width 2.1(;;J,S7I2n(’19‘93.[1—82|’: sx;/sl .Let.tZ:E 34%(19251 1sma 2h. Tekn.

of the rocking curve was about’y, therefore, the dynamic 4y N. Trushin, E. V. Chuprunov, and A. F. Khokhlov, Pisma zh. Tekh.

x-ray scattering effects are manifested in this case. Inhomo-Fiz. 14, 1749(1988 [Sov. Tech. Phys. Lettl4, 759(1988].

geneous thermal straining alters the conditions of the dy-"V- N. Trushin, T. M. Ryzhkova, M. A. Faddeest al, Kristallografiya

namic diffraction of x rays in the crystal with a resultant °o: 213(1993 [Crystallogr. Rep38, 542(1993].

increase in the intensity of the diffraction péadnd causes Translated by P. Shelnitz
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Intermediate regime for the diffraction of light on ultrasound in gyrotropic anisotropic
crystals

G. V. Kulak

Mozyr' State Pedagogic Institute, 247760 Mozyr’, Belarus
(Submitted December 28, 1995; resubmitted May 7, 1996
Zh. Tekh. Fiz.67, 80—82(September 1997

An intermediate regime for the diffraction of light on ultrasound in gyrotropic anisotropic and
cubic crystals in an external electric field is considered. A system of equations of the

coupled waves, which describes acoustooptic diffraction in gyrotropic anisotropic crystals with
consideration of the electrically induced optical anisotropy for a strong interaction between
light and ultrasound, is presented. An intermediate regime for the diffraction of light on ultrasound
in gyrotropic anisotropic crystals which is close to the Bragg regime for a weak acoustooptic
interaction is studied. It is shown that the diffracted light is elliptically polarized and

that the ellipticity and polarization azimuth of the diffracted wave depend on the anisotropy of
the photoelasticity, the electrically induced anisotropy of the crystal in the external electric
field, the gyrotropy, and the asymmetry of the diffraction structure.1997 American Institute

of Physics[S1063-7847)01709-1

The diffraction of light on ultrasonic waves in gyrotropic wave vectorsk,(m=—1,0,1,2) of the light waves is
crystals in the Raman—Nath regime was examined in thghown in Fig. 1.
approximation of assignegtirculan polarization of the dif- An ultrasonic wave with a displacement vector
fracted waves in Refs. 1-4. A system of equations of the)=U, exi(Kx—Qt)] (K=Q/v, where Q is the angular
coupled waves, which describes the features of Raman—Natfequency and is the phase velocity of the ultrasonic wave
acoustoopti¢AO) diffraction in gyrotropic cubic crystals for occupies the space between the0 andz=I planes. A
a strong interaction between light and ultrasound, was prelongitudinal or shear ultrasonic wave induces a spatial and
sented in Ref. 5. The influence of electrically induced opticakemporal periodic variation of the dielectric tensg;, ,
anisotropy on the features of Bragg AO diffraction in ynicyy js related to the elastic straind), =(1/2)
uniaxial and gyro_trop|c quar_tz crysFaIs was_mves_ugateq InX(VkUi+ViUk) and the photoelastic constaris, by the
Ref. 6. The AO interaction in the intermediate diffraction . ~ I A A0 A e

expressiond e, = — € &jkPjmnUmn, Wheree=g"+Ae"is

regime for a nongyrotropic insulator was con;idered in R.efthe dielectric tensor of the crystal not perturbed by ultra-
7 and 8. It was noted there that AO |nformatlon—processmgsound in the external electric fiekef. The components of the

devices(modulators, deflectors, filters, and procespas ) ] i e
hibit their best characteristics specifically in the intermediateéli€I€Ctric_constant perturbation tensdr" of the crystal

diffraction regime. While in the case of AO interactions in Asfi = —&ne T kiEf, where ther,;, are the components of
uniaxial and biaxial crystals optical gyrotropy is manifestedthe electro-optic tensor and téﬁ are the components of the
only for light propagation directions close to the optical axes dielectric tensor of the unperturbed crysthl.
in an isotropic medium and in cubic crystals it must be taken = The wave equation for the light field strengghin the
into account for any geometry of the interaction betweernregion occupied by the ultrasound follows from Maxwell's
light and ultrasound-® equations and the material equatiotsfor a gyrotropic in-
In the present work we used the material equations for sulator(see, for example, Ref)6We shall seek a solution of
gyrotropic insulatot'® and the method of slowly varying the wave equation in the form

amplitudes to examine the features of an intermediate regime to
for the diffraction of light on ultrasound in gyrotropic aniso- _ -
. ) : o E= En(z)exdi(Knr —omt)], 1
tropic and cubic crystals in an external electric field. m;m m(2)exii (Kl = ont)] @)
When light propagates near an optical axis of a gyrotro-
pic anisotropic crystal, as in a cubic crystal, the AO diffrac-where En=Am(2)entBmn(2)&;; km:(wm/C)\/;\_
tion regime is specified by the wave parameé@er\ol/nA2, X (sinen 0, cosey,) denotes the wave vectors of the dif-

wheren is the refractive index in the propagation direction fracted wavesw,, denotes the angular frequencies of the
of the incident light wavel is the length of the AO interac- diffracted waves,e =1/3 Tre, the influence of the ultra-
tion region,\ is the wavelength of the light in a vacuum, sound and gyrotropy is confined to variation of the wave
andA is the wavelength of the ultrasoufAidhe intermediate  vectorsE,, in comparison with the case of a nongyrotropic
regime for an AO interaction is observed for &9<1.5. medium,e,=[&,/ky]/|[€K]| denotes the polarization unit
Four diffraction orders should then be taken into account fowectors lying in theXZ diffraction plane, and, is the unit

a light wave incident at the Bragg anglgs~\Ay/2nA (in-  vector of the polarization orthogonal to tZ plane.

stead of the two for the Bragg refraction regim&he ar- Substituting (1) into the wave equation for the field
rangement of the wave vectét of the ultrasound and the strengthE (Ref. 6 and using the method of slowing varying
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FIG. 1. Geometry of the acoustooptic interaction in gyrotropic crystals in

the Bragg-like intermediate diffraction regimle; is the wave vector of the
refracted light wavek -, , are the wave vectors of the diffracted wavksis
the wave vector of the ultrasound; ande-, , are the polarization unit
vectors; 8, is the detuning from phase synchronism;; ;=K q./|Kz14;
andng=Kq/|Ko|.

U+ 1(EmA € 1), U+ 1(EnAeey),

Xmm 1= O a(EmA 1), xm,mfl Om-1(EmAe* &),
Xm m+1 Qm+1(ezA8 €m+1)s Xm m+1ZQm+1(egA8*ez)v
Xmm 1= 0m- 1(62AS €m-1), Xmm 1= Um-1(8Ae€), and
pm=(Gnkm)/|kml, Where G, is the gyration vector in the
propagation  direction of the diffracted watf,
Om= @n/2c\e cosey (¢n is the diffraction angle
Om=|Kkmz—Km+1.|, and an asterisk denotes complex conju-
gation. The solution of the system of equatid@s describ-
ing different AO interaction regimes in gyrotropic aniso-
tropic crystals in an external electric fiel¢he Bragg,
Raman-Nath, and intermediate regimeshould be sought
using the boundary condition$\y(0)=A cos¥, By(0)

=A sin, andA,(0)=B,(0)=0 form+#0, where¥ (A) is

the polarization azimutiamplitude of the incident light
wave. The interaction of light and ultrasonic waves in gyro-
tropic anisotropic media must be considered in a principal
plane of the crystal? In the case of gyrotropic cubic crystals
there is no natural anisotropy, and we should set
A& =A% =0 in system of equation®).

Let us consider the Bragg-like intermediate regime for
the diffraction of light on ultrasounfl® It is assumed that
light is incident upon the AO interaction region at the Bragg
angle (= ¢g). In this case we should sé},=mK?/k, for
ko>K and confine ourselves to the four diffraction orders
A_1(B-1), Ao(Bo), A1(B1), andAx(B,).

In the approximation of a weak AO interaction
(Ixg |<p for s, t=a,b and q, j=m, m=1; |68,
|5m+1|<p) which can be used to design most AO
information-processing devicéshe expression for the com-
plex vector amplitude of the diffracted wate ; on the exit
facez=1| of the AO interaction region is given by the rela-
tion

Xmm+1 Xmm+1

amplitudes, we obtain the system of differential equations of

the coupled waves

dAn

rr —|(Aa“+Aae)A +(pmt+iAL)Bm

+ i)(ﬁq’,e:m 1Ami1 eXp(—i6pn2)

. ’b .
+ |Xﬁ1,m+1Bm+l exp(—idn2)
+ iXﬁi%—lAm—l exp(—

+iXfm-1Bm-1 XQ(i 8y 12),

I 6m-12)

dB
D= (AL

E Ar&‘lneb)Bm+(Pm+iAﬁ1a)Am

+Hix22 1 Any1 exp—i6m2)

i X 1Bme 1 €XP(—1812)
+iXﬁﬁnflAmfl exp(—
+ixmin-1Bm—1 €XPi 6_12). )
introduced the
b qm(emAseez) A%ea
mb_qm[eZ(S_s)eZ] R Aﬁ"la
Amb_ qm(eZAseEZ),

i 6m-12)

Here we have
A=Al &n(z— &) e,
= qm(emAfeem)u
=0m(eAeEn),
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notation

E_,=As{[(p cosyl—ry sin xI)+iA, cosyl]
Ly sinxl)
—iAg cosxl]—p.e?}e,. ®3)

—pete ;+ApP{[(p cosyl—r~

Herep is the specific rotation in the propagation direction of
the diffracted wavep. =(p*iAy); x=(p?>+A2)Y2 where
Ag=A%  ~A% p= (QH Ix?)exd —i(AY, +A%)I;
s=(q. Ix?)exd—i(A*,+A%I]; and r—R/Q where
Q=(q, sinV+q,cosV), R=(q cos¥+qysinV),
qH:iqfl(eflAf{*efl)a q,=ig_1(eAe*ey), and
Go=iq-1(e_1Ae™&).

It follows from Eg. (3) that the diffracted wave is ellip-
tically polarized!® The ellipticity of the diffracted lightthe
ratio between the minor and major axis of the polarization
ellipse and the polarization azimuth of the diffracted wave
(the orientation of the major axis of the polarization ellipse
are determined by the anisotropy of the photoelastiaify (
#d,), the gyrotropy, the electrically induced anisotropy of
the crystal in the external electric field\{+0), and the
asymmetry of the diffraction structuresee Fig. 1, which
leads to the appearance of an additional phase shift in the
diffracted waves §,;# 0). Using(3), we can easily show that
the relative intensity of the diffracted lighj_,=|E_,|/|A|?
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Probability model for the scattering of centimeter waves by an object located near
a disturbed ocean surface

V. V. Leont’ev

St. Petersburg State University of Electrical Engineering, 197376 St. Petersburg, Russia
(Submitted January 29, 1996
Zh. Tekh. Fiz.67, 83—88(September 1997

A two-dimensionaljoint) probability density function is obtained for the amplitude and phase of
the backscattered field from a point isotropic reflector located near a statistically rough

interface between two media. It is shown that the power of the scattered signal may be enhanced
by a factor of more than 16 compared to free space. The probability that fluctuations in the
effective scattering area may overshoot a fixed level is estimatedl99%Y American Institute of
Physics[S1063-78497)01809-9

In the design of data-processing electronic systéergs, the fields themselves and for the rays of geometric optics
radar systemsfor use in marine environments, much atten-we can write the field backscattered by the refle¢itoclud-
tion is devoted to the development of mathematical modeling multipath propagationin the form
which will provide an adequate description of the interaction S .
of radio waves with various bodig®uoys, beacons, land- E=Ei1tEx+2E;s @
nmeir:;;h'ps’ eteand with the ;urface of thg ocean. Th|s S YvhereEl is the field created by the reflector when the waves

y because the scattering characteristics of objects [0 , o
cated near the interface of two bodies differ substantiallyProPagate in free space along the path ABAg. 1), E; is
from those of the same objects in free space. For example, 1€ field propagating along the source—surface-reflector—
is well knowrt that various specific fluctuation effects are surfgce—recelver path with double reflection at the surface,
observed owing to multipath mechanisms for the propagatioRnd Es is the field propagating along the source—reflector—
of electromagnetic waves. In particular, wave backscatterin§urface—receiver or source—surface—reflector—receiver paths
from bodies located near ffabr statistically rough® inter- ~ With single reflection at the interface.
faces may be enhanced. The random character of the under- EQ. (1) has been written in scalar form and, therefore,
lying surface requires that the methods of statistical electrontefers to an arbitrarily chosen linear polarization which is the
ics be used to analyze the wave processes. same for all components. Other wave propagation trajecto-

Up to now a large number of probability models have'ies can exist; however, their contribution to the resultant
been developédor fluctuations in the amplitude of reflected field (1) is quite small.
radar signals, but these models cannot be used to establish a In many problems it is more convenient to consider not
relationship among the characteristics of the fluctuations anthe scattered field itself, but a relative quantity associated
the parameters of the probe SignaL Object, and interfacé/yith |t, the Complex Scattering coefficient which is deﬁﬁed
There are essentially no models which provide adequate dé&s follows:
scriptions of the fluctuations in the phase shifts of signals = .
reflected from objects over water. A=2\mRo(E, /E)exp( ~ikRo), 2

The purpose of this paper is to develop a probability, neref . is the incident field anét=2/\ is the wave num-
mo_del for the scattering of e_Iectromag_netlc waves from any.r in free space.
objegt located over water which take; !nto account the geo- Then, given the geometry of Fig. 1, it can be shown,
metric and el_ectrodynam!c charactenstlc_:s.of the problem. using Eqs(1) and (2), that

The location of an object near a statistically rough ocean
surface and the geometric characteristics of this problem are A= \/go[exp(—i2k h sin ©)
illustrated in Fig. 1. We shall assume that an isotropic source : .
of monochromatic electromagnetic waves is located at point +T'% expi2k h sin @) +2T7], 3
A and that the object being modeled is a fixed isotropic point
reflector located at poirB. Taking the receiver to be coin-
cident with the radiation source, we consider only the case of
monostatic scattering. The distribution of the heigbidi- 4
nate H of the ocean waves is Gaussian with zero expecta- \
tion value (H)=0) and a root-mean-square deviatiap .

The following relations of the parameters are characteristic
for ocean wavesRy>h, h>\, and a=(oy/\)sing<1,
where« is the generalized Rayleigh parameter.

Using a ray model for the radio wave propagation and
relying on the reciprocity theorerfwhich is valid both for  FIG. 1. The geometry of the problem.
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whereo is the effective scattering area of the point reflector  In this case the amplitude of the field incident on the
in free spaceh is the height of the reflector above the meanobject will have a generalized Rayleigh distributi@r Rice
sea level ® is the grazing angle, anbl is the complex re- distribution.
flection coefficient of the electromagnetic waves at the sta-  Introducing the notation
tistically rough ocean surface. .

In accordance with the great number of possible shapes Aloo={ explie) (6)

of the ocean surface, the complex reflection coefficient . ) o
and using the rufefor transforming the distributions of two

I=x+iy=p expiv) (4 functionally relatedEq. (3)) variablesA andI", we can de-
is a random real quantity and, therefore, the complex scattef€rmine the two dimensional distribution function of the ran-
ing coefficient(3) is also a random quantity. dom variables{ and ¢. Because the inverse functions

In the wave field reflected from a statistically rough P(£,¢) and»({,¢) are nonunique and have two branches,
ocean surface one can distinguish determirtatecoherent ~ We have
and random(or incoherent component§;® each of which

2
can be specified by the generalized parameterhen thex _ A _ .
andy projections of the complex reflection coefficigdj are Wi, ¢) ;1 WEpi(4oe)vilL )13 el @)
defined as follows:
where

X=Xctey, Y=Yctey,

wherex,. andy, are the projections of the coherent complex _ \/ _ 3<f 2
reflection coefficient. and e,=N(0,7) and e,=N(0,7) PLAL. @) 1+¢%2V¢ co 272
are the projections of the incoherent complex reflection co-
efficient, which are described by two independent Gaussian ®=2khsin®,
random variables with zero expectation values and the same
root-mean-square deviations

The joint (two-dimensional probability density function v1 A, ) =arct
of the magnitude and phase shift of the complex reflec-
tion coefficient(4) at a statistically rough surface with a
Gaussian wave-height distribution is given by

sin® = /¢ sin(¢—2
—cos®+ /7 cogs-2) |’

and

1 (p cosv—x.)? 1
W(p,v)= exg——————— DAl e)=
N o p[ 27’ 4N1+(+2V{ cog 5+ %)
y 1 exp{ _(psin V—Yc)z} (5)  are the Jacobians of the transformation.
2w 279° Substituting Eq(5) in Eqg. (7), we obtain
|
2 2 - |2 r
1 i (L@)+Tc|>=2|Te|pi(¢, @)cod vi(L,9) — ¢c]
W(5e)= gz & exp{ 27 : ®
|
where|T'(|?=x2+y? and .= arctang,/x,). electromagnetic waves. Figure 2 shows a plot of the joint
Equation(8) can be simplified. After some transforma- probability density function of the magnitude and phase shift
tions, we have of the normalized complex scattering coeffici€fj calcu-

) lated using Eq(9) for a horizontally polarized field\ =3

exp( TG cm, ®=1°, h/\=125, anda=0.18.

279° The simultaneous probability density functions for the
W(¢, )= Tﬂz magnitude and phase shift of the normalized complex scat-
tering coefficient are given by the standard relations

M2/ cog $+ %)+ m2|T |V cod$—5—¢o)
279°

> exp[ ' W<§>=f7 W, @)de, (10
© o

wherelg= 1+ |I'o|>+2|T'c|cos@+¢y), with m=+1. and

It is clear that Eq(9) can be used to study the influence
pf various parameters of the.probe ;lgnal source, object, and W(‘P):J W(Z,@)d¢.
interface on the fluctuations in the field strength of scattered 0

(11)
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FIG. 2. A two dimensional probability
density function of the normalized com-
c plex scattering coefficier(6).

\\
\\\\\\‘\\
Ny

7
1y
207
-7
Substituting Eq(9) in Eqg. (10) and making some trans- - S pg
formations, we obtain m,=(27%°) (27’2+3 TN -1 (15
2
_ i _ {+T% ZFO‘/Z of the absolute value of the normalized complex scattering
W({) 7 €X 7 |lo 7| (12 - .
27y 27 27 coefficient(6). We use the notation
wherel o(x) is the modified Bessel function of zeroth order. 27T 3=p. (16)

The distribution(12) is known and is referred to as the

Rice squaré®L The hypothesis that the field reflected from 1N numerator of Eq(16) is determined by the disper-

a point target near a statistically rough surface for monochroSion of the incoherent component of the complex reflection
coefficient at a rough sea surface and characterizes the fluc-

matic signals is described by this probability density function ) Lo c i )

was apparently first formulated in Ref. 10. However, the distuations(“noise”) in the irradiating field at the target. The
tribution (12) has been obtained in the earlier witk! from denominator of Eq(16) is proportional to the constant com-
a simpler mathematical model than in our case. As in thdonent of the Rice distribution or the constant component of

present paper, the authors assume that the incident field 8 irradiating field

the target has a Rice distripution. As oppoged to our quel E=E, \/1+ T2+ 2|T|cog @+ @),

(1), however, ther€!! the field at the receiver antenna is

determined from a two-ray model for the propagation of thethat includes the “forward” ray and the ray coherently re-
reflected wave(with target—receiver antenna and target—flected from the interface. In this regard, E36) can be
surface—receiver antenna rayShe question arises of why referred to as the noise/signal ratio. Then, it follows from
the two different models yield the same res@@®). This  Eds.(15 and(14) that

happens because in both cases the target is modeled by a m, 1

point isotropic reflector for which the intrinsic monostatic WZZ_ W

and bistatic complex scattering coefficients are the same. It is !

knowr? that four-ray and two-ray models also yield the sameln Fig. 3 the smooth curves denote the normalized fourth and
result in the case of a smooth, flat interface between two

media.

In some cases it is sufficient to know just the moments - Hr
of the distribution(12). It can be shown that theth moment 7,751 m*/m’"/
about the origin of the Rice square distribution is given by : ,,,a/m-;
FS F(z) 1.501
mk:(znz)kr(kJrl)ex;{—z—ﬂz) 1Fq k+1,1,2—7]2>, «, 135}
(13) 5\ 100
where TI'(k+1) is the gamma function and E”‘ o7
1F1(k+ 1,1I‘(2,/2772) is the confluent hypergeometric or :
Kammer function. 2.5}
Using the identity,;F(1,22)=(z+1)exp@) and Eq.
(13), it is easy to obtain the expectation value 0'205 i
2 A A A —
mlzznz(% o e g 0035 0850 0075 p
g FIG. 3. Comparisons of the normalized third and fourth moments of the
and the second moment about the origin Rice-square distribution with experimental data.
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third moments of the Rice square distributi@alculated us- a

ing Eq. (13) as functions of the noise/signal ratio. In the wip)
same figure, the crosses denote the results of laboratory me g4 ;‘;
surements in which a spherical reflector was used as a targe g4 i Cd

i 0.4
using the formula 0slf o \{m y
] 1 . ’, S R Y é
P=N2 - (mym?) ™ b
and the moments, andm,; were estimated from the mea- w() W oo
surement data. A comparison of the theoretical and experi 2.6 0.8 ’
mental results shows that they are in good agreement. 0.6 0.6 /N\0.20
We determine the probability density function for the g.4 ok \
p:ase shki)ft pf t_he réorn;al_izelzzd colTpIex scattering coefficien g2 ez / \\ j
substitutin in Eq. : ' Z S /]
(6) by g Eq(9) in Eq. (11) . T S
r3 c
Wee) A2 [1+ JaTo cog §— B) Wig)
¢)= > a.6
2 N2 05
04
y p[ré cos(s-p] [To COS(%—B)H - 03
ex 5 , 0.z
27 V27 0.1
4 J a -t i
where 4 t -w -m32 2 %2z ¢
f(x)= i X exp — tz)dt FIG. 4. Probability density functions of the magnitude and phase shift of the
()= \/; 0 [X normalized complex scattering coefficie{@. h/\ =129 (a), 120 (b), 114

(c).
is the probability integral or error function, and

—SiN(®/2) + T/ sin( g+ D/2)
Lo

B=arcsin

_ __ _ _ scattering area of the reflect@elative to its effective scat-
Figure 4 shows the probability density functions of the Mag-ering area in free spagpavould be increased by a factor of
nitude and phase shift of the normalized complex scatterinq6 (12 dB).2 Thus, for a small sea swelk{=0.02) the prob-

gg:zlr?sgrtfgecgaﬁ:u?gtlgé Lfilscué%gcg;%d( 1a7§)?;/re d?ff:ugh ability density function of the effective scattering area is con-
9 centrated near=160 nt. As the sea swell increases, the

ent heights above the mean sea level and for different param- _ L
etersa. coherent component of the complex reflection coefficient in

It can be shown that the probability density function of the wave field reflected from a statistically rough ocean sur-

cally rough surface is given by the expression scattering area of the reflector.
The moments of the distributiofi8) are given by

o= o 1
o)=——F——€exXp — 53

4772 ogoag 2772

Vo Io¥o
X ex ZJ— )|O( ZOAJ—) . (19)
20%\oo) "\ n*og W)

Figure 5 shows probability density functions of the ef- 0.04
fective scattering area of a reflector calculated using(Eg). ) a=0.02
for different values of the parameter In the calculations it 0.03
has been assumed that the effective scattering area of the
reflector itself(in free spacgis op=10 n?, the wavelength a.02
of the irradiating field isn=3 cm, the polarization is hori- 0.06
zontal, and the grazing angle@=1°. The parametex was a.a1
changed by varying the root-mean-square deviatignof P \ )
the wave height, and an increase dancorresponds to en- 0 100 200 300 400 s, m2

hanced sea swell. The height of the reflector above the level
of the ocean wat=3.87 m, this value having been choser_1 FIG. 5. Variation in the probability density function of the effective scat-
so that for the case of a smooth ocean surface the effectivering area of a reflector near the ocean surface.
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s a p -
10+
@ a8
20 0.6
BQ 6k o
N
A 041 » z=6
2F aer
1 4 " L R —
o 0e5 oM 075 « g 0.05 070 015 o
= FIG. 7. The change in the probability that the fluctuations in the effective
b scattering area of a reflector will exceed a fixed lavelxo as the gener-
2l alized parametet is varied.
m
©
S8
N (Y -
Q
>
8 4 The results of a numerical integration of E@3) are
shown in Fig. 7. There is a special case in which the integral
[

in Eq. (23) can be calculated analytically. When
I'o/*Jx=1, Eq.(23) takes the form

NERE

2 . . . .
k411 I'y (19 The fluctuations in the radar scattering characteristics of
2 a point isotropic reflector near a statistically rough interface
Equation(19) implies that the mathematical expectation ©f W0 media are, therefore, non-Gaussian. The appearance
for the effective scattering area is of non-Gaussian reflections in the backward direction can be
explained by the complicated interaction of an electromag-

i L 1
¢ T o005 a.10 0.15 . 4

FIG. 6. Normalized mathematical expectati@ and dispersiorib) of the
effective scattering area of a reflector located near the ocean surface.

1 T2+ x
P—l—zexp<—2—772

1-*2
me=(27%)%T (2k+ 1)exp( - 2—7;’2) of 1F1

— 27252
my=(277°)%(z°+ 42+ 2) 0 (200 netic wave with a “reflector plus interface” system.
and the dispersion in the effective scattering area is
=(279)*(8x3+ 5222+ 80z + 20) 02, (21)

wherez=T3/(27?).
The normalized mathematical expectati@®) and dis- Yyu. A. Kravtsov and A. I. Saichev, Ukr. Fiz. Zhut37, 501 (1982.
persion(21) of the effective scattering area of the reflector ?A. Yu. Andreev, L. I Bogin, V. O. Kobak, and V. V. Leontev, Ra-

are shown as functions of the generalized parametén ~,diotekh. Elektron35, 734 (1990, _
Fig. 6. A. G. Vinogradov, A. S. Gurvich, S. S. Kashkaret al,, Invention(Cer-

tificate No. 359, Byull. I1zobret.(1989, No. 21.
Itis clear from Fig. 5 that the effective scattering area of 4y zavorotny and V. I. Tatarski Dokl. Akad. Nauk SSSR65, 608

a reflector near a statistically rough surface can be substan-19s2.
tially greater than its intrinsic effective scattering area mea-°V. M. Shlyakhin, Radiotekh. Elektror82, 1793-18171987.
6
sured in free space. As a quantitative characteristic of theC |. Beard, IRE Trans. Antennas Propag-9, 470-483(1961).

backscattering enhancement it is appropriate to estimate the® e '4 31‘26;"16'7 (fg‘stg and L. M. Spetner, IRE Trans. Antennas Propag.
probability that the flgctuatlons |n'the effective scattering sp gockmann and A. Spizzichindhe Scattering of Electromagnetic
area of the reflector will exceed a fixed leve: xo, Waves from Rough Surfageergamon, New York1963.
- °B. R. Levin, Theoretical Foundations of Statistical Electroniia Rus-
f W(o (22) sian], Sov. Radio, Moscow1974, Vol. 1.
10C, J. Baker and K. D. Ward, AGARD Conf. No. 412987, pp. 25-1

—25-4.
K. D. Ward, C. J. Baker, and S. Watts, IEE Proc(fadar and Signal
Processing137 (2), 51-62(1990.

P= 1_ — ex t exp — 72 o 7t | dt, 2| s, Gradshtgin and I. M. Ryzhikables of In.tegral.s,'Series, and Prod-
\/_ ucts Academic Press, New Yoril 965 [Russian original, Nauka, Mos-

(23 cow, 1971.
wherer=x/(27?). Translated by D. H. McNeill

Substituting Eq(18) in Eq. (22), we obtain
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Transition radiation measurements at distances from the transition point comparable to
the formation length

A. V. Serov and B. M. Bolotovskil

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia
(Submitted October 14, 1996
Zh. Tekh. Fiz.67, 89—-93(September 1997

The spatial distribution of the electromagnetic field excited by a relativistic particle crossing the
surface of a metal is studied. It is shown that the field of the uniformly moving charge

must also be taken into account during measurements at distances comparable to the path length
for formation of the radiation. Expressions describing the effect of the self-field of the

charge on the transition radiation field are derived. 1897 American Institute of Physics.
[S1063-784297)01909-

INTRODUCTION particle will be detected before the emission field. The delay
between the arrival times at the observation point of the peak

The simplest type of transition radiation arises when an the intrinsic field of the moving charge and of the pulse of

particle in uniform and straight-line motion crosses the inter-electromagnetic radiation is roughly

face between two media and has been studied in some detail,

both theoretically and experimentally. A special case of 2L

this type of radiation is the emission generated by a relativ- At= < 1)

istic charged particle escaping from or incident on a conduc-

tor. In this case the spectrum of the transition radiation is flanhereL is the distance from the observation point to the

over a wide band from radio to well beyond optical frequen—metal_

cies. The angular distribution of the radiation is independent If we are measuring the field generated by a particle

of the distance between the point where the particle escap%%caping from a metdFig. 1b, then the radiation field ar-

the metal(or is incident on the metaind the radiation de- 65 at the detector before the self-field of the particle. Then
tector. At arbitrary distances from the interface, the energyy,q delay is

emitted by an escaping particle is equal to zero in the direc-

tion of the particle’s velocity and is greatest at an angle L
6=y ! to the velocity, wherey is the relative energy of the At= 570 2
Yvu

particle. When a relativistic particle is incident on a metal

there is no emission at an angle &f = and the emission is i i i ]
1 In this case, the time delay arises as the particle moves

greatest at an angle #&=m7— 7y~ . X X >
The electromagnetic field generated by a charge escafVer @ distance from the point where it leaves the metal that
i | to the formation lengthThe formation length for

ing from a metal or incident on it is the sum of the field of IS equal to | X
the uniformly moving charge and the radiation field. The adiation with wavelength is
intrinsic field of the charge propagates at the speed of the

particle and the radiation field, at the speed of light in the — Ay &)
given medium. Usually the energy of the transition radiation 1+ 926

is calculated as the energy of the radiation field. A relativistic

particle moving in a straight line at a constant velogity c, The conditions for separatiof@specially condition(2))

however, produces electric and magnetic fields at the obsecannot always be fulfilled in practice. When a relativistic
vation point that are almost equal and mutually perpendicuparticle leaves a metal the time delay is short, much shorter
lar. In terms of their structure, these fields are indistinguishthan the time for the particle to move from the interface to
able from the emissiofradiation fields. Thus, the emitted the observation point(For L=1m, At=3Xx10 %242)
energy is determined by separating the radiation field and th&hus, if the resolving time of the detector is not short
intrinsic field of the charge. Separation of the fields is takerenough, then its readout will be determined by the field of
to mean a temporal separaticsuch that a pulse of radiation the charge, as well as by the electromagnetic radiation field.
arrives at the observation point much earlier or much lateiThis is even more true of the case when a spectral device is
than the time of flight of the charge by the radiation detectorused for detection. Then the readout is always determined by
then the field dragged along with the particle and the emittedhe spectrum of the self-field of the particle, as well as by the
field will also be spatially separated from one another. spectrum of the radiation field.

If we are measuring the field generated by a particle In this paper we examine the effect of the self-field of
incident on a metafFig. 19 and the radiation detect®® is  the charge on the spectral and angular characteristics of the
positioned closer to the particle’s trajectory than to the poinfield generated by a relativistic charged particle escaping
where the patrticle strikes the metal, then the self-field of thdrom a metal.

1063 Tech. Phys. 42 (9), September 1997 1063-7842/97/091063-05%$10.00 © 1997 American Institute of Physics 1063



D v FIG. 1. Generation of transition ra-
> g.t diation by a charge incident on a
q metal (a) and escaping from a metal
p P ®.
L 4 N
- 1
BASIC EQUATIONS moving charge and its image. The field lines lying on the

Let us consider the field which develops when a articleSurface of the sphere determine the radiation field.
P b Let us assume that the radiation detedities at the

escapes from a metal perpendicular to its surface. We assum((a)intx The radiation field generated by instantaneous
that the metal is an ideal conductor. The particle escapes pYp- 9 y

from the pointx=0, y=0 in the positivex direction with aunch of the charge and the image charge is giveh by
velocity v. The generated field can be represented as the ¢ B sir? 6 B sir? 6
superposmon. of th_e fields of two mstantqneou_sly launched EX_E 5(rp—ct)( 1-Bcosd 1+8 Cosg]
charged particlegFig. 2). One of the particles is the real

chargeq, while the second is the image of this charge. The _a S(r-—ct 2B sir? 6 @
image has a charge opposite in sign and equal in magnitude " r (rp—c¢ )1_/3? co2 0’

to that of the escaping particle. The velocity of the image is

equal in magnitude and opposite in sign to the velocity of the?d

escaping particle, so that the position of the image is given q B sin@cosé B sin @ cosb

by x=—vt. Evidently, if a plane is drawn through the point E;:r_ 5(rp_Ct)( 1B cosd + 118 cosd ]
x=0 perpendicular to th& axis, then the field lines of the P

total electric field created by the charge and the image are o} 2B sin 6 cos @

perpendicular to this plane. Thus, the same boundary condi- - r_p 5(rp_Ct)m’ ®)

tions hold at the plang=0 as at a metal. Consequently, in

this case the transition radiation problem reduces to findingvherer,=x;+y, and g=v/c is the relative velocity of

the radiation emitted upon the instantaneous launching dhe particle.

two charges of equal magnitude and opposite sign from a The delta function with argument (—ct) accounts for

single point in opposite directiorfs. the fact that the radiation field differs from zero only on a
In this case the field has the following spatial-temporalspherer =ct propagating at the speed of light.

structure. Let us consider the hemisphere lying in the half ~ The field created by the uniformly moving particle and

spacex>0 with its center located at the point where theits image is given by

charge escapes and with a radiug sfct. Outside this hemi-

Xp— vt
sphere the field equals zero. Inside the hemisphere, the field EJ=q(1-4?) > Zp 0 35
is given by the superposition of the fields of the uniformly [(1=BT)yp+ (Xp—vD)7]
N Xptut } ®)
y [(1= By + (xp+ o)1)
Metal Vacuum and
y
Eq: 1— 2)[ P
y=0a(1-8 (1= BDy2+ (x,— o) 72
Yp
L LA + o2 2738 @)
= S (1= B3+ (Xt D))

As it expands, the sphere=ct passes through the ob-
servation point. At a timeé= \/x2p+y2p/c the field at the ob-
servation point changes from zero to the radiation field given
by Egs.(4) and(5). The spectral expansions of the compo-
nents of the radiation field have the form

FIG. 2. Representing the field formed by a charge escaping from a metal as q B Sir? 6 »
the superposition of the fields from two instantaneously launched charged Er(w)z exgi—r (8)
particles. X mery 1— B%cos 0 c P/
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9 &

q Bsinfcosé )
mcr, 1—p%cos 6 ex L

At later times (> \/x2p+y2p/c) the field at the observa-
tion point equals the sum of the fields of two charges moving 7
uniformly along thex axis, one of which is the real moving
at velocityv from the point with coordinatexzﬁ\/x2p+y2p,
y=0 while the other is its image g moving at velocity—v
from the point with coordinates= —ﬁ\/x2p+y2p, y=0. The
time dependence of the field is given by E¢®.and (7). In
the following we shall consider the case where the charged 2
particle escapes from the metal and the observation point is |
in the vacuum a short distance from its trajectory. Then it is
possible to neglect the field of the image and just include the I/
first terms in Eqs(6) and (7). 0 7

It is clear that theE, component of the field changes ¢, 10-'0
sign at the time when the charge appears at the point
X=Xp, y=0. The time integral of this field component is FIG. 3. Time dependence of tlig, component of the electric field:= 150,
zero. The field puls&, att=x,/v is close to sinusoidal in *»=3 M:Yp (MM: 5 (1), 10(2), 15(3).
shape with a frequency~ yv/y,; thus, its spectrum con-
sists of a narrow range of frequencies near yv/y,. The
E, component of the electromagnetic field consists of a bel
shaped pulse with amplitudEy~qy/yF2, and characteristic
width 7~y,/yv. The spectrum of the pulse contains all fre-
guencies up tav~1/7. The Fourier transforms of the com-
ponents of the electromagnetic field have the form

E;,(w)=

£, , arb. units

|the delta function in Eq(5), corresponds to the moment the
radiation field of the electron arrives at the observation point.
At later times the variation is determined by the self-field of
the uniformly moving particle. In Fig. 3 the time=0 cor-
responds to the time of arrival of the radiation field at a point
lying on the intersection of the particle trajectory and the

EY )= —i qo K wYp (10 measurement plame=L and has coordinateg,=3 m and
x(@)= m2y? O\ o Yp=0. It is clear from the figure that increasing the trans-
and verse coordinate of the receiver will cause both a drop in the

amplitude of the pulse formed by the self-field of the uni-

q qw oY, formly moving electron and a change in the pulse shape,
Ey(w)= vy K1 W) (11 reducing its duration and increasing its asymmetry. It can be

- . ) _ shown that at a receiver located at an angley ! the
whereK, andK, are the modified Bessel functions of imagi- seft_field will form only half of the bell shaped pulse, with
nary argument$MacDonald functions the left half cut off.

The above equations describe the electromagnetic fields ¢ spectrum of the total field can be obtained by ex-
and their spectra when the radiation and intrinsic fields of $anding the curve shown in Fig. 3 in a Fourier integral. It
uniformly moving charge are completely separated in timep,y he noticed at once that the spectral composition of the
The concept of complete separation of the fields during trangjgna| (especially at frequencies whose period is commensu-
sition radiation is definitely an idealization. In practice, the 5¢a with the pulse duration of the intrinsic field of the par-

pulses formed by the radiation field and the self-field of thecie) will depend strongly on the transverse coordinate of the
particle overlap to a greater or lesser extent, so that th?eceiver.

spatial-temporal and spectral—-angular structures of the field Figure 4 shows the angular distribution of thg com-
depend significantly on the distance between the receiver and
the metallic surface. A practical case is closer to the ideal
when the radiation detector lies further from the transition

point of the chargel(>1) and the angle at which the obser- "
vation is made is smallerg<1/y). =
=}
g
THE TRANSITION RADIATION FIELD <
-
Figure 3 shows the time variations in thg components \3-;
of the electric field at different points in space. These curve:«w
were constructed using Eq&) and (7) for an electron es-

caping a metal at an energy=150. The distance from the
metal surface to the measurement planggjs 3 m, while
the transverse distances from the detector to the particle tra-

jectory arey,=5, 10, and 15 mnfcurves1-3, respectively. FIG. 4. Angular distribution of the spectral componeBig w). y=150,
The initial jump in the electric field, which is described by x,=3 m; (1) E{(w), (2) Ej(®), (3) E}"(w).
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ponent of the field for two wavelengths=1 (a) and 2 mm

(b). Curve 1 shows the distribution of the self-field of the

uniformly moving charge, curvg, that of the radiation field,

and curve3, the combined field. It is clear that even at fairly

large distances from the metal surfattbe measurement

plane 5 3 m away, the distribution of the total field differs

greatly from that of the radiation field. First, these curves

have several peaks, whose amplitude and position depend on

wavelength, while the radiation field has a single peak at an

angle of 9=y~ ! for all wavelengths. Second, in the space

near the particle trajectory at angléscy ™!, the magnitude

of the field is determined mainly by the self-field of the S

particle. L/ lz
We now select a criterion for defining the boundary of

the region within which the mmnSIC_fle_ld of the_ Charge _haSFIG. 5. The ratio of the harmonics of the self-fi#@{(») and radiation field

an effect. We shall compare the radiation and intrinsic f|eld%;(w) as a function of the reduced receiver distance.

at those points in space which lie in the direction of the

maximum intensity of the radiation field, i.e., at an angle

wh

6=~y~! to the particle velocity at the point where it leaves q ®Yp
the metal. IfE%w) and E'(w) are of the same order of Eﬂ(w):ﬁw Kyl —
. . N - yv Yv
magnitude in this direction, then we can say that for angles
6<y~! the self-field of the particle has a significant effect . | wYp L wYp 2 14
on the spectrum of the electromagnetic field. il h o th o ol 14

We shall compare only th&,(w) components of the
Fourier harmonics. For relativistic particley &1) Eq.(9)
yields an amplitude for the Fourier harmonic of the radiation
field in the directiond= 1y~ of

whereK is the Macdonald function anid andL, are the
modified Bessel and Struve functions.

The argument of the special functionsdy,/yv. Since
in this casey,=L/v, while the formation length for the ra-
diation at wavelength\ is 1=\y?/2, the argument of the

E'(w)= g A ~ asy . (12)  functions can be written in the formy,/yv=m=LI/l, i.e., as
y 2mCry (1—,3+ i 2mel the ratio of the metal-to-receiver distance to the formation
4 22 length for the radiation.

The ratio of the harmonics of the intrinsic fieEﬂ(w)
In this derivation it was assumed that shs6, and radiation fieI(E;(w) is given by
cosf~1—(¢/2), andr,~L. In order to obtain a expression

for the Fourier component of the intrinsic field of the charge, s= ‘ Ej(w) = ’ - E[ K ( - E)
it is necessary to calculate the integral Ey(w) LT
. T ( L Ly 2 ‘
Ey(w)= 271(']))’/gv3f000 ey);mwtl)alz dt;. (13 B I R AR ERT AR ] (19
252 +1t? which implies that it depends only on the ratio of the receiver

distancelL to the radiation formation length the function
o ] S(L/1) is plotted in Fig. 5, from which we see that even
In this integral we have used only the first term on the\yhen the distancé exceeds the formation lengthby a

right of Eq. (7) and made the substitution=t—(X,/v). factor of 3, the amplitude of the harmonic of the self-field of
The second term in Eq7) is much smaller than the first and the particle is still 10% of that of the radiation field.

we neglect it. The lower limit of integration is the time at

which the radiation field reaches the radiation receiver. Sinc

the receiver lies at an angke=y ™1, the charge lies at the EoncLusion

point x, at this time, i.e., at the least distance from the re-  The classical expressions for transition radiation fitlds

ceiver. have been obtained under the assumption that the radiation
In fact, the field of the uniformly moving charge will be field does not interfere with the self-field which is dragged

picked up by the receiver immediately after the radiationalong with the charge. The above remarks imply that, de-

front passes, at time=r ,/c. At this time the particle willbe  pending on the location of the detection device, interference

at the pointx=vt=vry/c. In our case, the longitudinal co- between these two fields can have a significant effect on the

ordinatex, of the receiver and the distancg from it to the ~ result and this circumstance must be taken into account in

escape point are related by the formulg=x,/cos(1f).  real measurements.

Given thaty=(1— 8%)Y? and taking cos()~1— (1/2y?),

we obtain the coordinate of the particle at titrer;/c. It is V. L. Ginzburg and V. N. TsytovichTransition Radiation and Transition

X=Xp. After integrating, we have Scatteringin Russian, Nauka, Moscow(1984).

1066 Tech. Phys. 42 (9), September 1997 A. V. Serov and B. M. Bolotvskit 1066



2Bibliography of Papers on Transition Radiation from Charged Particles ®J. D. JacksonClassical Electrodynamig&Viley, New York (1962 [Rus-

(1945-1982)in Russian, Erevan Physical Institute, Erevah983. sian trans., Mir, Moscow, 1965
3B. M. Bolotovskii, Tr. Fiz. Inst. Akad. Nauk SSSR40, 95 (1982.
4V. L. Ginzburg and I. M. Frank, Zh. I&p. Teor. Fiz16, 15 (1946. Translated by D. H. McNeill

1067 Tech. Phys. 42 (9), September 1997 A. V. Serov and B. M. Bolotvskit 1067



Modeling the wave parameters of a narrow slotted transmission line based on a
superconducting film

0. G. Vendik, I. S. Danilov, and S. P. Zubko

St. Petersburg State University of Electrical Engineering, 197376 St. Petersburg, Russia
(Submitted December 11, 1996
Zh. Tekh. Fiz.67, 94—-97(September 1997

An analytical expression for calculating the wave parameters of a narrow-slot transmission line is
found in the quasistatic approximation. A two-fluid model is used for analyzing processes in

a superconducting film of thickness comparable to the London penetration depth. The wave
parameters of the slotted line are calculated under assumptions about the current distribution
near the edges of the slot which are analogous to those used previously for analyzing microstrip
and coplanar lines. €997 American Institute of Physids$1063-784297)02009-6

INTRODUCTION Let L, andC; denote the linear and capacitance per unit

) . length of the line(in the equivalent circuit, the inductances
High-temperature superconductitigTSC slotted trans- — 50"in series, while the capacitances are in pajage use
mission lines have recently attracted considerable attentiorghe fact that

This has happened, in particular, because of the combined

use of HTSC slotted line with a Josephson junction in mi-  Ly1=(ZoVeen)/c, Ci=\eer(Zoc) L, 2
crowave squid$:? In order to impedance match this type of where Z, is the wave impedance of the line andis the
system, it is necessary to have a minimum wave impedancgpeed of light in vacuum.

in the slotted line. This is achieved by reducing the slot
width to micron sizes. The existing analytical descriptions ofg|t in a shield of widttD, we have used the approximation
the parameters of slotted lineare restricted to slot widths ¢ partial capacitanced®

exceeding 2% of the substrate thickness. For slots that are

narrow enough, it is possible to use a quasistatic approxima- Ci1=eol(g,—1)—F(ky) +F(kz)], (©)]
tion for calculating their linear parameters and to obtainwherego is the vacuum permittivityE (k,) gives the contri-

simple analytical expressions. Because of the small, but fig tion of the substrate to the slot capacitance, E(k.,)
nite resistance of the conductor, HTSC transmission Iineg,i\,eS the contribution of the surrounding space.

have Ohmic losses, and these can be significant if the slotted

line is sufficiently narrow. The method employed in this ar-

ticle has already been used to calculate the wave parameters a
in HTSC microstrig and coplandrtransmission lines. The
computational results are in good agreement with experimen-
tal data, which indicates that this approach can be applied to 1 > Y
other types of flat transmission lines. In this paper we present y z
analytical expressions which make it possible to calculate the T '}
wave parameters of HTSC slotted lines with given ' <
parameters.

In order to calculate the capacitance per unit length of a

QUASISTATIC CALCULATION OF THE LINEAR b
PARAMETERS OF A NARROW SLOTTED LINE

i |

The transverse cross section of the line is shown in Fig.
la. The substrate has a thicknésand widthD. A super-
conducting film of thicknessl is deposited on the substrate by
and the slot width isv. The effective permittivity of the line, > &
which determines the phase velocity of a wave in a line with \ o >

-

an ideally conducting coating, is taken to be

w/2

o= (g,1+1)/2, 1
wheree, is the relative permittivity(dielectric constantof | L.J
the substrate material.

A comparison with electrodynamic calculations afi; _ _
for slotted Iine§’4 shows that asv/h approaches zero, the FIG. 1. Transver_se cross section of_asllotted I(ak_A sKetch of the trar_1$-
verse cross section of the slotted lin@) conducting film,(2) dielectric

actual value ofe, o approaches that given by Efl) (Fig. substrate(b) the distribution of the surface current density in the transverse
2a). cross section of a superconducting slotted line.
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FIG. 2. Wave parameters of a slotted line as a function of the vefio (a) Effective dielectric permittivitys o as a function of the ratiav/h for ¢,=9.7:

(1) geii=(g,+1)/2; (2—-4) data from Ref(4); (2) h/\¢=0.075,(3) h/\¢=0.05,(4) h/\,=0.025. The dashed curve is an “intuitive” extrapolation of the data

of Ref. 4 forw/h<0.02.(b) The wave impedance as a functionvafh; the smooth curve is the impedance calculated using the quasistatic approximation and
the points are data from Ref. 4.

this case, in a quasistatic approximation. Then it is assumed
that includingL {’ andR, does not change the distribution of
the fields or the magnitude of the currents. Using the current
distribution obtained under the assumption that the film does
not have finite conductivity, we then find valuesidf® and
R, which are, therefore, determined by the surface current
distribution and by the surface impedance of the supercon-
ducting film.

The complex conductivity of the superconductor can be
written in the approximation of a two-fluid model as follows:

To find F(k,) and F(k,) we used a conformal mappihg
which gives the following expressions for tle€k;):

K(k")
K(ki) ’
whereK (k) is the complete elliptic integral of the first kind,
andk* = \1— k2.

Forw<h<D we havek,;= ww/h andk,=w/D. For the
subsequent transformation, we used the approxinTation

F(k)=m"1In(2-(1+ Jk&)/(1— k"))
for 0<k=0.707. (5)

Expanding the argument of the logarithm in E§) in a
series in the small parameter, we obtain a simple analyti- The active part ¢,) originates in the normal electronic
cal expression for the capacitance per unit length of the slotconductivity and is the cause of the losses in the line. The
ted line and then, using Eqgél) and (2), an expression for reactive part {o-,) originates in the inertia of the dissipation-
Zo: less motion of the superconducting carriers. This part of the
ZO\/M((Sr+ 1)/2)%57((e,— 1) conductivity is related to the London penetration depttby

X In(16h/(7ww))+2 In(4D/w)) L. (6)

It is important to note that this approximation is valid for
D <\, Where\, is the free-space wavelength. HoE )\, it
is necessary to substitul@* =\,/2 in Eq. (6). The wave
impedances, calculated using Eq(6) are in good agree-
ment with the data of Ref. 4 fov/h>0.02 (Fig. 2b.

F(k)=

(4)

o=01"]03. )

®

o=(wuoh{) 7,

where o is the angular frequency and, is the vacuum
magnetic permeability.

An expression forjg(x) was found from a quasistatic
analysis of current flow in the transmission line with the use
of conformal mapping:® In order to avoid a divergence in
the integral of the square of the surface current density near

When deriving the true values of the linear parametergne edges of the film, the transformation described in Ref. 5
for an HTSC slotted line, it is necessary to add the kinetiGyas carried out. The resulting distribution has the form
inductancel {*) per unit length ta_; and to account for the
resistanceR, owing to the real component of the complex 4 |

THE CONTRIBUTION OF THE SUPERCONDUCTING LINE

I+

W/2<|X|<swW/2+\ |,

conductivity of the superconducting film. P m
The sequence for finding the losses in the transmissiofs(x) = 19 1 (9
line is as follows: initially the finite conductivity of the film T ——, [X|=W2+)\|
is neglected and the boundary value problem is solved, in X \(2x/w)?—1
1069 Tech. Phys. 42 (9), September 1997 Vendik et al. 1069



wherel is the total current of the microwaves propagating in
the slotted line, and , =2\ 2/d.

The current distribution give by E¢) is plotted in Fig.
1b. The conducting halfplanes of the slotted line have almost
equal tangential components of the magnetic field on the two .
surfaces but in different directions. This meas that the mag- &
netic field parallel to the surfaces is zero in the middle of the
film (y=d/2, Fig. 13, which, in turn, is equivalent to a mag-
netic wall parallel to thex axis. The equivalent surface im-
pedance of the film in this case can be written as a parallel
combination of two “halves,” each of which has a surface
impedance formed by a film of half the thickness; this yields
the following result:

Zg o= 0.5 Zscoth(j - 0.5dV — jwuo(oy— o) + ] wﬁ‘(o)é)
1

whereZ, is the wave impedance for a wave propagating in
the material of the superconducting film and

7= | 22M0 (11)
g1—]03

The values ol{ andR; can now be found from
Z,=R;+joL¥

+o + o
:Zs,eff'<f |js(x)|2ds)(j0 js(X)dX

— o0

0 ) 1 TR S B T S I |

11077 710°¢
&, ym
2, (12

FIG. 3. The wave parameters of a narrow slotted line as a function of the

h h d the distributi fth . fi%m thicknessd for w=15 um, h=0.6 mm,f=3 GHz, D=20 mm, and
where we have use € distributions o € surface curre +=9.7.(a) The effective dielectric permittivity, .« given by the formula

density given by Eq(9). &r.e= (B8 Bo) as a function of film thicknesd; (b) the damping coeffi-
A calculation of the integrals yields cient « given by Eq.(14) as a function of film thicknesd.

Zy=Zg o 32- (m?w) !

X(0.5+N, /w+0.25IN1+w/\))). (13

calculated using a quasistatic distribution for the current in
the slotted line. The formulas given here are convenient for
use in computer-aided design.
k,=B—ja=—j\jwCi(Ri+jw(L;+L¥)), (14) One of the authorO. G. Vendik thanks Dr. Alex Bra-
ginski for discussions in which he called attention to the
suitability of narrow slot lines for the construction of micro-
wave squids.

Assuming thatL; and C, are known(2), the complex
propagation parameter can be written as

wheree is the damping constant aiglis the phase constant
including losses.

RESULTS OF THE MODEL

The wave impedance and propagation constant of a slot*A. H. Miklich et al, IEEE Trans. on Appl. SupercondS-3, 2434-2438

ted line have been calculated on the basis of Efsand 22(19;?- . 4 M. Gottechiich. Tahresberichielnstiut f

H H H _ . 2 . ang, m. soltner, an . ottschlicn, respericnteginstitut tur
(14). The effectlvg dl,elecmc Cons,tamryeﬁ_seff(_ﬂ ¢/w) Schicht- und lonentechnik. ForschungszentrurficAuKFA (1999, pp.
and« are plotted in Fig. 3 as functions of the thicknesef 89-92.
a YBaCu;O; film at T=78 K on a substrate with, =9.7. 3K. C. Gupta, R. Garg, and R. Chadi@omputer-Aided Design of Micro-

It is clear from Fig. 3 thak;r off and « rise rapidly for wave Circuits Artech House, Dedham, Mag®ussian translation, Radio
. A Svyaz’, Moscow, 198]
.Sma” d. FOI’ Sm{i”W{h'_ this Va“aﬂ)on can pe related to an “K. C. Gupta, R. Garg, I. Bahl, and P. BhartMijcrostrip Lines and Slot-
increase in the kinetic mductanté and resistanc®; and, lines 2nd. ed. Artech House, Inc., Lond¢h996).

accordingly, in their contribution to these parameters. °0. G. Vendik and A. Yu. Popov, Zh. Tekh. Fig3 (7), 1 (1993 [Tech.
Phys.38, 535(1993].
6L. M. Lofgren and O. G. Vendik, irProceedings of the 23rd EuMC
Madrid (1993, pp. 644—645.

CONCLUSION V. 1. Lavrik et al, Conformal Mapping of Physical and Topological Mod-
els[in Russian, Naukova Dumka, Kiev1990.

Analytical expressions have been found for CalculatinggR- K. Hoffmann, Handbook of Microwave Integrated Circuité\rtech
the wave parameters of HTSC slotted lines. The kinetic in- House, Norwood, Mas¢1987).

ductance and Ohmic resistance per unit length have beenanslated by D. H. McNeill
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Numerical simulation of space-charge dynamics in a gyrotron trap
D. V. Borzenkov and O. I. Luksha

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
(Submitted March 27, 1996
Zh. Tekh. Fiz67, 98—-101(September 1997

The particle-in-cellPIC) method is used to simulate the self-consistent accumulation and

bunching of space charge in the trap of a gyrotron electron-optical system. It is shown that it is
possible to generate charge bunches that oscillate along the direction of the magnetic field.

The dependence of the characteristics of these oscillations on the magnitude of the electron current
into the trap is determined, along with the effect of the accumulated charge on the velocity
distribution of electrons in the current passing through the magnetic mirror. Satisfactory agreement
with the experimental data is obtained. 97 American Institute of Physics.
[S1063-78497)02109-0

1. The space charge that accumulates in the trap between o)+ UTLn(i)

the cathode and the magnetic mirror of a gyrotron electron- v, y(i)= — % )
optical system reduces the quality of the helical electron

beam produced:® Experimental data®°indicate that oscil- i d

lations appear in this trapped charge at frequenties0 to fuj’jjm (v W)k _

100 MHz, which are associated with longitudinal oscillations ~ |At—= =q(i), (3
- . . JoF(viWdv

of charge bunches. Theoretical analysis of the collective .

electron processes in the trap can unify the results of experi- ¢y T¥{(i)=vT}(i—1). (4)

ments and point to effective ways to control these oscilla- . .
tions. In this paper we present the results of such an analysis, The chargeg(|) IS 'the same f_or gll the macrgpartlcles
derived from numerical simulations using the particle-in-cel€XCePt for particles with low indices<6, for which the

(PIC) method(also known as the method of macropartizies charge is decreased so as to more uniformly distribute these
for examples, see Refs. 6 and 7. macroparticles with respect to the transverse velocity. This

2. Our analysis of the electron motion is based on theMethod of charge partitioning presupposes the presence of

approximation of adiabatic paraxial drift for a magnetizedS€Veral(2 to 5 particles with the largest values of initial
azimuthally symmetric beam. Using this approach, we nee§€!0City v, k. which undergo reflection from the magnetic
only treat one-dimensional motion of the guiding centers of MiTOr even in the absence of a space-charge field.

electron orbits along the coordinate parallel to the magnetic In caleulating the intrinsic space-charge field, we assume
field. Changes in the longitudinal velocity of an electron that the azimuthally uniform hollow electron beam is thin

arise from the electric fielé., created by external sources, enough that the change in potential over its transverse cross

the self-field E.. of the space charge, and changes in itsSection can be neglected. Furthermore, in keeping with the

transverse velocity as it moves through a spatially nonunityPical geometry of the gyrotron electron-optical system, in
which characteristic longitudinal sizes are much larger than

form magnetic field. ; _
The equations of motion were integrated using timet:etdlstance between the beam and the drift tube, we assume
a

stepsAt= 0.1 to 0.5 ns. At a given ste, the charge emit-
ted from the cathod®=1-At (wherel is the beam curreint AyU<A U, (5)
was divided up intdV = 40 macropatrticles. At the cathode, ) o

these particles had zero longitudinal veloaityand various ~WheréA»U andA U are respectively the longitudinal and
transverse velocities, ,. A Gaussian distribution was used "adial components of the Laplacian of the beam potential.

for the electron distribution function with respect to trans-  Fulfillment of Eq.(5) was monitored during the calcula-
verse velocity tion. Under these assumptions, the longitudinal component

of the space-charge field is given by the expression

— dU(z2)
40, — v )? Ei=— , 6
F(vik):exr{_—( LK > L) 1 ) s¢ 9z ©
Avlk
where
— . . S R
wherev | is the transverse velocity averaged over the elec-  U(z)=p(z) ﬁ|n mol 2 . @
27780 Ro(Z)

tron ensemble, andv | is the velocity spread.
The initial transverse velocity of th'EIh_macroparticIe Here S(Z) and RO(Z) are the area of the transverse cross

v (i) fori=1...M and for givenl, At, v, Av, ¢ is section and the average beam radius respectively, and

determined from the following relations: Rmp(2) is the radius of the drift tube. The space-charge den-
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sity p(z) was determined by dividing space along theo-  tion B(z) were specified approximately using a piecewise-
ordinate intoL= 100 cells and calculating the macroparticle linear approximation.
charge in all the cells at each time step, taking into account We analyzed several cases for values of the current
the finiteness of the particle dimensions. relative transverse velocity Spreaﬂ)Lkzv—lk.AULh and

3. Our calculations were designed to match the gyrotroritch factor of the “cold” beamg, within the ranges
electron-optical system configuration in which the space(.1 <|<0.5 A, 0.25<6v,,<0.3, and 1.2g,<1.6. The
charge oscillations were studied experimentalljhe basic quantitygo can be regulated by varying the magnetic rever-
structural dimensions and parameters of the operating regimgy| coefficiente in accordance with the relation
used in these calculation were the following: average cath-
ode radiusRy,= 4 mm, width of the cathode emission ring _Vio
[,= 2 mm, width of the anode—cathode gdp=5 mm, go_v_o’ (8)
slope angle of the cathode surface relative to the device axis L
¥=15°, distance from the cathode to the magnetic fieldwvherev, g=v - Ja is the average transverse electron ve-
plateauz,,,,=24 cm, drift tube radius in the neighborhood of locity, and vy= 27U ¢— vfo is the average longitudinal
the magnetic field plateaB,(zmad =3 mm, external accel- velocity at the magnetic field plateau.
erating potential differencé.,=16 kV, overmagnetization 4. When the parameters év,, gq lie within these
coefficienta=B,/B,=15 to 17 (whereB, and B, are the ranges, accumulation of space charge in the trap is accompa-
magnetic inductions at the plateau and at the cathattel nied by excitation of low-frequency oscillations 100
magnetic inductiorBy= 2.5 T. The longitudinal distribu- MHz). Figure 1 shows a typical time dependence of the
tions of the external electric fiel.,(z) and magnetic induc- beam potential-U in a cell at a distance of 16.8 cm from
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FIG. 2. Spectrum of the time seriesU(t) shown in Fig. 1 over the time  FIG. 3. Spectrum of the time seriesU(t) at a low particle flux into the
interval 835<t<960 ns (=0.2 A, go=1.4, 6v,(=0.25). trap over the interval 935t<1060 ns (=0.2 A, go=1.2, 6v, ,=0.25).

computer. The threshold pitch factor for oscillations to ap-
pear in the trap is experimentally found to bel.0 in the

andAt= 0.2 ns. For the initial time segmertt<(600 N3 we 0 a1ing regimes corresponding to these computafions.
observe an approximately linear increase in the potentlal The spectral content of the oscillations also changes as

and an increase in the number of macroparticle caught in the harticle flux into the trap is varied. For the small pitch
trap. At timet= 600 ns the charge accumulated in the Wapgyqor g = 1.2, several bunches can exist simultaneously

eq“?'s roughly hal_f of the total charge of particles located induring the initial stage of charge bunching in the trap. In the
the interaction region between the cathode and the magnetifygjation spectrum this is reflected by increased harmonic

field plateau. The total number of particles in this regionamplitudes relative to the fundamental compongfig. 3.
reaches~9500. At later times the amplitude of the beam As the “amplitude” of the bunches increases, their interac-

potential modulation increases, with a modulation period ok, increases as well, and eventually one bunch “absorbs”
~10 ns. Figure 2 shows the Fourier spectrum of a fragmenf,o sthers.

of a time series of- U(t) with duration 125 ng835 ns<t< For larger particle fluxes into the tragd= 1.6), the

960 ns. Against a background of wideband noise, discret€,q;jjations are characterized by increased amplitude of the

peaks can be seen at frequency multiples, with a fundamentglijepand noise and a decrease in the power at the fundamen-
frequency component dt= 94 MHz. After the period in | heak of the spectrurtFig. 4). This randomization of the
which the oscillations grow, the system reaches a quasisiective processes is probably associated with the increased

steady statg in _which ngither the amount of charge in the trapie of renewal of the trapped space charge, which decreases
nor the oscillation amplitude change very mu¢t(900 ns 0 fraction of “long-lived” electrons in the trap. In this

in Fig. 1). regime, the oscillator dynamics are also characterized by

The oscillation frequencies obtained in these CaICUIation?ime-periodic amplification and suppression of the funda-
agree approximately with those of a single electron moving, anial spectral component.

between reflection planes. We also observed a phase shift g i charge that accumulates in the trap acts on the ve-

between values of the functionU (t) recorded at points that ity distribution of electrons passing through the magnetic
were separated along the axis. These data confirm the priggiyror in the region of uniform magnetic field. In Fig. 5 we

experimental conclusion that the oscillations have a spat|a6|Ot the total charge of particles passing through the plane
structure, indicating that they are associated with longitudi-,_ at timeA r= 100 ns versus their longitudinal veloc-
max

nal oscillations of charge punches in the trap. , .. Ity. These data were obtained for a regime with0.2 A,
The charge bunching is clearly based on an instability of

negative-mass type in the ensemble of nonisochronous elec-
tron oscillators. The computed value of the oscillation fre- .
quency is approximately 1.5 to 2 times larger than the ex- 20
perimental values, which may be due to the approximate 4\
nature of our computational model and the external field ap-
proximations we used. > 121
An increased particle flux into the trap, which can be <
implemented by increasing v | or gq, is accompanied by
a decrease in the startup time of the oscillations and the time
for the system to reach its quasisteady state. For example
increasing the pitch factog, from 1.2 to 1.6 causes the 1 L
oscillation startup time to decrease from700 ns to~450 0 0 20 £ Mng 400 500
ns. For values of the pitch factggp<1.1 no oscillations are ?
observed at all within an analysis time ot 1300 ns, which  giG. 4. Spectrum of the time seriesU(t) at a high particle flux into the
at this stage is the limit imposed by the capabilities of thetrap over the interval 1125t<1300 ns (= 0.2 A, go=1.6, 6v, , =0.275).

the cathode calculated fo= 0.2 A, v, = 0.25,go= 1.4,
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have used in this model significantly simplify the real pro-

*a cesses involved in electron current oscillations in a gyrotron

0.8 electron-optical system. Nevertheless, our data are in satis-
,g factory agreement with the experimental results, in particular
S 06 the threshold conditions for excitation of space-charge oscil-
g lations in the trap, their spectra, and their spatial character-
3 04 istics. As we pursue our approach to the simulation of col-

lective processes in the gyrotron electron-optical system, we
\ will address the possibility of controlling the oscillation
e - A g4 A characteristics via the nonuniform fields in the drift-tube re-
0 o5 1.0 15 2.0 gion
v/, ) . .
¢ We are grateful to G. G. Somingkior helpful discus-
FIG. 5. Charge distribution, of particles entering the magnetic field pla- sion of the results of this work and to N. V. Dvoretskaya for

teau at timeA r= 100 ns versus their longitudinal velocity The value of €T help in debugging the computer program.
v is normalized by the average longitudinal velocity for a “cold” beam

1sh. E. TsimringLectures on Microwave Electronics and Radio Physics
dv, «=0.25, andgy=1.4. Curvel corresponds to time& 7 Vol. 4 [in Russian, Saratov State University Publishers, Sarat©974),

. . . p. 3.
in the r‘i’mge 0-100 ns, when the Charg? in the trap is Sm?-”?v. E. Zapevalov and Sh. E. Tsimringectures on Microwave Electronics
curve?2 is for 500—600 ns, when the static charge reaches its and Radio Physicin Russiad, GosUNTs “Kolledzh,” SaratoW1996),
highest level without significant oscillations; curgeis for 3V0|- 2, I?(- ﬁ29- § ) | .

_ illati ; i “0. I. Luksha and O. Yu. Tsybir,ectures on Microwave Electronics an
800—900 ns, when the osqllanons ha_lve maximum ampl|_ Radio Physics[in Russiad, izd. SGU, Saratov1993, p. 20.
tude. As the space charge in the trap increases, the veloCityo | |uksha and G. G. Sominskizh. Tekh. Fiz.64(11), 160 (1994
distribution function of the particles becomes washed out [Tech. Phys39, 1173(1994].
(compare curved and?2). The increase in the oscillations is Sgr-]'- L:gsggla(rig %]G- Somingkizh. Tekh. Fiz65(2), 198(1995 [Tech.

. . . . i ys.40, .

acgompamed by a_change in the fc,’rm of t_he veloqty distri 6C. K. Birdsall and A. B. LangdorPlasma Physics via Computer Simula-
bution, as the fraction of macroparticles with VelOC'tY_ abOV? tion (McGraw-Hill, New York, 1985 [Russian trans., fiergoatomizdat,
average decreases and the number of slow particles in-Moscow, 1989,
creases. The value of the velocity spread in this case is prac” S- Roshal',Simulation of Charged Beanin Russiar, Atomizdat,
. Moscow (1979.
tically unchanged.

In conclusion, it is noteworthy that the assumptions weTranslated by F. Crowne
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Structure and composition of tungsten silicide thermal—field microprotrusions
M. V. Loginov and V. N. Shrednik

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Zh. Tekh. Fiz67, 102-109(September 1997

The thermal—field microprotrusions that grow on the surface of a tungsten tip coated with silicon
when the tip is heated in an electric field are investigated by a suite of field emission

methods, including electron field emission, ion desorption microscopy, and the atomic-probe
method. For Si coatings more than a few monolayers thick, microprotrusions are observed to grow
in the field desorption regime when the tip is heated to temperalure4100-1200 K in

an electric field with initial intensityf = 5.7—8.6< 10" V/cm. The field at which they evaporate

is 1.2—1.8<10® V/cm. The set of moving spot§.e., microprotrusionsforms rings whose

collapse signals the dissolution of the thermal—field growths on the developed faces. The most
interesting structures are the sharp microprotrusions that grow on the central facet of a

{110 tungsten tip under certain conditions. Atomic-probe analysis of their composition reveals
that they consist of tungsten trisilicide WSkith a monolayer surface skin whose

composition is close to W&i The intense growth of these formations on an initially smooth close-
packed{110 face of tungsten is evidence that reconstruction of the latter takes place under

the influence of the strong field and the interaction with silicon. 1897 American Institute of
Physics[S1063-7847)02209-3

INTRODUCTION esting object in itself from the point of view of creating
field-emission sources of electrons and ions that are highly
Thermal—field microprotrusions form at the surface of a“pointlike” in their properties. These facts make investiga-
conducting crystal heated in the presence of an electric fieltons of the reproducible growth of microprotrusions, the sta-
F when this field is strong enough that the field-inducedbility of their emission properties, and peculiarities of their
ponderomotive forces, which stretch the crystal, overcomf{ield-induced evaporatiofwhich in particular determines ion
pensate the compressive force of surface tengimhich  emission even more valuable.
smooths out the surfageFor this to happen, the surface In this paper we will investigate the chemical composi-
temperature should be high enough that the active surfadion of thermal—field microprotrusions grown under preset
diffusion of atoms responsible for the crystal growth kineticsconditions on the central facet of(&10W tip coated with
can occur. Data of this kind on microprotrusions grown onsilicon, refine the conditions for the growth of these micro-
metal tips was analyzed and summarized in Refs. 1 and Zrotrusions, and identify distinctive features and characteris-
Usually microprotrusions grow readily in the neighborhoodtics of their field-induced evaporatigboth low-temperature
of a crystal verteXmore rarely an edggthis growth is lim-  and high-temperatuye Summarizing our work in advance,
ited by so-called field -induced reconstruction, which causesve have discovered that such microprotrusions consist of
the growth of microprotrusions to cease. For pure metals it ifungsten silicides of various compositions. Whereas the au-
not possible to grow thermal—field microprotrusions on thethors of Refs. 3 and 4 investigated low-temperature field-
most closely packed faces, probably because it is difficult tanduced evaporation of microprotrusions, our focus of atten-
nucleate elements of a new layer on these faces, which are #en is the high-temperature field evaporation of fluctuating
a rule ideally smooth. and self-maintaining microprotrusions. Moreover, ours is the
However, when certain impurities are present on the surfirst study of these phenomena, which up to now have been
face of a smooth face, thermal—field microprotrusions carflescribed only for certain pure metdfs,in a chemical com-
grow even at the center of the facet. Thus, in Refs. 3 and #ound. We are also the first to undertake a precise atomic-
the authors describe cases where typical thermal—field mProbe analysis of the composition of a microprotrusion,
croprotrusions grow in a reproducible fashion{driQ faces  Which constitutes a special methodological problem.
of tungsten coated with silicofin quantities of more than a
monolaye). However, their experiments yielded only indi-
rect data(e.g., the magnitude of the desorbing field, the
smoothing temperature, et@bout the chemical composition In this work we used the time-of-flight atomic probe
of the microprotrusions. It is important to identify more pre- described in Ref. 8. As we pointed out in that paper, it is
cisely where these microprotrusions are on this particulapossible to observe emission images of the tip by using an
close-packed110 face, since this information is relevant to image brightness amplifier consisting of two microchannel
the reconstruction pattern generated by the interaction witplates and a luminescent screen. Our source of silicon vapor
the adsorbate and the strong electric fitln isolated mi-  was a rod heated by a current passing through it, mounted in
croprotrusion on the central facet of a tip point is an inter-the atomic probe chamber to the side of the tip. The residual

EXPERIMENTAL TECHNIQUE
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gas pressure at the time of the experiments (8ag)x 10~ ° HIGH-TEMPERATURE FIELD EVAPORATION FROM
Torr. The tungsten tips were oriented along {140 axis. =~ TUNGSTEN COATED WITH DEPOSITED SILICON

The experiments, which were designed to obtain mass oy 4 tungsten tip coated with low concentrations of sili-
spectra of the field-evaporated material in the atomic prob@on at room temperature, corresponding to a fraction of a
under conditions of thermal—field microprotrusion growth, monolayer, the conditionéon T,V) required for micropro-
were made difficult by contradictory requirements. On thetrusion growth are close to those for pure tungstamd a
one hand, the tips had to be strongly heated for a long timsignificant decrease in both and V observed only when
prior to the experiments in order to purify them of impurities. larger amounts of silicon are depositegveral monolayeys
This procedure blunts the tips very rapidly if there is anyUnder these conditions, after exposing the tip to tempera-
appreciable concentration of Si in the tungsten bulk. On thdures of 1100—-1200 K and voltages 2.5 to 4 times larger in
other hand, the samples must be maximally sharp in order tgbsolute value than thé needed to observe the initial elec-

. . . . . _ 7
avoid unacceptably high evaporating voltages, both dc, i.e{ron field-emission imagé.e., for F=(5.7-8.6)< 10" V/iem

base-level, and pulsed. The situation is only partially allevi-at the original surfageand with opposite sign, we were able

ated by the fact that the microprotrusions that are grow |gng:jOeV\s/oTIfiz)onpri(r)r?:selzns'rﬁgdﬁ:gdgtt?he((am ZI:Ii)sbr)(/a ujil:]egd for
enhance the local field intensity by a factor of 1.5 to 3.0 b ges. P q

. _ ) effective evaporatiorirather than growthwas estimated to
cpmpared to the original surfacg. Field evaporat!on, ?Spef)e(l.Z—l.ax 10° V/cm, which is considerably smaller than
cially at low temperatures, requires extremely high fieldsye \aiues required for tungstéat least the lower limit is
both for pure tungsten and for silicides or silicon. Images of these closely spaced and fluctuating micropro-
In order to keep the tips sufficiently fine, we avoided rysjons were quite dim, even for extremely largé order
strong heatingwe did not go above a temperature of 18001(0°) enhancement coefficients of the microchannel plates.
K) and heated the samples in the presence of a moderatetthey appeared over the entire visible field. Sets of spots —
strong electric fieldin feeding a voltage of positive sign to microprotrusions — arranged themselves in rings around the
the tip). The silicon deposited on the lateral surface of the tipplanar facets, which then collapse inw&ad T= 1100—-1200
was difficult to remove completely under these circum-K). This behavior is similar to that of Ir reported in Ref. 6
stances, and it deposited in the neighborhood of the end @nd Pt in Ref. 7. In this regime, and for these surface con-
the tip. This hindered oua priori calibration of the amount Ccentrations of Si, we did not observe any special localization

of Si. However, after this it became easy to evaluate thi®f microprotrusions on th¢11G face. For pure tungsten,

guantity using the mass spectra inward collapse of rings under conditions of hot field evapo-
Despite our good vacuum .tips heated in the chambe'?ation has not been reported. It could be that higher tempera-

often contained a certain quantity of carbon at its surfacet.ures are required for tungsten, due to the so-called “micro-

Thi inferred f the ch teristic i f a ribb doutgrowths” associated with its growfif. We were unable
IS We In erre. rqm _e charac -erls Ic !mage 0 _a MObEL, determine the composition of the microprotrusions present
crystal of W, which is typical of solid solutions of C in W at

i 840 on a tungsten surface coated with a film of Si under these
subcarbide concentrations. Attempts to remove the carbon o itions, because the contrast between the evaporation rate

by annealing in oxygen at oxygen pressures of ordefyr the base-level voltage and the rate at the peak of the
1X107° Torr and temperatures of 1700-1800 K led to tem-eyaporating pulse turned out to be too small; moreover, the
porary cleaning; however, the tips were blunted, and aftefecorded spectra consists of chaotic pulses, indicating a noise
subsequent heating once more showed signs of carbon coprocess.
tamination. However, it is known from the literatdtehat The use ofin situ recording of desorbed ion images al-
after Si deposition even a monolayer of @ @ W surface is lowed us to control microprotrusion growth in the neighbor-
displaced by the Si into the substrate bulk, where it is unabléood of the{110 face on the tungsten tip. However, we
to appreciably influence surface processes. Therefore, w&ere able to do this only after depositing a large amount of
used a surface with traces of carbon as our starting surfac®i (Probably more than 10 monolaygn a tungsten surface
The field evaporation spectra from such surfaces sometiméd§at was practically free of previous Si deposits. When the
exhibit signs of carbon contamination, but our preliminary&forementioned microprotrusions were grown on the tip, we
atomic-probe experiments on the surface of a ribbed crystdfad 10 apply voltages 2.8-3.3 times larger than the voltage
of W revealed principally tungsten ions in the field evapora-reqUIred to ot_)serv_e elec_tror_1 emission imaggd naturally
. of the opposite signwhile increasing the temperature to
tion spectra. . . . 1000 K or higher before we observed the expected ion de-
The temperature of the tip was determined using a

Pi ical The i Id be h q h sorption pattern. In the temperature rafige 1100-1200 K,
Iro optical pyrometer. The tip could be heated at the S"’“ngtgainst a background of dim spots that flickered at various

time that high voltage¥ of either polarity were fed to it by positions(ion currents an extremely bright spot would ap-
passing the current through a small bow to which it wasyear unexpectedly and abruptly at the center of the screen on
welded. In this work, “low temperatures” should be taken to a {110 face. This spot, which had a tendency to increase in
mean room temperatuf800 K). We used room temperature brightness and observed size, was unstable and could disap-
rather than cryogenic temperatures in order to simplify thepear as rapidly as it appeared. Increasing the voltage could
experiments, since at 300 K migration of W and Si atoms iggenerate new bright spots along with the previous one, while
quite reliably frozen out. decreasing it often led to an abrupt disappearance of the spot.
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FIG. 1. Electron field emission image of two tungsten silicide thermal—field
microprotrusionsV,= 2 kV. One of the microprotrusions is pointing at the
atomic-probe iris.
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We were able to preserve these strongly emitting micropro
trusions(sometimes there were two or thyemly by rapidly 20
lowering the temperature while maintaining the applied volt-
age, which was removed only after the tip had cooled con WSi.';*
siderably (almost to room temperatyreln these cases, by 81 b
feeding a negative voltage to the tip we could image one o
two, more rarely three, microprotrusions in the region of the
tip axis (i.e., on the{110 face. They appeared as circular
bright spots of electron field emission at voltages in theg |
range 1.4 to 2.0 k\{most often at 1.8 kY. Often they would
occur within the probe aperture without additional adjust-
ment, which in these experiments coincided with the tip axis.

By evaporating these microprotrusions, which were -gitt wsitt WSii;
grown repeatedly and reproducibly, we obtained mass spet | 6
tra, which we discuss in the next section. Figure 1 shows al g N | .
g 100

: ST ; l 1

example of an electron field-emission image of such micro- 200 300 %00
protrusions. Note that sharp microprotrusions appear spont: m/g
neously only when th¢11Q face is at the peak, and do not . . _ _ _
occur on lateral facets of this kind where the field is ConSid-FIG' 2. Field evaporation spectra _from_ therm_al—ﬂeld microprotrusions

. . grown on 110 W a — spectrum obtained immediately after growth of the
erably lower. W'Fh regard to their eXt_emal shape and Manne&hicroprotrusion b — spectrum obtained after 15 hours exposure of the
of appearance in the electron regime, and in the relativénicroprotrusion surface to residual gases at a pressure of Torr.
emission parameters of the latter, these protrusions are analo-
gous to those described in Refs. 3 and 4. In order to grow
hem on a{11Q f itis n ry t ner new layer, - : .
them on &({110} ace tis necessary to generate a new laye tthe composition spectra are practically the same. It is aston-
on the planar portion of the facet. Consequently, the facet, . ' o . :
ishing that the field-emission characteristics of the micropro-

cannot be kept smooth, and must reconstruct. The sharp . .
. . N rusion remain unchanged after 15 hours exposure to a poor
threshold character of microprotrusion growth with increas-

ST o . . vacuum, indicating an extraordinatgnd atypical, e.g., for
ing field attests to its influence on this reconstruction. cating a . L ypiC 9.
tungsten stability against corrosion and passivity against ad-

sorption.

The dominant peak in the spectra of Fig. 2 is at mass
number 134, which corresponds to a silicide with the com-
Figures 2a and 2b show field-evaporation mass spectrposition WS} (in the form of WSj * ions). This peak also
of microprotrusions obtained at lowoom) temperature and dominates in other spectra of other microprotrusions grown
the same base-levél8 kV) and pulsed voltage@.8 kV) (a  on {110 tungsten faces and recorded for other evaporating

voltage of 1.8 to 2.0 kV is required in order to observe anvoltage parameters. Furthermore, the spectra of Fign2l
electron field-emission imageThe spectrum shown in Fig. in other analogous specjralways exhibit a peak with low

2a was obtained immediately after the growth of the micro-but still significant amplitude at mass number 120, which
protrusion, while that shown in Fig. 2b was obtained the nextorresponds to the ion WSi . As a rule, we find a group of
day some 15 hours after the growfturing this time the tip low-amplitude peaksi.e., near the noise levein the neigh-
was kept in an atmosphere of residual gases at a pressurelwirhood of mass number 268, corresponding to the ion
order 10°° Torr at room temperature, after which the spec-WSi; . Peaks in the low-mass regig80 to 45, which are
trum was recorded in a vacuum o0 ° Torr). Clearly  sharply expressed in Fig. 2a, may contain traces of carbon

72}
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FIELD-EVAPORATION MASS SPECTRA AND
MICROPROTRUSION COMPOSITION
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microprotrusion can take place in the absence of a voltage

n pulse as well. In this case, the evaporating pulses select ions

“ar *  from the same outermost steps of monolayers moving within
v the zone of the probe aperture. From this it follows that field

. evaporation spectra obtained at high base-level voltages need

F e not indicate the evaporation of the very first portion of ions

. from the microprotrusion surface, but may correspond to

N evaporation of deeper lying monolayers.

In order to identify the conditions necessary for record-

R ing ions evaporated from the very top of the tip, we moni-

21 - tored the microprotrusions experimentally to determine their

. stability in the evaporation field. We did this by subjecting a

B = 2 freshly grown microprotrusion to the action of a constant

sertes  wmete s evaporating field for a certain fixed time, and then monitor-

@ ® 0a  se st 0crmen o atme

v N ing the voltageV, at which electron field-emission images

. “ 1 were observed. Table I lists the results of these experiments.

oo -

- hl W TR e From the table it follows that when a high base-level voltage

8 Vgl . . (greater than 3—3.5 Ms applied to the tip, the very top may
a 1000

T

20100 ngg ¥ evaporate almost immediately; this top probably consists of
only a few atoms.
FIG. 3. Curves for the cumulative number of recorded iongersus the In order to estimate the actual magnitude of the electric
number of prior voltage pulsds for three peaks of the spectrum of Fig. 2a. fie|d intensity F, we will assume that the brightness of the
1—WSi, 2—WSi; *, 3— WSig " spot observed in the electron field-emission regime for sharp
microprotrusiongwith radii of curvaturer = 30-50 A cor-

impurities C, C, CJ, and SiC along with the ions Si, responds to electron field-emission current densities of
Sii*, and HO'. At the noise level pulses were encoun- around 1 A/cm. If we use the tables of Dotaro choose a

tered in the spectra corresponding to still heavier ions, e.gf€!d IntensityF corresponding to this current density and a

WSi,)? and other cluster ions up @VSi,): and(WSi): | work functionp= 4.65 eV close to the expected work func-
é\s wz)llzas(WSi )+ wherem varizd( frorﬁ)i o 5(anah$)>5n tions of silicides'® we obtainF=2.7x10" V/icm, and for
n/m:? — ? N H —

by a factor of 2 to 3. Thus, the field-evaporation spectra of = 2.2 kv we calciula;e a fgzld [nlultlpllﬁa—f.F/V ff’r thef
thermal—field microprotrusions consisted mostly of ions ofmlcrqprotrusmn (1,_ 1.23<1 cm ). The first sign 0
WSi;—56 ions out of the 117 recorded in the spectrum ofbluntlng of t?e mlcroprotru3|on7 is observed 16r in the
Fig. 2a—followed by ions of WSi—12 ions(in the spec- gaﬂg/e 7.T1<'|10f'\/|/(;:mF>—F()>86>i%>21\(géc\r?/ (V between 5 alrlld
trum of Fig. 2a the ions were primarily doubly charged, and ), while fields == ©.6-1. cm systematically

to a lesser extent singly and triply charged and continuously blunt the microprotrusion. _

Analysis of the accumulation of ions recorded by the We used a rather careful method to analyze the micro-

spectra of Fig. 2dFig. 3) shows that tungsten disilicide and protrusion in order_ to selec_t lons from its very top. We fed a
trisilicide ions evaporate nonuniformly with time. Initially pulsed voltage with amplitude 4 kV to tips with freshly

we record evaporation of Wsions, and then WSiions. grown microprotrusions and an initiale=2-2.2 kV (for

This dynamic behavior clearly indicates spatial localization?€® base-level voltagewhich was clearly insufficient to

of the corresponding compounds in the microprotrusionsfwaporate even a single atom from the_ top. We then in-
layers of tungsten disilicide located at the peak of the micro—f:reaseOI the base-level voltage slowly until the first recorded

protrusion, and beneath them layers of tungsten trisilicide. Aor;_s Iz(ajppe;\ared alb(; 4/kV (ie., ‘?}t 8 kV totarl] V(;_Itage or in
plot of the total accumulation of all recorded ioffSig. 4) a field F=1.04x10° V/cm). At this point, the first ninety

reveals a wavelike structure, with appreciable pauses bé)_ulses generated 10 recorQed lons, without_asinglg ion. more
tween groups of arriving ions, often with an increase in the€ven after a rather long wait. The recorded ions arrived in the

rate of accumulation before the pause. This structure of the

accumulation curve can be explained by postulating a Iayer%ABLE L Bluni t a tunasten silicide mi rusion due to field

by-layer evaporation of the microprotrusion. The monolayers . Bluning of a tungsten Sficice microprotrusion due fo e
. . . L evaporation of its top when a positive voltage is fed to it. The blunting

evaporating at the perlphery draw mwarq in rings towardn thes revealed by the increased value of the voltaige

axis of the microprotrusion. As such a ring “collapses” in-

ward, the rate of evaporation might increase, after which Vi, kv Ve, kV

some slowing of the process would begin. Comparison of the

4 2.2
plots of n(N) (Figs. 3 and 4ashow that the WSi™ ions 5 2.2
were concentrated principally in the first wave, i.e., in the 6 23
first monolayer to be analyzed. However, the detection of 7 2.6
WSi; © and WSJ ions indicates evaporation of subsequent ?o é'i
layers. 11 36

At sufficiently high base-level voltages, evaporation of a
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FIG. 4. Curves for the cumulative number of recorded iangersus the number of prior voltage pulsdsfor four field evaporation spectra of tungsten
silicides at room temperaturea — from spectrum 2ab — from spectrum 2bV,+V;, kV: a—c — 18+4.8, d — 14+4.8; ny/Ny: a — 106/4000, b —
105/3060Q ¢ — 44/2108 d — 33/1788(the label 0 denotes total numbers of ions and pulses

order shown in Table Il. We have reason to believe that incould be a consequence of the continuous field evaporation
this experiment we recorded all the ions that evaporated fromat high temperature in the process of “quenching.” Further
the tip of the microprotrusion. The total recorded ion contentincreases irV,, did not affect the rate of recording of ions
corresponding to the disilicide WS{12 atoms of W and 24 appreciablyeven wherV, was increased to 4.8 K\p to a
atoms of S included a large variety of ions. This implies value ofV,= 14 kV (more precisely, in two cases whify
atomic disorder of the top of the microprotrusion, whichwas increased smoothly by 1 kV followed by a pause, four

TABLE II. lons field-evaporated from the top of a silicide microprotrusion whigr-V,=4+4 kV.

Mass numbersn/q

Pulse number of recorded ions Presumed ions Computed
12 145 wsi, * 148

21 307 WSi; 296

23 217 WSt 212

40 424 and 478 (WSi) , (WSiy)3 424, 480

50 170 and 199 (WSig) ", (W,Sih** 176, 198

66 65 and 76 W**, (WSip) * 61.3, 80

84 6 ct 6
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more ions were recorded: 2 W'Si and 1 WSi* ion at  steady base-level voltage and the sum of pulsed and base-
7+4.8 kV, and one WSi" ion at 10+4.8 kV). level voltages are automatically established with a contrast

For Vp+V,= 14+4.8 kV we generated a spectrum out of greater than 10 This allows us to obtain correct, easily
of of 33 ions(the ratio of the total number of evaporating calibrated spectra that reflect the composition of the micro-
pulses to the number of resulting iors 54), consisting of  protrusion. If active field evaporation takes place when the
25 ions corresponding to the composition \W&nd only five  voltageV,, is applied, then the microprotrusions are blunted
WS, ions. However, the spectrum for this experimental rununtil they reach a state in which the evaporation is unaccept-
was incomplete and selective since the three waves in thably slow. Elucidation of the composition of a microprotru-
function n(N) (Fig. 49 record the evaporation of a mono- sion starting at its very tip requires the use of special meth-
layer at the applied base-level voltage for every 10 ions reeds, several of which were described in the previous section.
corded. Upper bounds dnfor V, andV,+V,, correspond to The thermal-field growth of silicide microprotrusions
1.82x10° V/icm and 2.4410° V/icm (assuming thatr is  deserves a special analysis and discussion of its own. Our
unchanged after the evaporation of 14 ions from the.t6fp  preliminary observations show that the treatment of equilib-
course the real fields were smaller; nevertheless, they praium and steady-state microprotrusions developed in Refs. 2
vided an evaporation rate of 0.2 ions/s for the base-leveind 14 for metals is entirely applicable to multicomponent
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A method for determining errors of a static fiber-optic gyrocompass
I. A. Matisov, V. E. Strigalev, V. A. Nikolaev, and Yu. V. lvanov

M. A. Bonch-Bruevich St. Petersburg State Telecommunications University, 191186 St. Petersburg, Russia
(Submitted September 4, 1996
Zh. Tekh. Fiz67, 110-113(September 1997

The influence of intrinsic noise and signal drift on the accuracy of a static fiber-optic
gyrocompass$FOG) is analyzed theoretically, and a method is proposed to determine the errors
of the gyrocompass experimentally. From this it is possible to choose an optimum algorithm

for measuring the FOG signal and calculating the direction angle with respect to north. Real
measurements of the accuracy of an operating gyrocompass yield errors of oldersi1°®

© 1997 American Institute of Physids$1063-78427)02309-X

INTRODUCTION tween measurements. In the first method, the rotation step is
90° (see Ref. 1while in the second it is 120(see Ref. 4 In

our Ref. 3 we showed that if only intrinsic noise in the FOG
is taken into account the first algorithm allows the angle to

own sensitivity vector. It then uses the resulting signal tobe computed with high accuracy. Itis obvious that the use of

determine a direction angle with respect to north. The FoéhIS method is preferable from the point of view of decreas-

is placed on a rotating platform such that its sensitivity vec-"9 the total measurement time, which also implies a de-

tor lies in the plane of the horizon for any rotation of the crease in the influence of signal drift of the FOG on mea-

. . . surement accuracy. In this method, the direction angle

platform. The accuracy with which the angle of rotation of . ' .
the platform is monitored exceeds the accuracy required t(r)glatllve to north®,, is computed from the following expres-
determine the direction angle relative to north. The platformS
and the FOG placed on it can turn relative to one another S .
through fixed angles chosen according to a special algorithm. Op=tan S,—S, —45°%, @
The FOG signal is measured after each of these turns, and an )
analog-digital converter is used to load the measured valu#hereSy, S;, S; are the values of the FOG signal measured
into a computer where the direction angle relative to north i@fter successive rotations of the FOG by 90°, i.e.,
calculated. S;=Uysin®, S,=Uycos0, S;=-U,sinoO.

In our paper Ref. 3 we conducted a comparative analysis 2)
of the algorithms used to compute direction angles relative t
north. The parameter we used to compare these algorith 2 . 4
theoreticallyp was the mean-square er:oor in computing th OG and the projection of the Earth’s rotation vector onto

angle. In this paper, the only source of inaccuracy we conEEe Egg"’?ta' ?Ianﬁ, ﬁndo 'z thtﬁ ma’t"rt'?“m ?Epl'gdthft
sidered was the intrinsic noise of the FOG. As for drift of the - © _signal, whic r?cor s the rotation ot the karth at a
ven point on the Earth’s surface.

F ignal, wi m hat it w ither n . ! . .
output FOG signal, we assumed that it was either abse tot According to our theoretical calculations, which we de-

could be approximated by linear or quadratic functions. In__. . ) .
PP y d cribed in Ref. 3, the mean-square error in calculating the

the latter case, the effect of signal drift can be calculated S .
separately from additional measurements of the FOG sign Or;%\?v(:p depends on the value of the intrinsic FOG noise as

and then taken into account in computing the angle. In gen-
eral, the drift of the output FOG signal is an unpredictable oU
function of time which does not yield to a unique approxi- U®p=U_OVl_0-5 cos B(rad),
mation, and therefore its exact calculation is impossible.

The goal of this work is to study the combined influencewhere oU is the mean-square measurement error for the
of intrinsic noise and FOG signal drift on the accuracy of theFOG signal at a single position determined by the intrinsic

static gyrocompass scheme, and to propose a method fgPise of the FOG. . _
determining the errors of the operating scheme. It is clear from this expression that the error in calculat-

ing ®, depends on the true value 6f, and is a minimum
when®=0.

We cannot obtain an exact analytic expression for the
way the error in calculating , depends on the value of the

Several algorithms are known for measuring the FOGFOG signal drift. However, if we postulate some behavior
signal and calculating the direction angle with respect tdfor the drift that is close to reality, we can obtain sufficiently
northt* that can deal with a constant shift in the output volt- precise dependences for the error in calculaéngas a func-
age of the high-sensitivity FOG. They do this by measuringtion of ® and the rate of change of the FOG signal drift. We
the FOG signal three times in a row, rotating the FOG bedid this for two typical cases of drift behavior. In the first

The so-called “static” gyrocompass desfghis based
on a high-sensitivity fiber-optic gyroscogeOG) which de-
tects the projection of the Earth’s rotation vector onto its

ere O is the angle between the sensitivity vector of the

INFLUENCE OF FOG CHARACTERISTICS ON THE
ACCURACY OF THE STATIC GYROCOMPASS SCHEME
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case, the drift was a linearly varying function over the entire 2.00
measurement time; in the second case, we assumed that the :
time derivative of the signal drift changes sign within the

total measurement time so that the absolute value of the drift B
in the signal has the same value at the end of the measure- >

ment as it does at the beginning of the measurement. The 3 1.00
absolute error in computin@ , in the first and second cases °

are respectively

DT
®—®p~z—uocos®, . | . |
0 30 60
DT t,c
0—-0,~ 5 sinBO(rad), >

~ 20,

whereD is the time derivative of the FOG signal drift at the
beginning of the measurement cycle anhds the total mea-
surement time of the FOG signal. ]
The relative error of these expressions is smaller than thBa! lasting 15 seconds. Between measurements the FOG was
ratio DT/2U,. In general, the optimum value 6f relative to rotat_ed in one direction by_ an angle of 90° relative to the
which it is better to measure the FOG signal and then calcuPrevious measuremerthe time between measurements of

late © , is determined by the real FOG characteristics, i.e., it§n€ FOG signal was 5 secondin all the measurements, the

FIG. 1. Computational erra®,, in simulating the gyrocompass.

intrinsic noise and the drift of its output signal. FOG sensitivity vector remained roughly at an angle of 45°
to the north-south axis. The results of the measurements

EXPERIMENTAL STUDY OF THE ACCURACY OF A STATIC ~ Were stored in the computer. Then the angllg was calcu-

FIBER- OPTIC GYROCOMPASS lated according to Eq.l) by three methodgFig. 2). In the

. first method only the first three measured values of the FOG

The sample FOG we used was based on a single-modgyna) for each cycle were used to calculétg, while in the
polarization-preserving fiber with the following characteris- gacond method only the second, third, and fourth measured
tics: scaling coefficient 270 mWleg/h, intrinsic noise 0.2 | 5jyes of the FOG signal were used. In the third method,
(deg/h/Hz, and output signal drift 0.2 deg/h. The first stagepased on four measurements of the FOG signal in a single
of development of the static design scheme for a fiber-optigycle, we first estimated the drift in the FOG signal under the
gyrocompass should include a computer simulation of th%ssumption that its variation was linear in nature:
calculation of directional angles relative to north. The simu—d:()_g,(szJr S4—S1—Ss). Then we computed the ang,
IaFion method we used was desc.ribeq in Ref. 5. Followingyased on the value of the FOG signal corrected by this cal-
this method, we created long-period filegp to two hours  cyjated value ofl. The mean-square error in calculating the
recording the behavior of the output signal from our FOGgangle@ , was roughly 1.5° for the first and second methods,
under vibration-isolated conditions. Then this sample wasynile in the third method it was 2° This implies that for our
split up into inte_rvals of equal duration corresponqling t0  FOG the best algorithm for calculating, was the simple
the time for a single measurement of the FOG signal, anggorithm that uses three measurements of the FOG signal
took averages over them. The measurement intervals altefyith rotations of the FOG by 90°. The FOG rotations have
nated strictly with intervals long enough to rotate the FOG4p aqditional instability in the temperature regime of opera-
from one position to another and for transient processes arigion of this sample FOG, which increases its intrinsic noise

ing from vibrations at the instant of rotation to die away anqd drift. We can use this to explain the increase in error in
(total time 5 secondsTo the signal obtained in this way we

added a theoretically calculated signal based on(Eqfor

O =—45°. The calculation 08 , was based on Ed1). Fig- _

ure 1 shows the behavior of the mean-square error in calcu- 45.00
lating the angled , as a function of time. It is clear that for

the FOG sample we used the error in calculathgreaches

a minimum for a measurement timaveragedl of 10 sec-

onds; this error is a quantity of order 0.5°. It is obvious that D -50.00
for this sample FOG we cannot obtain higher accuracy for *
the gyrocompass for a single calculation@f .

At the next stage we made measurements on an actual
gyrocompass. As we showed in Ref. 3, we can use an algo-
rithm for calculating®,, that allows us to first estimate the ~55.00 | 1 1 —
value of the drift and then include it in the calculations of 0 %.00 30.00
0. In order to check this possibility, a single-type cycle of n
measurements of the FOG signal was repeated 30 timefg. 2. comparison of algorithms for calculatit@, . Methods:O — 1,
Each cycle consisted of four measurements of the FOG siga — 2, ¢ —3.

©
~
Q
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FIG. 3. Calculated, versus the angle of rotation of the first position of the FIG. 4. Computational erroQ, versus the angle of rotation of the first
FOG. position of the FOG.

calculating®, compared to the error obtained previously in pyted angle®,, falls on a value close te-30°. This orien-
the simulation process. tation of the FOG during the operation of the gyrocompass
The third stage of our study of the gyrocompass acCucan be implemented after the first preliminary measurement
racy was to measure its error as a function of the value of thgf the FOG signal and calculation of the directional angle
calculated angl®,,. For this we measured the FOG signal reative to north, possibly based on a simplified algorithm or
as we did previously, except that each new measuremeRjithin a shorter measurement time. The smaller error in cal-
CyCle of four values of the FOG Signal began with a shift Ofcu|atingp for the ang|e_ 45° Compared to the results ob-
the first measurement position by 10° with respect to the firsained in the previous series of measurements is explained by
position of the previous measurement cycle. Thus, we madghe fact that this test series had a considerably larger mea-
nine measurement cycles in succession, after which the firgl,rement timeof order six hourg which led to a decrease in
measurement position coincided with the original position the intrinsic noise and drift of the signal during the measure-

and then made nine more measurement cycles, doing so 3fents, since the sample FOG was warmed up.
times. The results of the measurements were also accumu-

lated in the computer. CONCLUSION
Then, based on the results of the measurements, we cal- _ _
culated the angl®,, using Eq.(1) for eighteen orientations Based on this work, we propose a method for determin-

of the FOG sensitivity vector in the first position for mea- ing the measurement error of a static fiber-optic gyrocom-
surements relative to the north-south axis. The first half oPass.

this range of values was calculated from the first three mea- The first stage of this method is to determine the ultimate
sured values of the FOG signal of each cycle, while theaccuracy of the gyrocompass for the sample FOG used and
second half was based on the second, third and fourth valuége optimum time for a single measurement of the FOG sig-
of the FOG signal. Figures 3 and 4 show plots based on 30al. For our sample FOG we obtained an accuracy of order
calculations of the average value of the anglg and the 0.5° (rms) and a measurement time of 10 seconds respec-
mean-square deviation of the calculated angle respectivelyively. The second stage is to determine the optimum algo-
We then passed a straight line through the calculated valugg§hm for measuring the FOG signal and compute the direc-
of the angle®,, as shown in Fig. 3. The deviation of the tional angle relative to north. For our sample FOG we
computed values from a straight line was a quantity smallegoncluded that it was necessary to use an algorithm without
than the mean-square deviation shown in Fig. 4. The ploeompensation of the drift, with a minimum number of mea-
shown there has several obvious extrema. The minimurgurements of the FOG signal equal to three. The third stage
value of the error in computing the anghe, was a quantity is to determine that value of the angle relative to the direc-
of order 0.6° for a total measurement time of order 1 minutetion of north for which the computational error is a mini-
The analogous result given in Ref. 1 was 0.2° for the sam@&um. For our sample FOG this optimum angle wa30°.
measurement time. The character of the function shown in We determined how accurately the angle relative to the
Fig. 4 confirms the conclusions stated in the first part of thigdlirection of north was calculated in the course of making the
paper. The lower error in computing the an@g within the  test measurements and calculations. For our sample fiber-
range—30° to 0° is explained by the smaller influence of the Optic gyrocompass the error was a quantity of orde(rirfs)
intrinsic FOG noise on the accuracy of computing the angledr smaller.

0, over this range of angles. Likewise, the lower computa-

tional error within the range-120° to—90° is explained by  R. B. Dyott and D. E. Allen, inProceedings of the Tenth Optical Fibre
the smaller influence of the FOG signal drift on the accuracy2ieﬁzﬂi:kgc;r;fsrsnfigssgh?ﬁ Scloﬂ;l‘ggligégy( fé ;132-

of computlng p.WIthm this range._ From this plot we may_ 3I..A. Matisov, V. A.gNikolae:v, I:ﬁd V. Ei Strigalev, i-ﬁroceedings of the
conclude that it is preferable to orient the FOG sample with gqycational Institutes of Communicatiofin Russiaf, St. Petersburg
respect to the north-south axis in such a way that the com- (1998, Vol. 162, p. 92.
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Russian, St. Petersburg, 1995.
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Thermal stability of the magnetic parameters of epitaxial iron garnet films subjected to
planar radial stresses

V. T. Dovgil, T. G. Astaf'eva, F. G. Bar'yakhtar, and G. |. Yampol'skaya

Donetsk Physico-technical Institute, Ukrainian Academy of Sciences, 340114 Donetsk, Ukraine
(Submitted May 28, 1996
Zh. Tekh. Fiz67, 114-116(September 1997

The effect of external planar radial pressure on the thermal stability of the magnetic parameters
of epitaxial iron garnet films is investigated in the temperature range 200-500 K for

external mechanical stresses in the range 0—40 kgfinitnis shown that external planar radial
pressure can be used to improve the thermal stability of these magnetic parameters by a

factor of 1.5-2, and also to alter significantly the temperature interval of single-domain behavior
for orientational phase transitions near a compensation pointl9€yY American Institute

of Physics[S1063-78497)02409-4

One of the important requirements imposed onthe perioda and magnetic-bubble diametdrof a lattice of
magnetic-bubble  materials is temperature stabilitymagnetic = bubbles for films with  composition
of their magnetic parametets!!In this paper we investigate (YSmLuCa)(FeGe}O;, in an external stress.,= 0 (open
the effect of an external planar radial pressure on the thermaircles and o, O (filled circles.
stability of these parameters for iron garnet films Table I lists various temperature coefficients, defined
with the compositions (YSmLuCg)FeGe}0;, (1), asP=[(dP/dT)/P]-(100%) whereP is any of the(gener-
(YSmLu)z;(FeGa}0, (2), and (YGATm)(FeGa)}0;, (3), alized static magnetic parameters mentioned above, for
grown on(111)-oriented G¢Ga;0,, substrates. Using mag- epitaxial iron garnet films withoe= 0 kgf/mn? and
netooptic devices based on the Faraday effect, we studieg,,=18 kgf/mnf. The temperature dependence of the char-
these films in the temperature range 200—-500 K under extegacteristic lengthl is a minimum when the variations in
nal mechanical stresses in the range 0-40 kgfimMimthis 47M, and o, compensate one another, i.e., when
paper we show that external planar radial stresses can sigeM /M =Aa /20, .* Figure 2 and Table Il list analogous
nificantly improve the thermal stability of the magnetic pa-temperature dependences of the magnetic parameters and

rameters of epitaxial iron garnet films. their temperature coefficients for films with the composition
Figure 1 shows the temperature dependence of the chafY SmLu);(FeGas0;».
acteristic lengtH, the wall energyo,,, the saturation mag- Epitaxial iron garnet films with composition

netization 4rMg, the anisotropy fieldH,, the exchange (YGdTm)3;(FeGasO,, having a compensation point close to
constantA, the quality factoiQ, the half period of the stripe room temperature~+ 215 K). Fig. 3 illustrates the change in
structurePy/2, the magnetic- bubble collapse fidit},, and  magnetic parameters of these films with temperature, while
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FIG. 1. Temperature coefficients of the magnetic parameters of epitaxidFlG. 2. Temperature coefficients of the magnetic parameters of epitaxial
iron garnet films with the composition (YSmLUG&reGe)0;, for o, =0 iron garnet films with the composition (YSmLy(FeGa}0,, for g¢= 0
(open circleg and o, 0 (filled circles. (open circley and o, # O (filled circles.
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TABLE |. Temperature Coefficients of the Magnetic Parameters of Films with the Compoeit®8mLuCa;(FeGegs0,,

Oo, kgfmm? TK  17,%/K o1, %K M7, %K Ha, %K Ar, %K H, %K Py2%/K ar,%K dr,%K K, %K Agy AM

o, M
0 293 -0.32 -0.82 -0.28 -0.73 -0.4 -0.17 -0.22 -0.14 -0.13 —-0.92 2.7
18 293 -0.16 —-0.48 -0.16 -0.29 -0.35 -0.11 -0.07 -0.07 —-0.05 -0.67 2.2

TABLE Il. Temperature Coefficients of the Magnetic Parameters of Films with the CompoéitmLu);(FeGa50;,

0o kgfimm? TK 11, %K o7, %K Mp,%/K Ha, %K Ar, %K He, %K Py2%K ar, %K dr,%K K, %K Acg,AM

gy, M
0 293 -0.43 -16 -0.34 -0.87 -0.94 -0.15 -0.30 -0.26 -0.22 -1.19 2.9
15 293 -0.19 -0.5 —-0.16 —-0.44 -0.4 -0.09 -0.12 -0.1 -0.13 —0.60 2.9

Table Il lists their temperature coefficients at room temperado/o,, are relative changes in the saturation magnetization
ture (293 K) and 353 K respectively for initial flmsde,= 0  and domain wall energy respectively. For films with the first
kgf/mn?) and foroe,= 16 kgf/mnt. and second composition, at,= 0 ando#* 0 we find that
Analysis of the plots for films with the first two compo- (Ao/o)/(AM/M)=2.62-3.1.
sitions show that the magnetic parameters of the initial flms  The thermal stability of the magnetic parameters under
(o= 0) and those subjected to external stress, & 0) the action of an external stress is improved because the
decrease monotonically with temperature with a dependenaghange of the magnetic parameters with respect to tempera-
that is close to lineafexcept for a region around the Ble ture is compensated by their change with respect to stress.
point). Application of a radial stress improves the thermal In Ref. 12 it was shown that the values of the magnetic
stability of the magnetic parameters of these films. A criteparameters decrease with increasing external stteesde-
rion of temperature stability of the magnetic parametergivative is negativg analogous to changes in these param-
(characteristic length, saturation magnetization 7#Mg, eters with temperature. If a film is under a certain external
boundary energy density,,, bubble collapse fieléH,, and  stress at room temperature which decreases as the tempera-
equilibrium period of the stripe domain structuRy) was  ture increases and vice versa, then there is a certain tempera-
formulated in Refs. 1,2,8 fdiP1|<0.2—-0.3 %/K. From these ture range in which the change in magnetic parameters with
tables it is clear that the temperature coefficients of the mag-
netic parameters for films subjected to stress decrease by a
factor of 1.5—2 and satisfy better the criterion of temperature

stability. Hy,0e
The criteria of small changes in the characteristic length 48001
| (see Ref. 4is AM/M=Aqg/20,,, where AM/M and 1
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FIG. 3. Temperature coefficients of the magnetic parameters of epitaxiaFlG. 4. Dependence of the saturation magnetization of a film in the planar
iron garnet films with the composition (YGdTg{FeGa)0,, for o= 0 field H, on temperature near the compensation pointafgr= 0 and o,
(open circleg and o, O (filled circles. # 0.
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TABLE lll. Temperature Coefficients of the Magnetic Parameters of Films with the Compoé#tiedTm);(FeGas0,,

Oe, kgfmm? TK  17,%/K o1, %K M7, %K Ha, %K  Ar,%K  H %K  Py2%K ar, %K dr,%K K, %K

0 293 —-1.91 —0.98 +0.51 —1.53 —1.08 +1.37 -13 —0.93 —0.93 —0.86
16 —1.38 —0.55 +0.38 —1.06 —0.62 +0.67 —0.66 —0.65 —0.68 —0.48
0 353 —1.37 —1.47 —-0.11 —1.52 —1.36 +0.31 —0.75 —0.53 —0.54 —1.57
16 —0.82 —0.95 —0.08 —0.97 —0.88 +0.05 -0.41 —0.22 —0.35 —1.04

respect to temperature and stress will compensate each othdy due to changes in the uniaxial anisotropy under planar

(—dP/dT=+dP/do). The improvement in thermal stabil- radial stress. The shift in the compensation péitgfined as

ity of the parameters of the domain structure is primarily duethe midpoint of the region of single-domain behavior with

to the change in uniaxial anisotropy under the action of theespect to the saturation figlt insignificant,~5 K.

external stress. Thus, we have shown that external planar radial stress
Because epitaxial iron garnet films with composition can improve the thermal stability of magnetic parameters of

(YGdTm);(FeGas0;, have a point of compensation near iron garnets, and also significantly alter the temperature in-

room temperature, the temperature coefficients of their magerval of single-domain behavior near a compensation point

netic parameters at 293 and 353 K are worse than for film$or orientational phase transitions.

with compositions 1 and 2. The thermal stability of magnetic

parameters for films with composition 3is improved by the R. V_. Telesnin, V. N. Dudorov, and V. V. Randoshkin, Fiz. Tverd. Tela
(Leningrad 17, 3015(1975 [Sov. Phys. Solid Stat&7, 2000(1975].

presence of an external planar radial St(ﬁg; 3 an(_j Table 2R. V. Telesnin, V. N. Dudorov, A. T. Marcheko, and V. V. Randoshkin,
[II). In the range of temperatures close to theeNmint and Mikroelektronika8(1), 84 (1979.
the compensation point, the changes in magnetic parameterd\. Ohta, F. Ishida, T. Ikeda, and Y. Sugita, J. Appl. PI§.589(1980.

. - 4 H
with respect to temperature are Iarg&spemallyMS and 5D. M. S_mlth and A. W. Anderson, AIP Conf. Pros, 120(1972.
M. J. Dimayan and E. Della Torre, J. Appl. Phyk8, 1285(1972.

Ha), and are not compensated by their changes with respeay; ; Dimayan and E. Della Torre. J. Appl. Phy, 5207 (1972.
to pressure. K. Yamaguchi, M. Uchishiba, and T. Suzuki, IEEE Trans. MalgiAG-
Figure 4 shows the temperature dependence of thel16, 616(1980.

> .
saturation magnetization of a film with composition ,J- W- Nielsen, IEEE Trans. MagMAG-12, 327 (1976. .
9 P %K. P. Belov, M. A. Belyanchikova, R. Z. Levitin, and S. A. Nikitin,

(Y(_;dTm)Q(FeGaSOlZ ina planar ﬁeld_ii near.the compe!'l— Rare-Earth Ferro- and Antiferromagnefén Russiary, Nauka, Moscow

sation point foroe,= 0 and o#* 0. The single-domain  (1965.

interval in the neighborhood of the compensation point forlO?-gMéGualtierL P. F. Tumelty, and M. A. Gilleo, J. Appl. PhyD, 7824
- : - : - 1979.

Tex= 0 has a widthAT= 60 K, while for o=~ 25 kgf/mn? M. Kestigian, A. B. Smith, and W. R. Bekebrede, J. Appl. Ph8.1873

itis AT= 10 K (o= 25 kgf/mn? corresponds to a tempera- (1978.

ture of 210 K. Thus, the temperature interval for single- ‘?v. G. Baryakhtar, V. T. Dovgi B. Ya. Sukharevskiet al, Fiz. Tverd.

domain behavior of this epitaxial iron garnet filithe state ~ Tela(Leningrad 25, 1415(1983 [Sov. Phys. Solid Stat25, 813(1983].

with uniform magnetizationdecreases by a factor of 6 under

stress; this narrowing of the single-domain region is prima-Translated by F. Crowne
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Effect of external noise on the optical thermal breakdown of semiconductor wafers
Yu. V. Gudyma

Yu. Fed’kovich Chernovtsy State University, Chernovtsy, Ukraine
(Submitted March 4, 1996
Zh. Tekh. Fiz67, 117-119(September 1997

The optical thermal breakdown of a semiconductor wafer with a small Biot number under
conditions of fluctuating incident light intensity is discussed. It is shown that external noise shifts
the breakdown region toward somewhat higher values of the control parameter, and as the
fluctuations grow this process leads to suppression of the critical point. Light intensities below the
threshold noise can induce a nonequilibrium phase transition. Numerical estimates are given

for germanium illuminated by a CQaser. © 1997 American Institute of Physics.
[S1063-784197)02509-9

Optical thermal breakdown is itself an example of a co-wafer thickness. Then it is sufficient to describe the nonsta-
operative optical effect. It occurs in systems excited by lighttionary thermal regime of the system dynamics by a single
whose distinctive peculiarity is the appearance of multiplevariable — the temperaturg, whose value is determined
stable states when the system parameters exceed certain crftom the heat balance equatién:
cal values, even in the absence of external feedb#tkysi-
cally, this phenomenon is associated with the rajgxipo-
nentia) growth of the coefficient of free-carrier absorption of
light (when the energy of the optical quantum is smaller than
the width of the band gapfor a semiconductor heated by whereG(x,t) is the intensity of a broad beam of incident
previously absorbed light. It manifests itself in an avalanchelight, ¢ is the specific heat of the semiconductor matefigl,
like rise in the semiconductor temperature when the lighis the temperature of the heat bath,
intensity (the external parameteexceeds the breakdown
threshold. As an example of a dissipative structure that ap- (T)=ao exp(— Eg/2kT) @)
pears in an open system far from a state of thermodynamic , - . .
equilibrium?? optical thermal breakdown is valuable in that IS the apsorpﬂon coefficient of light by free carriers, an
it has both been observed experimentaland explained is the width of the band gap. .
theoretically> Modeling of this phenomenon demonstrates T_he tempgr_ature qlependence of the magn_ltude of the ab-
distinctive features of hysteresis in distributed systems, iporption _coefﬂmgn_tyo is usually neglected at h'gh ‘e”?pera'
particular the existence of a switching wave between stateté”es' It_|s not difficult to transform fronf1) to dimension-
corresponding to different branches of the hysteresié.ess variables
function® Thus the description of optical thermal breakdown
encompasses almost all nonequilibrium effects. 9= Bil—exp— 7 exp(y—v/0))}—(6—1), &)

Let us discuss how the state of the system changes under “7
the influence of fluctuations in the intensity of the mC'dentwhereazT/To, r=tH/c, y=Ey/2kT,, and 7= a(To)l.

light. Note that this system is especially convenient for ex- In what follows we will also assume that the correlation

perimental studies of these effects. The intensity of the inci-. . . -
L . .~ .time for external fluctuations is negligibly small, so that we

dent light is an external parameter that can be varied easily in : : L2 i
.may use the white-noise approximation to describe them. Let

the experiment over a considerable range. Also important IS s replace the parametgrby a stationary random procebs,

the fact that the light intensity is a multiplicative parameter. :
. . . .e. =B+
in the Lambert—Beer law. From this we infer that ﬂuctua-I €., B(t) =B+ o&(t), where the external noist) has zero

. . average value and a correlation function
tions will have a strong effect on the system, because, as '(sg(t)g(t’)>:¢725(t—t') while 8 equals the average value
weII_ !m_own, we can completely control the dpmmant non- ¢ B(t). Taking into account that Gaussian white noise is the
equilibrium properties of the system by changing the ENCT9%erivative of a Wiener process in the sense of generalized
flux of the incident light. In order to neglect internal fluctua-

tions. we will start with a semiconductor wafer that is s a_functions, we can transform E3) into Stratonovich’s sto-
ons, we wi rwi icondu ware IS SP&- chastic differential equation, which determines the evolution
tially uniform with a small Biot number B:rHM/I<1

herel s hevaler hicknes s e therml conduciviy, 1 " Y211 Pobarily enstn(s A7 7). The
andH is the heat transfer coefficient, equal to the ratio of the
specific thermal conductivity to the specific material densityap(e, 716"
of the material per unit lengthAssume also that the trans- ———
verse thermal resistance of this wafer is small compared to
the thermal resistance of the contact with the heat bath,

which means a rapid equalization of the temperature over the =-— 20 B{l—exp —n exply—y/0))}—(0—-1)

CZ—I=G(X,t){l—qu—a(T)I)}/I—H(T—TO), (1)

aT
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g =
~ Y {1 —expt—n expx (y—¥10)} 05
20 -
2.5+
2] =
Xexp(— 7 exp(y=y/6)) S os}
£ _
X /0 0 0’+02 i Sl
exp(y— v/ 60)]p(6,7]60") 2 0 g =
8 02
X{1—exp— 7 exp(y—y/6))}’p(0,7]6"). 4 b
Stationary regimes that describe macroscopic behavior of a L
nonlinear system driven by external noise are adequately anc g, ] ] ! ] ] 1
simply described by the stationary probability dengify). 1.0 12 1.4 1.6

If the boundary of the state space is natual regular with 8y arb. units

instantaneous reflectipnthen the stationary solution to the . i ) ) o
FIG. 2. Graphical solution to the evolution equation, taking into account

uniform Fokker—Planck equation is fluctuations in the incident light witk->= 0.1, for the same valug= 0.4.
ps( 0)= N{l— exp(— 5 exply— 7,/ 9))}71 A transition takes place whem?= 0.04.
2 (6
Xex;{—zf [B{1—exp — 7 exply— ylu))} 6 mm illuminated by a C@laser with wavelength 10.6m
o-’0 at room temperaturd,= 300 K. The material constants
Ey=0.67 eV, a(Ty)=0.09 cm! were taken from data
—(u—1){1—exp — 7 exp(y— y/u))} ~2dul, given in Ref. 4. Recall that the melting point of germanium
is 1210 K.
(5) It is well knowrf that the thermal balance EB) has

hereN i btained f h lizati two stable deterministic stationary solutions for valueg3of
whereN Is a constant obtained from the normalization CON-ahove a certain critical value. The first of these corresponds

dition to a phase in which the temperature of the system ceases to
b depend on the temperature of the external medium and is
JO ps(6)do=1. (6) completely determined by the pump, while the second is the

intrinsic phase of optical thermal breakdown. However, the
The upper limit of integration is determined by limita- action of external noiséboth additive and multiplicative
tions imposed by physical conditions of the probléfar  can only shift the region of optical thermal breakdown to-
example, the melting point of the crystalrhe solution to  wards somewhat larger values of the control parameter. Fur-
Eq. (5) is referred to as a potential solution, since its maxi-ther increases in fluctuations in the external light intensity
mum corresponds to stable stationary states while its minimgead to suppression of the critical point. However, the pri-
correspond to unstable stationary st&t@&us extrema of the mary question regarding qualitative readjustments of the re-
Stationary prObab|l|ty denSity can be identified with maCfO-gimes of this dynamic system, i'e_' transitions induced by
scopic stationary states of the system. Equati)rwas ana-  noise, remains uncledrFor this we consider the behavior of
lyzed numerically for a germanium wafer with thicknessthe system for values of the contr@ooperative parameter
below the critical point. In the absence of external multipli-
cative noise this regime is characterized by a single station-
ary state(Fig. 1); however, increasing the fluctuations in the

0.8 o . . e
| incident light leads to the appearance of bistabi(fyg. 2).
Thus we obtain a situation where a phase transition is in-
061 . . . .
B duced exclusively by noise. Also important is the fact that
% ok predictions based on an analysis in which the noise is ideal-
; L ized as white noise are also justified for any colored noise in
& 03k the limit of small correlation time$ 1t is worth emphasizing
v L that the effect of external noise on optical thermal break-
g 0.2k down in semiconductor wafers is quite amenable to experi-
3 8 mental simulation.
o1
0.0 » L Vo . 1H. Gibbs, Optical Bistability: Controlling Light with Light(Academic
. L L L Press, Orlando, 198%Russian trans., Mir, Moscow, 1988
1.0 1.1 1.2 1.3 ) 14 15 16 2G. Nicolis and I. PrigogineSelf-Organization in Nonequilibrium Systems
8, arb. units (Wiley, New York, 1977 [Russian trans., Mir, Moscow, 1979
3H. Haken, Synergetics: An Introduction. Nonequilibrium Phase Transi-
FIG. 1. Graphical solution to the evolution equati@ when 8= 0.4. tions and Self-Organization in Physics, Chemistry, and Biol&pringer-
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Salient features of the analysis of layered structures by means of ion sputtering
A. A. Dorozhkin, A. V. Filimonov, A. P. Kovarskil, Yu. A. Kudryavtsev, and N. N. Petrov

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
(Submitted April 18, 1996
Zh. Tekh. Fiz67, 120-122(September 1997

Results are presented from an experimental investigation of layered structures made up of
elements with strongly different atomic masses, using ion sputtering with post-ionization of
secondary neutrals in a gas discharge plasma. An anomalous increase of the signal at
boundaries between layers is noted. It is proposed that the phenomenon of selectivity in etching
affects the measurement of the profile of secondary particle yield19€7 American

Institute of Physicg.S1063-7847)02609-3

One of the most widely used methods of layer-by-layeretc). It is well known that the quality of such contacts is
analysis of materials is ion sputtering with monitoring of theimproved by preparing them in the form of layered struc-
composition of the bottom of the etch pit is monitored by onetures. The samples were prepared by thermal deposition of
of several well-known methods of element surface analysismetallic films on semiconductor surfaces and were subjected
secondary-ion mass spectroscopy, mass spectroscopy of ioio- subsequent processing. The layer-by-layer analysis of
ized neutral particles, Auger electron spectroscopy, x-rayhese structures with the goal of establishing distinctive fea-
photoelectron spectroscopy, ét@he first two methods are tures of the etching is the primary focus of this work.
the ones most often used, since the composition of the sput- Figure 1 shows the results of measurements on a sample
tered particles in these cases is unaffected by the possibiligf Si/Pt(the primary A ions had an energy of 400 ¢\Wor
of selective sputtering and reflects the bulk concentrations dPt" ions we observe a time dependence that is characteristic
the corresponding elements in the subsurface layer of thef layered systems: initially the Ptsignal is practically in-
solid. In the presence of selective etching, the composition oflependent ot, while at a film boundary it abruptly drops
the surface changes in such a way that the rate of etching gfown to the background level. The falloff time is determined
various components turns out to be proportional to their bulky the possibility of interdiffusion of Pt and Si and the depth
concentratior. resolution of the monitoring method. For'Sand Sj ions

We have made a systematic analysis of layered strudhe time dependence turned out to be somewhat different: in
tures using the method of post-ionization of sputtered neuthe Pt layer the signals were not largeith respect to the
trals. In this case, a number of atypical effects are observelackgroung, and in the Si layer they had a constant value
at a boundary between layers consisting of elements witlgharacteristic of this element. However, at the boundary we
significantly different masses. In this paper we present th@bserved a maximum in which the magnitude of the signal is
results of these measurements, interpret them, and estimagensiderably higher than the Si signal. Furthermore, the po-
possible manifestations of the effects described in the analy-
sis.

The measurements were based on the method of post-
ionization of sputtered neutrals in the plasma of a high-
frequency gas discharge using an INA-3 apparatus made by
Leibold-Hearues. The samples we used were irradiated by
Ar* ions with energies 0.2—-2 kelthe size of the beam was
=1 mm at the target After they leave the target, the sput-
tered neutral particles arrive in a region where a high-
frequency gas discharge is created in argon, and there they
are partially ionized; then they are accelerated and sent to a
quadrupole mass analyzeM(AM= 500. Thus, we are
measure the mass spectra of secondary neutrals. In order to
measure the profile of the distribution of some specified el-
ement with respect to depth, we measured the dependence of
the flux of corresponding ions on the time in which the
sample is irradiated by the ion beafthe sputtering time
Usually the sputtering rate was3 A/s under our conditions.

Six elements could be measured simultaneously. In our mea- . . .
surements we recorded the yield of monatomic ions of the 0 700 200 300 T, s

elements that make up the layered structure. For samples we

used layered structures suitable for making electrical congig. 1. profile of the distribution of the elements in a layered Si/Pt struc-
tacts to semiconductor electroni¢Si/Pt, Au/Mo/Au/GaAs, ture. Primary particles - Ar, E,= 400 eV.

[og |, arb. units
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\ , \ . , , is a characteristic time for establishing the equilibrium state:
0 10 200 30 400 500 600 t,s jo is the current density of the primary beam, andis the
probability for sputtering of lighter atoms located directly at
FIG. 2. Profile of the distribution of the elements in a layered Au/Mo/Au/ the surface.
GaAs structure. Primary particles - ArE,= 400 eV. We can approximately estimate this quantity by taking
o=10 %n?. Then 7=0.2—0.5 s. For normal analysis of
g the elemental composition of the material, the time it takes to

attentive examination of the spectra reveal fine structure. P€9in the measurement after switching on the ion beam

Analogous measurements were made for more Comp|egreatly exceeds; therefore, selective etching is irrelevant
systems: we deposited films of Mo and Au on the substrat@nd makes practically no contribution to these measurements
of GaAs. The results of these measurements are shown ff- However, a different situation arises when we analyze
Fig. 2. The shape of the time dependence of thé Aignal layered structures. Usually mixing of the components occurs

corresponds to the profile of the distribution of this elemen @ Poundary between layers within a comparatively thin
in the structure. For Mo we trace two very significant transition layer €10 A) due to interdiffusion that takes

maxima at the boundary with gold. Similar anomalies arddlace in the course of preparing the structure and its subse-
observed for G& and As" . For these elements we also ob- dUent processing. Such interlayers of mixed composition are
serve maxima at the boundary with the Au film, on either’@Pidly sputtered through, and equilibrium states cannot be
side of the latter. established. Therefore, selectivity is exhibited in the etching

Based on this data and results obtained for a number dif the lighter component at layer boundaries. As experiment

other samples, we can formulate the following general ruleSNOWs, this selectivity can be quite significant.
To a certain extent, this assumption is confirmed by the

Whereas the measured profiles for the heavier elenféuts > ! )

PY) rather regularly reflect the distribution of these elementdi€pendence of the selectivity on the ion enefgy with

with respect to depth into the sample, maxima are observelfCreasing Eq the selectivity of the sputtering should
for the lighter elementSi, Ga, As, M9 at boundaries with decreasé We also made measurements at decreased sputter-

heavy elements. In a number of cases, the magnitude of tHag rates. The results for one of the samples of Au/Mo/Au/

analysis signal is 5—8 times larger than for the corresponding
pure elemen(Si, Ga, As, M9. Increasing the ion energy to 2
keV attenuates this effect.

It is obvious that the effect we are observing is impos-
sible to explain by anomalously high concentrations of one
of the elements at the boundary between films. In contrast to \\
secondary-ion mass spectroscopy, we cannot associate it
with changes in the degree of ionization of secondary par- N Mo
ticles, since the ionization takes place in a plasma which is in
no way connected with the surface. One natural possible ex-
planation remains: an increase in the rate of sputtering of
light elements at a boundary with heavy elements. However,
we still have to find possible reasons for this phenomena of
selective sputtering.

It is known, and also demonstrated by us in Ref. 2, that
during sputtering of a mixture or a compound of light and
heavy elements, a preliminary sputtering of atoms of the
lighter element usually occurs. However, as the result of
changes in the composition of the surface the rates of sput- L 4 ; . 1
tering of different elements are found to be proportional to ¢ 0 &0 120 70 2003, s
the_lr bulk Conce_n'Fratlon%'T_hls procgss, in p_r|n0|ple,_ re- FIG. 3. Profile of the distribution of the elements in a layered Au/Mo/Au/
quires a certain finite establishment time, and is described b¢aas structure. Primary particles - ArE,= 400 eV. The sputtering rate
an equation of type has been lowered by a factor of 7.

sitions of the Si and S} maxima do not coincide, an

+

Ga

log /, arb. units
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GaAs are shown in Fig. &he sputtering rate was decreasedIn order to observe artifacts of a similar kind we can use

by a factor of 7. In this case the effect under study almost measurements at various valuesjgf

disappears. LA, W. Czandernded), Methods of Surface AnalysiElsevier, New York
The effgcts we have observed §hou|d also appear'whe'nls'ws [Russian trans., Mir, MoScow, 1979 ’ ’

secondary-ion mass spectroscopy is used. However, in thiss A Dorozhkin, A. P. Kovarsky, Y. Kudriavtsev, and M. Yagodkina,

case they are superimposed on changes in the analysis signaibstracts of SIMS IXYokohama, 1993.

connected with changes in the coefficient of ionization of the *A- Benninghoven, F. G. Rudenauer, and W. Wergondary lon Mass

sputtered particleéwhich can be considerably largebut it SpectrometryWiley, New York, 1987

is possible to take our effect into account in this case as welltranslated by F. Crowne
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Ultrasonic monitoring of the accumulation of aging damage and recovery of the useful
lifetime of industrial parts

L. B. Zuev, V. Ya. Tsellermaer, V. E. Gromov, and V. V. Murav'ev

Institute of Strength Physics and Materials Science, Siberian Departmant of the the Russian Academy
of Sciences, 634021 Tomsk, Russia

(Submitted June 8, 1996
Zh. Tekh. Fiz67, 123-125(September 1997

A method is described for monitoring changes in the strength properties of steels during fatigue
testing based on measuring the velocity of propagation of ultrasound. It is shown to be

possible to detect the dangerous stage of development of fatigue damage for individual industrial
parts. A method is also proposed for restoring the function of manufactured items by

treating them with high-power electric current pulses. It is shown that such treatment significantly
increases the useful lifetime and can prevent fatigue failure. 1997 American Institute of
Physics[S1063-784197)02709-9

INTRODUCTION ing is to use the measured ultrasonic velocity to diagnose a
material under fatigue-induced loading. Figure 1 illustrates

It is well known that the prediction of useful lifetimes of chanaes in the ultrasound velocity during fatique testing of
industrial parts subjected to fatigue-inducing loading is a g Y g fatig g

very complicated problem. Data on fatigue limits obtainedsamples made of 45-steel; these changes are inferred from

. measurements of bending oscillations. Analogous depen-
lotting the so-called Weller curbean onl t : :
by plotting the so-called Weller curvean only be used to .dences were also obtained for samples made of M76 rail

estimate average characteristics of a material, and never 9IVe el by the method of autocirculation of sound pulses at a
information about such important reliability indicators of the ' by P
carrier frequency 2.5 MHz and the use of an ISP-12

individual components as the useful lifetif@his method- apparatud. These data indicated that the form of the depen-

ology significantly limits progress in increasing the reliabil- . .
. . . ) ence of the velocity of transverse ultrasonic waves on the
ity of machines and components. Moreover, fatigue-induce ) o

umber of loading cycles was qualitatively the same for all

failure is u§ually sudden n character, and 't.s apprqach 1S n%ﬁwe samples tested. In all cas&§(n) exhibited three suc-
accompanied by any noticeable external signs. Microscopic

. 14 ) . ; cessive drops in the ultrasonic wave velocity, although the
studie$® show that during fatigue a gradual accumulation of o )
. size and rate of the quantitative change differed from sample

microdamage takes place, followed by a slow hidden rise i ;
fatigue-induced cracks, leading to catastrophic growth of 2\0 sample(Fig. 1. Other measurement methods have also

primary destructive macrocrack. The existence of this long revealed a characteristic three-stage kinetics for the change

term preparatory stage suggests that suitable intervention c:% several metal properties during fatigue testing. For ex-

help to prevent the transition to the next stage of the procesgmple’ in Ref. 6 it was shown that the Young's modulus of

Thus there are two problems to address in applicatioﬁc’teel Chaf‘ges analogous{lse_e, also, Ref_.)?m R?f' 8 S'r_m .
. . . . lar behavior was observed in the electrical resistance; and in
studies of the process of metal fatigue and fatigue in alloys S . .
. S - " “Refs. 9,10 the authors noted similar patterns in the buckling
the choice and justification of provable and sufficiently in-

formative signs of arrival at a dangerous stage of struc’[ura‘?um)“tUdes of samples during bending oscillations. Under-
change, leading to failure; and development of methods that

can be directly used on machine parts or components to de-

lay the development of defects whose growth within a short 0
time can lead to failure. Several approaches to this problen

will be discussed in this paper. y

1.16

ON THE POSSIBILITY OF DIAGNOSING FATIGUE-INDUCED

(4
FAILURE R 1.7
3

A very convenient quantity that carries reliable informa- § 2.32
tion on the structure of a material and its changes is the =
velocity of propagation of ultrasound in metals and alldys. 2901
The fact that this quantity is determined by elastic modulus

@ = o e e o
s
W e

(G for transverse wavesand the material density, i.e., 48

V,=(G/p)*? while correct, does not fully reflect the com- SR T TR VA U VU TR Y T
plexity of the problen?. It has been discover&dhat practi- 1 J 5 73 g "
cally all structural changes caused by heat treatment or straii. N-10

!ead to small but measu_ra_ble changes in the ultrasonic V_eloﬁG. 1. Relative change of the ultrasound velocity during fatigue testing of
ity. Therefore one promising approach to structural monitor-samples of 45-steel.
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1.5}k crocracks by exposing the material to some specific external
factors!? since there is still time to use them. The most
promising approach in this context is to use high-power elec-
tric current pulses. For example, the authors of Refs. 13—-15
1.0} are of the opinion that the plastification of alloys via the
electroplastic effect takes place because microcracks are
healed by the passage of a train of electric current pulses
through the alloy with current densify= 10> MA/m?. In the
0.5 course of this work, we attempted to apply this effect to steel
samples whose state after fatigue testing corresponded to the
beginning of stage 3 for the functiofy(n), which was iden-
! N N tified based on measuring the ultrasound velocity.
2 4 &6 8 The scheme of the experiment was as follows. Samples
N 103 made of M76 rail steel were subjected to fatigue testing ac-
cording to a scheme from a zero loading cycle with ampli-
FIG. 2. Change in ultrasound velocity from its value at test cycle No. liyde 1.6 MPa, with simultaneous measurement of the ultra-
versus the number of cycles. sonic velocity using the ISP-12 apparatus. For the material in
its initial state the value of the ultrasonic velocity was 2910

standing of the essence of the processes responsible for su > Sample; under these conditions were destroyed after
~3150 loading cycles(averaged over eight samples

step-like curves is achieved through microstructural analysis .7 L2 .
P g 4 whereas the beginning of a significant drop in the ultrasound

of the metal undergoing fatigue testing. It turns out that ;

while no particular change is detectable in the microstructur eloglty (fo a value of 2890 mjswas noted qfter only 300

at stages 1 and 2, as stage 3 is approached traces of pla ﬁgdlng cycles. Samples that had reached this state were sub-
’ jected to treatment by current pulses with frequency 20 Hz

deformation appear. Immediately after the functigg(n) q litude~ 20 kA for 30 mi Lonaitudinal fati
begins its steep decrease one observes signs of destructiondf® ampP ltude-~ or 30 minutes. Longitudinal fatigue

the form of microcracks with dimensions 0.01 mm testing showed that this treatment not only practically re-
Thus there is reliable evidence that the transition to astored the original value of the ultrasound velocity, which

stage-3 dependence of the ultrasound velocity on the numbdpdicates the return to the initial material structure, but also

of loading cycles signals the approach of the catastrophi@/lowed the samples to undergo an additional 1000-1500

stage of fatigue and the exhaustion of the working life of the/02ding cycles before failure, i.e., the effect was quite sig-

component. Since measurements of the ultrasonic velocit)ificant.

using the ISP-12 apparatus or something similar tcaie Thus, elecjcr.ical treatment of materials afte_r they have
quite simple, they can be implemented in practice without€ached the_ crltlcgl stage of accumglatlo.n qf fatigue damage
hindering the operation of structures and machines that are #An @ppreciably increase the working lifetime of samples,
use and subjected to sign-changing loading. This makes §/Nen real components are used, this procedure can prolong
possible to detect signs that the parts material has reached2£ir useful lifetime. We will assume that the most probably
critical state beforehand while the parts are in use. reason for this increase in working lifetime is healing of
We also argue that this type of dependence/gh) is nucleating mllcrocracks that fprm during fqtlgue loading, QUe
useful in explaining theU-shaped character of the depen-to local heating of the material in the region of current line
dence of the intensity of outagéise., their number per unit concentrations at the ends of the cracks, the blunting of the
time) on the time of usé, which is well known in the theory latter due to relaxation of stresses and the corresponding de-
of reliability.'* Clearly, the plot ofdV,/dn versusn shown  Crease in the level of stress concentration in these zones.

in Fig. 2 (which is based on the data of Fig) is also  Effects of this kind are widely discussed in the literatéré’

U-shapedobviouslyn~t). In terms of reliability theory'® ~ for unrelated problems in fatigue.
its initial stage corresponds to outages during operation, the ~Note that a large role is played in this case by the regime
stage of slow falloff of the ultrasound velocity is the period Of electrical treatment. Thus, the authors of Ref. 16 made
of sudden outagegiormal usg and the rapid falloff in the @nalogous attempts to increase the fatigue strength by pre-
ultrasonic velocity signals a transition to the most dangerou§minary treatment of steel with electrical pulses. However,
period of wear-induced outages. In this stage, seriou#his did not lead to an increase in the working capability of
changes have already taken place in the structure of the m#he fatigue samples, which contained prior cracks that had
terial, in particular, as microscopic investigations show, thegrown to various length$1.5—-2.0 mny, rather, it only de-
appearance of cracks of dangerous size. creased the scatter in the data from one sample to another.
Possibly this is connected with the shape of the electrical
pulses used, which were rapidly attenuating sinusoids, a
shape that is characteristic of the discharge from a capacitor
into a low-inductance circuit. Contrast this with the well

If timely observation of the onset of a critical stage of known fact®!’ that the largest electroplastic effect is ob-
fatigue is feasible, then it also should be possible to restoreerved in alloys subjected to unipolar pulses from a special
the working lifetime of an industrial part by healing the mi- oscillator.

w (1)

RESTORING THE LIFETIME OF COMPONENTS AFTER
FATIGUE TESTING
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Thus whenin situ monitoring of the state of a metal
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Positive temperature coefficient of resistance in the lead-containing ceramic barium
titanate

A. V. Myasoedov and S. R. Syrtsov

Institute of Acoustical Engineering, Belorussian Academy of Sciences, 219923 Vitebsk, Belarus
(Submitted August 2, 1996

Zh. Tekh. Fiz67, 126-127(September 1997
[S1063-784197)02809-7

Recent years have seen a continuing interest in the syrhat temperature for 30 min, with subsequent cooling to
thesis and development of ceramic materials with a highroom temperature at a rate of 5 °C/min.
temperature jump in the resistarjgmsitive temperature co- The temperature dependence of the resistivity was deter-
efficient of resistancéPTCR)] due to the wide use of such mined by the two-probe method using electrodes of indium—
materials in various electron devick$.One of the most gallium in the ratio 40:60. The voltage on the samples did
promising materials of this group is the solid solution not exceed 1V.
(Ba,PhTiO; doped by a small quantity of rare-earth ele- Results of our study of the effect of the annealing tem-
ments. The function of such dopants is to endow the ceramiperatureT, and timet, on the characteristics of the PTCR
with semiconductor properties. Among such dopants, yttriumare shown in Figs. 1 and 2. It can be seen that@as
has gained widest use thanks to the fact that its presendecreased from 3 to 30 min a steep decrease is observed in
results in a wider minimung0.2—0.5 at. %in the resistivity  the room-temperature resistance of the ceramic and the resis-
po in comparison with the other dopant elements. At thetance jumpy= R./Rmin @lSO decreaseg&specially strongly
same time, the effect of the preparation process parametenrs the region of small annealing time§ he magnitude of the
(in particular, annealing temperature and tjro@ the char- resistance jump depends substantially on the annealing tem-
acteristics of the PTCR of such systems has received insuferature, takes its maximum valueTgt= 1350 °C whilep,
ficient study. depends weakly ofi,.

The present paper examines the effect of the annealing Note that the resistance temperature coeffiient
temperature and time on the characteristics of the PTCR ak=(2.3AIgR)/(T,—T,) depends weakly ok, and T, (and
0.5 at. % yttrium-doped BaPh, (TiO;. is approximately equal to 20% 1JKlue to an increase in the

As the initial reagents we used OSCh-grade barium titemperature interval of the transitidn—T;.
tanate, lead oxide, and titanium oxide and ChCh-grade yt- The shift of the transition temperatu¢®r pure BaTiQ
trium oxide Y,03. The time of wet grinding and mixing of the Curie temperatur€:.=120 °Q was somewhat less than
components was 24 h. Thermal synthesis of the ceramic toathe values given in the literature. This is due, apparently, to
place in two steps. The first step consisted of preliminaryevaporation of part of the volatile PbO during sintering of
annealing of the material at 950 °Crf@ h followed by the ceramic in air.
grinding far 4 h in water. Pellets with the dimensions On the basis of the Heywang modelyhich links the
20x20x2 mm were then pressed and subjected to highanomalous behavior of the resistance with the presence of
temperature annealing. The anneal regime was the followingcceptor states on the grain boundaries, it may be supposed
The samples were kept at 600 °C for 2 h and then heated #bat the above-established regularities in the PTCR param-
the rate of 6 °C/min to the required annealing temperatureters are due to a difference in the rate of formation of ac-
and kept at that temperature for a prescribed time. They wereeptor and donor states respectively on the boundaries and
then cooled at the rate of 50 °C/min to 1135 °C, and kept ainside the grains of the ceramic.

't
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FIG. 1. Dependence of the room-temperature resistiwjtyand resistance  FIG. 2. Dependence of the room-temperature resistiwjfyand resistance
jump y=Rax/Rnin ON the annealing temperaturg € 30 min). jump y= Rax/Rnin ON the annealing timeT= 1350 °Q.
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Use of hysteresis in bifurcation systems to measure noise
O. Ya. Butkovskil, Yu. A. Kravtsov, and E. D. Surovyatkina

Space Research Institute, Russian Academy of Sciences, 117810 Moscow, Russia
(Submitted November 8, 1995; resubmitted April 12, 1996
Zh. Tekh. Fiz67, 128—-131(September 1997

It is proposed to make use of the influence of noise on the delay in dynamic bifurcations to
measure the level of weak intrinsic noise in nonlinear chaotic systems. The dependence of the size
of the hysteresis loop on the rate of change of the control parameter and on the noise level

in a system described by a logistic map is found. A calibration curve for determining the noise
level from measured values of the size of the hysteresis loop is obtained99® American

Institute of Physicg.S1063-78497)02909-7

INTRODUCTION Xn+1:rnxn(1_xn)+fna rn+1:rn+sa (1)
The phenomenon of delayed loss of stability in bifurca-
tion systems has been known for quite a long timehas  wherer, is the time-varying control paramete js the rate
been analyzed in detail in many papé&se Refs.2—8 and the at of change of the control parameter, aihdis a random
references therein As is well known, when the system disturbance.
passes through a bifurcation point the number of stable peri- For simplicity we consider only the situation in which
odic points of the map is doubled while the previously stablethe random variablé,, is uniformly distributed over the in-
point becomes unstable. The phenomenon of delay is manierval (—y,+v), so that the variancef is equal toy?/3.
fested in the circumstance that in dynamical bifurcations,The logistic model, complicated by noise and nonstationar-
after passing through a bifurcation point the system remain#y, was already used to analyze bifurcations in Refs. 7 and
for quite a long time on an unstable branch and after som&0. In the quasistationary regime the first period-doubling
time makes a comparatively rapid transition to one of twobifurcation for the logistic map takes place at the critical
stable pointgfor simplicity we consider the case of the first valuer ;=3. Let us investigate the vicinity of this point by
period-doubling bifurcation A similar process takes place varying the control parameter fromy=2.8 tor;=3.2 (the
for the reverse transition, i.e., when the control parameter iforward direction and from 3.2 to 2.8the reverse direction;
decreased. The smaller the control parameter, the more prin the reverse direction the quantityin Eq. (1) changes
nounced is the phenomenon of delay. sign). Results of a numerical calculation of the dependence
When the control parameter is swept cyclically, the sys-of the dynamical variabl&, on the control parametey, are
tem is delayed in the vicinity of the preceding stable pointsplotted in Fig. 1 for the case of very small noisg=10"14.
both in the forward and in the reverse direction. In this situ-For the rate of change equal to 0.0004, the forward bifur-
ation the phenomenon of delay leads to the appearance ofcation takes place at, =3.08, which exceeds the critical
hysteresis loop. valuer. ;=3 whereas in the reverse direction the return to
It is clear that in the presence of noise the time the systhe initial stable state takes placerat=2.95, which is less
tem spends on an unstable branch is shortened, since th@an the critical value.
action of noise hastens the deviation from the unstable posi- After passing through the critical value=r ;=3 the
tion. This phenomenon is reminiscent of the acceleration o$table branci in Fig. 1 spilits into two stable branch&sind
phase transitions in the presence of noise. As is well known? and an unstable bran@ As a consequence of delay of the
at low noise levels matter has a tendency to be hung ufoss of stability the system can be found for a long time in
around unstablémetastablestates, a phenomenon which is the vicinity of the unstable branch, after which it transitions
similar to the delay in bifurcation systems. At the same timeguite rapidly to one of the two stable brancHeand?2 (Fig.
additional noise shortens the residence time on an unstablg. The residence time of the system on the unstable branch
branch in a way similar to how noise shrinks the dimensions3 is limited by the action of noise. With growth of the noise
of the hysteresis loop in bifurcation systems. level o the system moves away from the vicinity of the
Attempts to describe the phenomenon of delay under thenstable brancl8 and transitions to one of the two stable
action of noise were made in Refs. 9—13, which consideretiranchesl and 2. Note that phenomena to those described
not only qualitative but also some quantitative characteristicaibove also take place at the second, third, etc. period-
of the phenomenon. In the present paper we propose to us®ubling bifurcationg*
the dependence of the delay time on the external noise level Results of a numerical analysis of the effect of noise on

to measure weak internal noise in the system. the bifurcation process are shown in Fig. 2. According to
Fig. 2, the larger the noise level, the faster the system tran-
PECULIARITIES OF HYSTERESIS IN DYNAMIC sitions to one of the stable branches. With growth of the

BIFURCATIONS IN THE PRESENCE OF NOISE noise level the time of the actual bifurcation approaches its

We will consider characteristics of “noise” hysteresis, quasistationary value;;=3. Thus, noise accelerates the bi-
i.e., hysteresis in the presence of noise, for a model dynamfurcation process and shrinks the size of the hysteresis loop.
cal system described by a nonstationary noisy logistic map:  The size of the hysteresis lodyr may be characterized
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PROBABILITY DISTRIBUTION OF THE DYNAMICAL
VARIABLE FOR A FAST BIFURCATIONAL TRANSITION

To analyze the evolution of the probability distribution
of the dynamical variable, we calculated the distributions of
this quantity for several values of the control parameter
r=2.9, 2.95, 3.00, 3.05, 3.10, and 3.20. Each histogram was
calculated from 500 time series. Figure 3 presents a set of
histograms corresponding to rate of variation of the control
parametes=0.0004 and noise levet?=10"8. Bifurcation
in the histograms is manifested first in the form of a split
peak which then rapidly separates into two independent
peaks corresponding to the two stable bifurcation branghes

B r r n and 2. Splitting occurs atr.;~3.04. Thus, splitting takes
Y] I A 73 2 B A S place at a value of the control parameter that exceeds the
2.6 29 3.0 a 5z 1, stationary bifurcation value;; = 3.00. As the system is made

to pass through the bifurcation valuer ;= 3.00 we do not

FIG. 1. “Noise” hysteresis loop §=0.0004,c?=10"%) in a dynamical L . )
system described i;y a logistic Eép. 7 ) y detect any splitting of the histograms corresponding to “pre-

bifurcation noise™’ (the analog of “pre-oscillation” fluc-
tuations. An insignificant amplification of the fluctuations
was observed only in the vicinity of the actual splitting

points of the trajectories.
by the position of the break poimt, of the trajectory along

branch3 for the forward direction and the position of the
return pointr _ for the reverse directioffFig. 1). It is natural  POSSIBILITY OF MEASURING WEAK INTRINSIC NOISE IN
to define the pointg, andr_ by the condition that the BIFURCATIONAL DYNAMICAL SYSTEMS
trajectory distance itself from the unstable brargctor ap-
proach the stable brangk) by a certain distance, say on the
order of 1% from its stationary value. With growth of the
noise Ievelaf the upper limit of the loop . approaches the
critical valuer.; while the lower limitr _ is practically in-
dependent of the noise. This circumstance was not noted i
previous publlcz_it_lons. e . 7 and 9, we note that the variance of the fluctuations
The regularities of “noise” hysteresis revealed by the ,~ .7

. . . L gz=(&%) is equal to
above analysis of a noisy nonstationary logistic map are also ¢
manifested in other bifurcation systems, e.g., in polarization 5 gf

The phenomenon of hysteresis in bifurcational transi-
tions may be useful in measuring the level of weak internal
noise, which is usually a complicated experimental task.

The point is that in the case of weak noise the fluctua-
ions £&=x— x about the equilibrium positiorx are quite
small. Proceeding from the linearized equations&dRefs.

bifurcations in nonlinear optics:® TE= T p2 2
whereA=gF/dx is the “slope” of the map at the stationary
point.

3
P k
X
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r
g2
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205
1.0
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0.5 - ol
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FIG. 2. “Noise” hysteresis in a logistic map with rate of change of the FIG. 3. Histograms characterizing the probability distribution of the dy-

control parametes=0.0004 for various values of the noise lewei=10"° namical variablex with growth of the control parameter with rate of change

(curve 3, 1078 (curve B, 1071 (curve 9, 10" (curve d. s=0.0004 at the noise levet?=10"°.
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Ar able to realize lower noise levels due to the effect of round-
0.15 off error, but this limitation is not present in real physical
systems so that it should be possible to measure very low
a.1%4 noise levels.
It may be expected that in other dynamical systems the
012 dependence of the size of the loAp on the noise level will
2 have a behavior qualitatively similar to that just described.
Alr]-. 0y Of course, the calibration curger = F(ofz) will be different
mes™ o for different systems.
0.0 It is possible to recommend another method for deter-
0.06\ mining %, based on measuring the residence timef the
system in a narrow vicinity of the unstable branghThis
0.04 time depends substantially on the noise level so that by mea-
0™ 0" 6" 0" 070 ' w'e} suring 7 it should be possible to estimate the noise variance

o with the help of calibration curves similar to the one in
FIG. 4. Dependence of the size of the noise hysteresisAaopr ., —r_ on Fig, 4.
the noise level. This dependence allows one to estimate the noise level from Two of us (O. Ya. B. and Yu. A. K) thank the Interna-
measurements of the size of the hysteresis loop. . . . . .
tional Science Foundation for partial support of this work
within the scope of Grants No. AG0O00 and No. AG300. We
For the logistic mapA=2—r. Far from the bifurcation are all grateful to the referee for critical remarks which led to

point the variances? is comparable witho? by virtue of @ clearer presentation.
formula (2), which complicates the measurements.
As the bifurcation point is approached, the quantéy
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Application of the velocity spectrum to a spatiotemporal study of high-speed processes
A. A. Aliverdiev

Dagestan State University, 367025 Makhachkala, Dagestan
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The dynamical problem of reconstructing an internal structure from a set of integrals depending
on time and the velocity of the signals being integrated is solved. The results can be used

to study dynamic objects of various kinds. ®97 American Institute of Physics.
[S1063-784297)03009-2

The use of computer tomography in velocity space hagated a distance from the origin. Then the problem of de-
been the subject of much discussion in the literature. Fotermining f from g is the classical Radon problem. Conse-
example, the authors of Ref. 1 proposed to use it to enhanaguently, we can set
the quality of photographic recording of fast processes while
the authors of Refs. 2 and 3 proposed using it to determine  f(x,)=f(2)=R7*g(9,s), 3
the three-dimensional velocity distribution of particles in a 1 .
gas or plasma. However, the problem of using the velocit)yvher6R Is the inverse Radon transform. .
spectrum of recorded signals to examine the internal struc- At present there are a number of ways of solving the

ture of a dynamic object has still not been solved. The aim Ogadon problem, including the case of incomplete data.

the present article is to develop the mathematical part of thi hus formula(3) can _be taken_ as th_e_solut|on OT J.[he problem
problem. or r>rq (for n=1 without this additional condition

Thus let a set oh-tuple integrals over the regiof? be In the practical realization of the proposed method, due

known (these integrals are recorded by sensors located on 38 Ithe_tfundtzmental |Tp?ss:jbll|;y of hawtng zta_comlplet(ihset qf
n-dimensional sphere of radiusenclosing this regionfor a velociies the use of standard reconstruction aigonthms 15

set of timest and a set of velocities. Then the mathemati- impossible in the majority of cases. However, at present an

cal problem can be formulated as follows. Knowing extensive theory OT 'the SOIU.“O” of such prpblems which
makes use o&priori information about the object has been

developed, which gives reason to hope for success even for
G(a,t,u)=f f(x,t+alv)dx, (1 an exceedingly small number of angulam the given case
Q “velocity” ) projections.

Let us consider two concrete examples for a one-
dimensional region of spatial integration. Let the functfon
| , ) - be the characteristic function of some gein the space-time
take the values 1, 2,)3« is the n-dimensional unit vector planez=(x,c(t— 7)). We also assume that any ray emanat-
characterizing the orientation of the sengobviously, for ing from the origin intersects the regiaf precisely once
n=1ais a_scalar _quantity which can fcake the values 1 am{here we require the optimal se). The boundary of the
—1); anda is the distance from the pointto the sensot. region ¢ in polar coordinates,¢) is given by the func-

To solve the problem, we se(d,5)=G(a,t—=1,0),  {ignal relation p=F(¢). The function F determines the
whered=(a cos), sin()) is a (1+1)-dimensional vector o ,gh after functiorf. The Fourier transform of has the
whose firstn coordinates are equal to the coordinates of theform

vector @ cos@), and the last coordinate is equal to s)(

s=c(t— 7—1h)sin(y); = cot Y(v/c)+ /2 (as can be seen ~ 1

ml2< =<, but this interval is sufficient since the time can-  f(o¥)= EJ exp(—io9z)dz

not take negative valugsc and 7 are constants of the new ¢

coordinate system=(x,c(t— 7)), chosen for the most con- 1 (27 (F(o) .

venient representation in it of the concrete object. =24)0 fo p exp(—iocdw)dpde
Thus formula(1) can be represented in the form

it is possible to findf(x,t). Here x is the n-dimensional
position vector of the object of intere§in practicen can

1 2
=5—| Fe)K(odwF(e))de,
g(ﬁ,S)ZL(Sﬁ)f(Z)dz. 2) 277f0

where
Unfortunately, forn>1 the regionl’(s,9) is nonlinear,
which substantially complicates the solution. Let us consider u”2((1+iu) exp(—iu)—1), u#0,
the particular case>r, wherery, is the radius of the mini- W= 1/2, u=0,
mal sphere enclosing, itself enclosed within the concentric
sphere of sensors. In this case we canaset —Xxea, but the  w=(cos(p), sin(p)), o is the spatial frequency andis the
regionI'(s,d) is a hyperplane perpendicular # and lo- imaginary unit.
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It follows from the projection theorefn that

9(9,0)=(27)Y% (o 9). Hence we have

Equation(8) is the Fredholm equation of the first kind in
X,(x), which can be solved by standard methédgnally
we obtainf(x,t) = X,(x)G4(t) (although it is most probably
Xn(x) that contains exhaustive information about the object

Obviously, the high-speed signal in this case may be
initiating as well as accompanying. Thus the proposed
@ethod may be used to investigate the structure of nonlinear
crystals by analyzing secondary acoustic radiation initiated
by laser pumping.

The case is also interesting in which the functgppmay
f be represented in the form of rarefied stochastic fluxes of

correlated quanta. Then, to reconstruct the desired function

Phillips method forp=3. All this allows us to hope to re- one may use just one signal taken from two sides. This case

construct the functiorf using one high-speed and one low- is considered in Refs. 8 and 9. In the presence of substantial

speed signal, both taken from two sides. This in turn makediSPersion of the signal being integrated, the possibility is

it possible to study high-speed processes accompanied by Jafols excluded of using more standard solutions of the Radon

optical and an acoustic emission or two acoudtagitudi- problem. , .
nal and transversemissions In conclusion we note that far>1 it is also necessary

Let us consider one more example. Let the desired funclO construct reconstruction algorithms for a severely limited

tion be given in the form of a produé{x,t) = X(x)T(t). We number of projections since such algorithms can find use in

will show that just two projections may be enough to recon_the n-dimensional study of processes accompanied by radia-

tion that cannot be treated in the geometrical-optics approxi-

N 2m
g(ﬁ,o>=(2w>—1’2fo F2()K(od0F(9)de.  (4)

If the functiong is prescribed fop directions, then Eq.
(4) generates a system of nonlinear integral equations of th
first kind in F (in this systemd=49;, j=0,1,...,p). In
Refs. 5 and 6 it was shown that if the functibrsatisfies the
requirements stated above, then for=4 there exists a
unique solutiorf =R~ 1g, while Ref. 4 presents the results o
the solution of a system similar t8) by the Tikhonov—

struct it: i
mation.
T | express my deep gratitude to M. G. Karimov, Scientific
SO f_rX(X)T(H(r X)vg)dx ® Director of Dagestan State University, for a fruitful discus-
sion of the problem.
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one of which is taken for a very high-speed signaj-¢ ).
Indeed, as);— o0 formula (5) tends to
T(1). ()

Gl(t)=f_er(x)T(t)dx= f_er(x)dx

Calculating the functio (t) from Eq.(7) and substitut-
ing it in Eq. (6), we obtain
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Gz(t)=f Xn(X)Gy(t+(r—x)/vz)dx, ()
-r
where
r -1
Xn(X)=X(Xx) f X(x)dx 9
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Device for measuring the parameters of an ion beam of circular cross section,
permitting estimation of the beam emittance per pulse

L. P. Veresov, O. P. Veresov, and L. P. Skripal

Sukhumi Physicotechnical Institute, Sukhumi, Georgia
(Submitted November 26, 1996
Zh. Tekh. Fiz.67, 135-136(September 1997

A diagnostic device is described for estimating the beam emittance per (faiqaulse durations
from 1 us up to a continuous bearfor ion beams of circular cross section with currents
from a few milliamperes to hundreds of milliamperes and energies of 10 keV and higher99®
American Institute of Physic§S1063-78427)03109-7

In our own laboratory practice, to study ion beams ofsmall rods gathered together into a “fence.” The resolution
circular cross section we have used a device that allows us #f the luminescent quartz glasses of grade KLL-1 at energies
measure the beam current, beam size, the stepped currdfam 10keV to 2MeV ranged from 810°° to
density distribution of the beam, and the angular divergenc8.6x 10" °A/cm® (Refs. 1 and 2 The excised jet current
of a beam jet cut out at the center of the device by a sli€xcites a light pulse in the glass which is easily observed
diaphragm. Taken together, these parameters allow one gsually or recorded by a linear CCD array. _
estimate instantaneously the beam emittance and to alter the 1he divergence angle of the beam jet is determined from

operation of the ion source during the course of an experith® number of glasses lighting up. The parameters of the

ment with the aim of varying the emittance. ;noetz:):é?r;gbgsslg?nmm’ slit 0.5 mm, number of pléteds

Th i Fig. ists of a F li ' ) ' e .
. e device(see '9 1 consists of a Faraday cymdgr At first, the operation of the device proceeded as fol-
joined to an angular divergence meter. The Faraday cyllnd%

is made up from araphite rin hich toaether form an innen ws: the divergence angle was determined from the number
IS up from grapnite rings whi 9 : of illuminated glasses, and the beam diameter from the cur-

cavity in the shape of a truncated cone of height 110 MMent from each ring of the Faraday cup, which allowed us to

with diameters 10 and 60 mm. From the outside it is a Cylcqngtryct a diagram of the emittance in the phase plane. With

inder (D =70 mm,L =130 mm. The rings are spaced at Uni- e help of a summator and a storage oscillograph we deter-
form intervals, isolated from one another, and form flow-mined the total beam current and the beam current density
through gaps. The diameters of the inner openings of eachjstribution with radius. Later all these parameters were read
ring vary in the sequence 60/50, 50/40, 40/30, 30/20, 20into an automated system which allowed us to estimate the
10 mm. At the center of the lagsixth) ring of the Faraday beam emittance per pulse with the help of a computer. In
cup with a working diameter of 10 mm is located a six- light of the rapid development of computer technology, we
millimeter cylindrical opening. The Faraday cup is situateddo not recommend our system, but rather recommend the
inside a metal shield. To facilitate evacuation, a large numsoftware package “Ostsillograf’ intended for use with
ber of small openings are emplaced over the entire surface @halog-to-digital boards available from the Moscow firm “L-
the shield. To suppress secondary electron emission, tweard.”
magnetic plates of ferrite—barium are mounted to the shield,
creating a transverse magnetic fiel®00 G.
The above design of the Faraday cup solves two prob-
lems: 1) in addition to the total beam current, it allows one to 7 2 3
measure the current from each ring and to determine step-
W|§e 'Fhe current denS|t'y Wlth radius and the beam diameter; y//////////:ﬂ///'//,///
2) it hinders the formation in the collector of near-wall beam Y S— —
plasma influencing the measurement of the beam current.
On the other side of the end-fa¢sixth) ring is located
the slit excising a beam jet with the help of two movable
metal plates. This slit is part of the angular divergence meter =
(for measuring the angular divergence of the beam f&ta 7 M 5\
distance of 50 mm from the slit is located the receiver which :
transforms the electrical signal into a light signal. The re- rxon TSRS e
ceiver is mognted vy|th thg help of a wayegwde, which in W/////////////////////////; 3
addition to this function shields the beam jet and sensor from
external influences. As the beam-jet current sensor we use a _ , o _ _
. . . FIG. 1. Diagram of devicel — graphite rings2 — shield,3 — magnetic
luminescent quartz glass in the form of plates stacked in

i ) X ﬁlates,él — gap,5 — movable platest — waveguide,7 — beam jet8 —
column with metal spacer®.1-mm foil) or in the form of  receptacle.
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It is necessary to mention that the beam emittance estifhe device can be used in both pulsed and continuous modes
mated by the device somewhat exceeds its actual value sincé the ion source.
instead of the ellipse in the phase plane its rectangular enve-
lope is used. Many years of experience with the describedg, a. meleta, N. I. Malykh, 1. K. Sidorovet al, Prib. Tekh. &sp., No. 2,
device have demonstrated its reliability, its ease of use in 31(1991).
making beam parameter measurements, its high sensitivity—Y- A. Moskalev and G. |. Sergeewleasurement of Parameters of
close to that of the photo method, and the elimination of Char9ed Particle Beamfin Russiar), Energoizdat, Moscow1993.
secondary electron emission effects on the measurementsanslated by Paul F. Schippnick
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Effect of thermal—field treatment and ionizing radiation on the energy spectrum
of interfacial states at the Si—-SiO , interface of a MOS transistor

A. E. Atamuratov, S. Z. Zainabidinov, A. Yusupov, Kh. S. Daliev, and K. M. Adinaev

Ugrench State University (Al-Khorezmi), 740000 Ugrench, Uzbekistan
(Submitted February 18, 1997
Zh. Tekh. Fiz67, 137-138(September 1997

[S1063-78417)03209-1

The energy distribution of interfacial states at the  Thermal-field treatment of unirradiated transistors leads
Si-Si0, interface is associated with defects whose naturdo an abrupt change in the shape of the spectrum of interfa-
still remains unclear. The present paper examines the effecial states. Thermal—field treatment at 100, 150, 200 °C does
of irradiation and thermal-field treatment on the energynot lead to noticeable changes in the spectrum, but at 250 °C
spectrum of the interfacial states at the Si—Siferface of it causes a sudden increase in the differential density of in-
a MOS transistor. terfacial states around 0.25 eV from the top of the silicon

The samples werg100 crystallographic orientation valence band as for irradiation. This apparently indicates the
silicon-based(KEF 7.5 p-channel MOS transistors. The formation of defects which are similar in nature and possibly
subgate oxide, of thickness O@n and area 1.87 associated with strained bonds in the region of the SiSiO
X 10~ “cn?, was formed by thermal oxidation of a silicon interface(Ref. 5. But in the case of irradiation, in contrast to
single crystal in a stream of dry oxygen with a small admix_thgrmal—field treatment, there is also observed an inhomoge-
ture of hydrogen chloride gas at 1150 °C. The samples werBEity Of the energy spectrum around 0.40 eV from the top of
irradiated by high-energy gamma bremsstrahlung with maxi{€ valence band, which is probably due to the formation in
mum photon energy in the bremsstrahlung spectrum equal {his case of addlthnal defect types. This difference is ob\{|-
30 MeV and energy flux density on the sample equal tcQusly due to the different character of the processes leading

0.195 W/cni. Thermal—field treatment was performed in the {0 the formation of defects at the Si-Sidrterface. Irradia-

temperature range 100—250 °C with storage time at eachon leads to a displacement of the subthreshold transmission

temperature equal to 120 min and electric field intensity incharacterlstlcs toward large negative values, and thermal—

the oxide equal to & 10° Vicm field treatment—to small negative values along the gate volt-
The aim of this work is tc.> study the variations of the age axigFig. 2). This indicates a different variation of posi-

shape of the energy spectrum of the interfacial states at the
Si—SiQ, interface of the MOS transistor when irradiated by
bremsstrahlung and when subjected to thermal—field treat-
ment. The density of interfacial states was determined by the
subthreshold current methddrhis method does not permit
one to determine the form of the energy spectrum of the
interfacial states over the entire band gap of silicon for each
sample, but it does allow one to obtain definite information
about its variation over a small energy interval under differ-
ent conditions. According to Refs. 1 and 2, this technique
can give an error in determining the density of interfacial
states at the Si—SiOnterface forp-channel MOS transistors
not greater than 20% in comparison with the traditional high-
frequencyC—V method and the charge pump metHdd.
The energy spectrum of interfacial states in the band gap of
silicon was estimated in the interval 0.25-0.50 eV above the
top of the silicon valence band.

The results show that upon irradiation the integrated
density of interfacial states at the Si—Siterface in the
investigated range of the energy spectrum exhibits a mono-
tonic growth with increase of the irradiation time. It is note-
worthy that here the largest increase of the differential den-
sity of interfacial states is observed with approach to the Ei 0.1 0.z 0.3
valence bandaround 0.25 eV from the top of the valence Eyy eV
band.' For. Iong Ir.radlatlon _tlmEE{65O miny _grOWth of the FIG. 1. Surface states energy spectrum near the middle of the silicon band
density of interfacial states is observed mainly near the IOWeéap of the Si-Si@interface of a MOS transistor subjected to irradiatian
bound of the investigated regidfig. 1). and to thermal—field treatmett).
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leads to a decrease. The first of these is due mainly to gen-

H107* eration of electron—hole paifsand the second, probably to
b a ¢ the untrapping of positively charged formatiofisoles or
hydrogen ions responsible for the positive charge near the
d07¢ interface and genetically linked with the formation of the

MOS transistor structure. The participation of the positively

- charged formations in the sical reactions near the
< harged format the physical t th
,,3 Si—SiO, interface during thermal—field treatment apparently
- eads to an increase in the density of interfacial states.
08 leads t the density of interfacial stat
| | L | | 0717
L 8 6V [ 4 2 1p. S. Winokur, J. R. Schwank, P. J. McWhor&gral, IEEE Trans. Nucl.
¢’ Sci. NS-31, 1453(1984).

2J. R. Schwank, P. S. Winokur, P. J. McWhorétral, IEEE Trans. Nucl.
FIG. 2. Subthreshold transmission characteristics of a MOS transistor in its Sci. NS-31, 1434(1984.
initial state(a), after irradiation(b), and after thermal—field treatmeftd). 3L. M. Terman, Solid—State Electron., No. 5, 28862.
4G. Groeseneken, H. E. Maes, N. Beltran, and R. F. De Keersmaecker,
|IEEE Trans. Electron DeVeD-31, 42 (1984).
5C. T. Sah, IEEE Trans. Nucl. SdiS-231563(1976.

6
tive charge near the Si—Sjnterface: irradiation leads toan - V- G#yn- 3. Appl. Physd0, 4886(1969.

increase of positive charge while thermal—field treatmentrranslated by Paul F. Schippnick
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Spatial orientation of molecules by a heat flux
A. E. Bakarev and A. I. Parkhomenko

Institute of Automation and Electrometry, Siberian Branch of the Russian Academy of Sciences,
630090 Novosibirsk, Russia

(Submitted August 5, 1996

Zh. Tekh. Fiz67, 139-141(September 1997

An effect of spatial orientation of molecules by a heat flux is predicted. Under typical
experimental conditions the magnitude of the constant electric field arising due to static
polarization of a gas of oriented molecules can reach vatu#8 * V/icm. © 1997 American
Institute of Physicg.S1063-7847)03309-9

INTRODUCTION The collision frequency(n) characterizes the collisions
of molecules with the buffer particles which establish equi-

It is well known"? that when polar molecules, i.e., mol- ., . -
librium in n.

ecules not possessing a symmetry center, doiftdiffus . . .
) b 9 y >ty doi : _e) Let us establish the nature of the behavior of the function
relative to a buffer gas they orient along the direction of T :

: i : R(n) and give it a concrete form. Toward this end, we con-
drift. Since polar molecules possess a dipole moment, their.

. . . ; . N sider a group of molecules with orientatiog at the initial
orientation gives rise to a static polarization of the gas and,. o :
i . . fime. These molecules are distributed over rotational leVels
consequently, a static electrical field. The phenomenon de- o : ;
: . . : -and molecules with different have different angular veloci-
scribed in Refs. 1 and 2 is physically analogous to the Oties of rotationw, . The values ofw, are distributed accord
entation of a weather vane by the wind. The role of the ©3- ] e
) . . ing to some law with a characteristic widthw. Therefore
weather vane in the given case is played by the polar mol- . S
. . the molecules, which at the initial time all had the same
ecules, and that of the wind, by the buffer gas relative to_ . . o . "
. . orientationn,, very rapidly(in a time 1A w) become “well
which the molecules drift.

. mixed” in their orientations. In line with what has just been

In the present paper we want to turn attention to a new__; .
. . . . .~ said we model the effect of free rotation of the molecules on

mechanism of spatial orientation of molecules located in 2he distributionp(n) by the function

buffer medium. This mechanism does not require either dri p y

or diffusion of the particles. It is due to heat transfer and the o

dependence of the cross section of collisional relaxation of R(n)= —Awp(n)+Aw4—, pzf p(n)dn. 3

the orientation of the molecules on the relative velocity of .

the buffer particles flying into them. The molecules orient

k The first (negative “drift” term describes the loss of
along the temperature gradient.

orientation of the molecules due to their free rotation. The
second(positive term in R(n) describes the rotational “ap-
GENERAL EXPRESSIONS proach” of the molecules to the region of orientationsThe
function R(n) possesses the obvious propeffg(n)dn=0,
which means that by itself free rotation of the molecules
Yoes not change their number.

Let us consider impurity molecules found in a buffer gas
atmosphere. We neglect collisions between the molecule

assuming the buffer gas particle densiy to be much Taking into account that usuall w> v(n), under sta-

greater than tha_t of the _molecul¢s(N>p). A? is well . tionary conditions we find from Eq$1)—(3) that
known, the rotational motion of the molecules in the gas is
v(n)

almost always classical. Therefore we restrict the discussion

to a classical description of the orientational degrees of free- p(n)= Ao

dom of the molecules. For simplicity we take the molecules

to be linear so that the spatial orientation of a molecule is  The spatial orientation vectay of the gas of molecules

characterized by a single vectorparallel to the axis of the s given by

molecule. We describe the distribution of the molecules over

orientations by the equation f p(n)
q:

L
4

1- . 4

n——dn. 5

J p
Z;P(M=3S(n)+R(n). D _

Let gradients of the parametditemperature, densinof the
Here S(n) is the collision integral, the functioR(n) allows  gaseous medium exist in the direction parallel to zhexis.
for the effect of free rotation of the molecules on the distri- The orientation vectog can be directed only along this pre-
bution p(n). For the collision integral we use the model of ferred direction. Taking this into account, we find from Eqgs.
an isotropic “approach” in orientations (4) and(5) that

S(n)=—v(n)p(n)+S,, (2

1
where the tern$, describes the isotropic “approach” im. a=la, q=- n-lv(ndn, ©)

A7Aw
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wherel is the unit vector in the direction, which we take to
be in the direction of the temperature gradient.

SPATIAL ORIENTATION

The problem of finding the orientatiam reduces to cal-

— dn dk
a(v):f (n-H(k-Ho(v,n-k)=—— (12
47 4
Formula(11) describes the spatial orientation of the mol-
ecules as a result of various transport procesdiéfuision,
thermal diffusion, energy and heat trangféf a linear mol-
ecule is nonpolar, then as a consequence of symmetry

culating the frequency of collisional relaxation of the orien- o(v,n-K)=o(v,—n-k) and it follows from Eq.(12) that

tation of the moleculeg(n). To calculater(n) we consider
the simplest case, in which the mass of the molecMeis
large in comparison with the mass of the buffer partiates

o(v)=0, i.e., the orientation vectay=0, as it should be in
this case. It is to be expected that the larger the dipole mo-
ment of the molecule, i.e., the more asymmetrical is the mol-

(M>m), so that the molecules may be taken to be fixedecule, the larger, generally speaking, will be the difference

against the background of the “fast” buffer particles.

betweeno(v,n-k) and o(v,—n-k) and the larger will be

We characterize collisional relaxation of the orientationthe value ofo(v) and the orientation vectar.

of the moleculesn by the cross sectiowr(v,n-k), which
depends on the spead=|v| of the buffer particles flying

In the case in which the cross section of collisional re-
laxation of the orientation of a molecub(v n-k) is inde-

into the molecule(in general they depend on the relative pendent of the velocr[)((r(v) o=cons) expression(11)
velocity) and the configuration of the collision defined by the aqyces to

scalar produch- k, wherek is the unit vector in the direction

of the velocityv of the buffer particles. We use the formtila

v(n)=f j(V)o(v,n-k)dv, (7)

to calculate the frequency(n). Herej(v)=|j(v)| andj(v)

is the flux density of the buffer particles with prescribed

velocity (both magnitude and directipimpinging on the
test molecule located at the point

j(v)=N(r—AK)VW(v,r — k),

2
W(v,r—)\k)=(\/ﬂ'v)_3exp( —Uzz) ooy el
v m

)

3
9=— %120,

1o (13

wherej, is the integrated flux density of the buffer particles
along thez axis,

1= JIJ =——f a(NW( ))dv.

Formula(13) describes the “weather vane” effect dis-
covered some time ago by Gel'mukhanov and Il'icHév,
which being the appearance of spatial orientation of the mol-
ecules caused by diffusion of the buffer gas relative to them.

In reality, the cross section of collisional relaxation of
orientation of a molecule, generally speaking, always de-

(14)

HereN(r—Ak) and T=T(r —\k) are the density and tem- pends on the velocityr(v) = const. It is precisely this cir-
perature of the buffer particles at the location of the lastcymstance, as follows from Eqdl1) and (14), that delivers

collision, i.e., at the point — Xk, from which they start into

spatial orientation of the molecules even in the absence of a

the moleculex=\(v) is the mean free path from the point particle flux (for j,=0) if only there exists a temperature

of the last collision to the test molecule; akg is Boltz-

mann’s constant. Equatiof8) assumes that the particle ve-
locity distribution is determined by the location of the last

collision. Assuming that the fact®W in Eq. (8) varies only
slightly over the distanca, we find from Eq.(7) that

v(N)=v+Av(n),

9

where v does not depend om, and the termA p(n) is given
by

Av(n)= —f k- Idkf:vg’)\(v)o(v,n-k)

X(?(NW(U))dU

9z (10

Substituting expression®) and(10) in Eq. (6), we find
for the projectiong of the orientation vectoq on thez axis

:_j 3)\(v)a'(v)w dv,

(11
where

1109 Tech. Phys. 42 (9), September 1997

gradient in the gaseous medium.
For the mean free path we may approximately set

v
ANov)~—,

(19
Vp

where v,=const is the mean collision frequency of the
buffer particles with each other.

For such a dependenaguv) the projection of the orien-
tation vectorq (11) is related in a very simple way with the
particle flux densityj, (14) and with the heat flux densil@,
along thez axis

m
szif [(v—u)3N(r —\k)W(v,r —xk)dv, (16)
whereu=1j,/N is the directed velocity
3
g=d;+dr, Qj:_mle(T),
B 6 Q,da(T)

9= T BAw kg dT
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. d 5 dT 3v |o(T)]

JZ__d_Z(DN)’ Qz__EDNkBEa (17) | T|~m o0 (20
where D=1v2/2v, is the diffusion coefficiento(T) is the Here ©v~10° cm/s, Aw~10"s!  a~1cm,
effective cross section of collisional orientation, defined by|o(T)|/¢,~10"2, and from formula (200 we obtain
the expression lgr|~1.5x10 8. The constant electric field corresponding

2 to this fraction of oriented molecules is given by the formula

a(T)= 3\/_ v exp( - ?) o(v)dv. (18 E=—4mpdqr, (21)

whered=|d|, d=dn is the dipole moment of the molecule,
which is assumed to be directed along the axis of the mol-
ecule whose direction is given by the unit vector For
d~1D, p~10®¥ cm 3, and|g|~1.5x10°8, formula (21)
gives|E|~5x10"° V/cm.
NUMERICAL ESTIMATES The res_earch pr_esented here was partially supported by
the International Science Foundati@@rant No. RCM300,
Let us estimate the relative valuesggfandqy. Letabe  the Russian Fund for Fundamental Resedtant No. 96-

the characteristic scale of variation both of the temperalure 02-19556¢ and the Netherlands Organization for Scientific
and the densitN. Then forda(T)/dT~o(T)/T we have Research.

3DN|o(T)| .
lajl~larl~——x0 (19

In formula (17) for q the first termq; describes the ori-
entation of the molecules by a particle flgthe “weather
vane” effect'?), and the second terifunknown previously
gt describes orientation of the molecules by a heat flux.

DExpression(7) implicitly contains the assumption that the relative orienta-

at|T| on of the molecule and buffer particle remains fixed during a collision.
Thus, a heat flux can cause the same degree of spatiatps is the well-known Mason—Monchick approximatiwidely and suc-
orientation of the molecules as a particle flux. cessfully used in the calculation of the transport characteristics of mol-

We will present numerical estimates of the magnitude of ecules in gaseous mixtures.
the effect based on formuld9). We represent the collision
frequency of the buffer particles with each other, Whi@ eN-1f kh Gelmukhanov and L. V. IFichov, Chem. Phys. Le@8, 349
ters into the diffusion coefficierd, in the formvy,=Noy,v, (1983.
where oy, is the gas-kinetic collision cross section corre- .F- Kh. Gelmukhanov and L. V. Itichev, Khim. Fiz., No. 5, 590983.
sponding to the frequency,. Then estimatg19) for the L. Monchick and E. A. Mason, J. Chem. Phya5, 1676(1961.
fraction of heat-flux oriented molecules takes the form Translated by Paul F. Schippnick
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Synthesis and study of iron-containing fullerene complexes

G. N. Churilov, O. A. Bayukov, E. A Petrakovskaya, A. Ya. Korets, V. G Isakova,
and Ya. N. Titarenko

L. V. Kirenski Institute of Physics, Siberian Branch of the Russian Academy of Sciences,
660036 Krasnoyarsk, Russia
(Submitted September 10, 1996

Zh. Tekh. Fiz67, 142—-144(September 1997
[S1063-78417)03409-F

At present there is a clear lack of information about theultraviolet bands at 217 and 257 nm: a redistribution of in-
properties of fullerene complexes containing iron despite théensity takes place inside the bands and new shoulder bands
existence of publications on this subjéétWe have synthe- appear. The band at 328 nm and the long-wavelength band at
sized iron-containing fullerenes and studied them by infrare@80 nm remain unchanged.
and ultraviolet spectroscopy, electron spin resonance, and In the infrared absorption spectrum of the mixture ob-
Mossbauer spectroscopy. To synthesize iron-containinggined from graphite without iron, bands show up with
fullerene complexes, we used a plasma-chemical reactomaxima at the frequencies 525, 575, 1190, and 1428%cm
The operation of this reactor is based on a self-blowing andFig. 28, which are characteristic frequencies of the vibra-
self-focusing jet of carbon plasma emanating through a conitional states of the g molecule. The authors of the works
cal opening in the outer graphite electrode into a watercited in Ref. 7(review) detected these maxima at the fre-
cooled copper columfiube). The central electrode was an duencies 527, 576, 1183, and 1428 ¢mThe observed dis-
S-3 grade rod for Spectra| ana|ysis with an axial Openin§repanCieS are within the limits of eXperimental error. Ab-
filled with carbonyl iron powdefTU 6-09-3000-78 Helium sorption bands at frequencies characteristic gf Were not
was fed into the jet with a flow rate of 3—4 liter/min, and the Observed in the infrared spectrum of the products of synthe-
power Supp|y of the arc was produced by a 66-kHz a|ternatSiS from iron-free graphite. This is because in the infrared the
ing current with amplitude 300 A. This setup is a modifica- extinctions of the vibrational bands have similar values;
tion of the setups described in Refs. 3 and 4. Next, soot, as
usual, was poured in together with some nonpolar solvent.
Usually we used benzene or toluene. The solution was fil-
tered and boiled down. The dry resid(fellerene mixture
was our object of study.

Spectra of the fullerene mixture in the ultraviolet and
visible (200—800 nm were taken on a Specord UV-vis
setup in hexane solutions, while the spectra in the mid-
infrared (400—4000 cm?) were recorded on a Specord
IR-75 in pressed pellets of potassium bromide. The electron
absorption spectrum of hexane solutions of our fullerene
mixture, obtained without filling the central electrode with
carbonyl iron(especially in the ultraviolet clearly reveal the
main characteristic absorption bands of thg, @olecule:
217, 227, 257, 328 nm, the 404—-408 nm doublet, and the
long-wavelength band with maximum at 480 nm and shoul-
ders at 544 and 590 nr(Fig. 13. The maxima of these
bands, except for the long-wavelength band, coincide well
with the data in the literature, e.g., Refs. 5 and 6. According
to the data in the literature, the long-wavelength band gf C
has a maximum at 450 nm. The shift of this maximum to 480
nm in our spectrum is explained by the presence in the mix-
ture of a Gy impurity. This also explains the presence of the
shoulder at 378 nm, which is a characteristic band gf.C
The absorption coefficient of the long-wavelength band for

J, arb. units
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Cy is approximately seven times larger than fqgp CThere-
fore a small amount of £ mixed in with Gy is much more
strongly manifested in the long-wavelength band. In the elec-
tron absorption spectra of hexane solutions of fullerene ex-

50

40

20

v, X 1000 cm’’
——

FIG. 1. Electron absorption spectra of hexane solutions of a fullerene mix-

traCtS_ of SOOt_ obtained from the Carbonyl'iron'conta_‘iningture obtained from pure graphit@) and graphite with carbonyl irorb).
graphite rod(Fig. 1b, the main changes are observed in theThickness of cuvettes: a,o — 0.1 cri;let — 1 cm.
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1 MH=0.44 mT 9o~ 2.001
a
AH=0.2 mT
b
335.508 mT 337.277 mT
FIG. 3. ESR spectrum of thegganion-radical(a), and the iron—fullerene
J/ complex(b): gq is theg factor of G, gr. is theg factor of the additional
line.
] 1 1 ] 1
5 0 -} ; 2 2
v, x100 cm fullerenes not containing iron have an absorption line with

the parameterg=2.001 andAH=0.1 mT and correspond to
the known spectrum of thegganion-radicadl (Fig. 3a. For
the mixture containing iron—fullerene complexes we have
the spectrum shown in Fig. 3b. It contains an additional line
with g=2.0032 andAH=0.2 mT. The reaction of the com-
therefore the relative intensities of the absorption lines morgonents of the observed doublet to a change in the level of
adequately reflect the concentration ratiag GC7o than in microwave power attests to the presence in this case of two
the ultraviolet and the visible. The presence of a smallbsorption centers with different relaxational characteristics.
amount of G in our fullerene mixture hardly shows up in The ESR spectra of known endohedral compl@sésw that
the infrared spectrum. In the infrared absorption spectrum ofhe ions that have wound up inside the fullerene molecule are
the fullerene mixture obtained in an arc with a graphite rodfound in nonmagnetic states, i.e., the electrons of the atomic
whose axial opening was filled with iron, besides the lines athells are paired, but the observed lines are associated with
528, 577, 1182, and 1430 crh with the previous intensity the interaction of the nuclear moment of the ion and $he
ratios, lines are also absorbed at 673 and 795 ‘cmhich
did not show up earliefFig. 2b. These frequencies are close
to the frequencies of the iron—carbon stretch vibrations Fet | Fed
which could be observed in carbides. It is well known that _.;. | . e
carbides do not dissolve in nonpolar solvents. This means Wit .
that these bands most likely correspond to a fullerene com- . s et
pound with iron. From the infrared spectrum we determined
that carbonides are absent in the mixture, which is important
since they are soluble in nonpolar solvents and it would be
difficult to distinguish them from fullerenes chemically .
bound with iron. Thus, our study of this fullerene mixture .
using optical methods shows that this fullerene mixture con- 1 )
tains at a minimum one fullerene compound with iron. 3 -1 g 1 2
An ESR study of the fullerene mixture was carried out v, mm/s

on anx-range spgctromete{SE/X-ZSM) at temperatures of FIG. 4. Massbauer spectrum of the product of plasma-chemical synthesis of
80-295 K on solid, polycrystalline samples. The spectra ofullerenes with iron.

FIG. 2. Infrared absorption spectra of a fullerene mixture without {@n
and with iron(b).

1, arb. units
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TABLE I. Mossbauer parameters of the product of plasma-chemical synThe fraction of this phase in the sample was 0.34. The iso-

thesis of complexes of fullerene with iron. mer shift of Fe2 is characteristic of trivalent iron found in
5 - T S senary symmetric coordination. The fraction of this phase in
+0.02mm/s *+0.04mm/s +0.02mm/s +0.05 the sample stood at 0.66. It may be conjectured that iron in

this phase is bound with the fullerene surface, but the elec-
tron is localized at the iron site. A strong covalent bond or

high local symmetry, and the presence of the additional line
Note: & is the isomer shift ole-Fe, ¢ is the quadrupole splittind; is the  in the ESR spectrum of iron-containing fullerene complexes
spectral linewidth, and is the fractional population of the indicated iron gre proof that iron is found in the Fel state inside the
phase. fullerene cage.

This work was carried out with the support of the Rus-

electrons weakly polarized by the unpaired electron of theésian Fund for Fundamental Resear(@rant No. 95-03-

lower molecular orbital of fullerene. The additional line of 09115a.

our spectrum is apparently due to the unpaired electron den-

sity arising from the formation of the iron complex. How-

ever, the difference of thg factor from 2.001 indicates a 'T.Pradeep, G. U. Kulkarni, K. R. Kannagt al, J. Am. Chem. Soc., No.

change in this case of the fullerene ground state. 2i1;1/i ?&ﬁ(lggﬁhan 1T Sehwedlet al. 3. Am. Chem. Soc.. No. 113
With the aim of further study of iron-containing gigg(1993. 9" T T

fullerene complexes, we made room-temperaturessdauer  3G. N. Churilov, International Winter School on Progress in Fullerene

measurements in our fullerene mixture formed by plasma- ResearchAustria (1994, pp. 136-140. _

chemical synthesis, on a NTA-1024 spectrometer with a fg;l'\hgggrﬁ?ggf'%?sﬁr?é’z?fé’gg?' N. Titarenko, Zh. Tekh. g8,

Co’'(Cr) source. The isomer shifts are indicated relative tosy yorikowa, M. Itenishi, and S. Muramatsu, J. Phys. Soc. &#1No.

a-Fe. The spectra were deciphered in the linear approxima- 10, 3762(1993.

tion by least squares fitting assuming a Lorentzian Iineegél'i- fgfglagheh R. S. Amstrong, R. A. Lat al, J. Phys. Chem99,

shape. The MSSbauer spectrurfFlg. 4) (,)f the product of "H. Kljzmaan.y, R. Winkler, and T. Pichler, J. Phys.: Condens. Matter

plasma-chemical fullerene synthesis indicates the presence okgo1 (1995,

two iron phases: Fel and Fe2. The $4bauer parameters of S. Kukolish and D. Huffman, Chem. Phys. Let82, 263 (199)).

the phases are given in Table |. The Fel parameters areA. Bartl, u. Kirbach, L. Dunschet al_., International Winter School on

characteristic of the strongly covalent state of iron or of four- © 09ress in Fullerene ResearcAustria (1994, pp. 112-115.

valent iron found in a highly symmetric local environment. Translated by Paul F. Schippnick

Fel —-0.15 0 0.37 0.34
Fe2 0.36 0 0.38 0.66
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New method for solving radiation transfer problems in emitting, absorbing, and
scattering media

V. S. Yuferev, M. G. Vasil'ev, and L. B. Proéekt

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted May 22, 1996
Zh. Tekh. Fiz67, 1-7 (September 1997

The proposed method is based on a novel technique for approximating the angular dependence
of the radiated intensity. The entire range of solid angles is dividedNnéells, which

are symmetric relative to the center of the sphere. In each of the cells the radiation is assigned in
the form of theP, approximation, and a system of differential equations is obtained to

determine the set of local zeroth and first moments. In some special cases the proposed approach
can be regarded as a generalization of the discrete-ordinates method, which makes it

possible to solve the problem of selecting the weights in the quadrature formulas in a natural
manner. The effectiveness of the method is demonstrated in two one-dimensional test

cases. It is shown that in these cases fairly high accuracy is achieved in the solution of the
problem already foN=2. © 1997 American Institute of Physid$$1063-78427)00109-§

INTRODUCTION An alternative approach, which can be termed the local
approach, is used in the discrete-ordinates method, where the
Radiative heat transfer problems are still among the moséntire radiation field is divided into a discrete number of
tedious from the computational standpoint. Numerous methfluxes, each of which is associated with a fixed direction in
ods have been proposed to solve thesee, for example, the space and a corresponding value for the weight coefficient in
reviews in Refs. 1-8 however, none of them can be re- the quadrature formulas used to calculate the radiation inte-
garded as sufficiently universal and suitable for all real casegyrals. As a result, the radiation transfer equation is replaced
Moreover, despite the astounding development of computeliy a finite system of differential equations, which describe
technology, there is still no solution for the problem of ra- the spatial variation of the radiated intensity in each of these
diative heat transfer in such a fairly simple geometry as alirections. The Sy method was first proposed by
semitransparent circular cylinder of finite length with specu-Chandrasekhdt as a generalization of the Schuster-
larly reflecting transparent boundaries and a refractive indegchwarzschild method and was subsequently widely em-
greater than unity. ployed in the solution of diverse problems in radiative heat
The principal methods used to solve radiation transfetransfer(see, for example, Refs. 12-16nd used in com-
problems can be hypothetically divided into two groups, de-mercial softwaré.
pending on the form of the radiation transfer equation used The accuracy of the discrete-ordinates method is known
to obtain the numerical solution, viz., the differential or in- to be determined by the design of the quadrature scheme,
tegral form. The former group includes the spherical-i.e., by the choice of the weight coefficients. There are pres-
harmonics Py) method, the Case eigenfunction method, andently no rigorous mathematical principles that permit finding
the discrete-ordinatess(;) method. The latter group includes the values of the weights, although some fairly interesting
the band method, finite-element analysis, and modificationgesults have recently been obtaintédrhis situation lowers
of those methods. The Monte-Carlo and ray-tracing methodthe effectiveness of this method significantly. In this paper
comprise a separate group. we propose a new approach to solving radiation transfer
The main problem in solving a radiation transfer equa-problems, which makes it possible to solve this problem in a
tion in the differential form is the choice of the way to ap- natural manner.
proximate the dependence of the radiated intensity on the The approach is based on a new way to approximate the
direction. Two approaches are usually employed. In the firsangular dependence of the radiated intensity, which, in a cer-
the angular dependence of the radiated intensity is approxtain sense, combines the spherical-harmonics method and the
mated by a set of functions assigned over the entire range afiscrete-ordinates method. In fact, TBg method can be
solid angles. This approach can be termed the global apegarded as a collocation method on a sphere, since the trans-
proximation. Its practical application is confined to cases infer equation is satisfied at a finite set of fixed values of the
which it is sufficient to use the first terms of the expansion,angles defining the radiation propagation directions. Con-
for example, theP, or P53 approximation in the spherical- versely, in the proposed method the radiation transfer equa-
harmonics metho#-® To improve the accuracy of thBy  tion is satisfied on the average in each of the elementary
method in the presence of discontinuous boundary condisolid angles into which the sphere is divided. The angular
tions, Ziering and Schiff® proposed a modification based on dependence of the radiation in these cells can be approxi-
the use of independent expansidHsin each hemisphere in mated in different ways. In the present work e approxi-
the one-dimensional case and in each quadrant of the sphemation is employed for this purpose because of its simplicity
in the two-dimensional case. and physical clarity. Thus, it can be shown that the proposed
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method occupies the same position relative toShenethod The representatiofil)—(3) shows that the total moments
as does finite-element analysis relative to the finite-of the radiated intensity are the sums of the local moments,

difference method or the collocation method. ie.,
The basic idea of the proposed approach was first for- N N
mulated in Refs. 19 and 20 as a generalization of the differ- lo= >, Im gq= q",
ential approximation and exhibited excellent results in the m=1 m=1
solution of several test problems. This paper provides a com- N
prehensive description of the method. | = s |?nj, ij,n=1,23. @)
FORMULATION OF THE METHOD Thus, all the integral conditions which are used in the

Let us divide the entire range of solid angles into  discrete-ordinates method to construct the quadrature formu-
regions(cells) Q,, in such a manner th&2,,=Q UQ . and las are satisfied automatically in the present case.

the subregions),. and(),, are symmetric relative to center A sphere can be divided in different ways. In the sim-
of the sphere, i.e., for each directigi™* ,i=1,2,3 e,  plest the elementary cell®, Q q are specified using a
where the" are the direction cosines relative to the coordi-Spherical coordinate system by the sets

nate | axes x;, there is a symTetric direction (0, 1=0<O,)U(7—0,<0=<7-0, ,),
{Im,i=1,2,3 e Q, such that™ = —I™" . We represent

the radlated mtensny in each of the ceﬂ%] in a form simi- (Pq-1S9¢<@g)U(@q 1+ <<yt ),

lar to theP, approximation(to simplify the presentation, the 1=p=N;, 1=q=N,, N=N;-N,. (5)

gray approximation is considered
3 The tensof p;;} corresponding to this division into cells
Lr ) =s-1 1Mry+ S mam TUP 1 is presented in the Appendix. When one-dimensional and
(1, 2) =8, ( o(" Z AT &3m: @ some multidimensional problems are solved, the diviggn
can be simplified by setting 9¢<2m, i.e., the division
with respect to the angle® can be used alone. In the sim-

lest case
=_f dQ. P
m Sm=4m(Um-1—Mm), M=COSO,

where

It can easily be shown that because of the symmetry of 1
the angular division into cells, the coefficierf is equal to p;j=0, i#j, and A"=—q". (6)
the local zeroth moment of the radiated intensity in the re- Pii
gion Q,, while for the local first and second moments we  Another way to construct(},,} involves the symmetric

have division of the sphere into regions of identical shape and
3 equal area. However, in this case the variety of possible di-

Qnm:f |nm|dQ:2 pnmjAm (2a) visions is restricted. The minimum divisiolNE 3) is ob-
m ] tained by projecting a cube onto the sphere. Then follow

N=4, i.e., the projection of an octahedron onto the sphere,

|m o= MM dQ=pmm (2b) N=6, i.e., the projection of a rhombic octahedron, etc. In the
2nj n'j an 0 Lo . .

O general case the division infé),,} can depend on the spatial
where coordinates, and this is another significant advantage of the

method under discussion, since it permits utilization of the
pm_:SflJ' MM, jn=1,23 concrete features of the 'problem being solved. However, in

this paper we shall confine ourselves to a treatment of the
situation in which the division int¢€},,} does not depend on

It can be seen that Eq2b) is equivalent to the closure the spatial coordinates.

condition in theP,; approximation as applied to the c€ll,,.
On the other hand, in contrast to tRg approximation, the
coefficientsA{" do not coincide with the componentg® of
the radiation flux density, but are related to them by 2q).
Expressing the‘\?‘ from (24) in terms of theg,' and plugging
the result into(l) we obtain

BASIC EQUATIONS

To obtain the equations with respect It and " we
must calculate the local zeroth and first moments of the
original radiation transfer equation, which has the form

w
2 E'B

= J&XJ

A= E Pindn (33

l=s.!

3
g+ 2, a?qn”‘), (3b)
"= x| ®Q,0)(r,0)dQ' +B(1-w)lg,

wherea'==2,1"p{h and the matrix {7} is the inverse of m

{pii}- 7)
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whereB=k+ o, w=o/(k+ o), andk and o are the absorp- d2qm NN
tion and scattering coefficients, respectively. 2 2 —(F mn= Smn)
We integrate Eq(7) over the regiorf),,. Then, replac- dx3 n=11=1 P33
ing | in the scattering integral b§l) and taking into account |
the symmetry properties of the scattering indicatrix, we have X (whg'3— Sag' + B(1— w)smd—XB. (12
3

9q;" W hat Eq(12) holds f ing functi
M _ of o — 8 M+ B(1—w)sla, (8 e note that Eq(12) holds for any scattering function.
2 9Xj ﬂnZ (@Fmn™ dmallo+ A( JSule. (83 b) Multidimensional case, one-dimensional divisiom-
der certain conditions the one-dimensional division used in

where the preceding subsection can be sufficiently exact in multi-
1 / ) dimensional problems as well. Since, as befqre=0 for
rmn=4wsnf£)n qu)(Q,Q )dQdQ’, (8D  j#j in this case, instead of E¢L2) we have
. 3 2.m N N 3
and &, is the Kronecker delta. 2 9°q; =,322 2 i(wr P
We next multiply(7) by |I; and integrate again ovél,,. =1 %0 A=11=1 51 pl) mn.wmn
As a result, with consideration ¢f) and(2b) and the sym-
metry properties of the scattering indicatrix we obtain dig
Y Prop ’ X (@Nf= BB Ol B(L— @)sm . (13)
m lo m mnan I
; Pij 55 T+ B :ﬂwngl 121 fii A (98 ¢) Multidimensional case, division of general form, isotropic
! scattering. It follows from (8b) and (9b) that f]"=0 and
where I mn=Sm/(4). As a result, eliminating|" from (8) and(9),
we have
mn__ m n ! 4
fi] 4775”] f P P(Q,0")dQdQ’. (9b) G2 o
2 p|] ;I =-pB 2 Smn IO_ﬂ
The substitution therein df3a), which relates the coef- b=t I
ficientsAjm to the radiant flux densitg™, gives X(1— 0)Sylg. (14)
3 [?ng N 3
2, PG =2 2 (whf"=Sndal, (108
: COMPARISON OF THE PROPOSED APPROACH WITH THE
where DISCRETE-ORDINATES METHOD
mn_ 23: mr=n As we have already noted, in the discrete-ordinates
il _i=1 fii Pji - (10b) method Eq(6) is replaced by a system of equatidibe sim-

plify the presentation, the case of isotropic scattering is con-
The system of first-order differential equations consisting ofsidered:

(8) and (10) specifies the set of local zeroth and first mo- 5

mentsl ' andq;". It can be reduced in principle to a system

of second-order equations with respect!fp or ™. The 2‘1 i 3X| T Pn= 4 '8 E onlntA(1-w)lg,
latter system is more convenient for a numerical solution.

Since the reduction procedure is fairly cumbersome in the m=*1,+2,... %N, (15

general case, we shall perform this operation in several CONYherem labels the corresponding direction in space and the

crete examples. w, are the weights in the quadrature formula.

a) Planar layer, axial symmetryJsing the division into The directions are usuall :
y selected in such a manner that
cells defined by Eg95) and(6) and assuming that theXi —1;™. Then, introducing the notatialf’=1_+ 1, and

axis is perpendicular to the boundaries of the layer, we havsm C after standard transformations of Eq&5)
—m?: H

fmn 8i30;3f™", = 06i303f""p33, qM=p3As3. we Obtain
3
As a result, Eqs(8) and (10) take the form (930
1 q I=l i
Ed_:ng (@F mn— mn)|8+(1_w)sm|8- (119 3 aqm ® N
DM+ BIN=28 — > w i+ (1-w)lg].
m =1 X| 47Tn=]_
PR /32 (0hZ'= 600" (11b) (16

Eliminating g™ from Eq.(16), we have

Differentiating (118 with respect tax; and eliminating 3
Iy, we obtain the desired system of second-order equatloni [mym
with respect tog™ i1 o 0X

2m

+pBJg= -2
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o N N + pn—
X En; w i+ (1—w)lg ). xgl(q?—@““ f“ 1),
(17 where

A comparison of Eqs(14) and (17) reveals that they have - 2 =1
the same structure. Therefore, the proposed approach can be Ps :ﬁf mpsdu,
regarded as a generalization of the discrete-ordinates method Mm=17 Hm* Hm
that makes it possible to solve the problem of choosing the ~ 1 tm-1ups( )
weights in the quadrature formulas in a natural manner. Ps= — j du
Moreover, the appearance of the “ray effect” described in Hom=17 Hm L =
Ref. 16 in reference to th& method is impossible in the
proposed method. NUMERICAL EXAMPLES

Two problems were considered to demonstrate the effec-
tiveness of the proposed method.
BOUNDARY CONDITIONS 1. Passage of radiation through a planar layer of a lin-

To be specific, let us consider an opaque, emitting, an(ﬁarly anisotropic scattering mediu{((2, (") =1+ b cosy.

. . " was assumed that the refractive index of the medium
reflecting boundary. In this case the boundary conditions for -

. . : equals 1 and that the external radiation propagates along a
the radiated intensity have the form

normal to the boundary of the layer. This problem can be

P4 treated as a test case, since its solution is known and can be
1(Q)=elg(T,)+psl (27)+ —f In-Q"[1(Q")dQ", found, for example, in Ref. 4. Uniform division of the range
T Jn-Q"<0 ..
of variation of x from 0 to 1 was used to solve the problem
n-Q>0, (18) just described. Figure 1 shows the dependence of the error in

. o the calculation of the reflection coefficieRtof the layer on
where ¢ is the emissivity,ps and py are the specular and  the number of cell\ for several values of the albeds the
diffuse reflection coefficients) is the vector of the internal gptical thickness- of the layer, and the scattering anisotropy

normal to the boundary of the region, afid is related to)  coefficientb. The error was calculated from the formula

by the condition that the angle of reflection is equal to the
angle of incidence. _Ra- RnHlOO%.

Projecting Eq(18) onto the internal normal and integrat- Ry
ing over the regior(), or, more precisely, over the direc- The position of the theoretical points in Fig. 1 between
tions belonging td, which satisfy the r;:ond|t|orﬂ~n>0, vertical linesN=const indicates that the error exceeds the
we obtain equations which relak§ andq;" on the boundary  |imits of the figure. It is seen that convergence of the solution
of the region is achieved in practice faN=2—3.
2. Radiative—conductive heat transfer in a semitranspar-
f (n-Q)1(Q)dQ ent plate heated by external radiation. It was assumed that
Qp,n-Q>0 there is no scattering of the radiation and that the absorption

coefficient is constant. Similar problems have also previ-
:8w|B(Tw)f (n-Q)dQ ously been considered on numerous occasises, for ex-
Om.n-0>0 ample, Refs. 4 and)5The goal pursued in this case was to
P4 N demonstrate the high effectiveness of the method, which is
+ fﬂ n.0>0(n' Q) pgl (Q')dQ+ ?Zﬁ associated with the possibility of taking into account specific

features of the problem, particularly total internal reflection.
These features were taken into account, because the angle of
X L) n'Q,,<0|”'Q"||(Q")dﬂ" total internal reflectiof® s coincided with one of the division
n angles ®,,. Figure 2 shows the temperature distribution
across the thickness of the plate. It is seen that excellent
X fﬂm’n.ﬂ>0(n~9)d9. (19 agreement with the exact solution is achieved whien2.

The calculation of the integrals appearing in Etp) is the

most tedious part of writing a numerical algorithm based onCONCLUSIONS
the use of the method under consideration. It is easiest to  The approach proposed in this paper for solving radia-
perform these calculations in the one-dimensional case for éion transfer problems has the following advantages.

planar layer. Using the division defined by E¢S) and (6) 1. The main problem in the discrete-ordinates method,
we obtain viz., the correct choice of discrete directions and the corre-
~n sponding weights in the quadrature formulas, is eliminated.
IM(1— 5™ 4 2¢ Ps —elas @S 2. Itis now possmle to take into account specific features

027 Ps O o1t mm BEm 4 °m of the problem in choosing the division into tlik,, .
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T,k Sn=2(Mm-1— Mm) (Pm— Pm-1),
1300}~

1
91125(1_f)(1+9),

COS 2pp,—1— COS 2p,

1250 = _
_ P12=P21=0 (1-1),
C 4(em— em-1)
N ) 1
N P2=5(1-f)(1-e),
200000 o vl v eyl
0.0 0.5 1.0 . .
z/h SIN@yw—SINEy—1
P13=P31=9 —<p 0 ,
FIG. 2. Distribution of the temperature across the thickness of a semitrans- m m-1
parent plate heated on one side by radiation with a temper&tatks00 K.
7=1, the radiative—conductive parameter equals 0.058; solid curve — exact COSQm—1— COSE
solution, dotted curve —N=1 (the P, approximation, dashed curve — P23=P32=0 , p33=f,
N=2. Pm™ Pm-1
where

3. There is now a possibility, in principle, of correctly

approximating the boundary conditions in the case of a

boundary of arbitrary form. f= §(Mﬁq+ mtm—1+ M- 1),
4. Since theP,; approximation itself gives satisfactory

results in many problems, it can be expected that satisfactory

accuracy can be achieved when a fairly rough division into o Sin 2¢,—Sin 2@
the Q,, is used. The results of test calculations presented 2(em— ©m-1)
confirm these expectations. Alreabtly=2, i.e., the first cor-
rection to theP,; approximation, provides a solution that is 232 2 \312
(1_/~Lm) _(1_/“Lm71)
very close to the exact one. g=
5. If there is no scattering or the scattering indicatrix is 3(#m-17 Mm)

isotropic, the method makes it possible to easily reduce the
original problem to the solution of a system of second-order
equations, which are solved relative to the former deriva-1; o owell 3 Heat Transferl 1220(1988.
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m ) Convection Wiley, New York (1973 [Russian trans., Mir, Moscow,

The method can be used already in the present stage 10,97 ", 616.
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testing the effectiveness of the method iD 2nd D prob Reading, Mass(1967 [Russian trans.. Mir, Moscow, 1972
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Instability of a charged layer of a viscous liquid on the surface of a solid spherical core
A. I. Grigor'ev, V. A. Koromyslov, and S. O. Shiryaeva

Yaroslavl State University, 150000 Yaroslavl, Russia
(Submitted April 10, 1996
Zh. Tekh. Fiz67, 8—13(September 1997

The dispersion relation for the spectrum of capillary waves of a spherical layer of a viscous
liquid coating a solid spherical core with a layer of finite thickness is introduced and analyzed. It
is shown that the existence of two mechanisms for the viscous dissipation of the energy of

the capillary-wave motions of the liquid, viz., damping in the bulk of the layer and on the solid
core, leads to restriction of the spectrum of the realizable capillary waves of the liquid on

both the high- and low-mode sides. At a fixed value of the system charge which is supercritical
for the first several capillary modes, the maximum growth rates in the case of a small

solid core are possessed by modes from the middle of the band of unstable modes, while in thin
liquid layers the highest of the unstable modes have the largest growth rates. This points

out differences in the realization of the instability of the charged surface of the spherical layer
for small and large relative sizes of the solid core. 1897 American Institute of Physics.
[S1063-78497)00209-2

Numerous academic, technical, and technological probuted uniformly over the surface of the liquid phase. The ve-
lems call for dealing with the instability of a charged layer of locity field due to the capillary-wave motion and the pressure
a viscous liquid of finite depth lying on a curvilinear solid field are denoted byJ(r,t) and P(r,t), respectively. The
substrate. The instability of the charged liquid surface of adistortion &(r,t) of the free surface of the liquid appearing
thawing hailstone in a thundercloud, which is accompaniedecause of the capillary-wave motion is assumed to be small
by the emission of a considerable number of chargedogether withU(r,t) andP(r,t). In addition, we assume that
microdroplets, plays an important role in microscopic the system has axial symmetry.
charge separation processes and in the ignition of the dis- To simplify the form of the mathematical expressions
charging of streak lightnin§.Apart from the geophysical and the subsequent calculations, we introduce dimensionless
ramifications of the electrostatic instability of a charged layewariables, in whichlR=1, p=1, ando=1. Then all the re-
of a viscous liquid, this phenomenon is encountered in liquidmaining quantitiegfor which we retain the former notatipn
mass spectrometry* For example, in some types of liquid will be expressed in units of their characteristic values
mass spectrometers ions of nonvolatile and thermally unf, =R, t, =R¥%pY%c~Y2 U, =R Y%~ 1212 p =R"1g,
stable substances are obtained by the emission of microdrof, = R¥?c*?, andv, =R~ 1212
lets and clusters from a meniscus at the tip of a metallic  The system of hydrodynamic equations describing the
capillary tube, through which a solution is supplied to thecapillary oscillations of the liquid in such a system consists
discharge system, under low-temperaturel(00 K) vacuum  Of the linearized Navier—Stokes equation
conditions. Because of the low temperature, the solution at
the end of the capillary tube freezes, and microdroplets are —=— = VP"+,.V2U, (1)
emitted electrohydrodynamically from the liquid film on the p
surface of the ice coré® The existence of the liquid film is  the condition for an incompressible liquid
ensured by Joule heating from the passage of an electric
current through the film. A qualitatively similar situation, V-U=0, @

i.e., the emission of charged microdroplets from the surfacghe boundary conditions on the surface of the solid core
of a thin liquid film in a strong electric field should also be
encountered in liquid-metal ion sources. r=Ro, whenceU,=0, Ug=0, U, =0, ©)

The problem of the stability of a charged layer of a vis- 3nq the boundary conditions on the free surface of the liquid
cous liquid on the surface of a spherical core was previously
considered for the asymptotic case of a low-viscosity liquid ~ F(r,t)=r—1-£(0,t)=0,
in Ref. 7, where a dispersion relation was obtained, but wa;
not analyzed numerically. For this reason, it would be useful
to examine the problem under discussion in a more general dF JF

hence

formulation without confining ourselves to low-viscosity lig- at gt +U-VF=0, )
uids.

1. Let a solid spherical core of radiu®, be surrounded 7 (n-V)U+n- (7 V)U=0, (5)
by a spherical layer of an ideally conducting liquid of exter- (PP 2pun-(n-V)U+ P, — P=0. ®)

nal radiusR in a spherically symmetric configuration. The
liquid is assumed to be incompressible, to have a low viscos- In these expression§(®,t) is a function which de-

ity, and to be characterized by a kinematic viscositya  scribes the perturbation of the equilibrium spherical surface
densityp, and a surface tensiom. The chargeQ is distrib-  of the drop;n and = are the unit vectors normal and tangen-
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tial to the free surface of the liquid?®* is the pressure of the
external medium on the surface of the dr&J is the pres-
sure within the liquid;U is the velocity field;P, is the
Laplace pressure under the spherical surface of the liqui
layer distorted by the wave motidn

P,=2— (2+V )E(O,1),

where Vf) is the angular part of the Laplacian operator in
spherical coordinates.

The pressure of the electric fielk on the surface of a
charged, ideally conducting drop is defined by the
expressioh

Q* 1 )
Pe= 8 27TQ§ ’7TQ

* 1
%3 (M+1)Pr(u) f EPo(w)di,
m=0 -1

where theP (1) are normalized Legendre polynomials, and
M= COH.
2. To solve the problem defined by Eq$)—(6) we use a

scalarization method similar to the one described in Ref. 9.

Accordingly, we represent the velocity field in the form of a
sum of three orthogonal fields:

U(r,t) =V, (r,t) + VXr¥,(r,t) + VX (VXr)Wy(r,t),

¥,=0. (10
The boundary condition&t)—(6) take the form
d
O,t) [d¥, 1_,
for r=1 a7t T—F ao¥Yi3l, 1y
P A 2+V2)W,= 12
Frilral PR —(2+ V) W¥s= (12
J v, 13
7 =0 (13
P+ 20 0 v 2 s
( ) v (9r (7r r
—Pe(§)+P,(£§)=0. (14
3. Setting
E(r0=2 ZnPn(p)exp(sy), (15

we seek solutions of the system of equati¢nsin the form

Wy(r,t)=2 [Chr™+Drr M DIP,(u)exp(st),
m

where the first term gives the potential part of the velocity

field and the second and third the solenoidal parts, viz., th

second is the toroidal vortex part and the third the poloidal

vortex part.
As a result, the system of vector equatiqd$ and (2)

takes the scalar form

aW,(r
at

1)

1
VA(r ) = — (1= &) =0(i=1,2,3,

. d
P'”(U,t)=—a‘1’1(r,t). (7)

Expressing the components of the velocity figl@r,t)
in terms of ¥;, we obtain

v, 1

= ~rVavs

p LV Lol v

=790 Tt e
o,

Up=—5

After some relatively simple mathematical transformations,

the boundary condition&) on the surface of the solid core

for projections of the velocity field can be expressed in terms

of the scalar function®; in the form

v, 1

for r=Ry: 7——VQ‘I/3 0, (8)

! v+ ! v 0, 9

TVt E(f 3)= 9
992 Tech. Phys. 42 (9), September 1997

e ol 5|
+D£nkm ;I’ Pm(M)

(16)

. S
Ciim ;r

Xexp(st)(j=2,9,

‘lfj(r,t)=§

whereC?, C!., D!, andD! are constants.

We note that the problem of determininB, is com-
pletely autonomous and does not dependion ¥, andé.
In other words, the toroidal component of the motion of the
liquid, which is described by ,, does not make a contribu-
tion to the dispersion relation of the harmonic poloidal mo-
tions of the liquid in the drop and does not influence the
surface relief.

Substituting(16) into the boundary conditiond 1)—(12)
and(14), we obtain

mCL—(m+1)D:+m(m+1)

(ool

SZy, 17

: | i)
+=+2(m+1)(m—-1)|in| \/=|(Ch
14 14

+[2\/§km+1(\/§>
: ol V)
—+2(m+1)(m—1) |k, ” D=0, (18

14
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S+2 —1)]CL+[S+2 1 2)]D
[S+2vm(m—1)]C, +[S+2v(m+1)(m+2)]D,, A14=m(m+1)km( \E) Ap——S. Ay—2(m-1),

ymral Vo S S
Ayp=—2(m+2), Ay=-2 ;lm+1( ;)
+(m—1)im< \E) C3+2vm(m+1) s
—+2(m+1)(m—1)}im< )
S 14
+(m—1)km( \ﬁ”D?n
v _ \[s \[s
A2a=2\ JKm+1 ;)

Vo V5
— N Kme1| V3
QZ
(m—1)(m+2)— E(m—l)}zm:o. (19) < 5
—+2(m+1)(m—-1) |k -1,
In writing (17)—(19) we used the knowH relations for cyl- v v
inder functions As=0, Ag=S+2vm(m—1),

+2vm(m+1)

—+

S

X

+

—+

A32= S+2V(m+ 1)(m+ 2),

NI
im(x), - \/%km+l( \/%
o o N

m v

Here thei(x) andk(x) are spherical cylinder functions of 0?2
the first and third kinds, respectively. We write out theA —(m=1)(Mm+2)— ~—(m—1 A =mRM™D
boundary condition§8) and (9) for the components of the = > ( A Ly ) An=mR,

J m
&fm(x): fne1(X)+ ;fm(x)a

A33= 2Vm(m+ 1)

5 2
ﬁfm(x):_;ferl(x)"—

1+—m(m2_1)]fm<x>,
X

A34= 2Vm(m+ l)

velocity field on the surface of the solid core with consider- m(m-1) S
ation of (16) Agp=—(m+ 1)R5(m+2), 43:R—i m( \[;RO) ’
0
m(m—1
mRy" VCh— (m+1)Ry ™ PDy + % m(m+1) S
0 A= R, km( ;Ro) v Ass=0,
0

X

c3j \/§R
m'm v 0

1)1 —(Mm+2)~1
R™YCL+R, M 2DE+

(m+1) \[SR
+ R—olm ; 0
(m-1) \[s
+ R, ™ ZRO Algebraic expressiof22) relates the frequencies and the
] ) ] mode numbers to one another, i.e., is the dispersion relation
The system of five homogeneous algebraic equatid@s  gefining the spectrum of possible harmonic poloidal and

H 1 1 3 3
—(21) for the five unknownsCy,, Dy, , Cy, Dy, @andZy purely poloidal vortex motions in a liquid layer on the sur-
have a nontrivial solution, only if the determinant composecface of solid spherical core.

S
+Dr3nkm< \[;Ro”=0, (20) Ag= Rgmfl)’ Acy= Ra(m+2),
S S (m+1) \[s
S S _ . .
Vs i \ﬁR) hea” \ﬁ( \[ER) il o]
et V> SN S N e N
- \/;km+l( ;R0> A54 Vkm+l< VRO + RO km VRO 1

A55: 0.

3
Cht

D3=0. (21

of its coefficients equals zero: 4. Figures 1, 2, 3, 4, 5, and 6 present the results of
Ay Ap A Ay Ag numerical calc_ulatlc_)ns based ¢22) in the form 01_‘ pIots_ of
the real and imaginary components of the dimensionless
Az1 Az Azz Az Ass complex frequency as functions of the dimensionless radius
_| Asr Az Aszz Az Ass| _ of the core for various modes and various values of two
detA= =0, (22 . ) : . : .
Asp A A Ay A dimensionless physical parameters, viz., the viscasignd
the chargeaw.
As1 Asz Ass Ass Ass In Figs. 1 and 2 the curves corresponding/e=0 and
v=0.03 are presented for the modes witl+ 2 (the funda-
whereA;1=m, A= —(m+1), Ajz=m(m+1)i,(VS/'v), mental modg and 6, respectively. In Fig. 3 the dependence
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5 0.5 1.0 R, E a5 10 R,
-2
3F

. . FIG. 3. Same as in Fig. 1, but for=0.3.
FIG. 1. Dependence of the real and imaginary components of the frequency

S of the actually occurring capillary poloidal motions of the liquid on the
core radiusR,.
corresponding to a viscosity ten times larger=0.3) and

W=0 is presented for the fundamental mode. It can be seen
from these figures that both the damping in the bulk of the
liquid layer and the damping on the core have a significant
influence on the spectrum of actually occurring motions.

0 1 | Moreover, it is seen from Figs. 1 and 2 that the influence of
0.5 1.0 damping on the core is more significant for the mode with
m= 2 than for the mode witm=26. It is also seen that at the
2 viscosity value taken the range of values of the core radius
7 R, in which capillary oscillations exist for the sixth mode is
broader than the range for the fundamental mode, pointing
out the decisive role of the damping of motions on the solid
core for thin liquid layers. This phenomenon should be mani-
3 fested(as a result of restriction of the spectrum of actually
10+
(- 0 | L
g 0.5 1.0 R,
-
~10F 1
FIG. 2. Same as in Fig. 1, but fon=6. FIG. 4. Same as in Fig. 1, but only the real componeniit: 13.
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curves labeled? in these figures describe the instability
growth rates of the respective modes. The curves with larger
numbers describe the damping decrements of the poloidal
vortex motions. It is not difficult to see that thinning of the
liquid layer (an increase inR;) leads to lowering of the
growth rates of the unstable motions and to an increase in the
decrements of the damped vortex motions of the liquid.
Figure 6 presents the calculated values of the growth
rates of several unstable modes, whose numbers are indi-
cated near the curves, fav=13 andv=0.1. It is clear from
the physical meaning of the problem that the relationship
between the growth rates and the mode numbers is deter-
mined by the degree of supercriticality of the charge and the
influence of viscous damping in the bulk and on the surface
of the solid core. We note that thath mode becomes un-
stable whenW=2+m. This means that at the value @f
taken the charge is maximally supercritical for the funda-
mental mode withm=2 and minimally supercritical for
m=10. Nevertheless, the growth rate of the fundamental
mode in the system described here is not very great because
FIG. 5. Same as in Fig. 4, but fon=6. of the significant influence of the viscous dissipation. An-
other significant point is that the ratio between the values of
. . . . the growth rates of different modes depends on the thickness
occurring capillary wavesn the course of the final stage of ¢ ihe liquid layer: in thin layers the growth rates of the
instability of the charged surface of the liquid, when emis-pigher modes are greater than the growth rates of the modes
sion btljlges form on it and emission of the excess charggith small numbers. The strong dependence of the growth

begins. In particular, in sufficiently thin layers of a viscous (ates on the thickness of the liquid layer at small thicknesses
liquid, where damping on the core suppresses the first se\&ands out.

eral modes of capillary oscillations of the liquid layer, insta- In Figs. 1, 2, and 3 curvebdescribe the capillary oscil-
bility will be realized on account of the preferential develop- |5tions of the liquid layer. In Figs. 1, 2, 3, 4, and 5 curges
ment of the first higher mode not suppressed by the viscositynq3 describe aperiodically damped, harmonic poloidal mo-
with the numbem=m,. This reduces to the formation of i5ns The curves with numbers greater tf&correspond to

m, emission bulges on the surface of a liquid layer that is;periodically damped, purely poloidal vortex motions. It is
unstable with respect to its self-charge, rather than the twasily seen from the curves presented that thinning the liquid
such bulges observed for a drop without a codest such a layer, increasing its viscosity, and increasing the mode num-

situation was apparently recorded on the photograph oRer ead to a rapid increase in the damping decrements of the
p. 2437 in Ref. 11. It is seen from Figs. 1 and 3 that they,qtions of this type.

frequencies of the capillary oscillations of an individual 5 | et us turn to the problem of determining the toroidal
mode decrease with increasing viscosity. vortex component of the velocity field associated with the
_ The plots of R&=ReS(Ro) for a significantly super-  gcajar function,, which is defined by the system of equa-
critical charge in the systemA(=13) and»=0.03 are pre-  {jons (10) and(12). Substituting(16) into (10) and (12), we
sented foom=2 in Fig. 4 and form=6 in Fig. 5(we note g
’ S
+DZkn| \/=Ro| =0, (23)

that the modes witlm<<11 are unstable whew/=13). The
) S
C2i m( \/;RO
. S\|
+(m—21)iy > Ch

i
—\@km+l \@ +(m—1)km< \Eﬂoﬁ]zo.
(24)

The system of algebraic equatio(®3) and (24) has a non-

trivial solution when the determinant composed of the coef-

\ ficients in front ofC2 andD?2 is equal to zero. This condi-

0 1 %, tion also defines the dispersion relation describing the
spectrum of toroidal vortex motions in a layer of a viscous

FIG. 6. Dependence of the dimensionless growth rates of several unstabliuid on the surface of a solid spherical core, which has the

modes on the dimensionless radius cBge form

0

J’_

Re §
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6. Summarizing the foregoing material, we note that the
1 R, frequencies of the capillary oscillations of a liquid layer on
the surface of a solid core, the decrements of the actually
occurring poloidal and toroidal vortex motions, and the
growth rates of the unstable modes depend very strongly on
the presence of a solid core in the drop when the ratio of the
7 core radius to the drop radius approaches unity. The exis-
tence of two mechanisms of viscous dissipation, viz., damp-
ing in the layer and on the solid core, restricts the spectrum
of modes taking part in the formation of the emission bulges
on the highly charged surface of the liquid layer, assigning
the decisive role to the higher modes. This can be reduced
for thin layers of viscous liquids to the formation of a large
number of emission bulges, in contrast to a drop without a
core, where there are only two such bulges.

=100

Re X

-200
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Numerous papers have been devoted to the investigation of striations in inert gases at low
pressuresg=<2 Torr) and small currentsi & 100 mA) [A. V. Nedospasov, Sov. Phys. Ushl,

174 (1968; L. Pekarek, Sov. Phys. Usfl, 188(1968; N. L. Oleson and A. W. Cooper,

Adv. Electron. Electron Phys24, 155 (1968; P. S. Landa, N. A. Miskinova, and Yu. V.
Ponomarev, Sov. Phys. Usp3, 813(1980]. Since the nature of striations is determined

under these conditions by the nonlocal kinetics of the electrons in spatially periodic[fielDs
Tsendin, Sov. J. Plasma Phy;.228(1982], an investigation of the electron distribution
function in space and time would be very interesting. The purpose of the present work is to
experimentally investigate the potential profiles and distribution functior®and P

striations and to analyze the mechanism which shapes the distribution functions for striations of
these types. ©1997 American Institute of PhysidsS1063-784297)00309-7

SPATIAL POTENTIAL PROFILES IN STRIATIONS oscillations of the plasma potential with time for various
points along the tube axis within one wavelength. It is seen

The potential profiles and distribution functions in dif- that the oscillations of the potential with time at different
ferent phases of striations have been measured in sevefgdints differ significantly, but the characteristic minimum of
studies~® As a rule, the temporal variation of the potential each oscillationwhich is marked by an arrow in the figyre
was measured using a stationary probe and then transforméslachieved at the same time. When the probe is displaced by
into the spatial variation by replacing the time By-vt,  one wavelength, the picture is repeatéite curves in Figs.
wherev is the phase velocity of the striation. Such calcula-1a and 1d coincide Such a spatiotemporal picture of the
tions frequently led to a significantly nonmonotonic depen-behavior of the potential indicates that there is superposition
dence of the potential on the longitudinal coordinate, whichof the oscillations of the plasma potential as a whole with
was attributed to the presence of potential wells and, accordime and the variation of the potential associated with wave
ingly, reversed fields. Such a procedure for reconstructingropagation. An attempt to reconstruct the spatial potential
the spatial potential profile can be incorrect, if along with profile from the temporal profile by replacindy x=uvt (for
wave propagation there are oscillations of the plasma poterexample, for casa) leads, with consideration of the constant
tial as a whole with a frequency equal to the frequency of thdield E, in the plasma, to the profile shown in Fig. 1a. One
striations, for example, relative to the anode. These oscillagharacteristic feature of the profiles thus obtained is the ap-
tions can be caused by self-modulation of the striationsparent presence of pronounced potential wells and reversed
which leads to oscillations of the voltage on the tube elecfields. A correct procedure requires elimination of the tem-
trodes. The amplitude of the voltage oscillations depends oporal fluctuations, which can be accomplished by direct mea-
the ballast resistance. It was shown in Ref. 9 that under thgurements of the plasma potential along the axis with a fixed
conditions of a nonlocal mechanism for shaping the electromime delay relative to the voltage oscillations on the elec-
distribution function and a discharge gap of finite length,trodes. The results of such measurements are presented in
voltage oscillations appear in the near-anode region due tBig. 2 for S and P striations at two different moments in
the passage of striations through this region. time, which correspond to the zefourvesls and 1p) and

In the present work systematic measurements of thenaximum valuegcurves2s and2p) of the potential oscilla-
electron distribution function were performed for a neon dis-tions as a whole. It is seen from the figure that there are, in
charge in a tube of radiuB=1.4 cm at pressurgs=1—2  fact, no apparent potential wells of great depth. Similar re-
Torr and currentd =10—20 mA using a mobile probe at sults were obtained in Ref. 10, where the cathode and anode
different distances from the anode on the discharge axis ovavere displaced simultaneously relative to a stationary probe.
three wavelengths with a spacingloflO for P striations and The measured potential profile at distances exceeding one
L/15 for S striations ( is the striation thicknegsMeasure-  wavelength from the anode at different moments in time is
ments of the electron distribution function were performedsimilar. Oscillations develop near the anode at distances of
with a temporal resolution of 1(xs in 10—-12 phases of a the order of a few millimeters. It is noteworthy that the am-
striation period at each fixed position of the probe. The meaplitude of these oscillations coincides approximately with the
surements were taken by the standard method from the sepetential drop on ai$ or P striation(Fig. 2) and amounts to
ond derivative of the probe current, and the plasma potential- 10 V (a P striation or 17 V (an S striation. The anode fall
relative to the anode was determined from the point wheréor different striation phases is generally positive and varies
the second derivative vanishes. with time from zero to the oscillation amplitude. However, at

Figures la—1d present the variable components of theome moments in time the plasma potential at distances of
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~2 cm can be positive relative to the anode, and a potentigion can be imposed in an approximation for the electron
well with a small depth of~1 V forms. An example of such distribution function at the excitation threshold:

a potential curve is presented in Fig. 2 forPastriation

(curve 1p, hatched area The presence of the potential well fo(e,X)|w=s,=0. 2
clearly correlates with the measured distribution functions.

The distribution functions in a real potential well have a  Equation(1) describes the diffusion of the electron dis-
pronounced maximum in the slow-electron region, while thetribution function along the coordinate and its drift with
distribution functions measured in other striation phases for &espect to the energy due to elastic collisions in the,e
potential without a well have the usual form. Experimentsphase plane. We approximate the potential profile by func-
devised to measure the distribution function in the region otions of the form

the apparent potential wells far from the anode do not reveal

a characteristic peak in the slow-electron region, indicating

once again the absence of these potential wells.

2

MECHANISM FOR SHAPING THE DISTRIBUTION FUNCTION 0

IN S AND P STRIATIONS

According to numerous experimental data, the main dif-
ference between th& andP striations appearing under simi-
lar discharge conditions is the twofold difference betweer
the potential drops over the striation thickness. For example
the characteristic potential drops ® striations amount to %
17-21 V, while those irP striations equal 9-10.5 V for
p=1-5 Torr andi=1-100 mA. In addition, the wave-
lengths inS striations are twice as great as the wavelength:
in P striations at equal values of the period-averaged electri
field Eq. According to the model proposed in Ref. 5, a wave _
which travels through space and along the distribution func
tion forms in a spatially periodic field with a periad /eE,
due to the bunching of electrons according to their energy
The kinetic equation for the distribution function in the vari-
ablese =w+eg(x) andx [« is the total energyee(x) is the
potential energy, andv is the kinetic energyfor energies -z
0<w<g4 under the conditions considered here can be writ-
ten in the form

9 veafg(e,x) 9 m?
_v_()(—g)+_8—yv3f0(g,x)zo. 1)

FIG. 2. Spatial potential profile measured by a mobile probéfsiriations

It is assumed that the energy balance is dominated bfgurvesisand2s andP striations(curveslp and2p) at the moments in

inelastic collisions and that interelectronic collisions are negime corresponding to zerds and 1p) and maximum(2s and2p) oscilla-
tions of the plasma potential. Points-8, at which the measured electron

!igibly fsma”- _|f the _drop of Fhe electron distribution function _density distributions were compared with the calculated distributions, are
in the inelastic region is fairly steep, a zero boundary condimarked on curveip.
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&,6V e=¢,+o@(x
. il p(zx) a
7 w=g,
z=x,(e) [op—
17
L aL &
a P
&=eg(z)
W=
-0k x=z,(8)
8, >
//{ \
.]L FIG. 3. Approximation of the potential fields in
201 i Y S striations (a) and P striations (b), in which
kinetic equation(1) was solved with boundary
condition (2). Curves ine=e@(x), Xx=X;(&)
coordinates — the potential profile; curves in
L S=¢g,+ep(X), Xx=X,(g¢) — the potential pro-
871, eV \ file shifted on the total energy scale by. The
resonant trajectories are marked by arrows, and
&. eV g Is the potential drop on a striation. The cal-
’ culated and measured electron distribution func-
& e C—»4 tions were compared at poinis-8. The kinetic
7 energy regions for the resonant trajectories in
= the weak-field| andIV) and strong-fieldll and
=g, teqp(x
ok e{. :’:; 7( ) b Ill) regions are hatched. The maximum of
®(w,x;) undergoes a jump fromw=g; to
de=¢, Z=2y (&) w=0 atx,.
0 L 8L JL x
{ 2 —
12 3 A ¢
J
]
-nk 7d ‘
&=ep(x)
w=0 u
ook R R s -
a?, eV
—eEx, 0<x<Xg, shifted upward by, andW|x:X2(8)=£1. It would be inter-
€P(X)=1 —eEyxg—eEx(X—Xo), Xo<X<L, esting to analyze the character of the motion of electrons in

ep(x+nL)=ep(x)—ng_, (3
whereE,; andE, are the values of the fields in regions of
weak 0<x<Xxgy and strongk,<x<L variation of the poten-
tial, ande| is the potential drop on the striation.

Figure 3 presents the potential curves on ¢he phase
plane for S and P striations. On thex=x4(g) curve the
kinetic energy is equal to zero, while tlkxe=x,(e) curve is

999 Tech. Phys. 42 (9), September 1997

this phase plane.

Let us consider the case of &striation(Fig. 33. If the
energy losses in elastic collisions are neglected, electrons
will move with conservation of the total energy € const)
along horizontal straight lines from the(e) curve to the
Xo(g) curve, and then, after losing the energy in an in-
elastic collision, they jump abruptly long a vertical to the
X1(g) curve. The gain in kinetic energy on any of the trajec-
tories and the potential drop on a striation should be equal to
g,. If we take into account the small energy losses in the

Golubovskil et al. 999
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FIG. 4. S striations a — movement of the maximum @b(6) in the w, x plane along the resonant trajectory in a two-wavelength intetval- the
distribution functionywFy(w,x); ¢ — the resultant distribution functiogwf(w,x); d — the experimentally measured distribution functign fo(w,x).

elastic collisions, the trajectory bends, and the energy gain ifield was discussed in Ref. 5. In Ref. 11 the electron distri-
the potential fieldeg(x) on any trajectory fronx,(e) to bution function was calculated from an experimentally mea-
X»(g) is equal to the energy losses in the elastic and inelastisured potential profile foB striations near the lower current
collisions. The potential drop on the striation thickness  limit for its existence. The solution of Egél) and(2) in the
exceeds the excitation potenti&y. The trajectory on which case of small energy losses in elastic collisions can be rep-
an electron loses the energy¢ =¢, — ¢, in elastic collisions resented in the form
during one period is preferred. All the other trajectories con-
verge toward the preferred trajectdtie resonant trajectory xo(e) v(g,X")
after several periods, because the energy losses in elastic fO(S’X):q)(S)L v3(ex') dx’=®(e)Fo(e,X),
collisions are proportional to the kinetic energy, i.e., because ' (4)
of the bunching effect described in Ref. 5.

In the case oP striations(Fig. 3b) the potential drop on Where®(e) is the amplitude of the distribution function, and
a striation is approximately two times smaller than @r Fo(e,X) corresponds to the electron distribution function
striations and is smaller than the excitation threshq]_dFor formed in a field without energy losses in elastic collisions.
this reason, electrons should traverse two spatial periods of Taking into account small energy losses by expanding
variation of the potentia| as '[hey move from MS) curve the electron distribution function in the small parameter
to thex,(&) curve in a potential field. This case corresponds® =3m?e1v%(e;)/Me?Ej with consideration of the terms
to the two resonant trajectories in Fig. 3b. Therefore, an apthat are quadratic with respect & leads to an equation for
preciable difference should be expected between the distrf?(¢), which has the following form in the dimensionless
bution functions inS and P striations. variables z=sleq, \Iflz(v(v)/v?’)/(v(vl)/vf), and

The solution of Eqs(1) and (2) in a spatially periodic ¥ ,=v(v)v®/(v(vy)vd):
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D(e— 1)=<D(8_)+®(9i_¢(8_)‘1'(8_)
&

+®2:2q>(s)0(s_), (5)
Je
V(z)= sz((_g))\lszo('E,x)dx, 6)

xz(s_)d X'

\Irzdxf — fx CWLFo(3, X" dX"
X \I}l X1(¢&)

@)

o)
1le

The quantity® ¥ (=) has the physical meaning of the
energy losses of an electron with an enesgi elastic col-
lisions as it moves from moves from thxg(e) curve to the

X,(¢) curve (the energy drift The quantity®2C(z) is

equivalent to the energy diffusion coefficient due to the gra-

dientsd®/de that appear. A periodic structure with an en-
ergy period equal te; should form for®=0. When ®
#0, the energy period foP (&) increases due to the energy
losses in elastic collisions. In fact, in a spatially periodic field
¥ (e) can be represented in the form

1 (e
V(e)=A+pB(e), ;J’O B(e)de=0,

A 8

1 (=L
—f P (e)de,
€LJo

wherep(¢) is a periodic function with respect to the energy.
The quantity® A has the physical meaning of the mean

O(e—1-OA) —D(¢)

] ~
=—=|00(¢e)B(

de

§)+2i~®('§)k(§) , (9)
de

wherek(e)=C(&)— (A%2).

We shall henceforth assume thdte) depends weakly
on the energy.The steady-state solutid@) can be obtained
by setting the right-hand side equal to zero, which corre-
sponds to an equality between the energy diffusion and
drift.> Equality of the left-hand side to zero corresponds to
the energy periodicity of®(e) with a period equal to
e =¢e1(1+OA). Integrating the right-hand side of E(P)
and assuming that the energy flux(®) is equal to zero in
the steady state, we obtain

a(e) P(e) -~ _

s + oK d(e)=0. (10
The solution of Eq(10) has the form
®(3)=D expl [ ﬁi) d’g], (11)

which permits construction of the distribution function from
Eq. (4). The constanD can be found from the normalization
condition on the current density in terms of the directed part
of the electron distribution function.

The results of the calculations f& striations in a po-
tential field (Fig. 3a replotted in the plane of the kinetic
energy and the spatial coordinate are presented in Figs. 4a—c.
Figure 4a shows the transformation of the amplitude of the
electron distribution functionb(w,x) in a two-wavelength
interval. This amplitude has a characteristic maximum,
which slowly moves along the coordinate ax increases in

energy loss in elastic collisions in one spatial period. Shiftingthe weak-field region (&x<xg) in accordance with Fig. 3a,

the argument by A in Eg. (5) and expanding into a series in

where the kinetic energy varies weakly along the resonant

this small parameter with consideration of the quadratidrajectory(regionl in Figs. 3a and 4aUpon passage into the

terms, we obtain the equation

1001 Tech. Phys. 42 (9), September 1997

strong-field region(region Il), the maximum of the ampli-
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tude of the electron distribution function moves abruptlyweak-field regior(regionlV in Fig. 33, and this sequence of
along the kinetic energy coordinate to the vaiyewhich is  events repeats periodically with a periad (the striation
achieved atx.. As it passes througlx., the maximum thickness. Figure 4b presents the energy distribution func-
abruptly shifts to zero kinetic energy. In the strong-field re-tjon which would form in the initial fieldFig. 33 with ne-

gion (rterz]giokr_l I”t' in Fig. 3a thg_ mflxitmum MOVES ralpidly glect of the elastic losses/wFq(w,x) (4)]. Figure 4c pre-
along the kinetic energy coordinate to an energy value cor: : o )
responding to a weak field. Then the maximum enters thgents the final electron distribution functiogw fo(wx)

L
10 20
w, eV w,ev

FIG. 6. Comparison of the calculated distribution functi@,iv_rsfo(w,x) (solid curveg with the measured distribution functiofygoints for a P striation in the
eight phases corresponding to poitts8 in Fig. 3b(calculation) and in Fig. 2(experiment a—c — weak-field regignd — transition from a weak field to
a strong field; e—g — strong-field regioh — transition from a strong field to a weak field.
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calculated from4) and(11). The figure shows how the per- gradually moves along the energy coordinatems 12 eV,
turbation wave caused by electron bunching along the res@chieving this position on the boundary between strong and
nant trajectory propagates along the electron distributiorweak fields. On this boundary the second maximum corre-
function. This effect was observed in the experiments persponds tov~2 eV, and the picture repeats periodically.
formed in Ref. 11, where the results of calculations and mea- The theory faithfully describes the experimental data
surements of the electron distribution function in differentwith respect to the form of the distribution function in dif-
phases ofS striations were compared. The measurements oferent striation phases. The modulation depth of the electron
the electron distribution function performed in the presentdistribution function and of the density is somewhat greater
work using a mobile probe in 15 phasesatriations permit  in the theory than in the experiment.
the construction of the three-dimensional picture of
Jwio(w,x) presented in Fig. 4a, which clearly exhibits a CONCLUSIONS
correlation with the calculated pictuf€ig. 40. When ionization waves in a plasma are investigated, the
The shaping of the electron distribution function fh  possible oscillations of the plasma potential as a whole rela-
striations is a very interesting, but scarcely studied questiorfive to the anode must be taken into account to reproduce the
An approximation of the measured potential profile in accor{otential profile. These oscillations can be caused by the pas-
dance with(3) is presented in Fig. 3b. The results of calcu- sage of striations through the near-anode region. The use of a
lations of the amplitude of the electron distribution function mobile probe in the potential measurements can lead to er-
®(w,x) in this potential field according to the method de- rors associated with the appearance of apparent potential
scribed above are presented in Fig. 5a in a two-wavelengttvells on the reconstructed spatial potential profile.
interval. Since forP striations the potential drop on a stria- The mechanisms which shape the electron distribution
tion g, is smaller than the excitation threshalg, there are function in S and P striations in measured potential fields
two maxima ofd® (&) separated by, in the kinetic energy under the conditions of nonlocal electron kinetics have been
range 0<w<g,. These two maxima move along two reso- considered on the basis of Ref. 5. It has been shown that for
nant trajectoriegFig. 3b), in accordance with Fig. 5a, in the P striations(as opposed t& striationg there are two reso-
w, x plane. The functioWFo(w,x) which would form in  nant trajectories due to electron bunching. The movement of
the potential field of & striation without consideration of two characteristic maxima of the amplitude of the distribu-
the energy losses in elastic collisions is shown in Fig. 5b. Afion function along these resonant trajectories, which is su-
distinctive feature(in comparison to arS striation is the  perimposed on the unperturbed electron distribution function
presence of two characteristic discontinuities in the weakformed in an assigned potential field without consideration
field region, which are caused by the structure of the potenof the energy losses in elastic collisions, describes the experi-
tial profile (e, <e,). Figure 5c presents the resultant elec-mentally observed features of the behavior of the electron
tron distribution functionywf,(w,x) (4) which formsinaP  distribution function inP striations.
striation with consideration of the energy losses in elastic, _
.. . . . L A. V. Nedospasov, Usp. Fiz. Nawd4, 439 (1968 [Sov. Phys. Uspl1,
collisions. As we see, in the weak-field region festriation 174(1968].
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in the vicinity of 12 eV, which moves in accordance with the (1968].
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The results of the calculations and experiments at the“P. S. Landa, N. A. Miskinova, and Yu. V. Ponomarev, Usp. Fiz. Nauk

eight points along & striation marked in Figs. 2 and 3b are 132 601(1980 [Sov. Phys. Usp23, 813(1980].
compared in Fig. 6. The theory and experiment show that inS(L- D-Z]Tsendin, Fiz. Plazmy8, 400 (1982 [Sov. J. Plasma Phys, 228

: ; ; ; 1982].
the. weak-field regior(Figs. 6a—g there are WO maxima, ¢ "’ Twiddy and S. W. Rayment, J. Phys. D: Appl. Ptgs1747(1969.
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separated by a distance corresponding to a potential drop ofTekh. Fiz.41(1), 120(1971) [Sov. Phys. Tech. Phy46, 88 (1971)].
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