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1. A sodium-vapor discharge is an efficient source of
1

electrons.8 Only the broadening by electrons was taken in

p
um
-
ul
b

ea
u

na

pl
tiv
s

g
f
n

l-
o
um

t
r
A

ul
ch
pe

ua
th
u
ion
o

ra

io
a

iv

a
in

so-

ir
t
-

a-

-
n

ec-

the

unt
f Na
er
r

of
wer
ted
dis-
e

part
the

a
by

e.

of
are

91
visible light. In recent years there have been active attem
to create mercury-free low-power high-pressure sodi
lamps on its basis.2–4 Most of this research, however, fo
cused on steady-state discharges. At the same time, a p
burning regime makes it possible to achieve considera
improvement in the output characteristics of the lamp.1–3

The study of this arc burning regime is plagued by gr
difficulties, which are caused by the highly inhomogeneo
state of the plasma and by the great variety and nonstatio
character of the processes occurring in it. It was shown
Ref. 5 that a pulsed discharge is characterized by a com
pattern of gas-dynamic flows of components, whose rela
concentrations vary across the radius. This paper present
results of calculations of the energy balance in the column
a pulsed discharge of low powerW55260 W/cm. It is
shown that the fraction of energy emitted in the visible ran
reaches 50–55% of the powerW released in a unit length o
the discharge column, which is significantly greater than i
steady-state high-pressure discharge.1

2. A pulsed discharge in a long (L@R) cylindrical tube
with an internal radiusR51.5 mm is considered in the ca
culations. It is assumed that the tube is filled with xen
under a pressure of 20 Torr at 293 K. The quantity of sodi
is determined from the saturating pressurePsat in the coldest
part of the tube with a temperatureTcold. It is assumed tha
Tcold5Tw2300 K, whereTw is the temperature of the inne
surface of the tube wall in the working zone of the torch.
steady-state lamp operating regime, in which a current p
of assigned shapeI (t) is passed through the plasma of ea
successive discharge is considered below. The pulse re
tion raten5800 Hz, and the pulse durationtpul50.1/n.

The system of gas-dynamic equations for the individ
plasma components, the boundary conditions on it, and
procedure for calculating the electrical and thermal cond
tivity of a plasma were described in Ref. 5. The calculat
of the radiation losses from a unit volume of the plasma to
into account the emissions in the lines corresponding to t
sitions to the ground state from the 3P, 4P, and 5P levels,
transitions to the 3P state from the 4S, 5S, 6S, 3D, 4D, and
5D levels, and to the 4S state from the 5P and 6P levels, as
well as the emission from the recombination and electron-
bremsstrahlung continua. The emission in all the lines w
calculated with consideration of reabsorption in the effect
lifetime approximation for a homogeneous plasma.6 When
the absorption coefficient was calculated, the profiles of
the lines were assumed to be Lorentzian. Two broaden
mechanisms were taken into account for the 3P→3S line:
by atoms upon resonant excitation transfer7 and by Stark
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account for all the remaining lines. The broadening of re
nance lines due to the formation of NaXe* excimer mol-
ecules and Na2 molecules was disregarded in view of the
small concentration~for further information on this subjec
see Refs. 9 and 10!. The recombination continuum for elec
tron capture in statek was calculated using the photoioniz
tion cross sectionsk

ph of the respective level:

Wrec
~k!5A 2

pmkBT

1

mc2
nineE

0

`

e2x~«1Eion
~K !!3gksk

phdx.

Herem is the electron mass,ne5ni is the plasma concentra
tion, gk andEion

(k) are the statistical weight and the ionizatio
energy of an Na atom in statek, and«5xkBT is the energy
of the recombining electron. The photoionization cross s
tions of thenS, nP (n>3), and 3D states were borrowed
from Refs. 11–14, and the values of the cross sections in
quasiclassical approximation for hydrogenic atoms15 were
employed for thenD, nF (n>4), andnG (n>5) states.15

In calculating the radiation losses it was taken into acco
that the discrete spectrum contains only excited states o
atoms having an effective principal quantum numb
nl,nmax, wherenmax was determined using the Inglis-Telle
formula nmax50.5(a0

3ne)
22/15, wherea0 is the Bohr radius.

3. Figures 1 and 2 present the results of calculations
the principal parameters of the discharge plasma for a po
W534 W/cm. The shape of the current pulse was selec
such that rapid heating of the plasma of each successive
charge to high temperatures would occur within a tim
t/tpul;0.1 and the temperature of as large as possible a
of the plasma would subsequently be identical across
radius of the tube and would not vary during the pulse~Figs.
1 and 2a!. At the end of the pulse, the hot emitting plasm
occupies most of the tube and is separated from its walls
considerably denser and cooler gas~Fig. 2b!. The corre-
sponding pulse shape includes a portion 0<t/tpul<0.1 with a
rapid rise in the current fromI (0)50.1 A in each successive
discharge toI (0.1)55 A and a portion 0.1<t/tpul<1.0 with
a subsequent smoother increase in the current toI max520 A.
We note that the strength of the longitudinal electric fieldE
has a sharp maximum (Emax5129 V/cm! at the very begin-
ning of the pulse, which is characteristic of a pulsed regim
The total pressureP varies relatively smoothly during the
pulse (Pmax5863 Torr!. Figure 3a presents calculations
the fractions of the power supplied to the plasma that
contributed to line emission in the visible (hvis) and nonvis-
ible (hnonvis) spectra, to the recombination continuum (h rec),
and to thermal radiation of the tube walls (hw). The quantity
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hvis includes emission corresponding to the 5D→3P ~498
nm!, 6S→3P ~515 nm!, 4D→3P ~569 nm!, 3P→3S ~589
nm!, and 5S→3P ~616 nm! transitions. Since the part of th
recombination continuum corresponding to the capture
electrons in 3D and 4P states lies in the visible part of th
spectrum, the energy efficiency of the lamp in the visible p

FIG. 1. Time dependence of the principal plasma parameters.1 — I /I max,
2 — T0•0.5/T0max, 3 — E/Emax, 4 — P/Pmax; T0 — temperature on the
discharge axis,T0max55900 K.

FIG. 2. Radial distributions of the plasma parameters: a — temperature at
various moments in time from the beginning of a pulse~the time in units of
t/tpul is indicated on the curves!; b — the concentrationsne and
n05ni1nNa , the pressureP05Pi1PNa , and PXe•2 at the timet5tpul :
1 — P0, 2 — PXe , 3 — n0, 4 — nXe , 5 — ne .
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of the spectrum will be somewhat greater thanhvis . Figure
3b presents the dependence of the temperatureT* of the hot
plasma on the discharge axis at the time of completion o
pulse, the temperature of the tube wallsTw , and the amount
of sodiumCNa per unit length of the tube, i.e.,

CNa52pPsatE
0

R

rT21dr,

on the powerW. HereT(r ) is the temperature profile in th
respective discharge before the pulse. It is seen that the
peratures of the plasma and the tube wall increase with
creasingW. Within the model adopted this leads to a depe
dence ofCNa on W.

Thus, when the shape and on-off time ratio of the pul
are optimized, a pulsed emitting sodium-xenon discharge
a markedly greater energy efficiency in the visible region
the spectrum in comparison to a steady-state discharge.

In conclusion, we thank V. G. Ivanov and V. B. Kapla
for some useful discussions of this work.
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The magnetic field of a two-helix Tornado trap has all the properties needed to efficiently
confine a hot plasma. However, its practical utilization has been restricted because of the
ponderomotive interaction between the turns of the helices, which disrupts the structure
of the magnetic field. A modification of a Tornado trap, which permits significant reduction of
the ponderomotive interaction is considered, and arguments in favor of using a magnetic
field to maintain the properties of the field in an unmodified trap are presented. ©1997 American
Institute of Physics.@S1063-7842~97!00509-6#

The advances in the field of controlled fusion in Toka-
1,2

plasma.14 However, to confine a hot plasma and carry ou
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mak facilities have made it possible to undertake the co
struction of a fusion reactor. However, there are phys
factors that render the use of Tokamaks as reactors com
cated and costly. The plasma is confined in a high magn
field and is in a fundamentally nonequilibrium state beca
of synchrotron radiation. In addition, the magnetized plas
is diamagnetic and, therefore, tends to leave the magn
field with the resultant appearance of convective instabilit
A radical method for overcoming these difficulties is to u
the magnetic field not as a medium in which the plas
resides, but as a barrier surrounding the plasma on all s

At the current level of knowledge it seems that the co
fining magnetic fields must have the following properties
provide effective thermal insulation to the plasma:3–10 1!
they must be closed, i.e., the magnetic field lines must
leave the working volume or intersect structural elements
the system, so as to eliminate the departure of charged
ticles from the plasma body along the field lines; 2! the
working volume of the trap must include a region where
absolute value of the magnetic field strength is less than
absolute value of the magnetic field strength on its bound
so as to eliminate large-scale, highly dangerous convec
instabilities and reduce the synchrotron radiation; 3! the
structure of the magnetic field in the working volume of t
trap must have a layer of toroidal magnetic surfaces adja
to the boundary, so as to ensure the stability of the magn
field toward perturbations; 4! the poloidal component of the
magnetic field must exceed the toroidal component, so a
eliminate any toroidal drift of plasma particles.

All of these requirements are satisfied by the magn
field of a Tornado trap,11–16which consists of two geometri
cally similar, concentric spherical helices, which are wou
with a constant pitch and are arranged so that if a rad
drawn from the center of the system intersects the condu
of the inner helix, it also intersects the conductor of the ou
helix. The helices are joined by crosspieces at the po
Oppositely directed currents flow along the helices. The ra
between them isI out/I in5ARin /Rout, whereRin andRout are
the radii of the inner and outer helices, respectively. T
current circuits are closed by semi-infinite leads lying on
axis running through the poles of the helices~Fig. 1!. As
experiments have shown, such a trap effectively confine
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thermonuclear reaction, besides the properties already
merated, the magnetic field of the trap must have a su
ciently high strength and persist for a long time.

Nevertheless, because of the ponderomotive interac
between the current-carrying elements of the trap, the un
mobilized turns of the inner helix of a Tornado are set in
motion, the structure of the magnetic field is destroyed, a
the helix itself rapidly becomes useless. As was shown
Ref. 17, loads in the direction of thez axis, which tend to
squeeze the inner helix, are of greatest significance. Supp
cannot be introduced for the inner helix, which is located
the space occupied by the plasma, since this would lea
destruction of the plasma. A very simple way to increase
magnetic field strength is to increase the strength of the h
by using high-strength materials and increasing the thickn

FIG. 1. Schematic representation of a Tornado trap.
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of the conductor. This route was followed in designing t
Tornado-X device. The helices in this trap were fabrica
from a steel rod with a diameter of 0.05 m. According to t
calculations in Ref. 17, a field with a strength up to 1.5 T c
be created in the barrier in Tornado-X, but only in a puls
regime~the pulse durationt is determined by the oscillation
period T of the inner helix of the trap from the conditio
t/T!1). The stationary magnetic field in the barrier of t
Tornado-X trap cannot exceed 0.5–0.9 T. Therefore,
only possibility for further increasing the magnetic fie
strength is to modify the design of the trap. Modifying th
design would be useful, if it would be possible to find
geometric configuration for the conductors of the inner he
in which the ponderomotive forces have a minimum~and the
merits of the unmodified trap are preserved! that is sufficient
for it to be possible to significantly increase the strength
the confining field.

For this purpose, in 1983 Varshavski� et al.18 proposed
positioning the turns of the outer helix on extensions of ra
passing exactly between the turns of the inner helix, i
turning the helices to an angleDw5b5p relative to one
another~Fig. 2!. The outer helix can be rigidly immobilized
since it located outside the working volume of the trap. It
difficult to analytically treat the problem of the ponderom
tive interaction between spherical helices, but stability cr
ria can be obtained from an examination of simple mod
and then experimental verification can be made on a
trap.

The possibility of stabilizing the position of the unim
mobilized turns can also be demonstrated in the case of
infinite series of rings with a current that rest freely on c
axial cylinders of different diameter~Fig. 3!. Let the distance
between the rings in each of the series be equal toa, and let
the series be shifted relative to one another by 0.5a. The

FIG. 2. Schematic representation of the modified Tornado trap.
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currents in the rings in each series are equal in magnit
and oppositely directed. In this case the forces exerted
each of the rings with a current by the remaining rings
clearly equal to zero, i.e., they are in equilibrium position
Now, let us assume that the rings lying on the outer cylin
are rigidly immobilized and that the radii of both series c
incide. If one of the unimmobilized rings is shifted parallel
thez axis by a distance less than 0.5a, a force which returns
it to the equilibrium position will act on that ring. As th
calculations showed, a stabilization effect is observed, if
difference between the radii of the ringsh<0.5a.18

The possibility of the existence of a stable position f
the inner helix was tested experimentally on a 12-turn mo
of the Tornado trap by A. S. Varshavski�, A. V. Voronin, and
V. M. Kuznetsov. The diameter of the inner helix was 4
mm, and the diameter of the outer helix was 440 mm, i
h50.35a. The helices were fabricated from a 14 mm rod a
turned to an angle equal top relative to one another abou
the axis passing through their poles. The ratio between
currents in the inner and outer helices was selected to co
spond to the existence of a spherical separatrix.13 When a
current (0.5220 kA! was supplied, some displacement of t
turns of the inner helix occurred in the trap, but it was ins
nificant compared with the distance between the two helic
and they were fixed in a position of stable equilibrium. N
experiments were performed forh.0.5a, but the pondero-
motive forces acting on the inner helix of an unmodified a
a modified five-turn trap with a ratio between the radii of t
helicesRin /Rout50.7, i.e., withh50.68a, were calculated in
Ref. 17. It is shown that the ponderomotive forces acting
the turns of the inner helix of the modified trap in thez
direction are smaller than the corresponding forces acting
the turns of the unmodified trap, although they are still co
parable. Therefore, the criterion obtained for solenoids
also be used for spherical helices. Thus, these findings a
us to state that the inner helix of a trap can be fixed in
position of stable equilibrium by properly selecting the ra
between the radii of the helices and turning the helices to
angleDw5p relative to one another about the axis pass
through the poles. Therefore, the currents in the helices

FIG. 3. Schematic configuration of the current-carrying rings.
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be increased, and the magnetic field strength in the trap can
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thereby be increased.
It was shown in Ref. 17 that a magnetic field in th

barrier of the order of 1.5 T can be obtained in a station
regime for helices turned to an angle equal top relative to
one another provided they are fabricated from high-stren
materials. However, as we have already indicated above
calculations in Ref. 17 were performed forh50.68a, i.e., for
conditions that do not correspond to the stability criteri
h,0.5a; when it is satisfied, the magnetic induction whic
can be achieved in the system can be considerably gre
than 1.5 T.

The turning of the helices violates one of the conditio
for the existence of a spherical separatrix,13 and questions
regarding the closed state, structure, and stability of the m
netic field arise. Experimental investigations of the magne
field in a so-called trap with opposing turns~one of the he-
lices is a left-hand winding, and the other is a right-ha
winding! of Tornado II11 and the results of experiments o
the confinement of a cold plasma in it19,20 allow us to hope
that the structure of the magnetic field is stable even tow
such gross perturbations.

A quantitative analysis of the magnetic field can also
performed. Let us consider an electromagnetic system c
sisting of two similar concentric spherical helices wou
with the same constant pitch. The helices are turned to
angle b relative to one another about the axis pass
through their points, and oppositely directed currents rela
by the ratioI out/I in5ARin /Rout flow in them.13 Here I in and
I out are the values of the currents in the inner and ou
helices, respectively, andRin and Rout are the radii of the
helices. The current circuits are closed by two rectiline
crosspieces that connect the ends of the helices and
semi-infinite conductors lying on the same axis as the cro
pieces.

The equations of the helices in the case under consi
ation have the form

u05aw0 , R5Rin , 2Np<w0<Np,

u05a~w02b!, R5Rout, 2Np6b<w0<Np1b,
~1!

whereN is the number of turns in the helix, anda51/2N.
Generalizing the results in Ref. 13, we can easily obt

expressions for the components of the magnetic induct
As a result, it is found that the symmetric part of the ma
netic induction, i.e, the part which does not depend on
angle w, does not depend on the angle of rotation of t
helices relative to one another.

A similar treatment was performed for a trap with o
posing turns. When the outer helix is turned relative to
inner helix, their equations have the form

u05aw0 , R5Rin ,

2Np<w0<Np, 2p/2<u0<p/2,

u052a~w02b!, R5Rout,

2Np6b<w0<Np1b, 2p/2<0<tp/2. ~2!

1009 Tech. Phys. 42 (9), September 1997
y

th
he

ter

s

g-
ic

d

rd

e
n-

n
g
d

r

r
o

s-

r-

n
n.
-
e

e

e

the components of the magnetic induction does not dep
on the angle of rotation of the helices and is equal in m
nitude to the analogous part of the magnetic induction for
case described above.

When the ratio between the currentsI out/I in5ARin /Rout,
this has the following consequences.

1. The magnetic flux within the annular contour, who
plane is perpendicular to thez axis and which lies at
Rc5ARin ,Rout, is equal to zero in all the cases.

2. The expression for the magnetic induction on the a
of the system within the volume of the outer helix is identic
for all cases and has the following form

Bz5
m0NI in

pz

3

{
Rin

z FKS z

Rin
D2ES z

Rin
D G2

ARinRout

z

3FKS z

Rout
D2ES z

Rout
D G , R<Rin ,

FKS Rin

z D2ES Rin

z D G2
ARinRout

z

3FKS z

Rout
D2ES z

Rout
D G , Rin,R,Rout,

~3!

whereK(x) andE(x) are compete elliptic integrals.
In particular, the field at the center of the system is

Bz~0,0,0!5
m0NI in

4Rin
F12S Rin

Rout
D 3/2G . ~4!

3. The magnetic flux through a surface which is perpe
dicular to thez axis and is bounded by an annular conto
lying on a sphere of radiusRin is equal in magnitude and
opposite in sign to the magnetic flux piercing the annu
surface bounded by the same contour and the contour l
on a sphere of radiusRc5ARinRout. This is the magnetic flux
of the poloidal field, and it equals

Fpol5
m0I inRin

2 (
n51

` H 12ARin

Rout
S Rin

Rout
D nJ

3AnPn
1~cosu!sin u. ~5!

Here

An5
1

n~n11!
E

2Np

Np

Pn
1~sin aw0!cosaw0dw0

5
2N

n~n11!
E

21

1

Pn
1~x!dx

5H 0 n52k,

2
pN

2 F ~2k21!!!

2k~k11!!
G 2

n52k11.

Thus,
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2B. J. D. Tubbing, A. Chankin, S. Clementet al., in Abstracts of the 22nd
EPS Conference on Controlled Fusion and Plasma Physics,

.

.

.

.

n

Fpol52
4 (

k51
H 12A

Rout
S Rout

D J
3F ~2k21!!!

2k~k11!!
GP2k11

1 ~cosu!sin u. ~6!

Here (21)!![1. Expression~6! allows us to obtain the
mean value of the poloidal component of the magnetic
duction within the inner helix and between the inner he
andRc5ARinRout. The ratio of the field in the barrier to th
field within the trap can be evaluated.

4. The toroidal component of the field within the inn
helix averaged overw is equal to zero, and the field betwee
the outer and inner helices is equal to the magnitude of
magnetic induction of an infinite straight conductor

Bw5
m0I in

2Rin sin u
. ~7!

All of the foregoing material allows one to hope that t
closed state of the magnetic field in the working volume
the trap can be preserved. If the distance between the he
h,0.5a and they are turned to an angle equal top relative
to one another, it will be possible to achieve magnetic fie
considerably greater than the fields in the Tornado traps
have been and are still being investigated investigated,
cause of the decrease in the ponderomotive interactio
such a modified Tornado trap.

At the present time we do not see a way to perform
exact analytical investigation of the closed state of the str
ture of the magnetic field in the proposed modified Torna
trap; therefore, this investigation is being carried out by n
merical methods.
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Nonlinear dynamics of the critical state in hard superconductors and composites based

n of
on them
V. R. Romanovski 

Kurchatov Institute Russian Science Center, 123182, Moscow, Russia
~Submitted December 18, 1995!
Zh. Tekh. Fiz.67, 29–33~September 1997!

The nonlinear dynamics of the magnetic flux within a superconducting plate in response to the
continuous rise in temperature over the course of the entire process of applying the
magnetic field is investigated within the critical-state model. The results of numerical simulations
based on a method developed to solve the system of Fourier and Maxwell equations with
an unknown internal magnetic flux penetration boundary are compared with the corresponding
analytical expressions of the isothermal theory. It is shown that the difference between
the isothermal and nonisothermal models increases as the heat transfer coefficient decreases and
as the rate of increase in the magnetic field strength and the transverse dimensions of the
superconductor increase. The errors appearing in the isothermal approximation are very significant
in the case of a thermally insulated, massive conductor. Consequently, the calculated values
of the thermal losses occurring during the time period preceding the flux jump in the isothermal
approximation can be significantly lower than the corresponding nonisothermal values.
© 1997 American Institute of Physics.@S1063-7842~97!00609-0#
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Hard superconductors are known to pass into a crit
state in response to any external influence that gives ris
an electric field in them.1 The study of the dynamics of th
critical state underlies the solution of several fundamen
problems in the physics of superconductors and compo
structures based on them in the form of a regular compo
of a large number of filaments of a hard superconductor
normally conducting matrix. A theory of thermomagne
instability,2–4 which permits determination of the condition
for stability of the superconducting state with respect to
finitesimal perturbations, was developed using this conc
tion. The results of numerous investigations of the ene
losses in superconductors and of the conditions for the
pearance of instabilities of various nature within a linear
proximation that presumes an insignificant increase in
temperature of the superconductor were presented in R
5–8. The linear models greatly simplify the original syste
of equations used to describe the dynamics of the crit
state. However, no attention was focused on the influenc
several factors~for example, the features of the heat trans
between the conductor and the coolant, the character o
variation of the external magnetic field, etc.! on the shaping
of the temperature field in the superconductor before the
pearance of instability. At the same time, it was shown
Ref. 9 that the variation of the background temperature of
superconductor plays a significant role under conditions
which the critical state is stable. Assigning its initial tem
peraturea priori will distort the results of an analysis of th
boundary of the stable states.

It is also noteworthy that the few existing studies of t
problem of the stability of the critical state in the nonisoth
mal approximation10–14 not only do not permit the formula
tion of general laws for determining the permissible incre
in the temperature of the superconductor, but also con
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the role of the temperature factor in the appearance of in
bility. For example, according to Ref. 13, the dependence
the critical current on the rate at which the current is int
duced is nonmonotonic. The solution of this problem fro
the standpoint of the existence of a correlation between
permissible increase in the temperature of a composite
the rate at which the current is introduced into it15 does not
support this conclusion: as the rate of introduction increas
the critical current decreases monotonically, approaching
adiabatic limit. The determination of the conditions for ad
batic stability in Ref. 14 yielded a criterion, according
which consideration of the influence of the background te
perature of the superconductor leads to a decrease in the
of the region of stable states in comparison with the kno
isothermal criterion. However, the analysis of the adiaba
conditions for stability of the critical state performed und
the assumption of the existence of a finite permissible
crease in the temperature of the superconductor in Re
reveals the opposite tendency, i.e., the isothermal stab
criterion imposes excessively strong restrictions on the
rameters of the superconductor in comparison with the c
responding nonisothermal stability condition.

Thus, a correct investigation of the dynamics of the cr
cal state should be performed on the basis of an analys
the continuous variation of the temperature and electrom
netic fields within the superconductor. This paper prese
the results of numerical simulations of the nonisothermal d
fusion of magnetic flux into a superconducting plate in t
case of an increase in the external uniform magnetic field
a constant rate.

FORMULATION OF THE PROBLEM AND METHOD FOR ITS
SOLUTION

Let us consider the simplest problem of the penetrat
of magnetic flux into a cooled plane-parallel superconduct

1011011-05$10.00 © 1997 American Institute of Physics
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to its surface and increases at a constant rate. We shal
termine the distribution of the temperature in a transve
section of a plate initially cooled to the coolant temperat
T0 from the solution of a heat-conduction equation of t
form

c
]T

]t
5

]

]xS l
]T

]x D1H 0, 0<x<xp ,

EJ, xp,x,a,
~1!

in which the size of the heat-evolving region and the den
of the Joule losses depend on the magnetic flux penetra
depthxp(t), which can be described by its continuity equ
tion

m0E
xp

a

J~x,t !dx5
dB

dt
t, ~2!

as well as on the corresponding distribution of the shield
current and the electric and magnetic fields, which satisfy
system of equations (xp,x,a, t.0)

]B

]x
5m0J,

]E

]x
5

]B

]t
, J5hJC1

1

r
E. ~3!

Here c is the volumetric specific heat of the plate,l is its
thermal conductivity,a is the half width of the plate,r is its
resistivity, h is the percentage of the plate filled by the s
perconductor, andJC is the critical current density of the
superconductor.

To simplify the analysis of the results obtained, it
assumed thatJC depends only on the temperature:

JC5JC0

TCB2T

TCB2T0
~JC0 and TCB are constants!.

The initial and boundary conditions imposed on syst
of Eqs.~1!–~3! has the form

T~x,0!5T0 , B~x,0!50,

l
]T

]x
~a,t !1h~T~a,t !2T0!50, B~a,t !5

dB

dt
t, ~4!

]T

]x
~0,t !50, B~xp ,t !50.

The problem consisting of Eqs.~1!–~4! describes a dis-
sipative magnetic flux diffusion process, as a result of wh
the shielding currents penetrate into the plate from its surf
and exist only in the regionxp,x,a in accordance with the
critical-state model. The system of equations written do
permits investigation of the dynamics of the critical sta
both in a hard superconductor and in a superconducting c
posite under the assumption that the superconductor is
tributed uniformly over the cross section of the plate with
the one-dimensional model. In the former case we should
h51, and in the latter case the theoretical model should
supplemented by the so-called mixture relations16

c5hcs1~12h!cm ,
1

r
5

h

rs
1

12h

rm
,
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in which the subscriptss andm refer to the superconducto
and the matrix, respectively.

The boundary conditions take into account the conv
tive heat transfer between the plate and the coolant with
assigned heat-transfer coefficienth and an increase in the
external magnetic field at a constant ratedB/dt. The pres-
ence of the special condition~2!, which contains the un-
known moving magnetic-field penetration boundary, rend
the problem defined by Eqs.~1!–~4! significantly nonlinear
even when both the original different equations and
boundary conditions are linear. Moreover, the implicit for
in which the temporal variation lawxp(t) is written compli-
cates the use of known methods for solving equations of
parabolic type for multiphase regions with an unknow
phase boundary. Therefore, a numerical method which ta
into account the specific features of the problem under c
sideration was developed to solve it. It was based o
through-calculation algorithm for the difference analog
system of Eqs.~1!–~4!, which approximates the values of th
temperature, electric field strength, and magnetic induc
sought on a spatiotemporal net with an implicit template.17 In
addition,xp was determined by an iterative procedure bas
on the existence of a root for the nonlinear equation~2!, in
which xp is the quantity sought. Within this method the ca
culations performed are confined to isolating and then re
ing the root of Eq.~2!. In the first stage the value ofxp for
each new temporal step is assumed to be known~the corre-
sponding value is taken either from the preceding tempo
step or from the preceding iteration!. After the necessary
calculations have been performed for each successive i
tion numbers51, 2, . . . , thesign of the expression

r ~s!5m0E
xp

~s!

a

J~x,t !dx2
dB

dt
t

is found.
It is not difficult to see from the simple physical meanin

of Eq. ~2! that whenxp
(s) is greater than the true value ofxp ,

the sign of r (s) is negative. Conversely, ifxp
(s),xp , then

r (s).0. Therefore, the stage of isolating the root is end
when the signs ofr (s) for two successive iterations differ
After this, it is not difficult to refine the root with an assigne
accuracy in the range

xp
~s!ur ~s!,xp,xp

~s21!ur ~s21!.

Since an implicit difference scheme was used to de
mine the net functions, both the temporal and spatial m
widths are determined only by accuracy consideratio
Therefore, a large temporal mesh width can be selecte
the initial stage of application of the magnetic field for th
purpose of reducing the computation time. After instabil
appears, it must be diminished, since this process has
avalanche character and proceeds very rapidly~the computa-
tional process is actually carried out in two stages: at fi
the calculations are performed with a large temporal m

1012V. R. Romanovski 
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width, and then after instability appears, they are repea
with a smaller mesh width using the results already
tained!.

The algorithm described is implemented without sign
cant difficulties in the analysis of the dynamics of the critic
state in superconductors of cylindrical shape in a vary
longitudinal or transverse magnetic field, as well as in
determination of the boundaries of their metastable st
when a current is introduced.

RESULTS OF NUMERICAL EXPERIMENTS

To verify the proposed solution method, the results
numerical simulations were compared with the known a
lytical expressions following from the isothermal model.5–8

In particular, for a plane-parallel plate it is not difficult t
write formulas which describe the temporal variation of t
penetration boundary of the shielding currents and the b
density of the thermal losses occurring during the diffus
of magnetic flux. In terms of the present work these fun
tions are described by the expressions

xp,i~ t !5a2
dB/dt t

m0hJC0
, Gi~ t !5

~dB/dt!3t3

6m0
2hJC0a

.

Figure 1 presents the results of the corresponding a
lytical ~solid lines! and numerical~dashed lines! calculations
of the surface temperature of a cooled plate, the penetra
depth, and the thermal losses

G5
1

a E
0

tE
xp

a

EJdxdt.

The starting values of the parameters used to perf
the calculations werea5531024 m, c5103 J/m3 K,
l5200 W/m K,h510 W/m2 K, dB/dt51023 T/s, h50.5
rm52310210 V•m, rs5531027 V•m, JC0543109

A/m2, TCB59 K, and T054.2 K. They describe the aver

FIG. 1. Time dependence of the temperature, the penetration depth, an
thermal losses for slow application of the external magnetic field to a co
superconducting composite.
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aged thermo- and electrophysical parameters of a niobi
titanium superconductor in a copper matrix cooled by liqu
helium.

As follows from Fig. 1, when there is cooling and th
rate of variation of the external magnetic field is very sma
the temperature of the plate increases only slightly up to
appearance of instability, i.e., a flux jump. Therefore, in t
stage of the diffusion of magnetic flux, the finite-differen
approximation used and the analytical calculations coinc
with a high degree of accuracy. However, the calculations
the dynamics of the critical state after the development
instability within the isothermal and nonisothermal mode
exhibit significant disparity. It is not difficult to see that th
difference is based on the mutual influence of the cor
sponding variations of the thermal and electromagnetic fie
occurring within the plate on one another. Consequently
is clearly shown in Fig. 1, the development of instability
characterized by practically instantaneous filling of the en
transverse section of the composite by shielding currents
a result, its temperature increases sharply with a resul
subsequent decrease in the shielding current density. Th
fore, the final result of a flux jump can be a loss of sup
conducting properties by the sample.

The difference between the isothermal and nonisoth
mal models can also be manifested over the course of
entire magnetic flux diffusion process. Curves describing
variation of the composite temperature, the magnetic fl
penetration depth, and the thermal losses with time as a fu
tion of the heat transfer coefficient, the rate of increase in
magnetic field, and the thickness of the plate are plotted
Figs. 2 and 3. It is seen that the temperature of the compo
rises more rapidly whenh decreases anddB/dt and a in-
crease. As a result, the corresponding plots ofxp(t) andG(t)
obtained in the nonisothermal approximation~the dashed
curves! deviate to a greater degree from their isothermal v

the
d
FIG. 2. Time dependence of the temperature, the penetration depth, an
thermal losses for various rates of application of the external magnetic
to a cooled superconducting composite (h5100 W/m2

•K). dB/dt, T/s:
1 — 2, 2 — 6, 3 — 10.
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ues~the solid curves!. Since the error introduced by assum
ing an isothermal state increases with time, its value
become very significant before the appearance of instabi
For example, the disparity between the calculated value
the thermal losses for high rates of increase of the magn
field can reach 100% even in the case of a cooled compo
Since the influence of the nonisothermal state on the p
cesses taking place is manifested to a greater degree in
cooled current-carrying elements, similar errors can occu
massive superconducting composites even when the ra
variation of the external magnetic field is relatively sm
~Fig. 3!.

The calculation results presented in Figs. 1, 2, an
were obtained for a composite with a matrix of high therm
conductivity. As we know, its low electrical conductivity ha
a damping effect on the conditions for the appearance
instability. Therefore, when the plate has a poorly condu
ing matrix, the nonisothermal diffusion of magnetic flux c
have a more nonlinear character before and especially
the appearance of instability. To illustrate this point, Fig
presents dashed curves which describe the dynamics o
magnetic flux penetration depth and the thermal losses in
most unfavorable case from the standpoint of the variation
the thermal state of the plate, i.e., in a thermally insulat
hard superconductor without a stabilizing matrix (h51).
The starting parameters were a5531024 m,
c530 T3 J/m3

•K, l50.0075T1.8 W/m•K, h50 W/m2

•K, dB/dt50.01 T/s, rs5531027V•m,
JC0543109A/m2, TCB59 K, and T054.2 K. Here the
solid lines show the respective dependences following fr
the isothermal model. It is not difficult to see that the no
linear dynamics of the critical state are characterized
more intense penetration of magnetic flux into the superc
ductor than in the linear approximation. Therefore,
nonisothermal state, on the one hand, promotes uniform
tribution of the shielding currents over the cross section

FIG. 3. Time dependence of the temperature, the penetration depth, an
thermal losses in an uncooled superconducting composite fordB/dt50.01
T/s, h50, anda51024 ~1! anda51023 ~2!.
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the superconductor and, on the other hand, leads to an
crease in the level of thermal losses. Taking into account
corresponding decrease in the critical current density,
should expect that the thermal history of the supercondu
can have a significant influence on the conditions for
appearance and development of instability under adiab
conditions. Figure 5 shows the results of the calculation
the surface temperature of a hard superconductor (a51024

m! for various functional relationships between the spec
heat and the temperature. The solid lines describe the t
perature increase in cases where the shielding currents d
completely fill the cross section of the plate@0,xp(t),a#,
and the dashed curves describe the increase after com
penetration of the magnetic flux into the superconduc
@xp(t)50#. The results presented graphically demonstr
that the transition from one theoretical dependence of
specific heat on the temperature to another not only alters

theFIG. 4. Time dependence of the penetration depth and the thermal loss
an uncooled superconductor fordB/dt50.01 T/s andh50. a, m: 1 —
231025, 2 — 631025, 3 — 1024 m.

FIG. 5. Increase in the surface temperature of a thermally insulated su
conductor for various dependence of the specific heat on the tempera
1 — c(T)530T3 J/~m3K), 2 — c5c(T)uT54.2 K , 3 — c5c(T)uT59 K .

1014V. R. Romanovski 



form of the Ta(t) curves, but also influences the final tem-
th
a
a

ifie

a
as
int
fa
s t
r a
ow
as
m
ri
rs
b

ti
ive
ag

an

1C. P. Bean, Rev. Mod. Phys.3, 31 ~1964!.
2S. L. Wipf, Phys. Rev.161, 404 ~1967!.

yo-
perature, to which the superconductor is heated during
entire magnetic flux diffusion process. The results of the c
culation of the stability boundary of the critical state of
hard superconductor under adiabatic conditions are mod
accordingly.

Thus, the distinguishing feature of the nonisotherm
thermal state of hard superconductors and composites b
on them is the more intense penetration of magnetic flux
the sample. Therefore, consideration of the temperature
tor in an analysis of the dynamics of the critical state lead
a more uniform distribution of the shielding currents ove
cross section of the superconductor. At the same time, h
ever, the errors of the isothermal approximation incre
when the thermal losses are calculated. These laws are
pronounced in the absence of cooling, at high rates of va
tion of the external magnetic field, and when the transve
dimensions of the conductor are increased. This must
taken into account in developing large-scale superconduc
magnetic systems, primarily with poorly cooled, mass
current-carrying elements immersed in rapidly varying m
netic fields.
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Characteristics of the relaxation to steady-state deformation in solids

and
S. G. Psakh’e, A. Yu. Smolin, E. V. Shil’ko, S. Yu. Korostelev, A. I. Dmitriev,
and S. V. Alekseev

Institute of Physics of Strength and Materials Science, Siberian Branch, Russian Academy of Sciences,
634055 Tomsk, Russia
~Submitted March 11, 1996!
Zh. Tekh. Fiz.67, 34–37~September 1997!

The characteristics of the transient process of relaxation to steady-state deformation in solids are
investigated theoretically. Various loading regimes are modeled by the method of mobile
cellular automata. It is shown that the stressed state in a material is highly inhomogeneous in the
relaxation stage; this property, in turn, can produce stable structures in the velocity field of
the material particles and influence the evolution of deformation in later stages. ©1997 American
Institute of Physics.@S1063-7842~97!00709-5#

The behavior of materials under mechanical loading ismentation effects, and the formation of defects, cracks,
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usually investigated, both experimentally and theoretica
in the stages of steady-state deformation and at prefrac
strain levels.1,2 On the other hand, scarcely any attention h
been given to the specific attributes of the initial stage
deformation. The only way this problem can be studied
perimentally at the present time is on the basis of glo
characteristics of the response of materials, such charact
tics as the total strain of the sample, acoustic-emission s
tra, etc. Even in this case the instrumentation must have
resolution~in the range 1026–1029 s!. The spatial distribu-
tion of strains can be measured very accurately on the b
of the special television-optical system described in Refs
and 4. This device is capable of measuring displacement
tors on the surface of a deformable material with a resolu
of 1500 points/mm2. In combination with sufficiently high-
performance electronics, such instruments can be used t
vestigate the characteristics of the transient process lea
to steady-state deformation. Methods based on continu
mechanics are currently used for theoretical investigation
the response of materials at the mesoscopic level. At
same time, discrete approaches are beginning to m
greater inroads into modeling.5–12 Apart from their other ad-
vantages, these approaches are far less demanding in
puter resources, an asset that is especially useful in the s
tion of problems requiring high spatial and tempo
resolution. For this reason we have developed a mobile~ki-
netic! cellular automata method8–12 as an elaboration of the
particle method5 and element dynamics.8,9

FORMALISM

The material modeled in the given method is represen
by an ensemble of discrete elements~cellular automata!,
which interact with each other by certain rules, relations, a
laws. The automata, in turn, comprise elements of hetero
neous media, in particular, individual grains of a polycry
talline material, individual particles of a powder mixture, e
Of course, the dimensions of the automata depend on
conditions of the specific problem.

Since the individual automata are mobile, this approa
can be used to model various processes encountered in a
material, including permeation effects, mass transfer, fr
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voids. Various mechanical loading regimes~compression,
tension, shear deformation, etc.! can be simulated by impos
ing additional conditions on the boundary of the mode
sample.

The modeled system is characterized by the follow
quantities in the method of mobile cellular automata: t
radius vectors of the centers of the automata$Ri%, the trans-
lational velocities of the automata$V i%, their angles of rota-
tion $u i%, and their angular velocities$vi%. In addition, each
cellular automaton is characterized by a dimensional par

eter di , a massmi , and an inertia tensorĴi . Interaction be-
tween the automata is analyzed in the pair approximation
depends on the central forces, the forces of viscous and
friction, and the forces of resistance to shear deformat
The interacting pairs of automata are divided into two typ
bound, when chemical bonds are present~elements of one
particle!, and independent, when such chemical bonds
not present~elements of different particles!.

In the simplest case a cellular automaton contains
type of material — an initial component of a mixture or
reaction product, and in the general case~composite cellular
automaton! it contains a set of several different kinds of m
terials, whose characteristics govern its state. In describ
the properties of a composite cellular automaton, we use
analog of the virtual crystal model, which stipulates that
the specific characteristics of the automaton and the par
eters of interaction with its neighbors are determined by
eraging the constituents of its composition over the num
of atoms.

A cellular automaton can change its state both as a re
of internal transformations~phase transitions! and in the
course of chemical reaction with its neighbors.

The evolution of an ensemble of cellular automata
determined by solving numerically the system of equatio
of motion

mi
d2Ri

dt2
5(

j
Fi j ,

Ĵi
d2u i

dt2
5(

j
K i j ,

1016016-03$10.00 © 1997 American Institute of Physics
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whereFi j 5(pi j 1f i j ), K i j 5qi(ni j 3Fi j ), pi j describes cen-
tral interaction, andf i j is the tangential component of th
interaction force.

The unit vector ni j is defined asni j 5(Rj2Rj )/r i j ,
where r i j is the distance between centers of the autom
andqi is the distance from the center of theith automaton to
its point of contact with thejth automaton.

The modeled object~a material in our case! can consist
of a single species of automata~sample of pure material! or
of different species~inclusions, surfacing, etc.!. Special al-
gorithms are used to take account of the changes of the
face of a material subjected to fracture.

RESULTS OF CALCULATIONS AND DISCUSSION

The object modeled in the present study to investig
the response of a deformable material at the mesosc
level is a planar sample, for which Fig. 1a shows a typi
structure of the bonds between automata. The scale of
automaton is varied from 4mm to 400mm. The parameters
used for interaction between automata correspond to pur
or Al and are taken from Ref. 13.

We consider the behavior of the material under the
fluence of a simple loading scheme: uniaxial tension a
compression at a constant rateVy . The load is applied to the
lower part of the sample. The calculations are carried out
three loading rates:Vy5210 cm/s, 21 cm/s, and20.1
cm/s.

It has been shown11 that in the tension of Ni sample
steady-state deformation is established at a timet55 ms, the
deformation relaxation front having begun to move at
time t50.05ms. As should be expected, the front is pla
for a homogeneous sample. It becomes evident from the
sequent evolution of the velocity field that a zone of co
pressive stresses of lengthy'30 mm along they axis must
exist behind the front over the surface of the material~Fig.
1b!. This compression pulse propagates directly behind

FIG. 1. a! Structure of the bonds between automata in the sample m
~dimensions: 0.1 mm along thex axis; 0.2 mm along they axis; b! velocity
field at t50.26ms for a loading rateVy510 cm/s.
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front until steady-state deformation is attained, and it
stable under interaction with surface defects. It is import
to note that the internal structure of the pulse changes
interaction with a surface defect. The experimental study
the observed effect should therefore be based on an inv
gation of the corresponding acoustic-emission spectra.

Further investigation of the effect discovered in Ref.
has shown that the existence of such a transverse com
sion pulse is explained by the tendency of the materia
preserve its initial volume. This pulse first appears in t
surface layer of the material, where freedom of motion ex
in the direction perpendicular to the applied load. The on
of the compression pulse is not observed when perio
boundary conditions are present on the lateral surfaces o
modeled sample. Once it appears, the compression p
propagates along the surface with the velocity of transve
sound and into the depth of the material with the velocity
longitudinal sound. Calculations have shown that compr
sion pulses propagating into the depth of the material fr
two opposite boundaries interact and cancel one anothe
the surface is hardened, i.e., if the elastic moduli are
creased, specifically doubled and quadrupled for surface
tomata, the velocity of propagation of the compression pu
along the surface of the material increases by 10% and 1
respectively. An analogous expansion pulse is obser
when the samples are compressed.

In reality, excluding specially designed experiments,
applied load is not oriented along the axis of the samp
owing to peculiarities of the loading scheme and the inh
mogeneous internal structure of the material, and sh
stresses appear as a result. Of major interest in prac
therefore, is the investigation of the characteristics of def
mation of a material in the presence of a shear compon
Accordingly, the following two loading regimes for an A
sample are modeled in the present study: tension1 shear
(Vx512.5 m/s, Vy53.75 m/s! and compression1 shear
(Vx512.5 m/s,Vy523.75 m/s!. The structure of the sampl

FIG. 2. a! Velocity field for the loading scheme compression1 shear at
T50.022ms; b! schematic distribution of the directions of elastic displac
ments~the arrows indicate the directions of the displacements in differ
regions of the sample!.el
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also corresponds to Fig. 1a. The characteristic scale of e
automaton is 3mm.

Preliminary calculations based on the mobile cellular
tomata model show that the presence of the free surface
a shear component of the load in such a complex load
scheme results in the formation of a stable vortex of ela
strains, which moves in the direction of propagation of t
perturbation front. The velocity of the vortex depends on
transverse sound velocity. It has been shown12 that the strain
distribution in the transient load relaxation stage is hig
inhomogeneous. Figure 2 shows the velocity field~a! and the
schematic distribution of the directions of elastic displa
ments~b! at a time when vortex formation has already tak
place. It is important to note that such an inhomogene
pattern in the velocity field, as in uniaxial loading, is due
the influence of the free surface of the sample. The prope
of the surface affect the shape of the vortex as well as
characteristics of its formation and propagation. For
ample, in the case of a hardened surface the vortex is m
localized and begins to evolve at a greater depth from
load surface. The vortex nucleation depth is also influen
by the width of the sample: The greater the width, the grea
is the depth at which the vortex forms. This relationship
most likely attributable to the fact that the vortex forms
the result of the interaction of two load pulses, one propag

FIG. 3. Velocity field for a long sample at various times. a! t50.065ms; b!
fragment outlined by the rectangle in part a of the figure; c! t50.095ms; d!
t50.165ms.

1018 Tech. Phys. 42 (9), September 1997
ch

-
nd
g

ic
e
e

-

s

es
e
-
re
e
d

er
s

t-

lateral surface.
Modeling of a solid under tension shows that the str

also exhibits a vortex character due to the free boundary
the sample, but now the vortex forms at the opposite bou
ary of the sample from the case of compression.

Our investigation has shown that for a sufficiently lon
sample such a vortex initiates the formation of a new, sim
vortex, but at the opposite boundary and in the opposite
rection. The nucleation of the new vortex can be divided in
four stages. In the first stage a fairly broad strip of homo
neous displacements with a shear component is distingu
able downstream of the propagating first vortex~Figs. 3a and
3b!. In the second stage the core of a new vortex appe
below the indicated strip near the lateral surface, opposit
direction to the shear component~Fig. 3c!. In the third stage
the offspring grows and moves away from the parent vor
~Fig. 3d!. In the fourth stage the dimensions and propagat
velocities of the offspring and parent vortices equalize. A
terward, if the dimensions of the sample allow, the new v
tex generates another offspring by the same mechanism.
distance between the vortices depends on the dimensions
elastic characteristics of the sample. In a sufficiently lo
sample, therefore, the relaxation to steady-state deforma
can be implemented by the propagation of a character
wavelike displacement field.

In summary, according to the final results, the stres
state of the material is strongly inhomogeneous early in
deformation relaxation stage; this property, in turn, can ca
the velocity field of the material particles to acquire stab
structures that propagate near the surface of the materi
the transverse sound velocity.
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Me�likhov, @in Russian#, Énergoatomizdat, Moscow~1991!.

Translated by James S. Wood

1018Psakh’e et al.



Pinning of planar vortices and magnetic field penetration in a three-dimensional

Josephson medium

M. A. Zelikman

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted April 26, 1996!
Zh. Tekh. Fiz.67, 38–46~September 1997!

The behavior of planar~laminar! vortices in a three-dimensional, ordered Josephson medium as a
function of the parameterI , which is proportional to the critical junction current and the
cell size, is investigated with allowance for pinning due to the cellular structure of the medium.
The minimum possible distances between two isolated vortices are calculated. A system
of vortices formed in a sample in a monotonically increasing external magnetic field is analyzed.
The minimum distance from the outermost vortex to the nearest neighbor is proportional to
I 21.1. For I<1.3 each vortex contains a single flux quantumF0, and the distance between them
does not decrease in closer proximity to the boundary but remains approximately constant,
implying that the magnetic field does not depend on the coordinate in the region penetrated by
vortices. These facts contradict the generally accepted Bean model. The sample
magnetization curve has a form typical of type II superconductors. Allowance for pinning raises
the critical fieldHc and induces a sudden jump in the curve atH5Hc . © 1997 American
Institute of Physics.@S1063-7842~97!00809-X#

INTRODUCTION experimental data, for example,am;B/(B1B0)b ~Refs. 3
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Studies in recent years have demonstrated the impo
role of vortices in processes occurring in bulk hig
temperature~high-Tc) superconductors exposed to moder
magnetic fields. Vortices do not exist in weak fields; the fie
is expelled from the sample. Conditions become energ
cally favorable for the onset of vortices at a certain fie
strength. Without pinning, a uniform vortex lattice is esta
lished in the sample, corresponding to uniform field pene
tion, which becomes denser as the field increases. If pinn
is present, the vortices cannot fill up the entire sample a
once; they originate initially near the surface and gradua
advance into the depth of the sample as the field increa
The nature of this process is governed by the structure of
vortices, their pinning, and the dependence of the latter
the magnetic field.1–7

The penetration of the magnetic field into the sample
usually calculated on the basis of the Bean model,1 according
to which all vortices in the region penetrated by the magn
field exist in a critical state, i.e., the force exerted on ea
vortex by all other vortices is equal to the maximum for
with which it is pinned to structural defects. A calculation
the critical state leads to the relation1

U B

4p

]B

]x U5am , ~1!

wheream is the maximum pinning force.
To calculateB(x) in the critical state, it is necessary t

know the dependence ofam on the magnetic fieldB ~i.e., on
the density of vortices!. Bean originally postulated a linea
dependenceam(B), which gives a linear dependence ofB on
the coordinate in the sample interior. Kimet al.2 have ex-
perimentally justified the hypothesis thatam is independent
of B, imparting a parabolic profile toB(x). Other forms of
the dependenceam(B) obtained from empirical analyses o

1019 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
nt

e

ti-

-
-
g

at
y
es.
e
n

s

ic
h

and 4!, etc., are considered at the present time.
The form of the dependenceam(B) depends on the

physical nature of the pinning. Various mechanisms exist
the pinning of vortices to all possible lattice defects capa
of acting as pinning centers. For example, the interaction
a continuous vortex with discretely arrayed pinning cent
has been investigated5,6 for various relations between th
vortex dimensions and the distance between their center
Refs. 5 and 6 the Josephson medium essentially compris
superconductor crosscut by a lattice of one-dimensio
weak links. The pinning centers are not tied directly to th
lattice, but are created by other factors: impurities, disco
nuities, etc. Other authors7–10have analyzed a Josephson m
dium having a different kind of structure: a cubic lattice,
which each link contains a single point Josephson juncti
In this type of medium a vortex is not described by a co
tinuously distributed phase difference, but by discrete val
of the latter at the individual junctions. Pinning is present
this case; it is associated with the cellular structure of
medium and depends on the finite energy required to m
the vortex center to an adjacent cell.

The present author8,9 has analyzed in detail some po
sible self-sustaining current structures in such a medium
has obtained a system of equations for the quantization
fluxoid in loops for the cases of screening currents as wel
planar and linear vortex structures. The pinning energy o
solitary planar vortex in a three-dimensional sample due
the cellular structure of the Josephson medium has b
calculated.10 However, as mentioned above, the depende
of the pinning force on the vortex density must be known
order to calculate the magnetic field penetrating the medi
In this regard one needs to be aware that the nonlinearit
the system of equations9 rules out the possibility of analyzing
vortex interaction by the superposition principle. In oth
words, the interaction of a vortex with its neighbors cause

1019019-08$10.00 © 1997 American Institute of Physics



FIG. 1. Distribution of currents in the plane perpendicular to the external fieldHe . a! Screening currents near the boundary; b! two interacting vortices far
from the boundary.
to change shape, rendering inapplicable the results obtained
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for a solitary vortex. We illustrate this fact in the followin
example. Consider a chain of massive spheres connecte
springs, which rests on a single sharp peak. The system
two equilibrium stages: 1! a stable state with the peak pas
ing through the midpoint of the interval between adjac
spheres; 2! an unstable state with one of the spheres on
tip of the peak. The ‘‘pinning’’ energy in this case can b
defined as the difference in the energy of these two sta
This is the analytical scheme used in Ref. 10. Let us n
assume that the profile of the structure is changed, for
ample, by elevating the region to the right of the peak.
some time the entire chain begins to move to the left. T
energy of the structure is then equal to the pinning ene
calculated above. Indeed this is what happens when a vo
interacts with its neighbors.

Consequently, to find the possible current configuratio
in such a Josephson medium and, on the basis thereof
profile of the penetrating magnetic field, the entire config
ration as a whole must be calculated directly without a
reliance on the pinning forces calculated for an isolated v
tex. Parodi and Vaccarone7 have analyzed numerically th
possible current distributions and corresponding magn
field profiles near the boundary of a Josephson sample o
type in question. They have confirmed the validity of t
critical-state concept, i.e., the Bean model. However, the
cussion in Ref. 7 covers only the case of high critical curr
in the junctions, when it is impossible to separate individ
vortices in such a medium~this problem is discussed in de
tail below!.

Here we investigate the interaction and pinning of pla
vortices in a three-dimensional Josephson medium of
type discussed in Refs. 7–10 for a low critical current in t
junctions. We calculate the possible distances between
tices for the case of two solitary vortices and also for a s
tem of vortices formed in the medium when it is placed in
external magnetic field. On the basis of these results we
lyze the profile of the magnetic field penetrating the samp
We show that Bean’s concept, stipulating that all vortic
reside at the surface of motion, is invalid in this range
currents I. The results are also applicable in the on
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EQUATIONS FOR THE QUANTIZATION OF A FLUXOID IN
CELLS

As in Refs. 8 and 9, we work with the simplified mod
of a cubic lattice having a lattice constanth and consisting of
superconducting wires, where each link of the lattice co
tains one Josephson junction, and all the junctions have
same critical currentJc . The current distribution has a plana
structure, i.e., the current is identically distributed in all pa
allel planes perpendicular to the external magnetic field
the vortex axis and separated by a distanceh.

Let a sample in the form of a thick plate of infinite exte
in two dimensions be placed in an external magnetic fieldHe

parallel to the plane of the plate. In weak fieldsHe we have
the Meissner effect: Screening currents appear in the sam
running along its surface and closing at infinity. When t
magnetic fieldHe exceeds a certain threshold, vortices beg
to appear in the sample. In the ensuing discussion we c
sider planar~laminar! vortex structures, even though cond
tions are more favorable for the onset of linear vortic
which are also the kind encountered in practice. The cas
planar vortices, on the other hand, is analytical and there
offers insight into all mathematical and physical nuances
the same time, the results can be extended qualitatively to
case of linear vortices. In the article we devote special att
tion to the validity of the Bean model.

Figure 1a shows the cross section of the sample i
plane perpendicular to the fieldHe . In the case of the screen
ing currents~Meissner case! the currents decay into the dep
of the sample and are equal to zero in its interior. Fo
solitary planar vortex far from the surface the currents de
and tend to zero with increasing distance from the mid
row.8 In general, there are also surface screening curre
and a system of vortices which is periodic without pinning
thins out with increasing depth into the sample in the pr
ence of pinning.

The condition for the quantization of a fluxoid in themth
cell ~the numbers of the cells are circled in Fig. 1a! has been
derived previously8 and is represented by Eq.~8! in Ref. 8:
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i 50

sin w i2~bI sin wm1wm!

1~bI sin wm111wm11!52pKm , ~2!

where xe[2pFe /F0 is the flux, normalized to the flux
quantumF0, of the external magnetic fieldFe5m0Heh

2

through the cell,w i is the phase difference at theith junction,

I[2pm0hJc /F0 , b[2
1

2p
lnS 2 sinh

pd

h D , ~3!

d is the radius of the wire, andKm is the number of quanta
F0 in the mth cell.

For simplicity we shall assume below thatb50. Eq.~2!
then assumes the form

wm112wm5I(
i 50

m

sin w i2xe12pKm . ~4!

The numberKm51 in cells of the central column o
each vortex, andKm50 in all other columns.

Subtracting from~4! the analogous equation for th
(m21)st cell, we obtain

wm1122wm1wm215I sin wm~62p!, ~5!

where the term12p or 22p can appear on the right side o
the equation if the value ofn corresponds to the center of on
of the vortices.

It might appear that the distribution ofwm for a givenxe

~i.e., for a given external magnetic field! could be found by
solving the system of Eq.~5! with the boundary condition
obtained form~4! at m50:

w12w05I sin w02xe . ~6!

However, this is not the case. The existence of pinn
means that a givenxe can correspond to an uncountable s
of distinct combinations ofwm . In other words, the profile o
the magnetic field in the sample with pinning depends on
prior history. We are interested in the case of a monoto
cally increasing external field. The vortices gradually pe
etrate the interior of the sample, progressing from the s
face. The corresponding distribution of the vortices in t
sample can be determined from the condition that the vo
farthest from the boundary resides at the surface of mot

As the parameterI increases, the vortex decreases
size,8,9 and the pinning force increases~as is readily under-
stood in light of the fact thatI;Jc). Consequently, asI
increases, the distance between vortices decreases unt
large I, the centers of vortices can be situated in adjac
cells, the concept of individual vortices becomes meani
less.

INTERACTION AND PINNING OF TWO ISOLATED
VORTICES

We consider two planar vortices situated far from t
boundary, their centers separated byN cells ~Fig. 1b!, in the
rows numbered 1 and (N11) ~the numbers are circles i
Fig. 1b!. For I>1 ~Ref. 10! the values ofwm outside the
central cells are small, the system~5! is linearized, and its
solution has the form
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wm5C1gm211C2gN2m ~1<m<N!, ~7b!

wm5wN11gm2N21 ~m>N11!, ~7c!

where

g511
I

2
2AI 1

I 2

4

is the solution of the equationg22(21I )g1150.
We assume that the distribution of the currents and

phases is symmetric about the midpoint of the distance
tween vortices. We then haveC152C25w1 /(12wN21),
and

w25w1k, ~8!

where the coefficientk5g(12gN23)/(12gN21).
Substituting Eq.~8! into the boundary conditions on th

central cell of the vortex:

I sin w15w2122w11w212p, ~9a!

I sin w215w122w211w2222p, ~9b!

we obtain the system of equations forw21 andw1:

w215I sin w11~22k!w122p, ~10a!

w15I sin w211~22g!w2112p. ~10b!

In Eq. ~10! only the coefficientk depends on the spacin
of the vortices:k(`)5g, k(2)521, k(3)50, etc. Figure 2
shows graphs of the functions~10! for I 51, 2.85, 4, from
which it is evident that for every value ofI the system~10!
has solutions in a definite interval ofN, i.e., vortices can
exist at different distances from each other, ranging from
certain minimum to infinity. This is the result of pinning
because without it the vortices would blow up at infinity, i.e
solutions would not exist for finiteN. Having foundN, we
can determine the minimum distance for which the pinn
forces are able to cancel out the mutual repulsion of vortic
It is evident from Fig. 2 thatNmin52 for I 52, and that for
I 54 the centers of vortices can even be located in neighb
ing cells.

We now find the minimum value ofI for which the
vortex centers can be situated in neighboring cells. In t
caseN51, k5`, and it follows from~10a! that w1 must be
equal to zero~as is readily perceived from the symmetry
the pattern!. The minimum value ofI satisfying Eqs.~10! for
w150 is represented by the curve tangent to thew21 axis in
Fig. 2. An exact numerical calculation givesI min52.9.

EQUILIBRIUM OF THE OUTERMOST VORTEX

Here we determine the values ofI for which the concept
of vortices is well defined. In the preceding section we ha
shown that the vortex centers cannot be situated in neigh
ing cells forI ,2.9. However, this conclusion applies only
the case of two solitary vortices, because in this case t
are, in effect, located at the most distant possible sites in
corresponding cells. But if other vortices are placed to
right of the right vortex in the original pair, allowing it to
retreat farther to the right in the same cell, the left vortex c

1021M. A. Zelikman
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then remain at a distance shorter than that deduced from
assumption of two isolated vortices, and the actual value
Nmin becomes lower. In other words, the value ofI corre-
sponding to a givenNmin is smaller than the value obtaine
for two vortices; in particular, carrying out a numerical ca
culation by the procedure described below, forNmin51 we
obtain I min52.7.

In this section we consider values ofI for which the
outermost vortex is well defined, i.e.,I ,2.7.

The system of Eq.~5! can be regarded as a recursion la
for determining the next value ofwm11 ~or wm21 from the
knownwm andwm21 ~or wm11) in transition to the left~or to
the right!. The problem of including62p terms in~5! can
be eliminated by requiring thatuwmu<p. In this case, if the

FIG. 2. Graphical solution of the system~10! for various values of the
parameterI. The curves emanating from the pointw152p correspond to
Eq. ~10b!, and those from the pointw21522p correspond to Eq.~10a!. a!
I 52; b! I 54; c! I 52.85.
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but if wm11(wm21).p, then the same quantity must be su
tracted. This generalized recursion law can be used to ca
late the distribution ofwm throughout the entire region onc
the values ofw have been specified at two adjacent poin
Various vortex distributions in the sample and the cor
sponding magnetic fields can be found by varying the sp
fied values ofw.

The situation in question, where the outermost vortex
situated at the surface of motion, corresponds to a patter
which the neighbor to the right of a certain vortex is sep
rated from it by the maximum possible distance~at infinity in
the ideal situation! and the neighbor to the left is situated
the minimum possible distance.

The postulated recursion law has been implemented
merically on a computer. The two initial values chosen forw
are the valuesw2 andw1 at the right and left boundaries o
the central cell of the selected initial vortex. Its right and le
neighbors must have the same orientation as itself, i.e.,
pulsion in both directions takes place. The following spec
computational algorithm is used: For a fixed value ofw1 the
value of w2 is decreased monotonically until the instant
which the opposite to the initial orientation is first acquir
to the right of the initial vortex. This value is successive
refined, the right and left neighbors retreating monotonica
from the initial vortex. The distance from the right neighb
gradually exceeds the distance from the left neighbor a
beginning at a certain time, the distance from the left nei
bor no longer changes, whereas the right neighbor mo
still farther away. This value ofd is recorded. The same
procedure is then repeated for a different value ofw1 . The
minimum distancedmin is chosen from the total set of suc
cessive calculated distancesd; the corresponding distribution
of wm is then the solution of the stated problem.

To find the starting valuesw1 and w2 , we investigate
the behavior of one vortex as another approaches it. It
been shown10 that for values ofI<1 the shape and energy o
a solitary vortex are satisfactorily described by expressi
obtained in the approximationI !1, when the discrete setwm

goes over to a continuous functionw(z), wherez is the co-
ordinate normalized to the cell sizeh. Of course, this ap-
proach cannot be used to find the pinning forces, beca
they are a product of the discreteness of the medium, b
suffices for a qualitative analysis of the changes in shap
the vortex as the other one converges toward it, as long
the distance between them remains large in comparison
the size of the vortex itself. The system5 now goes over to
the differential equation

d2w

dz2
5I sin w. ~11!

The solution of Eq.~11! for a solitary vortex is shown in
Fig. 3 ~solid curves!. As another vortex of like orientation
approaches from the left, the given vortex begins to move
the right ~dashed curves in Fig. 3!. From condition5 on the
central cell of the vortex we deduce the relation

w12w2'2p2w08AI , ~12!
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wherew08 is the value of the derivativewz8 at z50.
For a solitary vortex we havew0852. Since the second

vortex is far from the first, we can assume thatw08 differs
very little from 2. Condition~12! therefore assumes the form

w12w252p22AI . ~13!

The solitary vortex has three equilibrium states10: 1! a
stable state withw1

s 52w2
s 5p2AI ~solid curve in Fig. 3!;

2! a right unstable state withw2
u 52p andw1

u 5p22AI ; 3!
a left unstable state withw1

u 5p andw2
u 52p12AI .

Consequently, the valuesw1
s 5p2AI andw1

u 5p22AI
corresponding to an infinite distance from the neighbor
vortex. The value ofw1 lies between these two extremes f
finite distances between the vortices. It is also necessar
choose from this interval the values ofw1 for numerical
calculations. The corresponding starting values ofw2 are
chosen as follows on the basis of~13!:

w25w112AI 22p. ~14!

Figure 4 shows graphs of the distribution ofwm to
clarify the above-described algorithm. Calculations ha
been carried out forI 50.3 andw152.24; the initial value
w2522.95. Forw2522.95 the closest vortices to the le
and to the right of the central vortex have the same orie
tion as the latter. Forw2522.96 ~a! the left and right vor-
tices become oppositely oriented, as is evident from the
responding kinks of the curve at the ends~the calculations
are terminated when such kinks occur!. For w2522.95 ~b!
the left and right vortices acquire the necessary orientat
The unknown value ofw2 therefore lies in the interva
(22.96,22.95). Forw2522.9524~c! the right vortex has
the opposite orientation, and forw2522.9523 ~d! it now
has the required orientation. The situation is analogous
graphs e and f. It is evident from Fig. 4 that as the value
w2 is refined, the vortices move away from the central v
tex to the left and to the right~graphs b and d!, then the left
vortex stops, while the right vortex continues to move aw
~graphs d and f!. In graph f the right vortex is so muc
farther from the central vortex than the left one that it can

FIG. 3. Solution of Eq.~11! for a solitary vortex~solid curve! and its
displacement as a neighboring vortex approaches from the left~dashed
curves!.

1023 Tech. Phys. 42 (9), September 1997
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assumed to no longer influence the central one; this assu
tion is corroborated by the invariance of the pattern to
left of center as the orientation of the right vortex chang
i.e., as attraction is replaced by repulsion~graphs e and f!. As
a result, forw152.24 the distance between the left and ce
tral vortices is equal to 23 cells.

It is evident from the results of Fig. 4 that the accura
of the calculations in solving the stated problem must
very high, in some cases extending to the 15th decimal pl

Figure 5 shows the dependence of the distanced ~mea-
sured in cells! on the value ofw1 for I 50.2 ~the pattern is
similar for other values ofI!. The minimum possible distanc
dmin is established in a broad interval ofw1 , so thatdmin can
be found by choosing, for example,w15p21.5AI , i.e., its
value at the midpoint of the interval.

FIG. 4. Graphs of the distributions ofwm . a! w2522.96; b! 22.95; c!
22.9524; d! 22.9523; e! 22.952 358 812; f! 22.952 358 811.

FIG. 5. Distanced between the outermost vortex and its neighbor vsw1 .

1023M. A. Zelikman



m
tra
r

th

uc

th
u
gt
ra

in
ith
ea
s
e
is
ta

-
th
u

io
i

x
i

te
th
e

r of
es
the
is
el is

en
ur-
at
st

rval

ry-
ing
f

al

of

m-
st

c-
of
We note that in calculations accurate to the 15th deci
place the right vortex is situated 40–50 cells from the cen
vortex for values ofI in the interval 0.5–1.3, 70 cells fo
I 50.3, 90 cells forI 50.2, and 120 cells forI 50.1. We can
therefore assume that no vortices exist to the right of
central one.

Figure 6 shows the dependence ofdmin on I in logarith-
mic scale. From the linearity of this dependence we ded
the power-law relation

dmin56.1•I 21.1, ~15!

which is obeyed up toI'1.

‘‘CRITICAL’’ STATE OF A SYSTEM OF VORTICES UPON A
MONOTONIC INCREASE OF THE EXTERNAL FIELD

The Meissner effect occurs in weak external fields,
field is expelled from the sample as a result of surface c
rents, and vortices do not exist. At a certain field stren
conditions become energetically favorable for vortex gene
tion, and the first vortex forms near the boundary. Pinn
keeps it from advancing into the interior of the sample. W
a further increase in the field the next vortex is formed n
the boundary, driving the first vortex to the minimum po
sible distancedmin . Next comes a third vortex, causing th
first two to advance farther inward to corresponding d
tances, etc. According to the Bean model, in the critical s
all vortices are situated at the surface of motion, implying
reduction in the distance between vortices~i.e., an increase in
the mean fieldB! in closer proximity to the boundary. Fi
nally, a situation arises where the forces of repulsion of
vortices, even those located in neighboring cells, is not s
ficient to move a vortex, being overpowered by repuls
from vortices on the other side. When the external field
increased, another flux quantumF0 penetrates the vorte
closest to the boundary, causing the repulsive forces to
crease until they are sufficient to move the preceding vor
With a further increase in the field and advancement of
entire vortex lattice deeper into the interior, the new vortic

FIG. 6. Minimum vortex spacingdmin ~in units of cells! versusI. 3) Cal-
culated values.
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near the boundary contain an ever-increasing numbe
quantaF0; as a result, the effective magnetic field increas
as the boundary of the sample is approached. This is how
situation looks within the context of the Bean model. In th
section, however, we show that the above-described mod
invalid for I ,1.3.

We consider the critical state of the vortex lattice, wh
the farthest vortex from the boundary is situated at the s
face of transition to the next cell. It is readily perceived th
this is the vortex from which the total vortex lattice mu
begin to move inward.

In the preceding section we have determined the inte
of w1 corresponding to the shortest distancedmin to the next
vortex. We minimize the distance to the next vortex by va
ing w1 . Repeating the same procedure, each time narrow
the interval ofw1 , we can find the required critical state o
the vortex lattice as the external fieldHe is monotonically
increased. Calculations with accuracy to the 15th decim
place enable us to find the positions of 20–50 vortices~de-
pending onI!.

Figure 7a gives the results of a computer calculation
the distancesD ~in cells! from the (n21)st to thenth vortex
~the outermost vortex is numbered 0 and is followed by nu
ber 1, etc.! for the most tightly bunched configuration again
the boundary and various values ofI<1. For I .1 the dis-
tancesD are equal to several cells (D52 –3 for I 51.2), and
fluctuations ofD in the first couple of cells obscure the fun
tional relation in Fig. 7a. Figure 7b shows the results
averagingD over five adjacent vortices:

FIG. 7. a! Results of calculations of the distancesD from the (n21)st to
the nth vortex in the critical state for various values ofI; b! results of
averagingD over five successive vortices. The values ofI are indicated
alongside the curves.
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D~n!50.2(
i 50

D~n1 i !. ~16!

The following conclusions can be drawn from the grap
in Fig. 7.

1! For I>1.4 the average distance between vorticesD̄
decreases monotonically to unity asn increases. The vortex
centers are then situated in neighboring cells. The numbe
flux quantaF0 in the vortex begins to increase upon clos
approach to the boundary of the sample. The dots in Fig
indicate the positions of the center of the vortex in which
number of flux quantaF0 is two. It follows, therefore, that
the proposed approach based on the concept of individ
interacting vortices is invalid forI>1.4. This case require
special analysis.

2! For I<1.3 it follows from Figs. 7b and 7a that th
average distanceD̄ does not decrease to unity. As it chang
for smalln, i.e., near the boundary of the structure,D̄ reaches
saturation, remaining approximately constant and fluctua
slightly about the average. In this interval ofI vortices con-
taining more than one quantumF0 do not form as the exter
nal field is monotonically increased. Since the average
tance between vorticesD̄ does not depend on the distan
from the boundary, the magnetic induction inside the sam
in the region penetrated by vortices, is also independen
the coordinate. This fact, which contradicts the Bean mo
is true because not all the vortices reside immediately at
surface of motion as postulated in the Bean model. When
outermost vortex moves into the next cell, its neighbor
mains fixed in the same place, and in order for it to move,
entire vortex lattice must shift slightly inward; the same
true of the next vortex, etc. This situation can be clarified
the following example: Let a chain of massive spheres lie
a system of periodically spaced indentations and be interc
nected by slightly compressed springs. The chain can
moved by the application of a force along the surface. Wh
the end sphere shifts into the next indentation, its neigh
stays in place and shifts afterward; the next one after
moves even later, etc. The chain does not advance as a
whole, but in successive advances of the individual sphe
Consequently, for the chain to move it is necessary to ov
come the pinning force of one or more spheres, not all
spheres in the chain. It is readily perceived that apprecia
differences in the degree of compression can occur only
few springs closest to the end. With increasing distance fr
the end the situation tends to average out, and the comp
sion of the springs does not increase monotonically tow
the boundary of the sample as it would if the spheres
moved simultaneously.

The magnetic flux through the areah3hD corresponds
to a single vortex and is equal toF0; the average magneti
induction can be found by dividing this flux by the area
the vortex:

B5F0 /h2D. ~17!

We now determine the external fieldHe for which vor-
tices begin to form in the sample. The Gibbs thermodyna
potential of unit volume is

1025 Tech. Phys. 42 (9), September 1997
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G5NbE0 /h2BHe/250.5B~Hc2He!, ~18!

where Nb is the number of planar vortices per meter, i.
B5F0 /S5NbF0 /h, E0 is the average energy of one vorte
and

Hc52E0 /F0 . ~19!

For He,Hc the potentialG increases asB increases, i.e.,
G has a minimum atB50, and we have the complete Meis
ner effect. IfHe.Hc , thenG decreases asB increases, i.e.,
vortex generation is favorable. In this case the vortices fill
the entire cross section of the sample all at once. The den
of the vortices depends on the external field and the inte
tion between them. It can be calculated with the energies
interaction between vortices included in the Gibbs poten
~see, e.g., Ref. 11!. The magnetization curve of the samp
can be plotted as a result of the calculations. It has the typ
form for type II superconductors~Fig. 8!. Allowance for pin-
ning raisesHc and creates an abrupt drop in the curve, sin
the period of the vortex lattice in the sample cannot exc
the period corresponding to the critical state~Fig. 7!. At
He5Hc the field in the sample jumps abruptly from zero
H0 /D̄, where D̄ is the average period of the lattice, an
H0[F0 /m0h2 is the external field at which the flux throug
each h3h cell is F0. For I ,0.5 we can assume thatD̄
corresponds approximately todmin from ~15!, and the energy
per meter of height and length of the vortex is approximat
equal to10

E058AI«052F0
2AI /p2m0h2. ~20!

The quantity24pM5He2B decreases abruptly from
4AIH 0 /p2 to (4AI /p22I 1.1/6.1)H0. For I !1 the distance
between vortices can exceed the vortex size, so that the
tex interaction energy is small in comparison with the se
energy of the isolated vortex. Consequently,Hc scarcely
changes from the nonpinning case, and the jump of 4pM is
small, i.e., pinning has almost no influence on the form of
magnetization curve. ForI *1 the magnetization curve ex
hibits significant changes.

Table I gives the average distances between vorticesD̄,
the numerically calculated average energies per vortexE0,
and the solitary-vortex energiesE0 sol ~Ref. 10!, along with

FIG. 8. Sample magnetization curves based on data in Table I.

1025M. A. Zelikman
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TABLE I.
the critical fieldsHc52E0 /F05E0H0/2p2«0 and the jump
D(4pM )5H0 /D̄ with pinning taken into account fo
I 50.8, 1, 1.3.

Figure 8 shows magnetization curves plotted on the b
of data in Table I. The dashed curves correspond to z
pinning for the chosen values ofI ~shown alongside the
curves!.

CONCLUSION

We have investigated the behavior of planar~laminar!
vortices in a three-dimensional, ordered Josephson med
comprising a cubic lattice, each link of which contains o
Josephson junction. The cellular character of the med
leads to pinning, which depends on the energy required
move the vortex center into the next cell.

1. We have shown that the distance between two isola
vortices, at rest and identically oriented, can vary from infi
ity to a minimum value. This fact is a consequence of p
ning, because without it interaction between the vortic
would scatter them to infinity. As the parameterI increases
~in proportion to the critical current of the junctions and t
cell size!, the degree of pinning increases, and the repuls
between vortices diminishes, causing the minimum dista
between vortices to decrease. ForI .2.9 the vortex centers
can even be situated in adjacent cells.

2. To plot the magnetization curve of a sample, we ha
investigated a system of vortices formed in the sample i
monotonically increasing external magnetic field. The mi
mum distance from the vortex farthest from the boundary

I D̄ E0 E0 sol Hc D(4pM )

0.8 6 7.16«0 7.09«0 0.36H0 0.17H0

1.0 4 8.60«0 7.80«0 0.44H0 0.25H0

1.3 2 12.1«0 8.90«0 0.61H0 0.50H0
1026 Tech. Phys. 42 (9), September 1997
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3. For I>1.4 the average distance between vorticesD̄

decreases to one cell as the boundary is approached, and
the vortex centers are located in neighboring cells. Up
closer approach to the boundary the number of flux qua
F0 in the vortices begins to increase. The whole concep
individual interacting vortices breaks down for these valu
of I. This case requires special consideration.

4. For I<1.3 the average distanceD̄ does not decreas
toward the boundary, but remains approximately constant
that the magnetic field is independent of the coordinate in
region penetrated by vortices.

5. For I<1.3 the magnetization curve of the sample h
the form typical of type II superconductors. Allowance f
pinning raises the critical fieldHc and creates an abrup
change in the curve, owing to the fact that the period of
vortex lattice cannot exceed the period corresponding to
calculated critical state.

We can conclude from these facts that the Bean mode
invalid in the case of interacting vortices containing at m
one flux quantumF0 for pinning associated with the cellula
structure of the medium.
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Self-excited oscillatory regimes in the growth of thin films from a multicomponent

vapor: dynamics and control

P. Yu. Guzenko, S. A. Kukushkin, A. V. Osipov, and A. L. Fradkov

Institute of Problems in Mechanical Engineering, Russian Academy of Sciences,
199178 St. Petersburg, Russia
~Submitted April 29, 1996!
Zh. Tekh. Fiz.67, 47–51~September 1997!

A model system describing the nucleation of films from a multicomponent vapor with allowance
for chemical reactions between different components in the initial phase is investigated in
detail. It is shown that the condensation of thin films can proceed by different avenues, depending
on the values of external parameters such as the temperature or the precipitation rate of
particles of the component that limits the chemical reaction. In particular, low precipitation rates
are characterized by a stable condensation regime, in which any deviations from equilibrium
die out. At medium precipitation rates the phase transition takes place in a self-excited oscillatory
regime corresponding to a stable limit cycle. Finally, at high precipitation rates the stable
limit cycle breaks up, and the new phase usually condenses in a sawtooth~accretion! regime. A
procedure is developed for controlling the given oscillatory processing by judicious time
variation of the external parameters. The investigated system is found to have a special kind of
memory in that for external parameters with identical values but different histories the
films condense differently; even a slight difference in the past behavior of the external parameters
can lead to different precipitation regimes. It is concluded that these memory effects are in
fact responsible for the poor reproducibility encountered in some cases of experiments on film
growth utilizing chemical reactions. ©1997 American Institute of Physics.
@S1063-7842~97!00909-4#
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Research on the nucleation and growth of new phase
the surfaces of solids has attracted considerable interes
some time now.1,2 This is because, first, thin films are wide
used in microelectronics, optics, etc., and are the basi
many technologies; second, the processes in question
typical of many first-order phase transitions. A characteris
feature of such transitions is the presence of various non
ear relationships, which generate a host of nonlin
phenomena3–6: self-organization; the generation of soliton
kinks, and shock waves; the self-similarity of many para
eters; the growth of instabilities; self-excited oscillations
multicomponent systems. In particular, the onset of s
oscillation is attributable to the nonlinear interaction
chemical reaction in the primary phase with phase transi
on the part of the reaction product. Indeed, on the one ha
chemical reaction forces material into the primary pha
thereby accelerating phase transition; on the other hand
new phase consumes the reaction product, which is a cat
and therefore slows down the chemical reaction. This sit
tion is characteristic of many thin-film growth techniqu
utilizing chemical reactions, in particular, metal-organ
chemical vapor deposition~MOCVD!. The present article is
devoted to an investigation of the properties of such s
excited oscillations and the development of a procedure
controlling them.

MODEL SYSTEM AND ITS BASIC PROPERTIES FOR
CONSTANT EXTERNAL PARAMETERS

We consider a chemical reaction of the typeA1B�C.
We assume that the concentrations of substancesA andB is

1027 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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productC forms with a concentration higher than the equ
librium value Ce , so that the reaction product undergoes
first-order phase transition.4 If C does not form solid solu-
tions withA andB, a film of substanceC with stoichiometric
composition grows. We assume for definiteness that s
stanceB is so abundant on the substrate as to limit t
chemical reaction only of substanceA. Let A and C denote
the concentrations of the corresponding substances; also,w is
the chemical reaction rate,C(C2Ce) is the rate of forma-
tion of islands of the new phase,N is the number density o
such islands, andC(N,C) is the rate of decay of the reactio
product C into new-phase islands. Then in the simple
model the kinetics of chemical reaction and phase transi
is described by the system of equations

dA/dt5J02w~A,C,N!,

dC/dt5w~A,C!2F~N,C!,

dN/dt5C~C2Ce!. ~1!

Here t is the time, andJ0 is the translational velocity of
substanceA onto the substrate. In the most commonly e
countered diffusion growth regime all the new-phase isla
consume the same number ofC molecules, i.e.,F5gNC,
whereg is a proportionality factor. The dependence ofC on
C2Ce is very complex;1 however, considering that singu
larities are still analyzed in the linear approximation and t
C(0)50, we confine our discussion to a linear depende
C5b0(C2Ce), whereb0 is the corresponding proportion
ality factor. Following Ref. 4, for the reaction ratew we

1027027-04$10.00 © 1997 American Institute of Physics



s
FIG. 1. Density of new-phase island
z versus timet in the equilibrium
film growth regime (J50.7).
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w5k0AC2, wherek0 is the reaction constant. We introduc
the new dimensionless variables and the dimensionless
stants x5Ak0

2/3b0
21/3g21/3, y5Ck0

2/3b0
21/3g21/3,

z5Nk0
1/3b0

22/3g21/3, t5tk0
21/3b0

2/3g2/3 and the dimensionles
constantsJ5k0J0 /b0g, y05Cek0

2/3b0
21/3g21/3; the system

~1! then assumes the form

ẋ5J2xy2, ẏ5xy22yz, ż5y2y0 ~z>0!. ~2!

An analysis of the singularities of this system in the line
approximation shows that the pointJ5y0

321 is a bifurcation
point, which leads to the formation of a stable limit cyc
For definiteness we sety0 equal to 5/4, whereupon bifurca
tion takes place at a pointJ1'(5/4)321'0.95. The value of
this quantity found by computer simulation isJ1'0.888~to
n-

r

than J1 the system tends to equilibrium~Fig. 1!, and for
J1,J,J2'1.049 the system undergoes undamped osc
tions corresponding to a stable limit cycle~Fig. 2!. Finally,
for J.J2 this cycle breaks up, and the film grows in a
unstable accretion regime~Fig. 3!. The problem of control-
ling the oscillations in the system is extremely crucial in th
situation, because the structure and properties of the fi
will depend on the amplitude and period of the oscillation1

One question, in particular, is how the external fluxJ must
be varied with time so that the maximum island densityzmax

will approach a specified valuez* at large times. In the
present study, for this purpose, we have developed a gen
algorithm to solve the stated problem; in general it is va
for a broad class of functionsw, C, andF.
s

g

FIG. 2. Density of new-phase island
z vs time t in the stable oscillatory
growth regime and the correspondin
phase portrait (J50.96).
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METHOD OF CONTROLLING OSCILLATORY REGIMES IN
THE GROWTH OF THIN FILMS

The control problem for the system~2! is treated as the
problem of maintaining the local maxima ofz(t) at a pre-
scribed level by varying the functionJ(t). Consequently, the
control function isJ(t), the measured~sensed! variable is
z(t), and the control objective is expressed in the form

uzk2z* u<D, ~3!

where zk5z(tk), and tk is the time at which thekth local
maximum ofz(t) is attained.

We propose to solve the problem on the basis of ad
tive control algorithms that do not require the values of
right sides of the model~2! ~Ref. 7!. The value of the contro
function J(t) is changed at the timestk with allowance for
the measurement ofzk , where the law governing the varia
tion of Jk5J(tk) also changes during the operation as i
proved estimates are obtained from calculations of the
rameters of the model of the controlled system by
adaptation algorithm. A special feature of the algorithm
the transition from the continuous nonlinear model of t
controlled system~2! to a linear discrete model obtained b
linearizing the Poincare´ transform at the points of successiv
local maxima of z(t) and transforming to the differenc
equation

zk111a1zk1a2zk211a3zk22

5b0Jk1b1Jk211b2Jk221 f k ~4!

in the measured variableszk and the control functionsJk . In
Eq. ~5! a1, a2, a3, b0 ,b1, andb2 are unknown coefficients
and f k is a bounded perturbation~error of the model!. It can
be shown that the errorf k has the upper bound

u f ku<C1uzk2z* u1C2uJk2J* u, ~5!

where C1.0, C2.0, and J* is the value of the contro
function under the conditionzk5z* .

Consequently, the accuracy of the model increases a
solution is approached. The upper bound~5! is valid not only
for the model~2!, but also for a more general class of Eq.~1!

FIG. 3. Density of new-phase islandsz versust in the unstable accretiona
growth regime (J51.2).

1029 Tech. Phys. 42 (9), September 1997
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with arbitrary, piecewise-smooth right sides satisfying t
Lipschitz condition in a certain neighborhood of a period
solution.

The adaptive control algorithm includes a main loop
gorithm, which computes a new value of the control functi
Jk , and an adaptation algorithm, which adjust the estima

FIG. 4. External fluxJ and density of new-phase islandsz versus timet in
the control problemz* 50.9.

FIG. 5. External fluxJ and density of new-phase islandsz versus timet in
the control problemz* 51.5.
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~4!. The main-loop algorithm, written in the form

Jk5@z* 1â1kzk1â2kzk211â3kzk22

2b̂1kJk2b̂2kJk21#/b̂0k , ~6!

is chosen to ensure that the objective~3! will be achieved in
one step if the estimates coincide with the true parameter
the controlled-system model. The adaptation algorithm u
to refine the parameter estimates is chosen by the metho
recursive objective inequalities8 and has the form

âi ,k115âi ,k2aqkzk2 i 11 , i 51, 2, 3,

b̂i ,k115b̂i ,k2aqkJk2 i , i 50, 1, 2,

qk5H zk112 ẑk11 , uzk112 ẑk11u.D,

0, uzk112 ẑk11u<D, ~7!

where ẑk1152â1kzk2â2kzk212â3kzk221b̂0kJk1b̂1kJk21

1b̂2kJk22 is the value of the local maximum in the ne
step, predicted from the current model, anda.0 is the gain.

The results of Ref. 7 can be used to show that when
model error satisfies the constraint

u f ku<Dw,D ~8!

and if a is sufficiently small, the control objective~3! is
attained in a finite number of steps, i.e., inequality~3! is
satisfied fork.k* for a certaink* . This result proves the
hypothetical workability of the proposed adaptive cont
method.

MAIN RESULTS AND DISCUSSION

The accuracy and rate of convergence of the algorit
~6! and~7! has been analyzed by computer simulation. Sim
lation is implemented by means of the ADAM softwa
package9 operating in a MATLAB environment.

Graphs ofJ(t) andz(t) obtained for the control objec
tive ~3! with z* 50.9 are shown in Fig. 4. The following
1030 Tech. Phys. 42 (9), September 1997
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J(0)50.9, x(0)50, y(0)52.6, z(0)50, y055/4. It is evi-
dent thatJ(t)→0.96 at large times, where the amplitude
the oscillations of the density of new-phase islands
creases, dropping to half the oscillation amplitude for a c
stantJ50.96. Figure 5 shows the same graphs, but for
objectivez* 51.5. As should be expected, the amplitude
the oscillationsz increases in this case, whereJ(t)→0.96 as
t→`. The proposed control procedure is therefore efficie
Clearly, the behavior of the system at large times depe
not only on the asymptotic values of the external parame
of the problem, but also on how they change at the ini
times; this dependence is indicative of memory effects
systems undergoing first-order phase transition with che
cal reactions. These effects are probably responsible for
poor reproducibility of many pertinent experiments, spec
cally in regard to the growth of high-Tc superconducting
films by the MOCVD method.
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Formation of defects in gallium phosphide grown in the presence of oxygen
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The influence of oxygen introduced in the gaseous phase on the formation of defects in GaP
epitaxial layers is investigated by deep-level transient spectroscopy. The extremal dependences of
the concentrations of charge carriers and electron traps with energyEc20.24 eV on the
oxygen flux are discussed. ©1997 American Institute of Physics.@S1063-7842~97!01009-X#
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Together with silicon and carbon, oxygen is one of t
principal uncontrollable impurities present in galliu
phosphide.1 Its occurrence in epitaxial layers is not alwa
desirable. For example, the detection of oxygen in GaP gr
light-emitting diodes alters the purity of the emitted light
a result of the incursion of a red peak in the spectrum du
recombination at Zn–O complexes. The sources of the c
taminants in gas-phase epitaxy are usually quartz, sur
oxide films on the primary components of the compou
oxygen dissolved in the metals, etc. The oxygen conten
GaP can attain 231018 cm23, even though the maximum
concentration of electrically active oxygen does not exc
(2 –3)31017 cm23 ~Ref. 1!. The main mass of the oxygen
assumed to exist in the form of electrically inactive pred
posits of the gallium oxide Ga2O3 ~Ref. 2!.

Oxygen present in the phosphorus sublattice form
deep donor level with ionization energyEc20.89 eV ~Ref.
3!. Oxygen can also create complexes involving intrinsic l
tice defects and other impurities, for example, Si~Ref. 1!,
Cd, Mg, and C~Ref. 4!, and it can influence the density o
point defects themselves in growing layers. The formation
deep nonradiative recombination centers in this case has
been investigated. Previously proposed5–7 models of deep
centers in GaP are conducive to the application of deep-l
transient spectroscopy~DLTS! for analyzing the attendan
processes of defect formation in gallium phosphide str
tures in this case.

SAMPLES AND MEASUREMENT PROCEDURE

Epitaxial layers of GaP were grown in the syste
PH3–HCl–Ga–H2–HCl on single-crystal GaP:Te substrat
with an electron densityn5131017 cm23 and orientation
~100!. A GaP:Te buffer layer of thickness 10mm was grown
on the substrate with the aid of an additional GaP:Te sou
The sample was doped with oxygen from the gaseous ph
The total thickness of the layers was 25mm. DLTS andC–V
measurements were performed on diodes with ap–n junc-
tion of diameter 400mm; thep layer was formed by diffus-
ing Zn to a depth of 5mm. The hole density on the surface
the p layer was ~6–9)31018 cm23. Mesa diodes were
formed by standard photolithography with etching of t

1031 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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was created on thep layer by the galvanic deposition o
Au–Zn with a subsequent ‘‘burning in’’ atT5500 °C in a
hydrogen atmosphere. After the reverse side had been
ished, an Ohmic contact was formed on it by spark sputter
of tin.

The variation of the oxygen concentration in the laye
was determined from photoluminescence spectra accor
to the intensity variation of the peak of the red band (;1.77
eV!, which is due to the presence of Zn–O pairs. Excitat
was provided by a HeCd layer emitting at a power of 10 m
and wavelength of 441.6 nm.

The DLTS spectra were measured on the spectrom
described in Ref. 8 with a sensitivityDC/C051026. The
DLTS data were recorded, stored, and processed with the
of a computer using programs described in detail in Refs
and 9. The spectra were measured by means of a cryosta
measurements in the temperature range 80–400 K, wi
60.2-K error limits of determination of the temperature, a
by means of a heating unit for measurements in the ra
300–573 K, within61 K error limits.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the dependence of the free-carrier d
sity n5Nd2Na , measured by theC–V method, on the oxy-
gen flux. The main background impurity in GaP epitax
layers is silicon7,10 owing to the reaction of hydrogen with
the quartz equipment.1 Amphoteric Si in gas-phase GaP, pr
dominantly in the place of gallium, is a donor with ionizatio
energyEc20.082 eV, inducingn-type conductivity in nomi-
nally undoped layers.7 Silicon atoms can also exist in th
phosphorus sublattice, where it functions as an acceptor
Ev10.202 eV. The degree of self-compensation of silicon
GaP has not been investigated, but if it is assumed to beh
as in GaAs, we can expect SiP/SiGa50.1–0.3~Ref. 11!.

The observed~see Fig. 1! decrease of the free-electro
density during the initial increase of the oxygen flux is as
ciated with a drop in the concentration of background Si
the growing epitaxial layers.1 A further increase in the oxy-
gen flux causesNd2Na to increase somewhat~sample 263-
7!, probably on account of an increase in the concentratio

1031031-04$10.00 © 1997 American Institute of Physics
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intrinsic lattice defects and donor states related to oxyg
which produce free electrons.

The deep-level spectra of the majority and minority c
riers, measured for sample 263-4, are shown in Figs. 2 an
The depth of the levels in the band gap and the capture c
sections of the majority and minority carriers are determin
from the dependence ln(tT2) for these centers on the recip
rocal temperature 1/T, wheret is the reciprocal of the carrie
emission rate from a deep level. Each Arrhenius curve sp
at least 20 points. Data on the concentrations, thermal e
sion activation energiesEa , and the corresponding deep
center capture cross sectionss` are given in Table I, along
with data from other papers. To preserve the level index
convention in Refs. 6 and 7, the numbering of the elect
traps begins from the centerEc20.24 eV.

The electronT6 trap appears when GaP is doped w
tellurium.12,13 Tellurium is present in our structures as
background impurity left in the reactor after the growth
the buffer layer. The slight increase in theT6 concentration

FIG. 1. Free-carrier density versus oxygen flux.

FIG. 2. Deep-level relaxation spectrum of electron traps in sample 26
recorded on a diode with ap–n junction. Reverse bias voltageU0525 V,
carrier pulse duration 0.5 ms, sampling timest151 ms,t255 s.
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as the GaP layers are doped with oxygen is probably att
utable to the improved infusion of tellurium into the pho
phorus sublattice due to an increase in the concentratio
intrinsic defects,VP in particular.

It has been established experimentally6,14 that the T1
center is associated with phosphorus vacanciesVP. It has
been shown15 that theT1 trap can also contain a backgroun
Si atom, i.e., theT1 center comprises a SiGa–VP complex. On
the basis of this model of theT1 defect we attempt to explain
the variations in the concentration of this center as the o
gen flux increases in the growth of GaP layers. In sam
263-3 the concentration of background SiGa is much higher
than the calculated concentration ofVP (@VP#;1016 cm23)
~see, e.g., Refs. 7 and 15!. In this case the variation of the
concentration of theT1 complex depends on the variation
the concentration of the more dilute component of the co
plex, i.e.,VP. When oxygen is supplied, the SiGa decreases,
but the concentration of structural defects, includingVP, in-
creases, raising theT1 concentration in sample 263-4. With
further increase in the oxygen flux the SiGa concentration
continues to drop sharply, and@VP# increases, leading to th
relation@Si#!@VP# in samples 263-6 and 263-7. In this ca
the variation of the concentration of theT1 defect depends
on the variation of the Si concentration and decreases
cordingly ~Fig. 4!.

The deep centerT2 has been registered in sever
papers.5,6,14Experimental data that might provide a basis f
a model of this trap are lacking. The parameters of theT3
trap are most likely the same as for theE5 trap,16 which was
first detected in the electron-beam irradiation of GaP cr
tals. In the opinion of Krispin and Maege,16E5 traps are at-
tributable to phosphorus vacancies. The deep centerT4 has
been detected in samples grown at elevated temperatur
after irradiation with electrons.5 Kol’tsov et al.5 regard this
deep center as similar to the centerEL2 in GaAs and there-
fore endowed with a PGaVGaVP structure. The increase in th
concentration ofT3 andT4 defects in sample 263-7 in com
parison with sample 263-4 indicates an increase in the c
centration of intrinsic defects as the oxygen flux increase

Kol’tsov et al.5 and Masseet al.17 hypothesize that the

4,

FIG. 3. Deep-level relaxation spectrum of hole traps in sample 263-4,
corded on a diode with ap–n junction. Reverse bias voltageU0525 V,
carrier pulse voltageU1513 V, carrier pulse duration 0.5 ms, samplin
times t151 ms,t255 s.
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T5 defect is an

TABLE I. Parameters and concentrations of deep centers in GaP layers grown in various oxygen fluxes.
Sample No. 263-3 263-4 263-6 263-7

O2flux,arb. units 0 0.11 0.5 1.0 Ea ,eV s`,cm2 Ea ,eV References

Defect Concentration (31013cm23)

T6 6.2 7.7 8.4 9.0 0.1660.02 (128)310216 0.16 12
T1 5.9 45.2 8.9 7.2 0.2460.01 (124)310215 0.24 14
T2 * 2.6 3.3 3.4 0.2860.02 (2210)310216 0.28 20
T3 * 0.3 1.8 2.1 0.6360.02 (8230)310216 0.65 16
T4 * 0.3 1.9 2.9 0.7960.02 (3215)310215 0.79 5
T5 * 2.1 90.4 200 0.9860.02 (2210)310217 0.97 5
H1 24.1 21.0 42.8 47.4 0.1560.01 (4220)310217 0.16 19
H2 * 1.7 1.9 1.9 0.4060.02 (125)310216 0.40 19
H3 * 3.6 4.2 5.2 0.6460.02 (3215)310215 0.64 20
H4 4.4 14.2 35.0 80.1 0.7560.01 (8230)310215 0.75 21
H5 * 8.7 9.3 13.6 0.9360.01 (5220)310216 0.95 22
H6 12.3 * * * 1.2160.02 (1210)310217 1.22 7

Note: The prefixT denotes electron traps, the prefixH denotes hole traps, andEa is evaluated relative to the
edges of the corresponding bands; *) concentration below the level of detection.
intricate complex containing gallium and
Th
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increases as the oxygen flux increases, indicating an atten-
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phosphorus vacancies in addition to an oxygen atom.
concentration of the centerT5 in sample 263-7 is higher tha
0.1•(Nd2Na), and to determine it we used the capacitan
method proposed in Ref. 18. This method can be use
measure the concentration of defectsNT when NT is com-
mensurate withNd2Na .

The hole trapsH1 andH2 have been detected in Ref. 1
andH3 in Ref. 20. The nature of these defects is unknow

The deep centerH4 controls nonradiative recombinatio
in high-quality GaP grown by vapor-phase and liquid-pha
epitaxy.21,22 A model for this defect in the form
VPVGaGaPVP. has been proposed.7,15 The H4 concentration

FIG. 4. Concentration ofT1 andH4 traps versus oxygen flux.

1033 Tech. Phys. 42 (9), September 1997
e

e
to

.

e

dant increase in the concentration of intrinsic defects.
The H5 trap was detected in Refs. 7 and 21. Hamilt

et al.21 have identified it with nickel. The deep centerH6
was recorded in Ref. 7. As in the present study, theH6 defect
was observed in a sample having a high Si content. It may
that SiP is a constituent ofH6.

Consequently, as the oxygen flux increases, we obs
an increase in the concentration of deep centers assoc
with intrinsic defects, implying an increase in the concent
tion of the latter. The introduction of oxygen into the react
most likely influences the defect concentration in an indir
way. It is a well-known fact that, apart from inserting a
oxygen atom into a substitutional site, the introduction
O2 into a continuous-flow system using a hydrogen gas c
rier results in the formation of H2O. On the one hand, H2O
molecules can inhibit the influx of growth-stimulating com
ponents, thereby increasing the concentration of intrinsic
fects in the corresponding deep centers. On the other h
oxygen interacting with the primary growth-targeted and
actor materials, Si in particular, can cause various inclusi
to enter the growing GaP layer, a process that also ultima
increases the concentration of deep centers.
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Structurally disordered films made from alloys of the S52k/e@2~Ef2Ev!/kT2g/k1Av#, ~5!
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system Ge–Te have lately found applications as mem
elements.1,2 The short-range order structure and physi
properties ofa-GeTe films have been well studied to date.3–8

Their short-range order is described by the model of a te
hedral environment of atoms with coordination 4~Ge! and
2~Te!. Films of a-GeTe are semiconductors of the lone-p
type, the majority carriers are holes, the width of the opti
gap is 0.7–0.8 eV, and the thermal activation energy of c
duction is 0.3–0.4 eV. The structure and physical proper
of a-GeTe films are sensitive to additives of Bi2Te3, Bi, Y,
Gd, Tb and also tog irradiation.9–10

Here we report new experimental results on the d
conductivity and thermoelectric power~Seebeck coefficient!
of a-GeTe films exposed tog rays at doses of 102–106 Gy,
and we discuss carrier transport mechanisms.

Amorphous GeTe films of thickness 0.3–1mm were pre-
pared by electron-beam deposition in a vacuum of 1026 torr
and by rf magnetron sputtering in an argon plasma. Copla
Al electrodes were first sprayed onto glass or quartz s
strates, and then thea-GeTe layers were deposited betwe
them atTr5293 K. These contacts provided a linear I–
curve at applied voltages up to6100 V. Some of the
samples wereg-irradiated in the cooled channel of a Co60

source at doses of 102–106 Gy. The measurements were pr
ceded by thermal cycling of the samples in the range
–350 K.

The temperature dependence of the dark conductivity
unirradiateda-GeTe films prepared by both methods~Fig. 1!
is typical of the conductivity at the mobility edgeEv in the
rangeT5140–350 K and corresponds to the relation

s5smin exp@2~Ef2Ev!/kT#, ~1!

whereEf is the energy of the Fermi level, andsmin is the
minimum metallic conductivity.

If Ef2Ev depends linearly on the temperature, it follow
from Ref. 11 that

Ef2Ev5~Ef2Ev!02gT ~2!

and, as a result,

s5s0 exp~DEs /kT!, ~3!

whereDEs5(Ef2Ev)0 is the temperature-independent a
tivation energy, and

s05smin exp~g/k! ~4!

is a pre-exponential factor.
The thermopower of the unirradiateda-GeTe films~Fig.

2 is described by the relation
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whereg is the temperature coefficient of the activation e
ergy; as in Eq.~2!, Av is a parameter that depends on t
carrier scattering mechanisms~according to Ref. 11,
Av51 –3!.

The values obtained for the thermal activation energ
of conduction from the slopes of the logs5(103/T) and
S5 f (103/T) curves agree~see Table I!. The parameterg
determined from thermopower measurements is equa
2.2531024eV21K, which gives exp(g/k)514. It then fol-
lows from relation~4! that smin5115 S/cm. Using the rela
tion

smin50.026e2/aEh, ~6!

FIG. 1. Electrical conductivity ofa-GeTe films versus temperature befo
and afterg irradiation.1! D50; 2! D5104 Gy; 3! D5106 Gy.
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wheree is the electron charge,aE is the damping paramete
of the wave function, andh is Planck’s constant, we find
aE54 Å. Mott’s equation11 for aE has the form

aE /a5@Nv~Em!/Nv~Ev!#, ~7!

where Nv(Ev) is the density of states at the levelEv ,
Nv(Em) is the density of states in the middle of the valen
band, anda is the interatomic distance.

Assuming the valuesNv(Em)51021eV21cm23 and
a52.5 Å, we obtainNv(Ev)52.431020eV21cm23.

At an exposure doseD5102 Gy the temperature curve
of s andSdo not exhibit any changes. AtD5104 Gy, in the
rangeT,250 K they deviate from linear and are no long
described by a single conduction activation energy~Figs. 1
and 2!. It is evident from the inset to Fig. 1 that for a
exposure doseD5106 Gy at low temperatures a linear tem
perature dependence is observed in Mott coordinates, an
high temperatures it exhibits the same variation as in sam
irradiated toD5104 Gy. The thermopower of the films~Fig.

FIG. 2. Thermopower ofa-GeTe films versus temperature before and af
g irradiation.1! D50; 2! D5104 Gy; 3! D5106 Gy.

TABLE I. Values of the pre-exponential factors (s01) and thermal activa-
tion energies of conduction (DEs andDEs) for g-irradiateda-GeTe films.

Exposure
dose, Gy

T.250 K T,250 K

s0i ,
S/cm DEs , eV DEs , eV

s0i ,
S/cm DEs , eV DEs , eV

02102 1600 0.36 0.36 1600 0.36 0.36
104 800 0.32 0.30 5 0.22 0.18
106 200 0.20 0.15 2 2 2
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at
es

not described by a single conduction activation energy in
investigated temperature range.

The parameters characterizing the electrical conducti
and thermopower of the unirradiated and irradiateda-GeTe
films are given in Table I.

We know2,11 that the changes in the conductivities
glassy and amorphous semiconductors after irradiation
be attributed to radiation-induced defect formation. Acco
ing to the models of Matt and Davis11 and Kastneret al.,12 a
narrow band of localized states exists near the Fermi leve
the band gap of an amorphous semiconductor. The origi
this band is associated with various~intrinsic! defects of the
substance. Owing to the formation of radiation defects,
conductivity of amorphous layers can change only wh
their concentration becomes commensurate with~or exceeds!
that of the existing intrinsic defects.

An analysis of the results shows that the total conduc
ity of a-GeTe samples irradiated to a dose of 104 Gy is the
sum of two components:

s5sv1sb , ~8!

where sv5s01 exp@2(Ef2Ev)/kT# is the conductivity via
extended states,sb5s02 exp@2(Ef2Eb1W)/kT# is the con-
ductivity at the levelEb in the tail of localized states of the
valence band, andW is the polaron term.

The thermopower is described as the sum of t
conductivity-weighted terms:

S5~sv /s!Sv1~sb /s!Sb , ~9!

where

Sv52k/e@2~Ef2Ev!/kT1Av#, ~10!

Sb52k/e@2~Ef2Eb!/kT1Ab#. ~11!

For samples irradiated to a dose of 106 Gy, at low tempera-
tures we observe a hopping conduction mechanism am
localized states near the Fermi level, and at high temp
tures conduction takes place by carrier transport to the le
Eb . The total conductivity of these samples can be written
the form

s tot5s02 exp@2~Ef2Eb1W!/kT1s03 exp~B/T21/4!#.
~12!

Invoking the expressions11

B51.66@a3/k~Nf !#, ~13!

R531/4@2paN~Ef !kT#21/4 ~14!

and assuming, as in Ref. 9, that the reciprocal of the damp
parameter of the wave functiona2150.8 nm, we find that
the calculated radiation-induced density of localized state
the Fermi level isN(Ef)52.631018eV21cm23, and the car-
rier hopping length isR590 Å. The thermopower is also
described by expressions analogous to~9!–~11!.

For a-GeTe films irradiated to a dose of 104 Gy, better
agreement between the calculated~using the given models!
values and the experimental data is observed
Ef2Eb50.17 eV andW50.04 eV. This fact suggests tha
whena-GeTe is irradiated to 104 Gy, the tail of the valence

r
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band acquires a diffuse level of defects, which governs
hopping transport mechanism in the low-temperature ran
At low temperatures an increase of the exposure dose to6

Gy is accompanied by transition to a hopping transp
mechanism controlled by a defect levelEd situated 0.1 eV
below the levelEf . Hopping transport via the defect levelEb

is observed at high temperatures. In Fig. 3 we show the
responding energy diagram of localized levels induced bg
irradiation in the band gap ofa-GeTe films in~the width of
the optical gap is taken from data in Refs. 7 and 10!.

We also note that the influence ofg irradiation produces
major changes in the dark-conduction mechanism ofa-GeTe

FIG. 3. Energy diagram of states belowEf for g-irradiateda-GeTe films.
1037 Tech. Phys. 42 (9), September 1997
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pared; these changes are irreversible, because therma
cling of the samples in the investigated temperature ra
does not produce any changes in the behavior of the kin
parameters of the irradiated samples. We assume tha
observed changes in the conduction mechanism ofa-GeTe is
caused mainly by the formation of radiation defects, wh
we denote, in accordance with Ref. 12, as element
C1

2~Te! and T3
2~Ge!, along with complexes of the type

T3
2~Ge!–C1

2~Te!. In view of data13 on the relative molar
energies of the chemical bonds in the system Ge–Te,
entirely possible that the degree of destruction of cert
bonds will depend on the absorption of energy from the
cident radiation, creating a definite energy spectrum of loc
ized states in the band gap of the condensates.
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Structure and nonlinear optical properties of zinc selenide films

, as
A. V. Khomchenko

Institute of Applied Optics, Academy of Sciences of Belarus, 212793 Mogilev, Belarus
~Submitted March 19, 1996!
Zh. Tekh. Fiz.67, 60–63~September 1997!

The linear and nonlinear properties of polycrystalline zinc selenide films are investigated as a
function of their deposition conditions. It is shown that the complex nonlinear refractive
index correlates with the crystallite dimensions in the deposited film. This correlation suggests
the localization of electrons in surface states of the crystallites as a possible mechanism
of optical nonlinearity in zinc selenide films excited in the transparency band at a wavelength of
633 nm. © 1997 American Institute of Physics.@S1063-7842~97!01209-9#
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The preparation and investigation of the properties
zinc selenide~ZnSe! thin films are intriguing by virtue of the
potential of this material for the efficient nonlinear conve
sion of optical signals in information processors.1 Optical
nonlinearity in polycrystalline semiconductor films is usua
observed when the films are excited in or at the edge of
strong absorption region. In a number of cases, howe
appreciable light-induced changes are observed2 in the opti-
cal properties of semiconductor thin-film structures exci
by 633-nm radiation with a power density;1 W/cm2. Since
the emergence of nonlinear properties in polycrystall
films is linked to their structural characteristics,1 it is impor-
tant in this regard to investigate the optical nonlinearity a
function of the structure and degree of crystallinity of t
deposited films.

EXPERIMENTAL PROCEDURE AND RESULTS

Here we give the results of an investigation of the opti
properties and structure of zinc selenide films prepared b
sputtering of a polycrystalline ZnSe target. Films having
thickness up to 1mm on substrates of K8 optical glass, fus
quartz, and leucosapphire@a-Al2O3, ~0001! plane# were
grown at substrate temperatures ranging from 350 K to
K in an argon atmosphere at a pressure of 0.01–0.03 Pa.
rate of deposition was calculated from the measured th
nessd(dd510 nm!.

For a given type of substrate, its temperature and
deposition rate are the main parameters governing the p
erties of the film. The dependence of the film deposition r
V on the substrate temperatureT is represented by curve1 in
Fig. 1 ~fused quartz substrate!. The curve is typical of the
growth of films of II–VI compounds in a quasi-close
volume.3 The decrease in the deposition rate of the films
the range of substrate temperatures below 460 K can be
tributed to an increase in the desorption flux from the s
strate surface, and the increase in the deposition rate at
strate temperatures aboveTk5460 K is accompanied by a
increase in the surface diffusion coefficient of the depos
components, which causes the film deposition rate
increase.3 Consequently, the minimum of this curve is th
result of two opposing processes, viz., the escalation of

1038 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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the substrate temperature rises, which govern the structu
the deposited film.

The crystal structure of the films has been analyzed
means of an x-ray diffractometer with a waveleng
l51.54178 Å. A typical diffraction spectrum of ZnSe film
is shown in Fig. 2a. Diffraction patterns of films deposited
various substrate temperatures are shown in Fig. 2b.
films are polycrystalline, and in every case the crystalli
have a cubic structure oriented predominantly with~022!
parallel to the substrate. No other structures have been
served in identifying the diffraction patterns.

The optical transmittance was measured by means
spectrophotometer in the wavelength range 300–1000
The results for films deposited at various substrate temp
tures with allowance for reflection and interference effe
are shown in Fig. 3.

All the films are characterized by substantial variation
the absorption near;450 nm, which can be interpreted a
the fundamental absorption edge. The presence of step
the absorption-versus-wavelength curves is associated
size effects due to the polycrystalline structure of the film1

The film refractive indexn and the absorption coefficien
k at a wavelength of 633 nm were determined by a wa
guide technique.4 The dependence ofn on the substrate tem
peratureT is represented by curve2 in Fig. 1. The absorption
coefficientk fluctuated very little for different films and ha
values from 231024 to 1023. The nonlinear optical constan

FIG. 1. Film deposition rate~1!, refractive index~2!, and nonlinear optical
constantn2 ~3! versus the substrate temperature.

1038038-03$10.00 © 1997 American Institute of Physics
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n2 and the nonlinear absorption coefficientk2 were deter-
mined by a procedure described in Ref. 2, i.e., from
variation of the intensity distribution in the Fourier spectru
of a light beam reflected from the film as the power of t
incident beam was varied under self-excitation conditions
a radiation wavelength of 633 nm. The dependence of
nonlinear constantn2 of the film on its deposition tempera
ture is represented by curve3 in Fig. 1. The value of the
nonlinear coefficientk2 varies from 1025 to 631027 ~light-
induced transmission enhancement of the film is observ!
and is also a maximum for films grown atT5460 K. The
power density of the sensing beam does not exceed 10
cm2 (l5633 nm!. The thermal nonlinearity estimated in a
cordance with Ref. 2 is negligible in this case.

DISCUSSION OF THE RESULTS

Our investigations of the film properties have shown t
at deposition rates above 5.0 nm/min the films have a
refractive index and a diffuse fundamental absorption e
in the absorption spectra, which is shifted toward the lo
wavelength end of the spectrum. This characteristic is pr
ably attributable to imperfections of the film and a high co
centration of defects due to a departure of the depos
material from stoichiometric composition as the growth r
increases. At deposition rates below 5.0 nm/min the refr

FIG. 2. X-ray diffraction patterns of films deposited on a quartz glass s
strate at various temperatures. a: 440 K. b:1! 410 K; 2! 460 K; 3! 520 K.
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tive index of the films is close to the index of single-crys
ZnSe~2.52–2.58; Ref. 5!. The absorption rises steeply in th
spectrum near;450 nm. Data from an x-ray structura
analysis are indicative of the deposition of an oriented z
selenide film. The film parameters~refractive index, width of
the band gap, and structure! scarcely change at depositio
rates below 4 nm/min. Judging from the quality of the film
and the technological amenability of their deposition, we c
regard deposition rates of 4.5–4.0 nm/min as optimal. All
measurement results discussed below have been obtaine
films prepared at this deposition rate.

The minimum of the refractive index as a function of th
substrate temperature~curve 2 in Fig. 1! and the observed
high-frequency shift of the fundamental absorption edge
the absorption edge of films grown atT5460 K ~Fig. 3a! are
possible evidence of the growth of finely disperse crystalli
in the film. Here the film material has a refractive index
2.47, and the diffraction patterns exhibit a broad peak at 4
which is characteristic of zinc selenide and corresponds
~022! orientation.

Yodo et al.6 have also noted significant degradation
the quality of ZnSe films grown at temperatures below 470
in an investigation of the properties of films deposited

-FIG. 3. Absorption spectra of films deposited at various temperatures
fused quartz substrate~a! and on different substrates at 440 K~b!; film
thickness;0.25mm. a:1! 410 K; 2! 460 K; 3! 520 K. b:1! Fused quartz;
2! K8 glass;3! sapphire.
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authors mention a considerable improvement in the qua
of the layers as the growth temperature is lowered. In
present study, on the other hand, we have observed an
provement in the crystal quality of a film on a substrate o
dissimilar material at substrate temperatures below 460 K
growth temperature;460 K can be called critical from the
standpoint of film quality. It is interesting to note that film
obtained at growth temperatures of 410 K have a better c
tal quality than films grown above 470 K. This statement
supported by x-ray structural analysis data~Fig. 2!.

The properties of films deposited on substrates mad
different materials differ considerably. For example, as
substrate is changed in the order sapphire–K8 glass–f
quartz, the lattice constant estimated from x-ray spectra
creases from 5.71 Å to 5.66 Å, a high-frequency shift of t
fundamental absorption edge is observed in the absorp
spectra~Fig. 3b!, and the refractive index of the film varie
over the interval 2.51–2.48 (T5440 K!. These differences
are not as pronounced for thicker films. The reason for thi
not altogether clear. However, we are inclined to agree w
Kalishkin et al.3 in their hypothesis that the influence of th
substrate subsides when the thickness of the layers exc
certain values, and one can expect a transition to the gro
of films with a thermodynamically stable cubic modificatio
This fact can be exploited to produce oriented films on va
ous substrates at energetically more favorable low temp
tures.

Films grown under critical conditions, i.e., films depo
ited on a fused quartz substrate at a substrate temper
;460 K, show the greatest promise in relation to study
the nonlinear optical properties. Since the nonlinear opt
properties of polycrystalline films are related to size effe
due to the influence of the grain boundaries,1 we have at-
tempted to estimate the dimensions of the crystallites in
films. They are estimated by two methods, which give su
ciently well-correlated results. The grain diameter is det
mined from the broadening of the x-ray lines7 and varies
from 19 nm to 7 nm as the substrate temperature varies in
investigated range. Here the minimum grain diameter
found for films obtained at a substrate temperature of 460
On the other hand, the size of the crystallites can be e
mated from the blue shift of the fundamental absorpt
edge. Such estimates have been made using the effec
mass approach8 with allowance for the influence of the var
ance of the crystallite dimensions.9 The width of the band
gap is calculated from the absorption spectra on the assu
1040 Tech. Phys. 42 (9), September 1997
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given model is not entirely correct for our case — it does n
altogether adequately represent the synthesized structure
and although these calculations are approximate in nat
the crystallites are found to have dimensions;12–7 nm,
which are close to the data of x-ray structural measureme
The minimum grain diameter is obtained for films prepar
at the critical temperature. A decrease in the crystallite
mensions leads to an increase in the density of surface s
in the bulk of the film, and this causes the complex nonlin
constant to increase.

CONCLUSION

We have prepared oriented, polycrystalline zinc selen
films on an amorphous substrate and in the process h
discovered the existence of a critical temperature from
standpoint of the quality of the deposited film.

We have investigated the behavior of the linear and n
linear properties of the films as their deposition conditio
are varied. We have shown that the complex nonlinear c
stant correlates with the dimensions of the crystallites in
deposited film. This correlation suggests that the localizat
of electrons in surface states of the crystallites can be vie
as a possible mechanism of optical nonlinearity in zinc
lenide films excited in the transparency band for radiat
with a wavelength of 633 nm.

The author is grateful to A. I. Vo�tenkov and A. S. Bor-
bitski� for a profitable discussion of the results.
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Growth of periodic Hg 12xMnxTe structures by liquid-phase epitaxy
S. V. Kletski 

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252028 Kiev, Ukraine
~Submitted January 30, 1996; resubmitted May 28, 1996!
Zh. Tekh. Fiz.67, 64–67~September 1997!

A procedure for the calculation of phase equilibria in the tellurium corner of the phase diagram
of the ternary system Mn–Hg–Te is described within the framework of the model of
regular associated solutions. The initial concentrations of the nonstoichiometric fluxed melts and
the temperature regimes of their cooling for the controlled liquid-phase epitaxial growth of
inhomogeneous Hg12xMnxTe structures with prescribed modulation of the composition along their
thickness are determined by numerical solution of a nonlinear inverse Stefan problem.
© 1997 American Institute of Physics.@S1063-7842~97!01309-3#
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mining the temperature and concentration conditions for
growth of Hg12xCdxTe epitaxial layers with a specified com
position profile. To calculate the phase equilibria in the t
nary system Cd–Hg–Te, we used the quasi-binary CdT
HgTe tie line of the state diagram of this substance,
approach that enabled us to describe the crystallization o
ternary alloy by means of a relatively simple Stefan diffusi
problem consisting of one diffusion equation in the liqu
phase and appropriate boundary conditions on the mo
and stationary boundaries. The determination of all the
knowns characterizing the moving phase interface was
duced to the numerical solution of a single transcende
equation representing a finite-difference analog of the Ste
condition of equal diffusion fluxes.

The description of the phase equilibria in the terna
system Mn–Hg–Te poses a far more complex problem2–4

and does not allow the approach of Ref. 1 to be transfe
formally to the case of liquid-phase epitaxy from a nons
ichiometric ~Hg12zMnz)12yTey melt. The low accuracy of
some experimental procedures~above all, differential ther-
mal analysis!, the existence of metastable states of the m
the strong diffusion of cadmium from the substrates at
growth temperatures, and other factors severely compo
the difficulty of plotting an accurate phase diagram of t
substance. Inhomogeneous Hg12xMnxTe films suitable for
the fabrication of infrared photodetectors are usually gro
by liquid-phase epitaxy from a fluxed melt with a low ma
ganese content and a high tellurium content. It has b
shown previously2 that the model of regular associated so
tions is applicable to this range of compositions. The so
phase is regarded as a simple regular solution of
pseudocomponents HgTe and MnTe, and the liquid ph
~Hg12zMnz)12yTey is regarded as a completely associa
solution. The phase equilibrium equations for the telluriu
corner of the Mn–Hg–Te state diagram is then convenie
written in the form

x5
z~12y!

y

3expF2
W~12x2!2DS1~T12T!1b02b1x

RT G , ~1!
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DS22a11R lnF y~12x!

~12y!~12z!G
Here T is the absolute temperature,DSi and Ti are the en-
tropies and melting points of the binary compoun
( i 5HgTe,MnTe!, R is the universal gas constant, anda i ,
b i , andW are adjustable parameters. The parametersa0 and
a i are used to renormalize the entropy and the melting p
of the binary alloy HgTe,b0 andb i serve a similar purpose
for the alloy MnTe, and the interaction parameterW of the
components in the solid phase is chosen to match the ca
lated and experimental data along the liquidus and soli
curves (0,x,0.1) for the quasi-binary HgTe–MnTe ti
line. The numerical values of all quantities in the phase eq
librium equation are given in Table I. The details of th
procedure for determining these values and, in general,
procedure for calculating the phase equilibria in the giv
system are described in Ref. 2 and in the literature ci
therein.

The system of transcendental equations~1! and ~2! are
amenable only to numerical solution, for example, by t
Gauss–Seidel method. However, the thermodynamic the
of phase equilibria is inadequate for calculations of transi
processes of liquid-phase epitaxy of inhomogeneous s
solutions. The growth of the epitaxial layer is determined
the diffusion influx of the components toward the movin
phase interface from the volume of the fluxed melt and
the temperature variation of the growth system. As a rule,
temperature distribution in liquid-phase epitaxy is sm
enough that it can disregarded. The controlling time variat
of the temperatureT(t) to ensure the production of inhomo
geneous structures with the required composition-thickn
profile x(r ) can then be determined by the numerical so
tion of two parabolic equations describing the diffusion
manganese and mercury in the liquid phase:

]ci

]t
5Di

]2ci

]r 2
, t.0, h~ t !,r ,H, i 5Mn,Hg, ~3!

subject to the initial conditions

h~ t !50, T~ t !5T0 , ci~r ,t !5ci
0 , t50, ~4!

1041041-03$10.00 © 1997 American Institute of Physics



Stefan-type con

TABLE I. Thermodynamic parameters for calculating phase equilibria in the system Hg–Mn–Te.
System Compound DSi , Ti ,K W, a0, a1, b0, b1,
J/mole•K J/mole J/mole J/mole•K J/mole J/mole

Hg–Te HgTe 38.5 943 – 1633 3.3 – –
Mn–Te MnTe 41.9 1430 – – – 28890 51920
HgTe–MnTe – – 14236 – – – –
ditions at the moving interface:
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ase
ing

all
is
and

is
of

the
ual
ad-
tion

e
for
of
of

ex-

nu-
lf

nd

ired
is
ter-
ase

ro-

ial
Di

]ci

]r
5~ci

s2ci !
]h

]t
, t.0, r 5h~ t !, ~5!

and the condition of zero diffusion flux at the second, fix
boundary:

]ci

]r
50, t.0, r 5H. ~6!

Herec15z(12y) andc25(12z)(12y) are the concentra
tions of manganese and mercury in the liquid phase, res
tively, c1

s50.5x andc2
s50.5(12x) are the same in the soli

phase,r is the coordinate,t is the time,h(t) is the instanta-
neous coordinate of the moving phase interface,D is the
diffusion coefficient in the liquid phase (DHg51.531025

cm2/s, DMn51.1531025 cm2/s!, andH is the initial thick-
ness of the liquid-phase layer (H50.1 cm!. The equilibrium
values ofci

s andci at the crystallization front are related t
the instantaneous temperature by the phase diagram e
tions ~1! and ~2!.

In the direct Stefan problemT(t) is given, and the un-
knowns arex,y,z, andh(t). In the inverse problem the re
quired composition profilex(r ) of the growing solid phase is
given, and the unknowns arey,z,h(t), andT(t). The direct
and inverse problems with the same set of remaining par
eters are related in such a way that the initial data for
problem are the results of solving the other problem.

A special modification of the general forward/backwa
elimination method has been developed for the numer
solution of problem~1!–~6!; the main distinguishing featur
of this modification is the technique used to determine all
unknowns associated with the moving phase interface.
lowing Ref. 5, the ‘‘best’’ finite-difference scheme~implicit,
monotonic, conservative schemes with second-order a
racy in the coordinate and first-order accuracy in time! are
constructed by global interpolation for the solution of equ
tions of the type~3! on a nonequilibrium Eulerian grid
v5$t5 j •dt,r f

j 115h,r f 11
j 11 ,r f 12

j 11 , . . . ,r n
j 115H%. The dis-

crete analogs of the Stefan conditions at the moving interf
are written in the form~we drop the superscriptj 11)

D1

a f
1z~12y!1b f

12z~12y!

Dr f
5@0.5x2z~12y!#V,

D2

a f
2~12z!~12y!1b f

22~12z!~12y!

Dr f

5@0.5~12x!2~12z!~12y!#V,

whereDr f5r f 112r f , V5(hf
j 112hf

j )/dt, anda andb are
adjustable coefficients.5
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z~12y!5a1x1b1 , ~7!

~12z!~12y!5a2x1b2 , ~8!

where

a15
0.5V~Dr f /D1!

a f
1211V~Dr f /D1!

, b152
b f

1

a f
1211V~Dr f /D1!

,

a252
0.5V~Dr f /D2!

a f
2211V~Dr f /D2!

, b25
0.5V~Dr f /D2!2b f

2

a f
1211V~Dr f /D2!

.

All the unknown parameters associated with the ph
interface can be determined in each time step by solv
numerically the system of transcendental equations~1!, ~2!,
~7!, and ~8! by the Gauss–Seidel method, where for sm
values ofdt a physically reasonable initial approximation
known from the preceding time step. When the space
time intervals are properly chosen, the indicated system
well-posed, and its solution does not require any kind
regularization algorithms. The concentration profiles at
remaining nodes of the grid are calculated from the us
backward sweep of the left elimination process. The
vancement of the phase front leads to successive diminu
of the total number of nodesN5n2 f and variation of the
coordinate stepDr f5r f 112r f . Consequently, in each tim
step a search is executed within prescribed error limits
the required set of parameters, including the composition
the growing solid phase, as a function of the coordinate
the phase interface.

The method has been tested on a series of control
amples. For example, at small times we haveh(t);At, and
the error of the solution is estimated by comparing the
merical results with the known self-similar solution for a ha
space; at large timesh(t)>H, and grids with a multiple
number of nodes are used~Runge principle5!. In each time
step the total quantity of each component in the liquid a
solid phases is monitored:

M ~ t !5E
0

h~ t !
cs~r !dr1E

h~ t !

H

cl~r !dr5const. ~9!

Once the inverse problem has been solved and the requ
dependenceT(t) has been determined, the direct problem
solved using this dependence as a known quantity for de
mining the concentrations of all components at the ph
interface. In every case the composition profilex(r ) calcu-
lated in the direct problem coincides with the specified p
file x* (r ) within the computational error limits.

The temperature–concentration regimes of epitax
growth of inhomogeneous Hg12xMnxTe layers with linear

1042S. V. Kletski 
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FIG. 1. Time variation of the tem-
perature~a! to ensure the growth of a
an epitaxial Hg12xMnxTe layer with
prescribed modulation of the compo
sition ~b!, y50.8. 1,4! x50.17,
z50.045, T5497 °C; 2! x50.13,
z50.037, T5488 °C; 3! x50.076,
z50.025,T5478 °C.
composition profiles have been determined previously. Fig-
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ure 1a shows the temperature curvesTi(t) ensuring the
growth of epitaxial layers with a thickness profile of th
composition in the form

x~r !5A sin~vr !1Br1C, ~10!

whereA,B,C, andv are given constants.
These composition profiles with the corresponding cu

numbers are shown in Fig. 1b. The small initial segments
these curves are associated with the need to create a ce
supersaturation of the growth solution to prevent the epit
ial layer from dissolving as the temperature periodically
creases. It is seen at once that the temperature curvesTi(t) in
Fig. 1a are deformed by the analogs of the concentra
profiles ~Fig. 1b!. The growth of regions of the epitaxia
layer with high values of the concentrationx(r ) is accompa-
nied by a decrease in the subcooling temperature differe
while the growth of zones with low values ofx(r ) is accom-
panied by increased subcooling. This process leads to
traction of the lower parts of theTi(t) curves and elongation
of the upper parts. The gradual manganese and mercury
richment of the liquid phase has the effect of increasing
time intervals between successive maximum of the temp
ture curves. Notice that this behavior is not observed
curves of the type4, because the enrichment of the melt
this case is offset by a gradual transition into the lo
1043 Tech. Phys. 42 (9), September 1997
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crease in the total growth time of layer3 in comparison with
layers1 and2. These results, of course, are in no way su
mitted as an exhaustive description of the problem,
merely to demonstrate the possibilities of the approach.

In summary, the mathematical modeling of liquid-pha
epitaxy of the semimagnetic semiconductor Hg12xMnxTe
provides a means for determining the initial compositions
the growth solutions, their required degree of supersatu
tion, and the law specifying the time variation of the tem
perature of the growth cell in order to grow inhomogeneo
structures with specified modulation of the composition. T
given approach is easily generalized to the growth of sin
crystals and to the liquid-phase epitaxy and liquid-pha
electroepitaxy of other multicomponent systems.
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Thermal and Auger processes in p –n junctions based on GaInAs/InAs and InAsSbP/

InAs heterostructures

G. A. Sukach, P. F. Oleksenko, A. B. Bogoslovskaya, Yu. Yu. Bilinets,†)

and V. N. Kabatsi 

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252650 Kiev, Ukraine
~Submitted April 9, 1996!
Zh. Tekh. Fiz.67, 68–71~September 1997!

A study is made of the excess-energy relaxation processes and the mechanisms responsible for
overheating of the active zone of infrared emitters made from nonisoperiodic structures
with stressed InGaAs layers and from nearly isoperiodic InAsSbP structures and emitting in the
wavelength rangel52.5–5.0mm are investigated. The relationship between the overheat
DT of the active zone of the structure and Auger processes is established for In12xGaxAs infrared
emitters. It is shown that the efficiency of Auger recombination decreases asx increases in
the interval 0–0.09, promoting a sharp reduction inDT. At x.0.09 the efficiency of CHHS Auger
processes decreases exponentially, but an increase in the density of dislocations due to the
appreciable value (;6.9%) of the lattice mismatch parameter causesDT to increase, but slowly.
© 1997 American Institute of Physics.@S1063-7842~97!01409-8#
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The development and investigation of semiconductor
frared emitters operating in the wavelength ran
l52.5–5.0mm, which spans the absorption bands of m
industrial ~noxious, toxic, and explosive! gases, unquestion
ably poses a timely problem.

The occurrence of severe current overheating has b
established experimentally1,2 in single and double hetero
structures made from isoperiodic InGaAsSb/InSb co
pounds emitting in the rangel51.7–2.4mm. This phenom-
enon naturally produces unwanted changes in the radia
threshold, and other characteristics of devices. The aut
have also analyzed the interrelationship between recomb
tion processes~including Auger recombination! and thermal
processes, along with the role of energy barriers in the la

Similar research has not been performed on exc
energy relaxation processes and optimization of the o
heating temperatures of the active zone of IR emitters ut
ing nonisoperiodic compounds with stressed InGaAs/In
layers and almost-isoperiodic emitters with unstres
InAsSbP/InAs layers operating in the rangel52.5–5.0mm.

SAMPLES AND EXPERIMENTAL RESULTS

We have investigated nonisoperiodic heterostructu
with stressed layers made from In12xGaxAs (0.02,x,0.25)
and emitting in the rangel52.5–3.6mm, and also struc-
tures made from InAs12x2ySbxPy (x50.07–0.12,
y50 –0.1),l53.8–5.0mm. Layers withy⇒0 were grown
to decrease the width of the band gapEg and to obtain un-
stressed structures nearly isoperiodic with the InAs s
strates.

Layers of n-InGaAs andn-InAsSbP on~111!-oriented
n-InAs substrates were grown in a hydrogen flow fro
fluxed melts containing In and Ga with weighed portions
InAs ~InGaAs! and containing In and Sb with weighed po
tions of InAs and InP~InAsSbP!; p-type layers were ob-
tained by introducing elements Mn and Zn into the melt. T
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n0;3 – 5310 cm ~due to the excess of In and Ga!, in the
p-regionp0;931016–431017cm23, and in the InAsSbP the
carrier densities were approximately an order of magnitu
lower. The upperp layer had a thickness in the range 8–1
mm. The investigated emitters had an area of 8003800 mm
with a point contact on the emitting surface~the contact area
comprised;20% of the area of the emitting surface! and a
full-coverage Ohmic contact on the back surface. The Oh
contact was formed by bonding an In–Mn–Au compound
the p-InGaAs and thep-InAsSbP, and an In–Sn–Au com
pound to then-InAs. In the InGaAs IR emitters the outpu
radiation exited through the upperp-type epitaxial layer, and
for the InAsSbP compounds it exited through the substra

Figure 1 shows the dependence of the overheat of
active zone of the diodeDT5Tp–n2Tamb (Tp–n is the tem-
perature of thep–n junction, andTamb is the ambient tem-
perature! on the amplitude of the sinusoidal current, dete
mined by a procedure described in Refs. 3 and 1.
characteristic feature of the experimental curves is th
grouping into two series: curve1 for InAsSbP heterostruc
tures and curves2–4 for In12xGaxAs heterostructures with
various concentrationsx. Each of the last three curves can b
partitioned into two segmentsDT;I k, depending on the cur
rent and type of heterostructure. In the first segment (I ,50
mA! the exponentk50.71 for all types of heterostructures
in the second segment (I .50 mA! k50.78–0.83. The maxi-
mum exponent occurs for In12xGaxAs heterostructures with
x50.026, and the minimum forx50.09.

DISCUSSION OF THE EXPERIMENTAL RESULTS

We analyze the difference in theDT5 f (I ) curves for
p-In12xGaxAs heterostructures with different concentratio
x, drawing on processes in narrow-gap materials with a h
majority carrier density in the active zone ofp–n junction IR
emitters.

1044044-04$10.00 © 1997 American Institute of Physics
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First of all, we note that the effective currentI /A2 must
be used in estimating the thermal effect of the sinuso
current and to calculate the slopek. The inclusion of this
factor brings the slopes of theDT(I ) curves in the presen
study close to those in Ref. 2. The equal slopes of
DT5 f (I ) curves atI ,50 mA ~taking into account the ther
mal effect of the current,I eff,35 mA! for all three
In12xGaxAs structures indicates that they have the sa
mechanism of relaxation of the excess energy. The hea
mechanism operates as follows2: At low to moderate currents
the temperature of the electron gasTe , whose steady-stat
value is established by electron–electron and electron–
interaction, scarcely differs from the lattice temperatu
Tp5Tp–n ~only lattice heating of the active zone due to the
mal expansion of the lattice constant is encountered here
contribution of this mechanism does not exceed 25%!. At
I .50 mA the steady-state temperature of the electron
exceeds the lattice temperature~the relaxation time to this
temperature is;10214–1013 s!. The excess energy of th
electron gas is transferred to the lattice both by interac
with optical phonons~initially with those having a long
wavelength and eventually with all of them! and by the in-
teraction of nonequilibrium and nonequilibrium phonons.
this current range theDT5 f (I ) curves are observed to hav
different slopes for different In12xGaxAs compositions.

The difference in the slopesk for In12xGaxAs structures
with different concentrationsx at I .50 mA is conducive to
changes both in the energy dissipation mechanism~interac-
tion of carriers with all excited optical and acoustic
phonons and phonon–phonon interaction, which causes
ergy to be transferred from the electronic system to the
tice! and in the recombination mechanism~increasing value
of t r) and variation of the relation between the monomole
lar mechanism of nonradiative recombination and high
order mechanisms!.

Competition between radiative and Auger processe4–5

is known to provide a definite contribution to recombinati

FIG. 1. Overheat of the active zone of IR emitters versus amplitude of
sinusoidal current atT5298 K. 1! InAsSbP emitter,lmax54.31mm; 2–4!
In12xGaxAs: 2! x50.09;3! 0.17;4! 0.026.
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processes in In12xGaxAs compounds in the temperature in
terval 200–400 K. The contributions are comparable
T;130–160 K.

The behavior of the temperaturedT(x) due to the con-
tribution of only Auger and other recombination processe
shown in Fig. 2 as determined from the difference in t
overheats of the active zone of emitters with various val
of x in the interval 0–0.22 and withx50.09~minimumDT).
It is evident that at maximum amplitude of the sinusoid
current (I .300 mA! this differencedT does not exceed 10
K. It has been noted earlier4 that in the four-band Kane
model the classical Auger recombination channel of
CHHV type ~recombination of one electron and two hole
with the energy transferred to one of these holes in the s
band! in p-InAs materials and in similarly constitute
p-In12xGaxAs compounds does not play a significant ro
Here the principal mechanism of recombination of noneq
librium carriers atT.100 K is the CHHS Auger process
i.e., a process involving one electron and two holes, with o
of them ~the heavy hole2mh) ejected into the spin–orbi
split-off band~the rate of this process is;RAp0

2Dn, and its
time constant istA5RA

21p0
22 , whereRA is the rate of Auger

recombination by the CHHS mechanism!. Here the laws of
conservation of energy and momentum do not impose
restrictions on the energies of the recombining particles.

The values oft55 –55 ns determined in this study a
close to the interband Auger recombination times measu
experimentally~at 300 K! by techniques based on the ph
toconductivity and the photomagnetic effect,t55 –10 ns
~Ref. 6!, and calculated theoretically,t51145 ns~Ref. 5!,
for p-In0.94Ga0.06As layers with a carrier density
;(1 –2)31017cm23. For p-InAs andp-In12xGaxAs compo-
sitions withx⇒0 the efficiency of the Auger processes is
maximum, and the internal quantum yieldh1 is a minimum.
This situation is brought about by the proximity ofEg for
these materials to the spin–orbit splitting energyD. The lat-

eFIG. 2. Increment of the overheat of the active zone of IR emitters wit
specified composition of the In12xGaxAs solid solution above the overhea
for IR emitters with the optimum composition (x50.09) atT5298 K and
I 5300 mA.
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cence of such materials and to maximum overheating
structures based on them.2 According to Ref. 5, upon satis
faction of the condition

Eg2D

T
52

mh

mso
~1!

the Auger recombination coefficient is a maximum~since a
compromise is struck between the requirementEg2D⇒0
and the requirement of a high density of final states for
third charge carrier!, does not depend on the density of m
jority carriers~in the nondegenerate case!, and has the value
RA52.2310227 cm6/s. In Eq. ~1! mh50.41–0.42m0 and
mso50.14m0 ~Ref. 5! are the effective masses of the hea
hole in the spin–orbit split-off band and of the light hol
respectively, andm0 is the electron mass.

As x is varied in the interval 0–0.09, the efficiency of th
nonradiative CHHS Auger recombination channel decrea
because the differenceEg2D increases (Eg2D540 meV at
x50.082 on account of the increase inx, whereEg changes
by 40 meV, whereasD changes only by 0.2 meV; Ref. 4!.
The indicated disparity naturally has the effect of increas
the recombination flux through the alternative emitting ch
nel and of decreasingDT ~see Fig. 2, and also Fig. 1, whe
DT is a minimum forx50.09); this result correlates with
the sharp increase of the radiation power in the active z
of p-InGaAs asEg2D varies in the interval 30–45 meV
@at T577 K (x50.082) it is 20 times the value forp-InAs;
Ref. 4#.

With a further increase inx, even though the density o
final states (msoT)3/2 also increases, the probability of th
CHHS Auger process diminishes exponentially, beca
only carriers from the tail of the distribution function partic
pate in recombination, on account of the increase ofEg and,
in particular, of the differenceEg2D ~Refs. 7 and 5!. The
temperature differenceDT should decrease even more in th
case. In the given range of compositions, however, alte
tive nonradiative recombination channels are activated a
result of the abrupt increase in the density of inclined dis
cations due to the appreciable value (;6.9%) of the lattice
mismatch parameter. Viewed from the upper epitaxial la
of p-InGaAs, the dislocation density determined by count
etch pits is observed to increase asx increases, attaining
53106 cm22 at x50. In actual operation dislocations serv
as a source for the formation of a powerful, stable channe
nonradiative recombination, causingdT(x) to increase, in
the range of compositions where the probability of CHH
Auger processes falls off drastically. They can be Shockle
Read processes through deep levels in the bulk and inter
regions of the heterostructure due to the presence of disl
tions and their dislocation frames~with an average density o
point defects;531017 cm23) ~Ref. 8!, together with the
inclusion of other types of Auger recombination having
lower probability under ordinary conditions, for examp
classical CHCC and CHHV Auger processes, or of proces
of the type CHHL ~involving an electron and two heav
holes, one of which is ejected into the light-hole ban!,
where the probability of these processes increases agains
background of diminishing probability of CHHS Auger pro
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cesses in the presence of a large number of phonons
impurities, which remove the constraints imposed on
given processes by the momentum conservation law.9 This
tends to reduce botht andh i and, therefore, to increaseDT,
albeit slowly.

The emergence of these various types of nonradia
recombination in the thermal processes of IR emitters ba
on InGaAs/InAs and InAsSbP/InAs heterostructures is illu
trated in Fig. 3, which shows the dependence ofteff on the
density of majority carriers p0. Clearly, at
p0,331016 cm23 ~InAsSbP heterostructures! radiative re-
combination rather than Shockley–Read recombination c
tributes predominantly to the dependenceteff(p0) ~of course,
Shockley–Read nonradiative recombination does contrib
to dT). In the latter caseteff would be observed to be inde
pendent ofp0. For p0.931016 cm23 ~InGaAs heterostruc-
tures! the main contribution is from Auger processes. Th
fact is evinced by the closeness of the theoretical and exp
mental curves forteff , which exhibit the same quadratic be
havior. The decline of the experimental curve below the t
oretical can be attributed to the contribution of oth
recombination mechanisms~in particular, radiative and
Shockley–Read recombination! to the dependenceteff(p0).

CONCLUSIONS

1. We have investigated the overheating temperature
the active zones of IR diodes of various compositions ba
on In12xGaxAs (0.02,x,0.25), emitting in the wavelength
rangel52.5–3.6mm, and InAs12x2ySbxPy (x50.07–0.12,
y50 –0.1),l53.8–5.0mm.

2. We have established that in In12xGaxAs emitters the
main contribution to overheating of the active zone of stru
tures withx50 –0.09 is from CHHS Auger processes~in the
limit x→0 for I 5300 mA we havedT;10 K!; for struc-
tures withx.0.09 the overheating is due to Shockley–Re
recombination mechanisms acting through deep centers.

FIG. 3. Experimentally measured lifetime in the compoundsp-InAsSbP~1!
and p-InGaAs ~2! and theoretically calculated time of the CHHS Aug
process for InGasAs structures~3!. I 5120 mA,T5298 K.
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Multiple reflections in backscattering by a single scatterer near a perfectly reflecting

can
surface
F. M. Ismagilova and F. M. Ismagilov

Elabuga State Pedagogical Institute, 423630 Elabuga, Russia
~Submitted January 16, 1996!
Zh. Tekh. Fiz.67, 72–75~September 1997!

The scattering of a plane electromagnetic wave by a solitary scatterer randomly positioned near a
perfectly reflecting surface is investigated in the dipole approximation taking into account
infinite multiplicity of scattering. It is shown that the presence of multiply reflected waves
increases the ‘‘effective’’ polarizability of the particle and adds another component of the
dipole moment along the normal to the surface. As a result, the backscattering enhancement effect
becomes stronger, and the angle of incidence at which amplification of thep-polarized wave
vanishes becomes smaller. The influence of multiply scattered waves increases as the particle
approaches the boundary in this case. ©1997 American Institute of Physics.
@S1063-7842~97!01509-2#

The scattering by a system of randomly arrayed particlescontribute to the backscattering enhancement effect and
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is accompanied by the formation of coherent channels, wh
lead to the enhancement of backscattering.1–3 This phenom-
enon is observed even in scattering by a single particle
cated near an interface. The problem has been investiga4

in the example of scalar~acoustic! waves, where an estimat
has been obtained for the enhancement factor in scatte
above a perfectly reflecting surface. The vector nature
electromagnetic waves introduces new aspects into this
nomenon.

The scattering ofs-polarized light by slender rods~i.e.,
two-dimensional scattering! above a dielectric surface ha
been investigated.5,6 The enhancement factor forp-polarized
light is found to be suppressed as a result of the Brew
effect.7 Ismagilov8 has derived simple equations for th
backscattering enhancement factor in the three-dimensi
scattering of electromagnetic waves by a particle sufficien
far from an interface, when the average distance^r& from the
interface is much greater than the wavelengthl of the inci-
dent radiation:̂ r&@l. This condition enables us to disre
gard the influence of multiply reflected waves, i.e., wav
that are scattered by the particle, are incident on the in
face, are then reflected by the interface, and are once a
incident on the particle. As the particle is brought into clos
proximity with the interface, the influence of multiply re
flected waves increases significantly, altering the polariza
relations obtained for backscattering enhancement.8

Here we consider a point scattererS situated near the
interface of two media~Fig. 1!. A wave from the source0
arrives at the scattererS by two channels: 1! by the direct
path; 2! by reflection from the interface. There are two mo
channels18 and 28, by which the singly scattered field a
rives at the observation point08. When the positions of the
receiver and the source coincide (0508) the paths (128) and
(218) are identical, and the corresponding fields become
herent:u(128)5u(218) ~coherent Watson channels!. As a
result of statistical averaging over the scatterer positions,
foregoing situation leads to backscattering enhancement.
note that the other two channels (118) and (228) do not
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therefore be designated as idle.
We carry out a wave analysis to determine the polari

tion effects. Let a scatterer be located at the po
r05(0, 0,r) at a distancer from a perfectly reflecting sur-
face. We place the coordinate origin at the interface, a
direct the z axis along the normal at a point such that
passes through the scatterer~Fig. 2a!. We also assume tha
a monochromatic plane wave polarized along the unit vec
e — Einc5eE0exp(ik–r ), wherek5(k sinu,0,2k cosu) is
the wave vector — propagates from the source and is i
dent on the particle. Two polarizations of the incident wa
relative to the plane of incidence, i.e., thexz plane, are pos-
sible: 1! s-polarization with the polarization vectore perpen-
dicular to the plane of incidence,es5(0,1,0); 2! p-
polarization with the polarization vectore lying in the plane
of incidence,ep5(cosu, 0, sinu).

Let a be the polarizability of the particle. The dipol
moment induced on the scatterer consists of three terms

p5~px ,py ,pz!5aEinc1aEr1aEp , ~1!

FIG. 1. Ray paths in scattering by a particleS near a perfectly reflecting
surface. Channels 128 and 218 become coherent when the positions of th
receiver08 and the source0 coincide (0508).

1048048-04$10.00 © 1997 American Institute of Physics
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FIG. 2. Coordinate system~a! and angu-
lar dependence~b! of the normalized

scattering cross sectionss̃s(w) and

s̃p(w) for a solitary scatterer randomly
positioned near a perfectly reflecting su
face.
whereEinc is the primary incident wave,Er is the primary
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wave reflected by the interface,Ep5ĝ, andp8 is the second-
ary reflected wave.

The tensor Green’s functionĝ describes the field gener
ated at the position of the dipolep ~point r0) by its mirror
image p85(2px ,2py ,2pz) situated at the poin
r085(0, 0,2r) ~Ref. 9!:

ĝp5gp81bez~ez•p8!, ~2!

where ez5(0, 0, 1), g5(k2/2r1 ik/(2r)221/(2r)3)
3exp(2ikr), and g5(2k2/2r13ik/(2r)213/(2r)3)
3exp(2ikr).

Equation~1! can be used to find the dipole momentp
with allowance for infinite multiplicity of scattering:

p5a$j~Einc1Er !1¸ez~ez•~Einc1Er !!%, ~3!

where j5(11ag)21, and ¸5aj(b12g)(12ab
2ag)21.

Equation~3! can be written in the form

p5aeff~Einc1Er !1aeff
z ez~ez•Einc1Er !), ~4!

from which it is clear that multiply scattered waves lead
an ‘‘effective’’ change in the polarizabilityaeff5aj and an
additional variation of thez-component withaeff

z 5a¸.
Expanding~3! in uagu and uabu, we obtain an expres

sion for the induced dipole moment in powers of the scat
ing multiplicity. The caseuagu5uabu50 (j51, ¸50) cor-
responds to the absence of multiply reflected waves.

Knowing the induced dipole moment~3! and the laws of
reflection of a plane wave from a perfectly reflectin
surface,9 we readily find the intensity of the scattered field
a distant point:

r5rn5r ~sin w, 0, cosw! ~r @r, r @l!

Es52esaj
k2

r
E0eikr@cos~b1kr!2cos~b2kr!#,

Ep52a
k2

r
E0eikr@j@n•@ep3n##cos~b1kr!

1j@n3@ep3n##cos~b2kr!1¸@n3@ez3n##

3~e–ez!~cos~b1kr!1cos~b2kr!!#, ~5!

1049 Tech. Phys. 42 (9), September 1997
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ization vector of the incident field after reflection from th
interface.

It is evident from Eqs.~5! that the inclusion of multiply
reflected waves does not lead to depolarization, i.e., tra
tion from one polarization to another. Assuming that the
ceiver has the same polarization as the source, we find
scattering cross sections5u(E–e)u2r 2/E0

2:

ss52s0uju2@21cos~2b1kr!1cos~2b2kr!

12 cos~b11b2!kr12 cos~b12b2!kr#,

sp52s0cos2~u1w!@ uC1u2~11cos~2b1kr!!

1uC2u2~11cos~2b2kr!!22 Re~C1* C2!

3~cos~b11b2!kr1cos~b12b2!kr!#, ~6!

where

C15S j1
¸

2D cos~u1w!2
¸

2
cos~u2w!,

C25
¸

2
cos~u1w!2S j1

¸

2D cos~u2w!,

ands05a2k4 is the single-particle scattering cross sectio
We assume that the scattererS is randomly positioned in

a volumeVs enclosing a sufficient number of interferenc
bands of the primary field. To find the averaged scatter
cross section, it is therefore necessary to integrate Eq
with a probability density functionw(r) such that the stan
dard deviationsr5A^r2&2^r&2 will be much greater than
the wavelength of the incident radiationl,

sr!l. ~7!

The quantitysr denotes a characteristic linear dimension
the volumeVs , sr

3'V, whereV is the volume of the region
Vs .

The model density functionw(r) can be an exponentia
function

w~r!5exp~2r/r0!/r0 . ~8!

1049F. M. Ismagilova and F. M. Ismagilov



By virtue of inequality~7! the quantityr05^r&5sr in Eq.
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~8! must satisfy the conditionr0@l, so that the average
value of the function cos(bkr) appearing in6,

^cos~bkr!&5F~b!

5E
0

`

cos~br!w~r!dr5
1

11b2k2r0
2

, ~9!

has a resonance dependence onb in the neighborhood of
zero @F(0)50, F(b→`)50# with a small half-width
Db5(kr0)21!1.

The result can be generalized to any density funct
satisfying condition~7!. Of all the maxima of the function
cos(bkr): bmax

(n) 5np/kr (n50, 1, 2, . . . ),only one remains
fixed in the same position asr varies: b (0)50,
cos(b(0)kr)51. Consequently, for a sufficiently broad ran
of variation of r, as a result of averaging, the functio
F(b)5^cos(bkr)& essentially vanishes outside a narrow
terval Db51/k^r&!1, attaining its maximum value
F(b)51 at b50.

The function cos(bkr) enters into~6! for four values of
the parameterb: b15b1, b25b2, b35b11b2, and
b45b12b2. The average scattering cross section theref
has maxima under the conditions: a! b15cosu1cosw50;
b! b25cosu2cosw50; c! b11b252 cosu50; d!
b12b252 cosw50, corresponding to the scattering dire
tions: a! w5p6u; b! w56u; c! u56p/2; d! w56p/2.
Assuming that the angle of incidenceu and the scattering
anglew are not grazing angles (u5p/2, w5p/2), we find
that the scattering cross section has two maxima atw56u.

The behavior of the normalized scattering cross secti
s̃(w)5s(w)/4s0, averaged over the scatterer positions,
illustrated schematically in Fig. 2b. It is evident from Fig.
that for any polarization of the primary field two peaks
width Dw5(k^r&sinu)21 are observed, corresponding
specular (w5u) and antispecular (w52u) scattering direc-
tions. Forp-polarization the field vanishes at the scatteri
anglew5p/22u as a result of the anisotropy of the dire
tivity pattern of the dipole radiation@the factor cos2(u1w)#.

The backscattering enhancement effect is manifeste
the fact that the scattering cross section in the strictly ba
ward direction

ss
bsc5ss

sep12uju2s0 ,

sp
bsc5sp

sep12u
¸

2
2S j1

¸

2D cos 2uu2s0 ~10a!

is greater than the scattering cross section in the alm
backward direction

ss
sep54uju2s0 ,

sp
sep52F uj1¸ sin2uu21u

¸

2
2S j1

¸

2D cos 2uu2Gs0 ,

~10b!

when the scattering angle deviates fromw52u by
Dw'(k^r&sinu)21.

It is evident from relations~10! that fors-polarization of
the incident field the effective backscattering cross sectio
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on the average, 1.5 times greater than in two-station ob
vation. This simple effect is directly related to the existen
of coherent Watson channels. We note in this regard that
backscattering enhancement effect inp-polarization is sup-
pressed,Dsp

bsc5sp
bsc2sp

sep,Dss
bsc5ss

bsc2ss
sep, and if the

angle of incidenceu0 satisfies the condition

cos 2u05
¸

2j1¸
5

ab12ag

22ag
, ~11!

the effect vanishes altogether. Although the problem
been solved taking into account infinite multiplicity of sca
tering, it must be borne in mind that in the dipole appro
mation the particle diameterd needs to be sufficiently small
d!r, d!l. For this reason the parametersab andag are
small: uabu!1, uagu!1, so that the influence of multiply
reflected waves is not very strong.

To obtain numerical estimates, we consider two limiti
cases: a! ^r&@l; b! ^r&!l. If the particle is at a large
distancê r&@l from the interface, multiply reflected wave
can be disregarded:j51, ¸50, and Eqs.~10! assume the
form described in Ref. 8. The enhancement factor in
p-polarized channelDsp52s0cos22u is suppressed relative
to the enhancement in thes-polarized channelDss52s0,
and foru5u05p/4545° enhancement is totally absent.

We now consider the opposite limiting case of a parti
in close proximity (̂ r&!l). Now g52b/352(2r)23.
Table I gives the normalized enhancement of the backsca
ing cross sectionDs̃bsc5(sbsc2ssep)/4s0 and the angleu0

for three values of the parameterag520.05,20.1,20.2.
It is evident that the backscattering enhancement fa

increases as the particle approaches the boundary, an
angleu0 decreases.

It is important to note that averaging over the partic
positions can be replaced by averaging over a finite
quency interval (v1 ,v11Dv). It is only necessary that suf
ficiently many interference bandsDN pass through the scat
terer as the frequency varies fromv1 to v11Dv. If the
condition DN@1 is satisfied, the backscattering enhanc
ment effect can be observed in a single measurement us
wideband signal.

The results of the foregoing analysis can be used in a
lyzing experimental data on backscattering by dilute susp
sions. In the presence of a dielectric or metal plate~the role
of which can be filled, for example, by the walls or bottom
a vessel containing the investigated solution! additional
backscattering enhancement can occur besides that as
ated with scattering by particles. The magnitude of the ad
tional enhancement and the angleu0 can serve as a test of th

TABLE I.

ag j ¸ Ds̃s Ds̃p
u0 , deg

20.01 1.01 0.01 0.51 u0.00521.015 cos 2uu2/2 44.7
20.1 1.10 0.14 0.605 u0.0721.18 cos 2uu2/2 43.3
20.2 1.25 0.42 0.78 u0.221.4 cos 2uu2/2 40.9
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proximity of particles to the boundary. Similar phenomena
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ed.,
occur in the scattering of waves by vegetation,the ground
functioning as the interface.

These results should also be useful in the analysis
backscattering by rough surfaces, where the roughness
be regarded as scatterers close to a boundary.11 The influence
of multiply reflected waves cannot be ignored in this cas
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Formation of x-ray images by the action of an optical image on a diffracting lithium

op-
niobate crystal
V. N. Trushin, A. A. Zholudev, M. A. Faddeev, E. V. Chuprunov, and A. F. Khokhlov

Nizhni� Novgorod State University, 603600 Nizhni� Novgorod, Russia
~Submitted March 4, 1996!
Zh. Tekh. Fiz.67, 76–79~September 1997!

A possible mechanism for the formation and processing of an x-ray image using a corresponding
optical image as a template is considered. The method is based on the thermal influence of
light on the x-ray diffraction parameters of an LiNbO3 crystal. A mechanism for the influence of
the gradients of the temperature fields formed in the crystal on the x-ray structural parameters
of the crystal is proposed. Information which permits the evaluation of some practical aspects of
the application of the observed effect in technology is given. ©1997 American Institute
of Physics.@S1063-7842~97!01609-7#

The intensity of the x-ray diffraction peaks for compact by the transparency on the surface of the crystal. When
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ideal crystals differs from the intensity of the correspond
peaks for slightly distorted crystals because of dynamic x-
scattering effects.1 This makes it possible to use extern
influences that alter the structure of a diffracting crystal
control its x-ray diffraction parameters. Thus, many pro
lems of current interest in x-ray optics, particularly the c
ation of spatially inhomogeneous x-ray beams of varia
intensity ~x-ray images!, can be solved.

The spatial distribution of the intensity in a diffracte
x-ray beam in a compact, slightly distorted crystal is det
mined both by the departure of local regions of the diffra
ing volume from the reflecting position and by the dynam
scattering effects. An external influence acting on a cry
can alter the influence of both factors on the x-ray diffract
parameters. As a result, the spatial structure of the x
beams can correspond to the external signal under ce
conditions.

One of the ways to affect a diffracting crystal is to crea
a nonuniform strain field caused by a nonuniform tempe
ture field in it.2 The influence of a nonuniform temperatu
field caused by low-power laser radiation on the x-ray d
fraction parameters was considered in Refs. 3–5. The re
of the experiments confirmed the possibility of obtaining
ray images by such a method.

In the present work we investigated the features of
spatial structure of an x-ray diffraction beam from a lithiu
niobate~LiNbO3) crystal when the diffracting crystal is irra
diated by a spatially modulated laser beam.

The experiment was performed on a two-crystal x-r
spectrometer according to the (n,2n) scheme with high an-
gular resolution. A Ge crystal~the 511 reflection! served as a
monochromator. The single-domain lithium niobate crys
investigated, which measured 3032032 mm, was oriented
in the reflecting position~Fig. 1a! for the ~066! reflection.
The x-ray beam was incident upon ‘‘blackened’’ surface2 of
the Y-cut crystal. The surface2 of the crystal was simulta
neously illuminated by the output of continuous-wa
YAG:Nd laser4 ~the wavelength was 1.06mm, and the ra-
diant flux density was 0.02 W•mm2) through transparency5.
An optical image in the form of one rectangular (0.731.6
mm! and two square (0.630.6 mm! light spots was formed

1052 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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tical radiation passed through the square opening whic
hatched in the figure, it was weakened by 50% by a neu
filter. Polished surface1 of the LiNbO3 crystal opposite the
irradiated surface was pressed against the polished surfa
solid metal holder7, which served to remove heat. Beam3
of CuKa x radiation with a 4315 mm2 aperture was inciden
upon the crystal in the region of the optical image. The str
ture of the diffraction peak of the crystal was recorded
photographic plate6 in the form of a topogram. The time o
a single experiment was 45 min. Figure 1b shows the dis
bution of the intensityI ph of the optical image formed on th
surface of the crystal normalized to the radiant flux dens
of the light incident upon the transparency. A typical top
gram~x-ray image! is presented in Fig. 1c. The spatial stru
ture of the diffracted x-ray beam was characterized by
parameterDI (x,y)5I xy2I 0, where I 0 is the intensity of the
diffraction peak from the unilluminated surface of th
sample. The distribution of the degree of blackeningDI of
photographic plate6, which corresponds to the intensity in
cross section of the x-ray beam, is shown in Fig. 1d.

The intensity of the optical radiation was selected su
that its influence would be completely reversible. This w
monitored by observing the form of an additional topogra
obtained after the optical illumination was switched off.

The x-ray image obtained~Figs. 1c and 1d! is, on the
whole, the inverse of the optical image. Regions of bo
increased and diminished intensity of the x radiation are
served in it. The regions with a diminished intensity, whi
correspond to the illuminated portions of the surface,
surrounded by regions of increased intensity located wit
the geometric shadow. The maximum contrast of the
served image was;60%.

We associate the mechanism by which the x-ray ima
is formed with changes in the diffraction conditions of the
radiation as a consequence of structural distortions cause
inhomogeneous heat-induced strains, whose distributio
determined by the spatiotemporal structure of the optical
age. The distortions appearing lead to local alteration of
x-ray diffraction parameters of the crystal.

To account for the details of the observed x-ray ima
we mathematically simulated the temperature field within

1052052-03$10.00 © 1997 American Institute of Physics



FIG. 1. Diagram~a! and results of the formation of an x-ray image by illuminating a ‘‘blackened’’ surface of aY-cut LiNbO3 crystal with an optical image
~b!; c — photograph, d — pseudo-three-dimensional distribution of the energy in the x-ray image.
crystal near a light–dark boundary during illumination of the
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crystal surface. The temporal heat-conduction equation
the LiNbO3 crystal was solved numerically with conside
ation of the temperature dependence of the component
the thermal conductivity and specific heat tensors.

Figure 2 presents the results of the simulation of
steady-state temperature fieldT ~a! and thex component of
the gradient¹xT ~b! in the crystal after 5 s of illumination.
The temperature field in the vicinity of the light–dark boun
ary is nonuniform in a band with a width of approximately
mm. The field of¹xT in this region has the form of a shar
maximum with a width at half-height of about 1 mm. Th
position and width of the¹xT peak coincide with the transi
tional region of the x-ray image corresponding to the ed
of the optical image on the transparency. The¹xT maximum
is asymmetric relative to the light–dark boundary and ha
greater width in the illuminated region. The experimenta
measured~Fig. 1! width of the region of increased intensit
of the diffracting x radiation in the shadow ('1.2 mm! is
significantly greater than the simulated region of tempera
variation ('4 mm! and practically coincides with the regio
of variation of¹xT. This makes it possible to presume th
the formation of the region with increased intensity of the
radiation is most probably caused by structural distortio
initiated by the nonuniform field of the temperature gradie
¹xT.

Simulation of the heating of the crystal showed that
time dependences of the temperature and its gradient are
proximated by exponential functions of the for
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perature or the gradient component at a given point in
crystal,t is the illumination time of the crystal surface, andt
is the characteristic time~the relaxation time!. The spatial
dependences of the relaxation times of the temperature
¹xT on both sides of the light–dark boundary (62 mm! at
different sample depths are presented in Fig. 2c. Plots of
dependence of the relaxation timet (y) on the depth at differ-
ent distances from the light–dark boundary are presente
Fig. 2d.

At a given density of the optical radiation, stationa
distributions of the temperature and the components of
gradient were achieved after times shorter than 4 and
respectively, and they varied subsequently by no more t
5%. The mean temperature of the sample varied by no m
than 0.5 °C. The time for establishment of the temperat
gradient at all points in the crystal is appreciably smal
than the time for establishment of the temperature at
same points. The shortest establishment time is observe
the region adjacent to the light–dark boundary and near
crystal surface, providing for the initial rapid formation o
contours in the x-ray image. The times for formation of t
x-ray image after the illumination is switched on and
relaxation after the illumination is switched off do not e
ceed 2 and 0.3 s, respectively.

The formation of regions with reduced and increas
intensities of the diffracted x radiation is determined, in o
opinion, by at least two factors. One of them is associa

1053Trushin et al.



shading.
FIG. 2. Two-dimensional distribution of the temperature~a! and its gradient~b! in the plane of aY-cut LiNbO3 crystal when theXZ surface of a semi-infinite
crystal of thickness 2 mm is illuminated by an optical image in the form of a light–dark boundary (x50) with a power density of 0.02 W/mm2 for 5 s. A
diagram of the illumination of the sample is shown in the upper left-hand corner, where the region of the geometric shadow is indicated by gray
Spatial dependences of the characteristic times for the establishment of the temperature~3, 4, 7, and8! and the component of the temperature gradient~1, 2,
5, and6! in the direction orthogonal to the light–dark boundary~c! and into the depth of the sample~d!, respectively.y, mm: 1, 5, 7 — 0; 2 — 1; 3 — 0.1;
4, 6 — 0.5; 8 — 5.
with the variation of the crystal lattice parameters caused by
hi
io
d
i

p
io
o
t

re

ea
e

m
dy
nt

‘‘outlining’’ of the image boundaries. The resolving power
tal
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h.
thermal straining of the region where the light acts. T
leads to departure of the crystal from the reflecting posit
and, consequently, to a decrease in the intensity of the
fraction peak. The other factor is determined by dynam
effects, whose manifestation depends on the degree of
fection of the crystal lattice and the magnitude and direct
of the temperature gradient. The contribution of each
these factors to the shaping of the image is determined by
distribution of the temperature gradient in the diffraction
gion of the crystal.

Thus, the increase in the intensity of the x-ray peak n
the boundary between light and shadow can be qualitativ
explained in the following manner. The LiNbO3 crystal used
in the experiment had a high degree of perfection~the width
of the rocking curve was about 79); therefore, the dynamic
x-ray scattering effects are manifested in this case. Inho
geneous thermal straining alters the conditions of the
namic diffraction of x rays in the crystal with a resulta
increase in the intensity of the diffraction peak2 and causes
1054 Tech. Phys. 42 (9), September 1997
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of the x-ray image obtained using a lithium niobate crys
can be determined from Fig. 1d and amounts to at le
5 mm4.

Thus, the intensity distribution of the x radiation di
fracted from the crystal under the action of spatially inhom
geneous laser radiation is functionally dependent on the
tensity distribution in the laser beam, permitting th
formation of x-ray images.

1R. W. James,The Optical Principles of the Diffraction of X-Rays, Bell and
Sons, London~1948! @Russian trans., IL, Moscow~1950!#.

2M. A. Navasardyan, R. K. Karakhanyan, and P. A. Bezirganyan, Kris
lografiya15, 235 ~1970! @Sov. Phys. Crystallogr.15, 197 ~1970!#.

3V. N. Trushin, A. A. Zholudev, M. A. Faddeevet al., Pis’ma Zh. Tekh.
Fiz. 21~9!, 72 ~1995! @Tech. Phys. Lett.21, 348 ~1995!#.

4V. N. Trushin, E. V. Chuprunov, and A. F. Khokhlov, Pis’ma Zh. Tek
Fiz. 14, 1749~1988! @Sov. Tech. Phys. Lett.14, 759 ~1988!#.

5V. N. Trushin, T. M. Ryzhkova, M. A. Faddeevet al., Kristallografiya
38~4!, 213 ~1993! @Crystallogr. Rep.38, 542 ~1993!#.

Translated by P. Shelnitz
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Intermediate regime for the diffraction of light on ultrasound in gyrotropic anisotropic

crystals

G. V. Kulak

Mozyr’ State Pedagogic Institute, 247760 Mozyr’, Belarus
~Submitted December 28, 1995; resubmitted May 7, 1996!
Zh. Tekh. Fiz.67, 80–82~September 1997!

An intermediate regime for the diffraction of light on ultrasound in gyrotropic anisotropic and
cubic crystals in an external electric field is considered. A system of equations of the
coupled waves, which describes acoustooptic diffraction in gyrotropic anisotropic crystals with
consideration of the electrically induced optical anisotropy for a strong interaction between
light and ultrasound, is presented. An intermediate regime for the diffraction of light on ultrasound
in gyrotropic anisotropic crystals which is close to the Bragg regime for a weak acoustooptic
interaction is studied. It is shown that the diffracted light is elliptically polarized and
that the ellipticity and polarization azimuth of the diffracted wave depend on the anisotropy of
the photoelasticity, the electrically induced anisotropy of the crystal in the external electric
field, the gyrotropy, and the asymmetry of the diffraction structure. ©1997 American Institute
of Physics.@S1063-7842~97!01709-1#

The diffraction of light on ultrasonic waves in gyrotropic wave vectorskm(m521, 0, 1, 2) of the light waves is
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crystals in the Raman–Nath regime was examined in
approximation of assigned~circular! polarization of the dif-
fracted waves in Refs. 1–4. A system of equations of
coupled waves, which describes the features of Raman–N
acoustooptic~AO! diffraction in gyrotropic cubic crystals fo
a strong interaction between light and ultrasound, was p
sented in Ref. 5. The influence of electrically induced opti
anisotropy on the features of Bragg AO diffraction
uniaxial and gyrotropic quartz crystals was investigated
Ref. 6. The AO interaction in the intermediate diffractio
regime for a nongyrotropic insulator was considered in R
7 and 8. It was noted there that AO information-process
devices~modulators, deflectors, filters, and processors! ex-
hibit their best characteristics specifically in the intermedi
diffraction regime. While in the case of AO interactions
uniaxial and biaxial crystals optical gyrotropy is manifest
only for light propagation directions close to the optical ax
in an isotropic medium and in cubic crystals it must be tak
into account for any geometry of the interaction betwe
light and ultrasound.3–6

In the present work we used the material equations fo
gyrotropic insulator9,10 and the method of slowly varying
amplitudes to examine the features of an intermediate reg
for the diffraction of light on ultrasound in gyrotropic aniso
tropic and cubic crystals in an external electric field.

When light propagates near an optical axis of a gyrot
pic anisotropic crystal, as in a cubic crystal, the AO diffra
tion regime is specified by the wave parameterQ'l0l /nL2,
wheren is the refractive index in the propagation directio
of the incident light wave,l is the length of the AO interac
tion region,l0 is the wavelength of the light in a vacuum
andL is the wavelength of the ultrasound.7 The intermediate
regime for an AO interaction is observed for 0.5,Q<1.5.
Four diffraction orders should then be taken into account
a light wave incident at the Bragg anglew6'l0/2nL ~in-
stead of the two for the Bragg refraction regime!. The ar-
rangement of the wave vectorK of the ultrasound and the
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shown in Fig. 1.
An ultrasonic wave with a displacement vect

U5U0 exp@i(Kx2Vt)# (K5V/v, where V is the angular
frequency andv is the phase velocity of the ultrasonic wav!
occupies the space between thez50 and z5 l planes. A
longitudinal or shear ultrasonic wave induces a spatial
temporal periodic variation of the dielectric tensorD«̂ ik ,
which is related to the elastic strainsÛ ik5(1/2)
3(¹kUi1¹ iUk) and the photoelastic constantspî jkl by the
expressionsD«̂ ik52 «̂ i l «̂ jkp̂l jmnÛmn , where«̂5 «̂01D«̂e is
the dielectric tensor of the crystal not perturbed by ult
sound in the external electric fieldEe. The components of the
dielectric constant perturbation tensorD«̂e of the crystal
D«̂ i l

e 52 «̂ ik
0 «̂ j l

0 r̂ k j tEt
e , where ther̂ k j t are the components o

the electro-optic tensor and the«̂ i j
0 are the components of th

dielectric tensor of the unperturbed crystal.11

The wave equation for the light field strengthE in the
region occupied by the ultrasound follows from Maxwell
equations and the material equations9,10 for a gyrotropic in-
sulator~see, for example, Ref. 6!. We shall seek a solution o
the wave equation in the form

E5 (
m52`

1`

Em~z!exp@ i ~kmr2vmt !#, ~1!

where Em5Am(z)em1Bm(z)e2; km5(vm /c)A «̄
3(sinwm, 0, coswm) denotes the wave vectors of the di
fracted waves,vm denotes the angular frequencies of t
diffracted waves,«̄ 51/3 Tr «̂, the influence of the ultra-
sound and gyrotropy is confined to variation of the wa
vectorsEm in comparison with the case of a nongyrotrop
medium,em5@e2 /km#/u@e2km#u denotes the polarization un
vectors lying in theXZ diffraction plane, ande2 is the unit
vector of the polarization orthogonal to theXZ plane.

Substituting ~1! into the wave equation for the field
strengthE ~Ref. 6! and using the method of slowing varyin

1055055-03$10.00 © 1997 American Institute of Physics
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a,b 5qm11(emD«̂e2),
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amplitudes, we obtain the system of differential equations
the coupled waves

dAm

dz
5 i ~Dma

an 1Dma
ae !Am1~rm1 iDmb

e !Bm

1 ixm,m11
a,a Am11 exp~2 idmz!

1 ixm,m11
a,b Bm11 exp~2 idmz!

1 ixm,m21
a,a Am21 exp~2 idm21z!

1 ixm,m21
a,b Bm21 exp~ idm21z!,

dBm

dz
5 i ~Dmb

an 1Dmb
ae !Bm1~rm1 iDma

e !Am

1 ixm,m11
b,a Am11 exp~2 idmz!

1 ixm,m11
b,b Bm11 exp~2 idmz!

1 ixm,m21
b,a Am21 exp~2 idm21z!

1 ixm,m21
b,b Bm21 exp~ idm21z!. ~2!

Here we have introduced the notatio
Dma

an 5qm@em( «̂2 «̄ )em#, Dmb
e 5qm(emD«̂ee2), Dma

ae

5qm(emD«̂eem), Dmb
an 5qm@e2( «̂2 «̄ )e2#, Dma

e

5qm(e2D«̂eem), Dmb
ae 5qm(e2D«̂ee2),

FIG. 1. Geometry of the acoustooptic interaction in gyrotropic crystals
the Bragg-like intermediate diffraction regime:k0 is the wave vector of the
refracted light wave;k71,2 are the wave vectors of the diffracted waves;K is
the wave vector of the ultrasound;e0 and e71,2 are the polarization unit
vectors;d1 is the detuning from phase synchronism;n71,25k71,2/uk71,2u;
andn05k0 /uk0u.
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f

xm,m21
a,a 5qm21(emD«̂em21), xm,m21

a,b 5qm21(emD«̂* e2),
xm,m11

b,a 5qm11(e2D«̂* em11), xm,m11
b,b 5qm11(e2D«̂* e2),

xm,m21
b,a 5qm21(e2D«̂* em21), xm,m21

b,b 5qm21(e2D«̂e2), and
rm5(Gmkm)/ukmu, whereGm is the gyration vector in the
propagation direction of the diffracted wave,10

qm5vm/2cA« coswm (wm is the diffraction angle!,
dm5ukmz2km11,zu, and an asterisk denotes complex con
gation. The solution of the system of equations~2! describ-
ing different AO interaction regimes in gyrotropic anis
tropic crystals in an external electric field~the Bragg,
Raman–Nath, and intermediate regimes! should be sought
using the boundary conditionsA0(0)5A cosC, B0(0)
5A sinC, andAm(0)5Bm(0)50 for mÞ0, whereC(A) is
the polarization azimuth~amplitude! of the incident light
wave. The interaction of light and ultrasonic waves in gyr
tropic anisotropic media must be considered in a princi
plane of the crystal.12 In the case of gyrotropic cubic crysta
there is no natural anisotropy, and we should
Dma

an 5Dmb
an 50 in system of equations~2!.

Let us consider the Bragg-like intermediate regime
the diffraction of light on ultrasound.7,8 It is assumed that
light is incident upon the AO interaction region at the Bra
angle (w5wB). In this case we should setdm5mK2/k0 for
k0@K and confine ourselves to the four diffraction orde
A21(B21), A0(B0), A1(B1), andA2(B2).

In the approximation of a weak AO interactio
(uxq, j

s,t u!r for s, t5a, b and q, j 5m, m61; udmu,
udm61u!r), which can be used to design most A
information-processing devices,7 the expression for the com
plex vector amplitude of the diffracted waveE21 on the exit
facez5 l of the AO interaction region is given by the rela
tion

E215As$@~r cosx l 2rx sin x l !1 iDe cosx l #

2r1eid1l%e211Ap$@~r cosx l 2r 21x sin x l !

2 iDe cosx l #2r1eid1l%e2 . ~3!

Herer is the specific rotation in the propagation direction
the diffracted wave;r65(r6 iDe); x5(r21De

2)1/2, where
De5D21a

e 'D21b
e ; p5(qi /x2)exp@2i(D21a

an 1D21a
ae )l#;

s5(q' /x2)exp@2i(D21b
an 1D21b

ae )l#; and r 5R/Q, where
Q5(q' sinC1q0 cosC), R5(qi cosC1q0 sinC),
qi5 iq21(e21D«̂* e21), q'5 iq21(e2D«̂* e2), and
q05 iq21(e21D«̂* e2).

It follows from Eq. ~3! that the diffracted wave is ellip-
tically polarized.10 The ellipticity of the diffracted light~the
ratio between the minor and major axis of the polarizat
ellipse! and the polarization azimuth of the diffracted wa
~the orientation of the major axis of the polarization ellips!
are determined by the anisotropy of the photoelasticityqi
Þq'), the gyrotropy, the electrically induced anisotropy
the crystal in the external electric field (DeÞ0), and the
asymmetry of the diffraction structure~see Fig. 1!, which
leads to the appearance of an additional phase shift in
diffracted waves (d1Þ0). Using~3!, we can easily show tha
the relative intensity of the diffracted lighth215uE21u/uAu2
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decreases as the specific rotationr and the strength of the
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4V. N. Bely�, G. V. Kulak, and V. V. Shepelevich, Opt. Spektrosk.65, 636
~1988! @Opt. Spectrosc.~USSR! 65, 378 ~1988!#.
external electric field increase.

It should be noted that important scientific results on A
diffraction in gyrotropic anisotropic crystals in an extern
electric field can be obtained in the regime with a stro
interaction between light and ultrasound.6 The number of
diffraction orders taken into account in solving system
equations~3! should then satisfy the relationm>2. We pro-
pose investigating this case of an AO interaction in the
termediate diffraction regime using numerical methods
our forthcoming research.
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1942 ~1977!#.
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Probability model for the scattering of centimeter waves by an object located near

cs
a disturbed ocean surface
V. V. Leont’ev

St. Petersburg State University of Electrical Engineering, 197376 St. Petersburg, Russia
~Submitted January 29, 1996!
Zh. Tekh. Fiz.67, 83–88~September 1997!

A two-dimensional~joint! probability density function is obtained for the amplitude and phase of
the backscattered field from a point isotropic reflector located near a statistically rough
interface between two media. It is shown that the power of the scattered signal may be enhanced
by a factor of more than 16 compared to free space. The probability that fluctuations in the
effective scattering area may overshoot a fixed level is estimated. ©1997 American Institute of
Physics.@S1063-7842~97!01809-6#

In the design of data-processing electronic systems~e.g., the fields themselves and for the rays of geometric opti!,
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radar systems! for use in marine environments, much atte
tion is devoted to the development of mathematical mod
which will provide an adequate description of the interact
of radio waves with various bodies~buoys, beacons, land
marks, ships, etc.! and with the surface of the ocean. This
necessary because the scattering characteristics of objec
cated near the interface of two bodies differ substantia
from those of the same objects in free space. For examp
is well known1 that various specific fluctuation effects a
observed owing to multipath mechanisms for the propaga
of electromagnetic waves. In particular, wave backscatte
from bodies located near flat2 or statistically rough3,4 inter-
faces may be enhanced. The random character of the un
lying surface requires that the methods of statistical electr
ics be used to analyze the wave processes.

Up to now a large number of probability models ha
been developed5 for fluctuations in the amplitude of reflecte
radar signals, but these models cannot be used to estab
relationship among the characteristics of the fluctuations
the parameters of the probe signal, object, and interfa
There are essentially no models which provide adequate
scriptions of the fluctuations in the phase shifts of sign
reflected from objects over water.

The purpose of this paper is to develop a probabi
model for the scattering of electromagnetic waves from
object located over water which takes into account the g
metric and electrodynamic characteristics of the problem

The location of an object near a statistically rough oce
surface and the geometric characteristics of this problem
illustrated in Fig. 1. We shall assume that an isotropic sou
of monochromatic electromagnetic waves is located at p
A and that the object being modeled is a fixed isotropic po
reflector located at pointB. Taking the receiver to be coin
cident with the radiation source, we consider only the cas
monostatic scattering. The distribution of the height~ordi-
nate! H of the ocean waves is Gaussian with zero expe
tion value (̂ H&50) and a root-mean-square deviationsH .
The following relations of the parameters are characteri
for ocean waves:R0@h, h@l, and a5(sH /l)sinu !1,
wherea is the generalized Rayleigh parameter.

Using a ray model for the radio wave propagation a
relying on the reciprocity theorem~which is valid both for

1058 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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we can write the field backscattered by the reflector~includ-
ing multipath propagation! in the form

Ėr5Ė11Ė212Ė3 ~1!

whereĖ1 is the field created by the reflector when the wav
propagate in free space along the path ABA~Fig. 1!, Ė2 is
the field propagating along the source–surface–reflect
surface–receiver path with double reflection at the surfa
and Ė3 is the field propagating along the source–reflecto
surface–receiver or source–surface–reflector–receiver p
with single reflection at the interface.

Eq. ~1! has been written in scalar form and, therefo
refers to an arbitrarily chosen linear polarization which is t
same for all components. Other wave propagation traje
ries can exist; however, their contribution to the resulta
field ~1! is quite small.

In many problems it is more convenient to consider n
the scattered field itself, but a relative quantity associa
with it, the complex scattering coefficient which is define2

as follows:

Ȧ52ApR0~Ėr /Ėi !exp~2 ikR0!, ~2!

whereĖi is the incident field andk52p/l is the wave num-
ber in free space.

Then, given the geometry of Fig. 1, it can be show
using Eqs.~1! and ~2!, that

Ȧ5As0@exp~2 i2k h sin Q!

1Ġ2 exp~ i2k h sin Q!12Ġ#, ~3!

FIG. 1. The geometry of the problem.

1058058-05$10.00 © 1997 American Institute of Physics



wheres0 is the effective scattering area of the point reflector
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In this case the amplitude of the field incident on the

n-
s
s,
in free space,h is the height of the reflector above the me
sea level,Q is the grazing angle, andĠ is the complex re-
flection coefficient of the electromagnetic waves at the s
tistically rough ocean surface.

In accordance with the great number of possible sha
of the ocean surface, the complex reflection coefficient

Ġ5x1 iy5r exp~ in! ~4!

is a random real quantity and, therefore, the complex sca
ing coefficient~3! is also a random quantity.

In the wave field reflected from a statistically roug
ocean surface one can distinguish determinate~or coherent!
and random~or incoherent! components,6–8 each of which
can be specified by the generalized parametera. Then thex
andy projections of the complex reflection coefficient~4! are
defined as follows:

x5xc1«x , y5yc1«y ,

wherexc andyc are the projections of the coherent compl
reflection coefficientĠc and «x[N(0,h) and «y[N(0,h)
are the projections of the incoherent complex reflection
efficient, which are described by two independent Gauss
random variables with zero expectation values and the s
root-mean-square deviationsh.

The joint ~two-dimensional! probability density function
of the magnituder and phase shiftn of the complex reflec-
tion coefficient ~4! at a statistically rough surface with
Gaussian wave-height distribution is given by

W~r,n!5r
1

hA2p
expF2

~r cosn2xc!
2

2h2 G
3

1

hA2p
expF2

~r sin n2yc!
2

2h2 G . ~5!
-

e
a
re
-

es

r-

-
n
e

object will have a generalized Rayleigh distribution~or Rice
distribution!.

Introducing the notation

Ȧ/As05z exp~ iw! ~6!

and using the rule9 for transforming the distributions of two
functionally related~Eq. ~3!! variablesȦ and Ġ, we can de-
termine the two dimensional distribution function of the ra
dom variablesz and w. Because the inverse function
r(z,w) and n(z,w) are nonunique and have two branche
we have

W~z,w!5(
i 51

2

W@r i~z,w!,n i~z,w!#uJi~z,w!u, ~7!

where

r1,2~z,w!5A11z72Az cosS w

2
1

F

2 D ,

F52kh sin Q,

n1,2~z,w!5arctgF sin F6Az sin~ w
22 F

2 !

2cosF6Az cos~ w
22 F

2 !
G ,

and

J1,2~z,w!5
1

4A11z72Az cos~ w
21 F

2 !

are the Jacobians of the transformation.
Substituting Eq.~5! in Eq. ~7!, we obtain
int
W~z,w!5
1

8ph2 (
i 51

2

expH r i
2~z,w!1uĠcu222uĠcur i~z,w!cos@n i~z,w!2wc#

2h2 J , ~8!

whereuĠcu25xc
21yc

2 andwc5arctan(yc /xc). electromagnetic waves. Figure 2 shows a plot of the jo

probability density function of the magnitude and phase shift

he
cat-
Equation~8! can be simplified. After some transforma
tions, we have

W~z,w!5

expS 2
z1G0

2

2h2 D
8ph2

3(
m

expFm2Az cos~ w
21 F

2 !1m2uGcuAz cos~ w
22 F

22wc!

2h2 G ,

~9!

whereG05A11uĠcu212uĠcucos(F1wc), with m561.
It is clear that Eq.~9! can be used to study the influenc

of various parameters of the probe signal source, object,
interface on the fluctuations in the field strength of scatte

1059 Tech. Phys. 42 (9), September 1997
nd
d

of the normalized complex scattering coefficient~6! calcu-
lated using Eq.~9! for a horizontally polarized field,l53
cm, Q51°, h/l5125, anda50.18.

The simultaneous probability density functions for t
magnitude and phase shift of the normalized complex s
tering coefficient are given by the standard relations

W~z!5E
2p

p

W~z,w!dw, ~10!

and

W~w!5E
0

`

W~z,w!dz. ~11!
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FIG. 2. A two dimensional probability
density function of the normalized com
plex scattering coefficient~6!.
Substituting Eq.~9! in Eq. ~10! and making some trans-
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formations, we obtain

W~z!5
1

2h2 expS 2
z1G0

2

2h2 D I 0S 2G0Az

2h2 D , ~12!

whereI 0(x) is the modified Bessel function of zeroth orde
The distribution~12! is known and is referred to as th

Rice square.10,11 The hypothesis that the field reflected fro
a point target near a statistically rough surface for monoch
matic signals is described by this probability density funct
was apparently first formulated in Ref. 10. However, the d
tribution ~12! has been obtained in the earlier work10,11 from
a simpler mathematical model than in our case. As in
present paper, the authors assume that the incident fie
the target has a Rice distribution. As opposed to our mo
~1!, however, there10,11 the field at the receiver antenna
determined from a two-ray model for the propagation of
reflected wave~with target–receiver antenna and targe
surface–receiver antenna rays!. The question arises of wh
the two different models yield the same result~12!. This
happens because in both cases the target is modeled
point isotropic reflector for which the intrinsic monostat
and bistatic complex scattering coefficients are the same.
known2 that four-ray and two-ray models also yield the sa
result in the case of a smooth, flat interface between
media.

In some cases it is sufficient to know just the mome
of the distribution~12!. It can be shown that thekth moment
about the origin of the Rice square distribution is given b

mk5~2h2!kG~k11!expS 2
G0

2

2h2D 1F1S k11,1,
G0

2

2h2D ,

~13!

where G(k11) is the gamma function an

1F1(k11,1,G0
2/2h2) is the confluent hypergeometric o

Kammer function.
Using the identity 1F1(1,2,z)5(z11)exp(z) and Eq.

~13!, it is easy to obtain the expectation value

m152h2S G0
2

2h2 11D ~14!

and the second moment about the origin
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m25~2h2!2F S 2h213D S 2h211D 21G ~15!

of the absolute value of the normalized complex scatter
coefficient~6!. We use the notation

2h2/G0
25p. ~16!

The numerator of Eq.~16! is determined by the disper
sion of the incoherent component of the complex reflect
coefficient at a rough sea surface and characterizes the
tuations~‘‘noise’’ ! in the irradiating field at the target. Th
denominator of Eq.~16! is proportional to the constant com
ponent of the Rice distribution or the constant componen
an irradiating field

E5E0A11uĠcu212uĠcucos~F1wc!,

that includes the ‘‘forward’’ ray and the ray coherently r
flected from the interface. In this regard, Eq.~16! can be
referred to as the noise/signal ratio. Then, it follows fro
Eqs.~15! and ~14! that

m2

m1
2 522

1

~11p!2 .

In Fig. 3 the smooth curves denote the normalized fourth

FIG. 3. Comparisons of the normalized third and fourth moments of
Rice-square distribution with experimental data.
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ing Eq. ~13!! as functions of the noise/signal ratio. In th
same figure, the crosses denote the results of laboratory
surements in which a spherical reflector was used as a ta

In the experiment the noise/signal ratio was calcula
using the formula

p5A 1

22~m2 /m1
2!

21,

and the momentsm2 andm1 were estimated from the mea
surement data. A comparison of the theoretical and exp
mental results shows that they are in good agreement.

We determine the probability density function for th
phase shift of the normalized complex scattering coeffici
~6! by substituting Eq.~9! in Eq. ~11!:

W~w!5

expS 2
G0

2

2h2D
2p H 11

ApG0 cos~ w
22b!

A2h2

3expFG0
2 cos2~ w

22b

2h2 G f FG0 cos~ w
22b!

A2h2 G J , ~17!

where

f ~x!5
2

Ap
E

0

x

exp~2t2!dt

is the probability integral or error function, and

b5arcsinF2sin~F/2!1uĠcusin~wc1F/2!

G0
G .

Figure 4 shows the probability density functions of the ma
nitude and phase shift of the normalized complex scatte
coefficient ~6! of a point reflector located above a roug
ocean surface calculated using Eqs.~12! and~17! for differ-
ent heights above the mean sea level and for different par
etersa.

It can be shown that the probability density function
the effective scattering areas of a reflector near a statisti
cally rough surface is given by the expression

W~s!5
1

4h2Assa0

expS 2
G0

2

2h2D
3expS 2As

2h2As0
D I 0S G0A4 s

h2A4 s0
D . ~18!

Figure 5 shows probability density functions of the e
fective scattering area of a reflector calculated using Eq.~18!
for different values of the parametera. In the calculations it
has been assumed that the effective scattering area o
reflector itself~in free space! is s0510 m2, the wavelength
of the irradiating field isl53 cm, the polarization is hori-
zontal, and the grazing angle isQ51°. The parametera was
changed by varying the root-mean-square deviationsH of
the wave height, and an increase ina corresponds to en
hanced sea swell. The height of the reflector above the l
of the ocean wash53.87 m, this value having been chos
so that for the case of a smooth ocean surface the effec
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scattering area of the reflector~relative to its effective scat-
tering area in free space! would be increased by a factor o
16 ~12 dB!.2 Thus, for a small sea swell (a50.02) the prob-
ability density function of the effective scattering area is co
centrated nears5160 m2. As the sea swell increases, th
coherent component of the complex reflection coefficien
the wave field reflected from a statistically rough ocean s
face decreases and this leads to a reduction in the effec
scattering area of the reflector.

The moments of the distribution~18! are given by

FIG. 4. Probability density functions of the magnitude and phase shift of
normalized complex scattering coefficient~6!. h/l5129 ~a!, 120 ~b!, 114
~c!.

FIG. 5. Variation in the probability density function of the effective sca
tering area of a reflector near the ocean surface.
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mk5~2h2!2kG~2k11!expS 2
G0

2

2h2Ds0
k

1F1

3S 2k11,1,
G0

2

2h2D . ~19!

Equation~19! implies that the mathematical expectatio
for the effective scattering area is

m15~2h2!2~z214z12!s0 ~20!

and the dispersion in the effective scattering area is

Ds5~2h2!4~8x3152z2180z120!s0
2, ~21!

wherez5G0
2/(2h2).

The normalized mathematical expectation~20! and dis-
persion~21! of the effective scattering area of the reflect
are shown as functions of the generalized parametera in
Fig. 6.

It is clear from Fig. 5 that the effective scattering area
a reflector near a statistically rough surface can be subs
tially greater than its intrinsic effective scattering area m
sured in free space. As a quantitative characteristic of
backscattering enhancement it is appropriate to estimate
probability that the fluctuations in the effective scatteri
area of the reflector will exceed a fixed levels5xs0,

P5E
xs0

`

W~s!ds. ~22!

Substituting Eq.~18! in Eq. ~22!, we obtain

P512
Ax

h2 expS 2
G0

2

2h2D E
0

1

t exp~2tt2!I 0S 2
G0

A4 x
tt D dt,

~23!

wheret5Ax/(2h2).

FIG. 6. Normalized mathematical expectation~a! and dispersion~b! of the
effective scattering area of a reflector located near the ocean surface.
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The results of a numerical integration of Eq.~23! are
shown in Fig. 7. There is a special case in which the integ
in Eq. ~23! can be calculated analytically.12 When
G0 /4Ax51, Eq. ~23! takes the form

P512
1

2
expS 2

G0
21Ax

2h2 D FexpS Ax

h2 D 2I 0S Ax

h2 D G .

The fluctuations in the radar scattering characteristics
a point isotropic reflector near a statistically rough interfa
of two media are, therefore, non-Gaussian. The appeara
of non-Gaussian reflections in the backward direction can
explained by the complicated interaction of an electrom
netic wave with a ‘‘reflector plus interface’’ system.
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FIG. 7. The change in the probability that the fluctuations in the effect
scattering area of a reflector will exceed a fixed levels5xs0 as the gener-
alized parametera is varied.
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Transition radiation measurements at distances from the transition point comparable to
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the formation length
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The spatial distribution of the electromagnetic field excited by a relativistic particle crossing the
surface of a metal is studied. It is shown that the field of the uniformly moving charge
must also be taken into account during measurements at distances comparable to the path length
for formation of the radiation. Expressions describing the effect of the self-field of the
charge on the transition radiation field are derived. ©1997 American Institute of Physics.
@S1063-7842~97!01909-0#
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The simplest type of transition radiation arises when
particle in uniform and straight-line motion crosses the int
face between two media and has been studied in some d
both theoretically and experimentally.1,2 A special case of
this type of radiation is the emission generated by a rela
istic charged particle escaping from or incident on a cond
tor. In this case the spectrum of the transition radiation is
over a wide band from radio to well beyond optical freque
cies. The angular distribution of the radiation is independ
of the distance between the point where the particle esc
the metal~or is incident on the metal! and the radiation de
tector. At arbitrary distances from the interface, the ene
emitted by an escaping particle is equal to zero in the dir
tion of the particle’s velocity and is greatest at an an
u5g21 to the velocity, whereg is the relative energy of the
particle. When a relativistic particle is incident on a me
there is no emission at an angle ofu5p and the emission is
greatest at an angle ofu5p2g21.

The electromagnetic field generated by a charge es
ing from a metal or incident on it is the sum of the field
the uniformly moving charge and the radiation field. T
intrinsic field of the charge propagates at the speed of
particle and the radiation field, at the speed of light in t
given medium. Usually the energy of the transition radiat
is calculated as the energy of the radiation field. A relativis
particle moving in a straight line at a constant velocityv5c,
however, produces electric and magnetic fields at the ob
vation point that are almost equal and mutually perpend
lar. In terms of their structure, these fields are indistingui
able from the emission~radiation! fields. Thus, the emitted
energy is determined by separating the radiation field and
intrinsic field of the charge. Separation of the fields is tak
to mean a temporal separation1 such that a pulse of radiatio
arrives at the observation point much earlier or much la
than the time of flight of the charge by the radiation detec
then the field dragged along with the particle and the emi
field will also be spatially separated from one another.

If we are measuring the field generated by a parti
incident on a metal~Fig. 1a! and the radiation detectorP is
positioned closer to the particle’s trajectory than to the po
where the particle strikes the metal, then the self-field of
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between the arrival times at the observation point of the p
in the intrinsic field of the moving charge and of the pulse
electromagnetic radiation is roughly

Dt.
2L

c
, ~1!

where L is the distance from the observation point to t
metal.

If we are measuring the field generated by a parti
escaping from a metal~Fig. 1b!, then the radiation field ar-
rives at the detector before the self-field of the particle. Th
the delay is

Dt.
L

2g2v
. ~2!

In this case, the time delay arises as the particle mo
over a distance from the point where it leaves the metal
is equal to the formation length.3 The formation lengthl for
radiation with wavelengthl is

l .
lg2

11g2u2 . ~3!

The conditions for separation~especially condition~2!!
cannot always be fulfilled in practice. When a relativis
particle leaves a metal the time delay is short, much sho
than the time for the particle to move from the interface
the observation point.~For L51m, Dt5331029/2g2.!
Thus, if the resolving time of the detector is not sho
enough, then its readout will be determined by the field
the charge, as well as by the electromagnetic radiation fi
This is even more true of the case when a spectral devic
used for detection. Then the readout is always determined
the spectrum of the self-field of the particle, as well as by
spectrum of the radiation field.

In this paper we examine the effect of the self-field
the charge on the spectral and angular characteristics o
field generated by a relativistic charged particle escap
from a metal.

1063063-05$10.00 © 1997 American Institute of Physics
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FIG. 1. Generation of transition ra
diation by a charge incident on a
metal ~a! and escaping from a meta
~b!.
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Let us consider the field which develops when a parti
escapes from a metal perpendicular to its surface. We ass
that the metal is an ideal conductor. The particle esca
from the pointx50, y50 in the positivex direction with
velocity v. The generated field can be represented as
superposition of the fields of two instantaneously launch
charged particles~Fig. 2!. One of the particles is the rea
chargeq, while the second is the image of this charge. T
image has a charge opposite in sign and equal in magni
to that of the escaping particle. The velocity of the image
equal in magnitude and opposite in sign to the velocity of
escaping particle, so that the position of the image is gi
by x52vt. Evidently, if a plane is drawn through the poi
x50 perpendicular to thex axis, then the field lines of the
total electric field created by the charge and the image
perpendicular to this plane. Thus, the same boundary co
tions hold at the planex50 as at a metal. Consequently,
this case the transition radiation problem reduces to find
the radiation emitted upon the instantaneous launching
two charges of equal magnitude and opposite sign from
single point in opposite directions.4

In this case the field has the following spatial–tempo
structure. Let us consider the hemisphere lying in the h
spacex.0 with its center located at the point where t
charge escapes and with a radius ofr 5ct. Outside this hemi-
sphere the field equals zero. Inside the hemisphere, the
is given by the superposition of the fields of the uniform

FIG. 2. Representing the field formed by a charge escaping from a met
the superposition of the fields from two instantaneously launched cha
particles.
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surface of the sphere determine the radiation field.
Let us assume that the radiation detectorP lies at the

point xp ,yp . The radiation field generated by instantaneo
launch of the charge and the image charge is given by3

Ex
r 5

q

r p
d~r p2ct!H b sin2 u

12b cosu
1

b sin2 u

11b cosu J
5

q

r p
d~r p2ct!

2b sin2 u

12b2 cos2 u
, ~4!

and

Ey
r 5

q

r p
d~r p2ct!H b sin u cosu

12b cosu
1

b sin u cosu

11b cosu J
5

q

r p
d~r p2ct!

2b sin u cosu

12b2cos2 u
, ~5!

where r p5Axp
21yp

2 and b5v/c is the relative velocity of
the particle.

The delta function with argument (r p2ct) accounts for
the fact that the radiation field differs from zero only on
spherer 5ct propagating at the speed of light.

The field created by the uniformly moving particle an
its image is given by

Ex
q5q~12b2!F xp2vt

@~12b2!yp
21~xp2vt !2#3/2

1
xp1vt

@~12b2!yp
21~xp1vt !2#3/2G , ~6!

and

Ey
q5q~12b2!F yp

@~12b2!yp
21~xp2vt !2#3/2

1
yp

@~12b2!yp
21~xp1vt !2#3/2G . ~7!

As it expands, the spherer 5ct passes through the ob
servation point. At a timet5Axp

21yp
2/c the field at the ob-

servation point changes from zero to the radiation field giv
by Eqs.~4! and ~5!. The spectral expansions of the comp
nents of the radiation field have the form

Ex
r ~v!5

q

pcrp

b sin2 u

12b2cos2 u
expS i

v

c
r pD , ~8!

as
ed
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Er ~v!5
q b sin u cosu

exp i
v

r . ~9!
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At later times (t.Axp

21yp
2/c) the field at the observa

tion point equals the sum of the fields of two charges mov
uniformly along thex axis, one of which is the realq moving
at velocityv from the point with coordinatesx5bAxp

21yp
2,

y50 while the other is its image2q moving at velocity2v
from the point with coordinatesx52bAxp

21yp
2, y50. The

time dependence of the field is given by Eqs.~6! and~7!. In
the following we shall consider the case where the char
particle escapes from the metal and the observation poi
in the vacuum a short distance from its trajectory. Then i
possible to neglect the field of the image and just include
first terms in Eqs.~6! and ~7!.

It is clear that theEx component of the field change
sign at the time when the charge appears at the p
x5xp , y50. The time integral of this field component
zero. The field pulseEx at t>xp /v is close to sinusoidal in
shape with a frequencyv;gv/yp ; thus, its spectrum con
sists of a narrow range of frequencies nearv5gv/yp . The
Ey component of the electromagnetic field consists of a b
shaped pulse with amplitudeEy;qg/yp

2 and characteristic
width t;yp /gv. The spectrum of the pulse contains all fr
quencies up tov;1/t. The Fourier transforms of the com
ponents of the electromagnetic field have the form5

Ex
q~v!52 i

qv

pv2g2 K0S vyp

gv D ~10!

and

Ey
q~v!5

qv

pv2g
K1S vyp

gv D , ~11!

whereK0 andK1 are the modified Bessel functions of imag
nary arguments~MacDonald functions!.

The above equations describe the electromagnetic fi
and their spectra when the radiation and intrinsic fields o
uniformly moving charge are completely separated in tim
The concept of complete separation of the fields during tr
sition radiation is definitely an idealization. In practice, t
pulses formed by the radiation field and the self-field of
particle overlap to a greater or lesser extent, so that
spatial–temporal and spectral–angular structures of the
depend significantly on the distance between the receiver
the metallic surface. A practical case is closer to the id
when the radiation detector lies further from the transit
point of the charge (L@1) and the angle at which the obse
vation is made is smaller (u!1/g).

THE TRANSITION RADIATION FIELD

Figure 3 shows the time variations in theEy components
of the electric field at different points in space. These cur
were constructed using Eqs.~5! and ~7! for an electron es-
caping a metal at an energyg5150. The distance from the
metal surface to the measurement plane isxp53 m, while
the transverse distances from the detector to the particle
jectory areyp55, 10, and 15 mm~curves1–3, respectively!.
The initial jump in the electric field, which is described b
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the delta function in Eq.~5!, corresponds to the moment th
radiation field of the electron arrives at the observation po
At later times the variation is determined by the self-field
the uniformly moving particle. In Fig. 3 the timet50 cor-
responds to the time of arrival of the radiation field at a po
lying on the intersection of the particle trajectory and t
measurement planex5L and has coordinatesxp53 m and
yp50. It is clear from the figure that increasing the tran
verse coordinate of the receiver will cause both a drop in
amplitude of the pulse formed by the self-field of the un
formly moving electron and a change in the pulse sha
reducing its duration and increasing its asymmetry. It can
shown that at a receiver located at an angleu5g21 the
self-field will form only half of the bell shaped pulse, wit
the left half cut off.

The spectrum of the total field can be obtained by e
panding the curve shown in Fig. 3 in a Fourier integral.
may be noticed at once that the spectral composition of
signal~especially at frequencies whose period is commen
rate with the pulse duration of the intrinsic field of the pa
ticle! will depend strongly on the transverse coordinate of
receiver.

Figure 4 shows the angular distribution of theEy com-

FIG. 3. Time dependence of theEy component of the electric field.g5150,
xp53 m; yp ~mm!: 5 ~1!, 10 ~2!, 15 ~3!.

FIG. 4. Angular distribution of the spectral componentsEy(v). g5150,
xp53 m; ~1! Ey

q(v), ~2! Ey
r (v), ~3! Ey

r 1q(v).
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~b!. Curve 1 shows the distribution of the self-field of th
uniformly moving charge, curve2, that of the radiation field,
and curve3, the combined field. It is clear that even at fair
large distances from the metal surface~the measuremen
plane is 3 m away!, the distribution of the total field differs
greatly from that of the radiation field. First, these curv
have several peaks, whose amplitude and position depen
wavelength, while the radiation field has a single peak a
angle ofu5g21 for all wavelengths. Second, in the spa
near the particle trajectory at anglesu,g21, the magnitude
of the field is determined mainly by the self-field of th
particle.

We now select a criterion for defining the boundary
the region within which the intrinsic field of the charge h
an effect. We shall compare the radiation and intrinsic fie
at those points in space which lie in the direction of t
maximum intensity of the radiation field, i.e., at an ang
u5g21 to the particle velocity at the point where it leav
the metal. If Eq(v) and Er(v) are of the same order o
magnitude in this direction, then we can say that for ang
u,g21 the self-field of the particle has a significant effe
on the spectrum of the electromagnetic field.

We shall compare only theEy(v) components of the
Fourier harmonics. For relativistic particles (g @1) Eq. ~9!
yields an amplitude for the Fourier harmonic of the radiat
field in the directionu5g21 of

Ey
r ~v!5

q

2pcrp

b

gS 12b1
1

2g2D '
qbg

2pcL
. ~12!

In this derivation it was assumed that sinu'u,
cosu'12(u2/2), andr p'L. In order to obtain a expressio
for the Fourier component of the intrinsic field of the charg
it is necessary to calculate the integral

Ey
q~v!5

qyp

2pg2v3E
0

` exp~ ivt1!

S yp
2

g2v2 1t l
2D 3/2 dt1 . ~13!

In this integral we have used only the first term on t
right of Eq. ~7! and made the substitutiont15t2(xp /v).
The second term in Eq.~7! is much smaller than the first an
we neglect it. The lower limit of integration is the time
which the radiation field reaches the radiation receiver. Si
the receiver lies at an angleu5g21, the charge lies at the
point xp at this time, i.e., at the least distance from the
ceiver.

In fact, the field of the uniformly moving charge will b
picked up by the receiver immediately after the radiat
front passes, at timet5r p /c. At this time the particle will be
at the pointx5vt5vr p /c. In our case, the longitudinal co
ordinatexp of the receiver and the distancer p from it to the
escape point are related by the formular p5xp /cos(1/g).
Given thatg5(12b2)1/2 and taking cos(1/g)'12(1/2g2),
we obtain the coordinate of the particle at timet5r p /c. It is
x5xp . After integrating, we have
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Ey
q~v!5

qv

2pgv2 H K1S vyp

gv D
1 i

p

2 F2 l 1S vyp

gv D1L1S vyp

gv D 1
2

pG J , ~14!

whereK1 is the Macdonald function andI 1 and L1 are the
modified Bessel and Struve functions.

The argument of the special functions isvyp /gv. Since
in this caseyp5L/g, while the formation length for the ra
diation at wavelengthl is l 5lg2/2, the argument of the
functions can be written in the formvyp /gv5pL/ l , i.e., as
the ratio of the metal-to-receiver distance to the format
length for the radiation.

The ratio of the harmonics of the intrinsic fieldEy
q(v)

and radiation fieldEy
r (v) is given by

S5UEy
q~v!

Ey
r ~v!

U5Up L

l H K1S p
L

l D
1 i

p

2 F2 l 1S p
L

l D1L1S p
L

l D1
2

p G J U, ~15!

which implies that it depends only on the ratio of the receiv
distanceL to the radiation formation lengthl . the function
S(L/ l ) is plotted in Fig. 5, from which we see that eve
when the distanceL exceeds the formation lengthl by a
factor of 3, the amplitude of the harmonic of the self-field
the particle is still 10% of that of the radiation field.

CONCLUSION

The classical expressions for transition radiation field4

have been obtained under the assumption that the radia
field does not interfere with the self-field which is dragg
along with the charge. The above remarks imply that,
pending on the location of the detection device, interfere
between these two fields can have a significant effect on
result and this circumstance must be taken into accoun
real measurements.

1V. L. Ginzburg and V. N. Tsytovich,Transition Radiation and Transition
Scattering@in Russian#, Nauka, Moscow~1984!.

FIG. 5. The ratio of the harmonics of the self-fieldEy
q(v) and radiation field

Ey
r (v) as a function of the reduced receiver distance.
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Modeling the wave parameters of a narrow slotted transmission line based on a

nit
superconducting film
O. G. Vendik, I. S. Danilov, and S. P. Zubko

St. Petersburg State University of Electrical Engineering, 197376 St. Petersburg, Russia
~Submitted December 11, 1996!
Zh. Tekh. Fiz.67, 94–97~September 1997!

An analytical expression for calculating the wave parameters of a narrow-slot transmission line is
found in the quasistatic approximation. A two-fluid model is used for analyzing processes in
a superconducting film of thickness comparable to the London penetration depth. The wave
parameters of the slotted line are calculated under assumptions about the current distribution
near the edges of the slot which are analogous to those used previously for analyzing microstrip
and coplanar lines. ©1997 American Institute of Physics.@S1063-7842~97!02009-6#
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High-temperature superconducting~HTSC! slotted trans-
mission lines have recently attracted considerable atten
This has happened, in particular, because of the comb
use of HTSC slotted line with a Josephson junction in m
crowave squids.1,2 In order to impedance match this type
system, it is necessary to have a minimum wave impeda
in the slotted line. This is achieved by reducing the s
width to micron sizes. The existing analytical descriptions
the parameters of slotted lines3,4 are restricted to slot widths
exceeding 2% of the substrate thickness. For slots that
narrow enough, it is possible to use a quasistatic approxi
tion for calculating their linear parameters and to obt
simple analytical expressions. Because of the small, bu
nite resistance of the conductor, HTSC transmission li
have Ohmic losses, and these can be significant if the slo
line is sufficiently narrow. The method employed in this a
ticle has already been used to calculate the wave param
in HTSC microstrip5 and coplanar6 transmission lines. The
computational results are in good agreement with experim
tal data, which indicates that this approach can be applie
other types of flat transmission lines. In this paper we pres
analytical expressions which make it possible to calculate
wave parameters of HTSC slotted lines with giv
parameters.

QUASISTATIC CALCULATION OF THE LINEAR
PARAMETERS OF A NARROW SLOTTED LINE

The transverse cross section of the line is shown in F
1a. The substrate has a thicknessh and widthD. A super-
conducting film of thicknessd is deposited on the substra
and the slot width isw. The effective permittivity of the line,
which determines the phase velocity of a wave in a line w
an ideally conducting coating, is taken to be

«eff5~« r11!/2, ~1!

where« r is the relative permittivity~dielectric constant! of
the substrate material.

A comparison with electrodynamic calculations of«eff

for slotted lines3,4 shows that asw/h approaches zero, th
actual value of« r ,eff approaches that given by Eq.~1! ~Fig.
2a!.
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length of the line~in the equivalent circuit, the inductance
are in series, while the capacitances are in parallel!. We use
the fact that3

L15~Z0A«eff!/c, C15A«eff~Z0c!21, ~2!

where Z0 is the wave impedance of the line andc is the
speed of light in vacuum.

In order to calculate the capacitance per unit length o
slot in a shield of widthD, we have used the approximatio
of partial capacitances,7,8

C15«0@~« r21!2F~k1!1F~k2!#, ~3!

where«0 is the vacuum permittivity.F(k1) gives the contri-
bution of the substrate to the slot capacitance, andF(k2)
gives the contribution of the surrounding spac

FIG. 1. Transverse cross section of a slotted line.~a! A sketch of the trans-
verse cross section of the slotted line:~1! conducting film,~2! dielectric
substrate;~b! the distribution of the surface current density in the transve
cross section of a superconducting slotted line.

1068068-03$10.00 © 1997 American Institute of Physics
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FIG. 2. Wave parameters of a slotted line as a function of the ratiow/h. ~a! Effective dielectric permittivity«eff as a function of the ratiow/h for « r59.7:
~1! «eff5(« r11)/2; ~2–4! data from Ref.~4!; ~2! h/l050.075,~3! h/l050.05,~4! h/l050.025. The dashed curve is an ‘‘intuitive’’ extrapolation of the da
of Ref. 4 forw/h!0.02.~b! The wave impedance as a function ofw/h; the smooth curve is the impedance calculated using the quasistatic approximatio
the points are data from Ref. 4.
To find F(k1) and F(k2) we used a conformal mapping
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which gives the following expressions for theF(ki):

F~ki !5
K~ki* !

K~ki !
, ~4!

whereK(k) is the complete elliptic integral of the first kind
andki* 5A12ki

2.
For w!h!D we havek15pw/h andk25w/D. For the

subsequent transformation, we used the approximation3

F~ki !5p21 ln~2•~11Aki* !/~12Aki* !!

for 0<k<0.707. ~5!

Expanding the argument of the logarithm in Eq.~5! in a
series in the small parameterki , we obtain a simple analyti
cal expression for the capacitance per unit length of the s
ted line and then, using Eqs.~1! and ~2!, an expression for
Z0:

Z0Am0 /«0~~« r11!/2!0.5p~~« r21!

3 ln~16h/~pw!!12 ln~4D/w!!21. ~6!

It is important to note that this approximation is valid f
D,l0, wherel0 is the free-space wavelength. ForD>l0, it
is necessary to substituteD* 5l0/2 in Eq. ~6!. The wave
impedancesZ0 calculated using Eq.~6! are in good agree
ment with the data of Ref. 4 forw/h.0.02 ~Fig. 2b!.

THE CONTRIBUTION OF THE SUPERCONDUCTING LINE

When deriving the true values of the linear paramet
for an HTSC slotted line, it is necessary to add the kine
inductanceL1

(k) per unit length toL1 and to account for the
resistanceR1 owing to the real component of the comple
conductivity of the superconducting film.

The sequence for finding the losses in the transmiss
line is as follows: initially the finite conductivity of the film
is neglected and the boundary value problem is solved

1069 Tech. Phys. 42 (9), September 1997
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that includingL1
(k) andR1 does not change the distribution o

the fields or the magnitude of the currents. Using the curr
distribution obtained under the assumption that the film d
not have finite conductivity, we then find values ofL1

(k) and
R1 which are, therefore, determined by the surface curr
distribution and by the surface impedance of the superc
ducting film.

The complex conductivity of the superconductor can
written in the approximation of a two-fluid model as follow

s5s12 j s2 . ~7!

The active part (s1) originates in the normal electroni
conductivity and is the cause of the losses in the line. T
reactive part (j s2) originates in the inertia of the dissipation
less motion of the superconducting carriers. This part of
conductivity is related to the London penetration depthlL by

s5~vm0lL
2!21, ~8!

where v is the angular frequency andm0 is the vacuum
magnetic permeability.

An expression forj s(x) was found from a quasistati
analysis of current flow in the transmission line with the u
of conformal mapping.5,6 In order to avoid a divergence in
the integral of the square of the surface current density n
the edges of the film, the transformation described in Re
was carried out. The resulting distribution has the form

j s~x!55 6
4

p

l

Awl'

, w/2<uxu<w/21l' ,

6
1

x

2

p

1

A~2x/w!221
, uxu>w/21l' ,

~9!
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The current distribution give by Eq.~9! is plotted in Fig.

1b. The conducting halfplanes of the slotted line have alm
equal tangential components of the magnetic field on the
surfaces but in different directions. This meas that the m
netic field parallel to the surfaces is zero in the middle of
film ( y5d/2, Fig. 1a!, which, in turn, is equivalent to a mag
netic wall parallel to thex axis. The equivalent surface im
pedance of the film in this case can be written as a para
combination of two ‘‘halves,’’ each of which has a surfa
impedance formed by a film of half the thickness; this yie
the following result:

Zs,eff50.5•Zscoth~ j •0.5dA2 j vm0~s12 j s2!1 j v«0!,
~10!

whereZs is the wave impedance for a wave propagating
the material of the superconducting film and

Zs5A j vm0

s12 j s2
. ~11!

The values ofL1
(k) andR1 can now be found from

Z15R11 j vL1
~k!

5Zs,eff•S E
2`

1`

u j s~x!u2dsD S E
0

1`

j s~x!dxD 22, ~12!

where we have used the distributions of the surface cur
density given by Eq.~9!.

A calculation of the integrals yields

Z15Zs,eff 32•~p2w!21

3~0.51l' /w10.25 ln~11w/l'!!. ~13!

Assuming thatL1 and C1 are known~2!, the complex
propagation parameter can be written as

kz5b2 j a52 jAj vC1~R11 j v~L11L1
~k!!!, ~14!

wherea is the damping constant andb is the phase constan
including losses.

RESULTS OF THE MODEL

The wave impedance and propagation constant of a s
ted line have been calculated on the basis of Eqs.~6! and
~14!. The effective dielectric constant« r ,eff5«eff(b•c/v)2

anda are plotted in Fig. 3 as functions of the thicknessd of
a YBa2Cu3O7 film at T578 K on a substrate with« r59.7.

It is clear from Fig. 3 that« r ,eff and a rise rapidly for
small d. For smallw/h, this variation can be related to a
increase in the kinetic inductanceL1

(k) and resistanceR1 and,
accordingly, in their contribution to these parameters.

CONCLUSION

Analytical expressions have been found for calculat
the wave parameters of HTSC slotted lines. The kinetic
ductance and Ohmic resistance per unit length have b
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calculated using a quasistatic distribution for the current
the slotted line. The formulas given here are convenient
use in computer-aided design.

One of the authors~O. G. Vendik! thanks Dr. Alex Bra-
ginski for discussions in which he called attention to t
suitability of narrow slot lines for the construction of micro
wave squids.
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FIG. 3. The wave parameters of a narrow slotted line as a function of
film thicknessd for w515 mm, h50.6 mm, f 53 GHz, D520 mm, and
« r59.7. ~a! The effective dielectric permittivity« r ,eff given by the formula
« r ,eff5« r(b/b0) as a function of film thicknessd; ~b! the damping coeffi-
cient a given by Eq.~14! as a function of film thicknessd.
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Numerical simulation of space-charge dynamics in a gyrotron trap

D. V. Borzenkov and O. I. Luksha

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted March 27, 1996!
Zh. Tekh. Fiz.67, 98–101~September 1997!

The particle-in-cell~PIC! method is used to simulate the self-consistent accumulation and
bunching of space charge in the trap of a gyrotron electron-optical system. It is shown that it is
possible to generate charge bunches that oscillate along the direction of the magnetic field.
The dependence of the characteristics of these oscillations on the magnitude of the electron current
into the trap is determined, along with the effect of the accumulated charge on the velocity
distribution of electrons in the current passing through the magnetic mirror. Satisfactory agreement
with the experimental data is obtained. ©1997 American Institute of Physics.
@S1063-7842~97!02109-0#
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the cathode and the magnetic mirror of a gyrotron electr
optical system reduces the quality of the helical elect
beam produced.1–3 Experimental data1,3–5 indicate that oscil-
lations appear in this trapped charge at frequenciesf 510 to
100 MHz, which are associated with longitudinal oscillatio
of charge bunches. Theoretical analysis of the collec
electron processes in the trap can unify the results of exp
ments and point to effective ways to control these osci
tions. In this paper we present the results of such an anal
derived from numerical simulations using the particle-in-c
~PIC! method~also known as the method of macroparticle!;
for examples, see Refs. 6 and 7.

2. Our analysis of the electron motion is based on
approximation of adiabatic paraxial drift for a magnetiz
azimuthally symmetric beam. Using this approach, we n
only treat one-dimensional motion of the guiding centers
electron orbits along thez coordinate parallel to the magnet
field. Changes in the longitudinal velocityv of an electron
arise from the electric fieldEex created by external source
the self-field Esc of the space charge, and changes in
transverse velocity as it moves through a spatially nonu
form magnetic field.

The equations of motion were integrated using tim
stepsDt5 0.1 to 0.5 ns. At a given stepN, the charge emit-
ted from the cathodeQ5I •Dt ~whereI is the beam current!
was divided up intoM5 40 macroparticles. At the cathod
these particles had zero longitudinal velocityvk and various
transverse velocitiesv'k . A Gaussian distribution was use
for the electron distribution function with respect to tran
verse velocity

F~v'k!5expF2
4~v'k2 v̄'k!

2

Dv'k
2 G , ~1!

where v̄'k is the transverse velocity averaged over the el
tron ensemble, andDv'k is the velocity spread.

The initial transverse velocity of thei th macroparticle

v'k( i ) for i 51 . . .M and for givenI , Dt, v̄'k , Dv'k is
determined from the following relations:
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~ i !
F~v'k!dv'k

*0
`F~v'k!dv'k

5q~ i !, ~3!

v'k
max~ i !5v'k

min~ i 21!. ~4!

The chargeq( i ) is the same for all the macroparticle
except for particles with low indicesi ,6, for which the
charge is decreased so as to more uniformly distribute th
macroparticles with respect to the transverse velocity. T
method of charge partitioning presupposes the presenc
several~2 to 5! particles with the largest values of initia
velocity v'k , which undergo reflection from the magnet
mirror even in the absence of a space-charge field.

In calculating the intrinsic space-charge field, we assu
that the azimuthally uniform hollow electron beam is th
enough that the change in potential over its transverse c
section can be neglected. Furthermore, in keeping with
typical geometry of the gyrotron electron-optical system,
which characteristic longitudinal sizes are much larger th
the distance between the beam and the drift tube, we ass
that

D~z!U!D~r !U, ~5!

whereD (z)U andD (r )U are respectively the longitudinal an
radial components of the Laplacian of the beam potentia

Fulfillment of Eq.~5! was monitored during the calcula
tion. Under these assumptions, the longitudinal compon
of the space-charge field is given by the expression

Esc52
]U~z!

]z
, ~6!

where

U~z!5r~z!
S~z!

2p«0
lnS Rmp~z!

R0~z! D . ~7!

Here S(z) and R0(z) are the area of the transverse cro
section and the average beam radius respectively,
Rmp(z) is the radius of the drift tube. The space-charge d

1071071-04$10.00 © 1997 American Institute of Physics
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FIG. 1. Dependence of the beam po
tential 2U on the timet ~beam cur-
rent I 5 0.2 A, pitch factorg051.4,
transverse velocity spreaddv'k

50.25.
sity r(z) was determined by dividing space along thez co-
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tion B(z) were specified approximately using a piecewise-
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ordinate intoL5 100 cells and calculating the macropartic
charge in all the cells at each time step, taking into acco
the finiteness of the particle dimensions.

3. Our calculations were designed to match the gyrot
electron-optical system configuration in which the spa
charge oscillations were studied experimentally.3 The basic
structural dimensions and parameters of the operating reg
used in these calculation were the following: average ca
ode radiusRk5 4 mm, width of the cathode emission rin
l k5 2 mm, width of the anode–cathode gapdak55 mm,
slope angle of the cathode surface relative to the device
ck515°, distance from the cathode to the magnetic fi
plateauzmax524 cm, drift tube radius in the neighborhood
the magnetic field plateauRmp(zmax)53 mm, external accel-
erating potential differenceUex516 kV, overmagnetization
coefficienta5B0 /Bk515 to 17 ~whereB0 and Bk are the
magnetic inductions at the plateau and at the cathode!, and
magnetic inductionB05 2.5 T. The longitudinal distribu-
tions of the external electric fieldEex(z) and magnetic induc-

1072 Tech. Phys. 42 (9), September 1997
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linear approximation.
We analyzed several cases for values of the currenI ,

relative transverse velocity spreaddv'k5 v̄'k•Dv'k , and
pitch factor of the ‘‘cold’’ beam g0 within the ranges
0.1 <I<0.5 A, 0.25<dv'k<0.3, and 1.2<g0<1.6. The
quantityg0 can be regulated by varying the magnetic rev
sal coefficienta in accordance with the relation

g05
v'0

v0
, ~8!

wherev'05 v̄'k•Aa is the average transverse electron v
locity, and v05A2hUex2v'0

2 is the average longitudina
velocity at the magnetic field plateau.

4. When the parametersI , dv'k , g0 lie within these
ranges, accumulation of space charge in the trap is accom
nied by excitation of low-frequency oscillations (f ;100
MHz!. Figure 1 shows a typical time dependence of t
beam potential2U in a cell at a distance of 16.8 cm from

1072D. V. Borzenkov and O. I. Luksha
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the cathode calculated forI 5 0.2 A, dv'k5 0.25,g05 1.4,
andDt5 0.2 ns. For the initial time segment (t,600 ns! we
observe an approximately linear increase in the potential2U
and an increase in the number of macroparticle caught in
trap. At time t> 600 ns the charge accumulated in the tr
equals roughly half of the total charge of particles located
the interaction region between the cathode and the magn
field plateau. The total number of particles in this regi
reaches;9500. At later times the amplitude of the bea
potential modulation increases, with a modulation period
;10 ns. Figure 2 shows the Fourier spectrum of a fragm
of a time series of2U(t) with duration 125 ns~835 ns<t<
960 ns!. Against a background of wideband noise, discr
peaks can be seen at frequency multiples, with a fundame
frequency component atf > 94 MHz. After the period in
which the oscillations grow, the system reaches a qu
steady state in which neither the amount of charge in the
nor the oscillation amplitude change very much (t. 900 ns
in Fig. 1!.

The oscillation frequencies obtained in these calculati
agree approximately with those of a single electron mov
between reflection planes. We also observed a phase
between values of the function2U(t) recorded at points tha
were separated along the axis. These data confirm the
experimental conclusion that the oscillations have a spa
structure, indicating that they are associated with longitu
nal oscillations of charge bunches in the trap.

The charge bunching is clearly based on an instability
negative-mass type in the ensemble of nonisochronous e
tron oscillators. The computed value of the oscillation f
quency is approximately 1.5 to 2 times larger than the
perimental values, which may be due to the approxim
nature of our computational model and the external field
proximations we used.

An increased particle flux into the trap, which can
implemented by increasingI , dv'k or g0, is accompanied by
a decrease in the startup time of the oscillations and the
for the system to reach its quasisteady state. For exam
increasing the pitch factorg0 from 1.2 to 1.6 causes th
oscillation startup time to decrease from;700 ns to;450
ns. For values of the pitch factorg0<1.1 no oscillations are
observed at all within an analysis time oft;1300 ns, which
at this stage is the limit imposed by the capabilities of

FIG. 2. Spectrum of the time series2U(t) shown in Fig. 1 over the time
interval 835<t<960 ns (I 50.2 A, g051.4, dv'k50.25).
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computer. The threshold pitch factor for oscillations to a
pear in the trap is experimentally found to be;1.0 in the
operating regimes corresponding to these computations.3

The spectral content of the oscillations also changes
the particle flux into the trap is varied. For the small pit
factor g05 1.2, several bunches can exist simultaneou
during the initial stage of charge bunching in the trap. In t
oscillation spectrum this is reflected by increased harmo
amplitudes relative to the fundamental component~Fig. 3!.
As the ‘‘amplitude’’ of the bunches increases, their intera
tion increases as well, and eventually one bunch ‘‘absorb
the others.

For larger particle fluxes into the trap (g05 1.6!, the
oscillations are characterized by increased amplitude of
wideband noise and a decrease in the power at the fundam
tal peak of the spectrum~Fig. 4!. This randomization of the
collective processes is probably associated with the increa
rate of renewal of the trapped space charge, which decre
the fraction of ‘‘long-lived’’ electrons in the trap. In this
regime, the oscillator dynamics are also characterized
time-periodic amplification and suppression of the fund
mental spectral component.

Bulk charge that accumulates in the trap acts on the
locity distribution of electrons passing through the magne
mirror in the region of uniform magnetic field. In Fig. 5 w
plot the total charge of particles passing through the pl
z5zmax at timeDt5 100 ns versus their longitudinal veloc
ity. These data were obtained for a regime withI 50.2 A,

FIG. 3. Spectrum of the time series2U(t) at a low particle flux into the
trap over the interval 935<t<1060 ns (I 50.2 A, g051.2, dv'k50.25).

FIG. 4. Spectrum of the time series2U(t) at a high particle flux into the
trap over the interval 1175<t<1300 ns (I 5 0.2 A, g051.6,dv'k50.275).
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dv'k50.25, andg051.4. Curve1 corresponds to timesDt
in the range 0–100 ns, when the charge in the trap is sm
curve2 is for 500–600 ns, when the static charge reaches
highest level without significant oscillations; curve3 is for
800–900 ns, when the oscillations have maximum am
tude. As the space charge in the trap increases, the vel
distribution function of the particles becomes washed
~compare curves1 and2!. The increase in the oscillations
accompanied by a change in the form of the velocity dis
bution, as the fraction of macroparticles with velocity abo
average decreases and the number of slow particles
creases. The value of the velocity spread in this case is p
tically unchanged.

In conclusion, it is noteworthy that the assumptions

FIG. 5. Charge distributionq0 of particles entering the magnetic field pla
teau at timeDt5 100 ns versus their longitudinal velocityv. The value of
v is normalized by the average longitudinal velocity for a ‘‘cold’’ beamv0.
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ll;
ts

i-
ity
t

-

in-
c-

e

cesses involved in electron current oscillations in a gyrot
electron-optical system. Nevertheless, our data are in s
factory agreement with the experimental results, in particu
the threshold conditions for excitation of space-charge os
lations in the trap, their spectra, and their spatial charac
istics. As we pursue our approach to the simulation of c
lective processes in the gyrotron electron-optical system,
will address the possibility of controlling the oscillatio
characteristics via the nonuniform fields in the drift-tube
gion.

We are grateful to G. G. Sominski� for helpful discus-
sion of the results of this work and to N. V. Dvoretskaya f
her help in debugging the computer program.
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Structure and composition of tungsten silicide thermal–field microprotrusions

g

M. V. Loginov and V. N. Shrednik

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted February 26, 1996!
Zh. Tekh. Fiz.67, 102–109~September 1997!

The thermal–field microprotrusions that grow on the surface of a tungsten tip coated with silicon
when the tip is heated in an electric field are investigated by a suite of field emission
methods, including electron field emission, ion desorption microscopy, and the atomic-probe
method. For Si coatings more than a few monolayers thick, microprotrusions are observed to grow
in the field desorption regime when the tip is heated to temperaturesT5 1100–1200 K in
an electric field with initial intensityF5 5.7–8.63107 V/cm. The field at which they evaporate
is 1.2–1.83108 V/cm. The set of moving spots~i.e., microprotrusions! forms rings whose
collapse signals the dissolution of the thermal–field growths on the developed faces. The most
interesting structures are the sharp microprotrusions that grow on the central facet of a
$110% tungsten tip under certain conditions. Atomic-probe analysis of their composition reveals
that they consist of tungsten trisilicide WSi3 with a monolayer surface skin whose
composition is close to WSi2. The intense growth of these formations on an initially smooth close-
packed$110% face of tungsten is evidence that reconstruction of the latter takes place under
the influence of the strong field and the interaction with silicon. ©1997 American Institute of
Physics.@S1063-7842~97!02209-5#

INTRODUCTION esting object in itself from the point of view of creatin
f a
e
ed
m

e
fa
ics
on
d
od

se
it
th
t t
re

u
a
d
m

i-
he
n
e-
la
o
i

er

hly
a-
ta-
ir

si-
et

o-
ris-

,
t of
au-
ld-
en-
ng
the
een

ic-
n,

e
is
an

nel
por
d in
ual

91
Thermal–field microprotrusions form at the surface o
conducting crystal heated in the presence of an electric fi
F when this field is strong enough that the field-induc
ponderomotive forces, which stretch the crystal, overco
pensate the compressive force of surface tension~which
smooths out the surface!. For this to happen, the surfac
temperature should be high enough that the active sur
diffusion of atoms responsible for the crystal growth kinet
can occur. Data of this kind on microprotrusions grown
metal tips was analyzed and summarized in Refs. 1 an
Usually microprotrusions grow readily in the neighborho
of a crystal vertex~more rarely an edge!; this growth is lim-
ited by so-called field -induced reconstruction, which cau
the growth of microprotrusions to cease. For pure metals
not possible to grow thermal–field microprotrusions on
most closely packed faces, probably because it is difficul
nucleate elements of a new layer on these faces, which a
a rule ideally smooth.

However, when certain impurities are present on the s
face of a smooth face, thermal–field microprotrusions c
grow even at the center of the facet. Thus, in Refs. 3 an
the authors describe cases where typical thermal–field
croprotrusions grow in a reproducible fashion on$110% faces
of tungsten coated with silicon~in quantities of more than a
monolayer!. However, their experiments yielded only ind
rect data~e.g., the magnitude of the desorbing field, t
smoothing temperature, etc.! about the chemical compositio
of the microprotrusions. It is important to identify more pr
cisely where these microprotrusions are on this particu
close-packed$110% face, since this information is relevant t
the reconstruction pattern generated by the interaction w
the adsorbate and the strong electric field.4 An isolated mi-
croprotrusion on the central facet of a tip point is an int
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field-emission sources of electrons and ions that are hig
‘‘pointlike’’ in their properties. These facts make investig
tions of the reproducible growth of microprotrusions, the s
bility of their emission properties, and peculiarities of the
field-induced evaporation~which in particular determines ion
emission! even more valuable.

In this paper we will investigate the chemical compo
tion of thermal–field microprotrusions grown under pres
conditions on the central facet of a~110!W tip coated with
silicon, refine the conditions for the growth of these micr
protrusions, and identify distinctive features and characte
tics of their field-induced evaporation~both low-temperature
and high-temperature!. Summarizing our work in advance
we have discovered that such microprotrusions consis
tungsten silicides of various compositions. Whereas the
thors of Refs. 3 and 4 investigated low-temperature fie
induced evaporation of microprotrusions, our focus of att
tion is the high-temperature field evaporation of fluctuati
and self-maintaining microprotrusions. Moreover, ours is
first study of these phenomena, which up to now have b
described only for certain pure metals,5–7 in a chemical com-
pound. We are also the first to undertake a precise atom
probe analysis of the composition of a microprotrusio
which constitutes a special methodological problem.

EXPERIMENTAL TECHNIQUE

In this work we used the time-of-flight atomic prob
described in Ref. 8. As we pointed out in that paper, it
possible to observe emission images of the tip by using
image brightness amplifier consisting of two microchan
plates and a luminescent screen. Our source of silicon va
was a rod heated by a current passing through it, mounte
the atomic probe chamber to the side of the tip. The resid

1075075-06$10.00 © 1997 American Institute of Physics



gas pressure at the time of the experiments was~3–4!31029
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HIGH-TEMPERATURE FIELD EVAPORATION FROM
TUNGSTEN COATED WITH DEPOSITED SILICON
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Torr. The tungsten tips were oriented along the^110& axis.
The experiments, which were designed to obtain m

spectra of the field-evaporated material in the atomic pr
under conditions of thermal–field microprotrusion grow
were made difficult by contradictory requirements. On t
one hand, the tips had to be strongly heated for a long t
prior to the experiments in order to purify them of impuritie
This procedure blunts the tips very rapidly if there is a
appreciable concentration of Si in the tungsten bulk. On
other hand, the samples must be maximally sharp in orde
avoid unacceptably high evaporating voltages, both dc,
base-level, and pulsed. The situation is only partially alle
ated by the fact that the microprotrusions that are gro
enhance the local field intensity by a factor of 1.5 to 3
compared to the original surface. Field evaporation, es
cially at low temperatures, requires extremely high fie
both for pure tungsten and for silicides or silicon.

In order to keep the tips sufficiently fine, we avoide
strong heating~we did not go above a temperature of 18
K! and heated the samples in the presence of a moder
strong electric field~in feeding a voltage of positive sign t
the tip!. The silicon deposited on the lateral surface of the
was difficult to remove completely under these circu
stances, and it deposited in the neighborhood of the en
the tip. This hindered oura priori calibration of the amoun
of Si. However, after this it became easy to evaluate
quantity using the mass spectra.

Despite our good vacuum, tips heated in the cham
often contained a certain quantity of carbon at its surfa
This we inferred from the characteristic image of a ribb
crystal of W, which is typical of solid solutions of C in W a
subcarbide concentrations.9,10 Attempts to remove the carbo
by annealing in oxygen at oxygen pressures of or
131026 Torr and temperatures of 1700–1800 K led to te
porary cleaning; however, the tips were blunted, and a
subsequent heating once more showed signs of carbon
tamination. However, it is known from the literature11 that
after Si deposition even a monolayer of C on a W surface is
displaced by the Si into the substrate bulk, where it is una
to appreciably influence surface processes. Therefore,
used a surface with traces of carbon as our starting surf
The field evaporation spectra from such surfaces someti
exhibit signs of carbon contamination, but our prelimina
atomic-probe experiments on the surface of a ribbed cry
of W revealed principally tungsten ions in the field evapo
tion spectra.

The temperature of the tipT was determined using
Piro optical pyrometer. The tip could be heated at the sa
time that high voltagesV of either polarity were fed to it by
passing the current through a small bow to which it w
welded. In this work, ‘‘low temperatures’’ should be taken
mean room temperature~300 K!. We used room temperatur
rather than cryogenic temperatures in order to simplify
experiments, since at 300 K migration of W and Si atoms
quite reliably frozen out.

1076 Tech. Phys. 42 (9), September 1997
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For a tungsten tip coated with low concentrations of s
con at room temperature, corresponding to a fraction o
monolayer, the conditions~on T,V) required for micropro-
trusion growth are close to those for pure tungsten,5 and a
significant decrease in bothT and V observed only when
larger amounts of silicon are deposited~several monolayers!.
Under these conditions, after exposing the tip to tempe
tures of 1100–1200 K and voltages 2.5 to 4 times large
absolute value than theV needed to observe the initial elec
tron field-emission image~i.e., for F5(5.7–8.6)3107 V/cm
at the original surface! and with opposite sign, we were ab
to grow microprotrusions and study them~in situ! by using
ion desorption images. The field at the peaks required
effective evaporation~rather than growth! was estimated to
be ~1.2–1.8!3108 V/cm, which is considerably smaller tha
the values required for tungsten~at least the lower limit is!.

Images of these closely spaced and fluctuating microp
trusions were quite dim, even for extremely large~of order
106) enhancement coefficients of the microchannel pla
They appeared over the entire visible field. Sets of spots
microprotrusions — arranged themselves in rings around
planar facets, which then collapse inward~at T5 1100–1200
K!. This behavior is similar to that of Ir reported in Ref.
and Pt in Ref. 7. In this regime, and for these surface c
centrations of Si, we did not observe any special localizat
of microprotrusions on the$110% face. For pure tungsten
inward collapse of rings under conditions of hot field evap
ration has not been reported. It could be that higher temp
tures are required for tungsten, due to the so-called ‘‘mic
outgrowths’’ associated with its growth.1,6 We were unable
to determine the composition of the microprotrusions pres
on a tungsten surface coated with a film of Si under th
conditions, because the contrast between the evaporation
for the base-level voltage and the rate at the peak of
evaporating pulse turned out to be too small; moreover,
recorded spectra consists of chaotic pulses, indicating a n
process.

The use ofin situ recording of desorbed ion images a
lowed us to control microprotrusion growth in the neighbo
hood of the$110% face on the tungsten tip. However, w
were able to do this only after depositing a large amoun
Si ~probably more than 10 monolayers! on a tungsten surface
that was practically free of previous Si deposits. When
aforementioned microprotrusions were grown on the tip,
had to apply voltages 2.8–3.3 times larger than the volt
required to observe electron emission images~and naturally
of the opposite sign! while increasing the temperature t
1000 K or higher before we observed the expected ion
sorption pattern. In the temperature rangeT5 1100–1200 K,
against a background of dim spots that flickered at vari
positions~ion currents! an extremely bright spot would ap
pear unexpectedly and abruptly at the center of the scree
a $110% face. This spot, which had a tendency to increase
brightness and observed size, was unstable and could d
pear as rapidly as it appeared. Increasing the voltage c
generate new bright spots along with the previous one, w
decreasing it often led to an abrupt disappearance of the s
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We were able to preserve these strongly emitting microp
trusions~sometimes there were two or three! only by rapidly
lowering the temperature while maintaining the applied vo
age, which was removed only after the tip had cooled c
siderably~almost to room temperature!. In these cases, b
feeding a negative voltage to the tip we could image one
two, more rarely three, microprotrusions in the region of
tip axis ~i.e., on the$110% face!. They appeared as circula
bright spots of electron field emission at voltages in
range 1.4 to 2.0 kV~most often at 1.8 kV!. Often they would
occur within the probe aperture without additional adju
ment, which in these experiments coincided with the tip a

By evaporating these microprotrusions, which we
grown repeatedly and reproducibly, we obtained mass s
tra, which we discuss in the next section. Figure 1 shows
example of an electron field-emission image of such mic
protrusions. Note that sharp microprotrusions appear spo
neously only when the$110% face is at the peak, and do no
occur on lateral facets of this kind where the field is cons
erably lower. With regard to their external shape and man
of appearance in the electron regime, and in the rela
emission parameters of the latter, these protrusions are a
gous to those described in Refs. 3 and 4. In order to g
them on a$110% face it is necessary to generate a new la
on the planar portion of the facet. Consequently, the fa
cannot be kept smooth, and must reconstruct. The s
threshold character of microprotrusion growth with incre
ing field attests to its influence on this reconstruction.

FIELD-EVAPORATION MASS SPECTRA AND
MICROPROTRUSION COMPOSITION

Figures 2a and 2b show field-evaporation mass spe
of microprotrusions obtained at low~room! temperature and
the same base-level~18 kV! and pulsed voltages~4.8 kV! ~a
voltage of 1.8 to 2.0 kV is required in order to observe
electron field-emission image!. The spectrum shown in Fig
2a was obtained immediately after the growth of the mic
protrusion, while that shown in Fig. 2b was obtained the n
day some 15 hours after the growth~during this time the tip
was kept in an atmosphere of residual gases at a pressu
order 1025 Torr at room temperature, after which the spe
trum was recorded in a vacuum of 531029 Torr!. Clearly

FIG. 1. Electron field emission image of two tungsten silicide thermal–fi
microprotrusions.Ve5 2 kV. One of the microprotrusions is pointing at th
atomic-probe iris.

1077 Tech. Phys. 42 (9), September 1997
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the composition spectra are practically the same. It is as
ishing that the field-emission characteristics of the microp
trusion remain unchanged after 15 hours exposure to a p
vacuum, indicating an extraordinary~and atypical, e.g., for
tungsten! stability against corrosion and passivity against a
sorption.

The dominant peak in the spectra of Fig. 2 is at ma
number 134, which corresponds to a silicide with the co
position WSi3 ~in the form of WSi3

11 ions!. This peak also
dominates in other spectra of other microprotrusions gro
on $110% tungsten faces and recorded for other evapora
voltage parameters. Furthermore, the spectra of Fig. 2~and
in other analogous spectra! always exhibit a peak with low
but still significant amplitude at mass number 120, whi
corresponds to the ion WSi2

11 . As a rule, we find a group o
low-amplitude peaks~i.e., near the noise level! in the neigh-
borhood of mass number 268, corresponding to the
WSi3

1 . Peaks in the low-mass region~30 to 45!, which are
sharply expressed in Fig. 2a, may contain traces of car

d

FIG. 2. Field evaporation spectra from thermal–field microprotrusio
grown on 110 W. a — spectrum obtained immediately after growth of t
microprotrusion, b — spectrum obtained after 15 hours exposure of
microprotrusion surface to residual gases at a pressure of 1025 Torr.

1077M. V. Loginov and V. N. Shrednik
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impurities C1, C2
1 , C3

1 , and SiC1 along with the ions Si1,
Si3

11 , and H2O1. At the noise level pulses were encoun
tered in the spectra corresponding to still heavier ions, e.
~WSi3)2

1 and other cluster ions up to~WSi2)5
1 and~WSi3)5

1,
as well as~WSin)m

1 , wherem varied from 1 to 5 andm.n
by a factor of 2 to 3. Thus, the field-evaporation spectra
thermal–field microprotrusions consisted mostly of ions o
WSi3—56 ions out of the 117 recorded in the spectrum o
Fig. 2a—followed by ions of WSi2—12 ions ~in the spec-
trum of Fig. 2a the ions were primarily doubly charged, an
to a lesser extent singly and triply charged!.

Analysis of the accumulation of ions recorded by th
spectra of Fig. 2a~Fig. 3! shows that tungsten disilicide and
trisilicide ions evaporate nonuniformly with time. Initially
we record evaporation of WSi2 ions, and then WSi3 ions.
This dynamic behavior clearly indicates spatial localizatio
of the corresponding compounds in the microprotrusion
layers of tungsten disilicide located at the peak of the micr
protrusion, and beneath them layers of tungsten trisilicide.
plot of the total accumulation of all recorded ions~Fig. 4!
reveals a wavelike structure, with appreciable pauses b
tween groups of arriving ions, often with an increase in th
rate of accumulation before the pause. This structure of t
accumulation curve can be explained by postulating a lay
by-layer evaporation of the microprotrusion. The monolaye
evaporating at the periphery draw inward in rings toward th
axis of the microprotrusion. As such a ring ‘‘collapses’’ in
ward, the rate of evaporation might increase, after whic
some slowing of the process would begin. Comparison of t
plots of n(N) ~Figs. 3 and 4a! show that the WSi2

11 ions
were concentrated principally in the first wave, i.e., in th
first monolayer to be analyzed. However, the detection
WSi3

11 and WSi3
1 ions indicates evaporation of subsequen

layers.
At sufficiently high base-level voltages, evaporation of

FIG. 3. Curves for the cumulative number of recorded ionsn versus the
number of prior voltage pulsesN for three peaks of the spectrum of Fig. 2a
1 — WSi3

1 , 2 — WSi2
11 , 3 — WSi3

11 .

1078 Tech. Phys. 42 (9), September 1997
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pulse as well. In this case, the evaporating pulses select
from the same outermost steps of monolayers moving wit
the zone of the probe aperture. From this it follows that fie
evaporation spectra obtained at high base-level voltages
not indicate the evaporation of the very first portion of io
from the microprotrusion surface, but may correspond
evaporation of deeper lying monolayers.

In order to identify the conditions necessary for reco
ing ions evaporated from the very top of the tip, we mo
tored the microprotrusions experimentally to determine th
stability in the evaporation field. We did this by subjecting
freshly grown microprotrusion to the action of a consta
evaporating field for a certain fixed time, and then monit
ing the voltageVe at which electron field-emission image
were observed. Table I lists the results of these experime
From the table it follows that when a high base-level volta
~greater than 3–3.5 V! is applied to the tip, the very top ma
evaporate almost immediately; this top probably consists
only a few atoms.

In order to estimate the actual magnitude of the elec
field intensityF, we will assume that the brightness of th
spot observed in the electron field-emission regime for sh
microprotrusions~with radii of curvaturer 5 30–50 Å! cor-
responds to electron field-emission current densities
around 1 Å/cm. If we use the tables of Dolan12 to choose a
field intensityF corresponding to this current density and
work functionw5 4.65 eV close to the expected work fun
tions of silicides,13 we obtainF52.73107 V/cm, and for
V5 2.2 kV we calculate a field multipliera5F/V for the
microprotrusion (a51.233104cm21). The first sign of
blunting of the microprotrusion is observed forF in the
range 7.43107 V/cm .F. 63107 V/cm (V between 5 and
6 kV!, while fields F5 0.8–1.03108 V/cm systematically
and continuously blunt the microprotrusion.

We used a rather careful method to analyze the mic
protrusion in order to select ions from its very top. We fed
pulsed voltage with amplitude 4 kV to tips with fresh
grown microprotrusions and an initialVe52 –2.2 kV ~for
zero base-level voltage!, which was clearly insufficient to
evaporate even a single atom from the top. We then
creased the base-level voltage slowly until the first recor
ions appeared atVb5 4 kV ~i.e., at 8 kV total voltage or in
a field F51.043108 V/cm!. At this point, the first ninety
pulses generated 10 recorded ions, without a single ion m
even after a rather long wait. The recorded ions arrived in

TABLE I. Blunting of a tungsten silicide microprotrusion due to fie
evaporation of its top when a positive voltageV1 is fed to it. The blunting
is revealed by the increased value of the voltageVe .

V1 , kV Ve , kV

4 2.2
5 2.2
6 2.3
7 2.6
8 2.9
10 3.4
11 3.6

1078M. V. Loginov and V. N. Shrednik



n
FIG. 4. Curves for the cumulative number of recorded ionsn versus the number of prior voltage pulsesN for four field evaporation spectra of tungste
silicides at room temperature. a — from spectrum 2a; b — from spectrum 2b.Vb1Vi , kV: a–c — 1814.8, d — 1414.8; n0 /N0: a — 106/4000, b —
105/3060, c — 44/2108, d — 33/1788~the label 0 denotes total numbers of ions and pulses!.
order shown in Table II. We have reason to believe that in
ro
en

s
ch

could be a consequence of the continuous field evaporation
er
s

ur
this experiment we recorded all the ions that evaporated f
the tip of the microprotrusion. The total recorded ion cont
corresponding to the disilicide WSi2 ~12 atoms of W and 24
atoms of Si! included a large variety of ions. This implie
atomic disorder of the top of the microprotrusion, whi
TABLE II. Ions field-evaporated from the top of a si

1079 Tech. Phy
m
t
at high temperature in the process of ‘‘quenching.’’ Furth
increases inVb did not affect the rate of recording of ion
appreciably~even whenVp was increased to 4.8 kV! up to a
value ofVb5 14 kV ~more precisely, in two cases whenVb

was increased smoothly by 1 kV followed by a pause, fo
licide microprotrusion whenVb1Vi5414 kV.

1079Shrednik
Mass numbersm/q
Pulse number of recorded ions Presumed ions Computedm/q

12 145 WSi4
11 148

21 307 WSi4
1 296

23 217 WSi1 212
40 424 and 478 ~WSi!2

1 , ~WSi2)2
1 424, 480

50 170 and 199 ~WSi6)11, ~W2Si!11 176, 198
66 65 and 76 W111, ~WSi2)111 61.3, 80
84 6 C11 6

s. 42 (9), September 1997 M. V. Loginov and V. N.



more ions were recorded: 2 WSi11 and 1 WSi11 ion at
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714.8 kV, and one WSi3 ion at 1014.8 kV!.
For Vb1Vp5 1414.8 kV we generated a spectrum o

of of 33 ions ~the ratio of the total number of evaporatin
pulses to the number of resulting ions5 54!, consisting of
25 ions corresponding to the composition WSi3 and only five
WSi2 ions. However, the spectrum for this experimental r
was incomplete and selective since the three waves in
function n(N) ~Fig. 4d! record the evaporation of a mono
layer at the applied base-level voltage for every 10 ions
corded. Upper bounds onF for Vb andVb1Vp correspond to
1.823108 V/cm and 2.443108 V/cm ~assuming thata is
unchanged after the evaporation of 14 ions from the top!. Of
course the real fields were smaller; nevertheless, they
vided an evaporation rate of 0.2 ions/s for the base-le
voltage ~estimate! and 23106 ions/s for the pulse. Thes
results confirm that only the top layer of the microprotrusi
has the composition WSi2, and that subsequent layers cons
of tungsten trisilicide.

DISCUSSION OF RESULTS

In summary, our analysis shows that when high conc
trations of silicon are deposited on the$110% face of a tung-
sten tip heated in an electric field up to temperaturesT too
low for diffusion and thermal–field reconstruction of pu
W~1000–1200 K!, sharp silicide microprotrusions grow wit
compositions close to WSi2 in the topmost layer and to WSi3

in the bulk of the microprotrusion. At relatively low tem
peratures the$110% face of tungsten is capable of nucleatin
and growing microprotrusions in whose construction fro
1/3 to 1/4 of the tungsten atoms participate. Under th
circumstances the original tungsten face cannot remain
perturbed. In addition to reconstruction, which favors crys
growth, the face also provides the conditions necessary
the formation of tungsten silicides. The processes of cry
growth and chemical interaction is strictly controlled by t
electric field intensity.

Under conditions of high-temperature field evaporatio
the silicide skin of silicon-impregnated tungsten exhibits
phenomenon of inwardly collapsing rings, which is atypic
of pure tungsten at these~relatively low! temperatures. Using
this effect we can make pointlike and controllable sources
silicide ions, which should make it possible to controllab
deposit tungsten silicide on a substrate on a scale of ten
hundreds of angstroms.

In this paper we describe the first investigations of
composition of thermal–field microprotrusions for a chem
cally multicomponent conducting material. It is characteris
that at low temperatures ratios of evaporation rates for
1080 Tech. Phys. 42 (9), September 1997
he

-

o-
el

t

-

e
n-
l
or
al

,
e
l

f

or

e
-
c
e

level voltages are automatically established with a cont
of greater than 106. This allows us to obtain correct, easi
calibrated spectra that reflect the composition of the mic
protrusion. If active field evaporation takes place when
voltageVb is applied, then the microprotrusions are blunt
until they reach a state in which the evaporation is unacc
ably slow. Elucidation of the composition of a microprotr
sion starting at its very tip requires the use of special me
ods, several of which were described in the previous sect

The thermal–field growth of silicide microprotrusion
deserves a special analysis and discussion of its own.
preliminary observations show that the treatment of equi
rium and steady-state microprotrusions developed in Ref
and 14 for metals is entirely applicable to multicompone
conducting materials.

This work was carried out with the support of two pr
grams: the Russian Fund for Fundamental Research~Project
No. 94-02-06053, on problems in the study of reconstruct
and chemical transformation in high electric fields! and
‘‘Physics of Solid-State Nanostructures’’~Project No. 2-002,
on the problem of creating point electron and ion sources
problems of nanotechnology!.
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A method for determining errors of a static fiber-optic gyrocompass

p is
I. A. Matisov, V. E. Strigalev, V. A. Nikolaev, and Yu. V. Ivanov

M. A. Bonch-Bruevich St. Petersburg State Telecommunications University, 191186 St. Petersburg, Russia
~Submitted September 4, 1996!
Zh. Tekh. Fiz.67, 110–113~September 1997!

The influence of intrinsic noise and signal drift on the accuracy of a static fiber-optic
gyrocompass~FOG! is analyzed theoretically, and a method is proposed to determine the errors
of the gyrocompass experimentally. From this it is possible to choose an optimum algorithm
for measuring the FOG signal and calculating the direction angle with respect to north. Real
measurements of the accuracy of an operating gyrocompass yield errors of order 1°~rms!.
© 1997 American Institute of Physics.@S1063-7842~97!02309-X#
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The so-called ‘‘static’’ gyrocompass design1,2 is based
on a high-sensitivity fiber-optic gyroscope~FOG! which de-
tects the projection of the Earth’s rotation vector onto
own sensitivity vector. It then uses the resulting signal
determine a direction angle with respect to north. The F
is placed on a rotating platform such that its sensitivity v
tor lies in the plane of the horizon for any rotation of th
platform. The accuracy with which the angle of rotation
the platform is monitored exceeds the accuracy require
determine the direction angle relative to north. The platfo
and the FOG placed on it can turn relative to one anot
through fixed angles chosen according to a special algorit
The FOG signal is measured after each of these turns, an
analog-digital converter is used to load the measured v
into a computer where the direction angle relative to north
calculated.

In our paper Ref. 3 we conducted a comparative anal
of the algorithms used to compute direction angles relativ
north. The parameter we used to compare these algorit
theoretically was the mean-square error in computing
angle. In this paper, the only source of inaccuracy we c
sidered was the intrinsic noise of the FOG. As for drift of t
output FOG signal, we assumed that it was either absen
could be approximated by linear or quadratic functions.
the latter case, the effect of signal drift can be calcula
separately from additional measurements of the FOG sig
and then taken into account in computing the angle. In g
eral, the drift of the output FOG signal is an unpredicta
function of time which does not yield to a unique appro
mation, and therefore its exact calculation is impossible.

The goal of this work is to study the combined influen
of intrinsic noise and FOG signal drift on the accuracy of t
static gyrocompass scheme, and to propose a method
determining the errors of the operating scheme.

INFLUENCE OF FOG CHARACTERISTICS ON THE
ACCURACY OF THE STATIC GYROCOMPASS SCHEME

Several algorithms are known for measuring the FO
signal and calculating the direction angle with respect
north1,4 that can deal with a constant shift in the output vo
age of the high-sensitivity FOG. They do this by measur
the FOG signal three times in a row, rotating the FOG
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90° ~see Ref. 1! while in the second it is 120°~see Ref. 4!. In
our Ref. 3 we showed that if only intrinsic noise in the FO
is taken into account the first algorithm allows the angle
be computed with high accuracy. It is obvious that the use
this method is preferable from the point of view of decrea
ing the total measurement time, which also implies a
crease in the influence of signal drift of the FOG on me
surement accuracy. In this method, the direction an
relative to northQp is computed from the following expres
sion:

Qp5tan21
S22S3

S22S1
245°, ~1!

whereS1, S2, S3 are the values of the FOG signal measur
after successive rotations of the FOG by 90°, i.e.,

S15U0 sin Q, S25U0 cosQ, S352U0 sin Q.
~2!

Here Q is the angle between the sensitivity vector of t
FOG and the projection of the Earth’s rotation vector on
the horizontal plane, andU0 is the maximum amplitude o
the FOG signal, which records the rotation of the Earth a
given point on the Earth’s surface.

According to our theoretical calculations, which we d
scribed in Ref. 3, the mean-square error in calculating
angleQp depends on the value of the intrinsic FOG noise
follows:

sQp5
sU

U0
A120.5 cos 2Q~rad!,

where sU is the mean-square measurement error for
FOG signal at a single position determined by the intrin
noise of the FOG.

It is clear from this expression that the error in calcul
ing Qp depends on the true value ofQ, and is a minimum
whenQ50.

We cannot obtain an exact analytic expression for
way the error in calculatingQp depends on the value of th
FOG signal drift. However, if we postulate some behav
for the drift that is close to reality, we can obtain sufficient
precise dependences for the error in calculatingQp as a func-
tion of Q and the rate of change of the FOG signal drift. W
did this for two typical cases of drift behavior. In the fir

1081081-04$10.00 © 1997 American Institute of Physics
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measurement time; in the second case, we assumed tha
time derivative of the signal drift changes sign within t
total measurement time so that the absolute value of the
in the signal has the same value at the end of the meas
ment as it does at the beginning of the measurement.
absolute error in computingQp in the first and second case
are respectively

Q2Qp'
DT

2U0
cosQ,

Q2Qp'
DT

2U0
sin Q~rad!,

whereD is the time derivative of the FOG signal drift at th
beginning of the measurement cycle andT is the total mea-
surement time of the FOG signal.

The relative error of these expressions is smaller than
ratio DT/2U0. In general, the optimum value ofQ relative to
which it is better to measure the FOG signal and then ca
lateQp is determined by the real FOG characteristics, i.e.,
intrinsic noise and the drift of its output signal.

EXPERIMENTAL STUDY OF THE ACCURACY OF A STATIC
FIBER- OPTIC GYROCOMPASS

The sample FOG we used was based on a single-m
polarization-preserving fiber with the following character
tics: scaling coefficient 270 mV/~deg/h!, intrinsic noise 0.2
~deg/h!/AHz, and output signal drift 0.2 deg/h. The first sta
of development of the static design scheme for a fiber-o
gyrocompass should include a computer simulation of
calculation of directional angles relative to north. The sim
lation method we used was described in Ref. 5. Follow
this method, we created long-period files~up to two hours!
recording the behavior of the output signal from our FO
under vibration-isolated conditions. Then this sample w
split up into intervals of equal durationt corresponding to
the time for a single measurement of the FOG signal,
took averages over them. The measurement intervals a
nated strictly with intervals long enough to rotate the FO
from one position to another and for transient processes
ing from vibrations at the instant of rotation to die aw
~total time 5 seconds!. To the signal obtained in this way w
added a theoretically calculated signal based on Eq.~2! for
Q5245°. The calculation ofQp was based on Eq.~1!. Fig-
ure 1 shows the behavior of the mean-square error in ca
lating the angleQp as a function of timet. It is clear that for
the FOG sample we used the error in calculatingQp reaches
a minimum for a measurement time~averaged! of 10 sec-
onds; this error is a quantity of order 0.5°. It is obvious th
for this sample FOG we cannot obtain higher accuracy
the gyrocompass for a single calculation ofQp .

At the next stage we made measurements on an ac
gyrocompass. As we showed in Ref. 3, we can use an a
rithm for calculatingQp that allows us to first estimate th
value of the drift and then include it in the calculations
Qp . In order to check this possibility, a single-type cycle
measurements of the FOG signal was repeated 30 tim
Each cycle consisted of four measurements of the FOG
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nal lasting 15 seconds. Between measurements the FOG
rotated in one direction by an angle of 90° relative to t
previous measurement~the time between measurements
the FOG signal was 5 seconds!. In all the measurements, th
FOG sensitivity vector remained roughly at an angle of 4
to the north-south axis. The results of the measureme
were stored in the computer. Then the angleQp was calcu-
lated according to Eq.~1! by three methods~Fig. 2!. In the
first method only the first three measured values of the F
signal for each cycle were used to calculateQp , while in the
second method only the second, third, and fourth measu
values of the FOG signal were used. In the third meth
based on four measurements of the FOG signal in a sin
cycle, we first estimated the drift in the FOG signal under
assumption that its variation was linear in natu
d50.5(S21S42S12S3). Then we computed the angleQp

based on the value of the FOG signal corrected by this
culated value ofd. The mean-square error in calculating th
angleQp was roughly 1.5° for the first and second metho
while in the third method it was 2° This implies that for ou
FOG the best algorithm for calculatingQp was the simple
algorithm that uses three measurements of the FOG si
with rotations of the FOG by 90°. The FOG rotations ha
an additional instability in the temperature regime of ope
tion of this sample FOG, which increases its intrinsic no
and drift. We can use this to explain the increase in erro

FIG. 1. Computational errorQp in simulating the gyrocompass.

FIG. 2. Comparison of algorithms for calculatingQp . Methods:s — 1,
h — 2, l — 3.
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calculatingQp compared to the error obtained previously
the simulation process.

The third stage of our study of the gyrocompass ac
racy was to measure its error as a function of the value of
calculated angleQp . For this we measured the FOG sign
as we did previously, except that each new measurem
cycle of four values of the FOG signal began with a shift
the first measurement position by 10° with respect to the
position of the previous measurement cycle. Thus, we m
nine measurement cycles in succession, after which the
measurement position coincided with the original positio
and then made nine more measurement cycles, doing s
times. The results of the measurements were also accu
lated in the computer.

Then, based on the results of the measurements, we
culated the angleQp using Eq.~1! for eighteen orientations
of the FOG sensitivity vector in the first position for me
surements relative to the north-south axis. The first half
this range of values was calculated from the first three m
sured values of the FOG signal of each cycle, while
second half was based on the second, third and fourth va
of the FOG signal. Figures 3 and 4 show plots based on
calculations of the average value of the angleQp and the
mean-square deviation of the calculated angle respectiv
We then passed a straight line through the calculated va
of the angleQp , as shown in Fig. 3. The deviation of th
computed values from a straight line was a quantity sma
than the mean-square deviation shown in Fig. 4. The
shown there has several obvious extrema. The minim
value of the error in computing the angleQp was a quantity
of order 0.6° for a total measurement time of order 1 minu
The analogous result given in Ref. 1 was 0.2° for the sa
measurement time. The character of the function shown
Fig. 4 confirms the conclusions stated in the first part of t
paper. The lower error in computing the angleQp within the
range230° to 0° is explained by the smaller influence of t
intrinsic FOG noise on the accuracy of computing the an
Qp over this range of angles. Likewise, the lower compu
tional error within the range2120° to290° is explained by
the smaller influence of the FOG signal drift on the accura
of computingQp within this range. From this plot we ma
conclude that it is preferable to orient the FOG sample w
respect to the north-south axis in such a way that the c

FIG. 3. CalculatedQp versus the angle of rotation of the first position of th
FOG.

1083 Tech. Phys. 42 (9), September 1997
-
e

l
nt
f
st
e

rst
,
30
u-

al-

f
a-
e
es
0

ly.
es

r
t

m

.
e
in
s

e
-

y

h
-

puted angleQp falls on a value close to230°. This orien-
tation of the FOG during the operation of the gyrocompa
can be implemented after the first preliminary measurem
of the FOG signal and calculation of the directional ang
relative to north, possibly based on a simplified algorithm
within a shorter measurement time. The smaller error in c
culatingQp for the angle245° compared to the results ob
tained in the previous series of measurements is explaine
the fact that this test series had a considerably larger m
surement time~of order six hours!, which led to a decrease in
the intrinsic noise and drift of the signal during the measu
ments, since the sample FOG was warmed up.

CONCLUSION

Based on this work, we propose a method for determ
ing the measurement error of a static fiber-optic gyroco
pass.

The first stage of this method is to determine the ultim
accuracy of the gyrocompass for the sample FOG used
the optimum time for a single measurement of the FOG s
nal. For our sample FOG we obtained an accuracy of or
0.5° ~rms! and a measurement time of 10 seconds resp
tively. The second stage is to determine the optimum al
rithm for measuring the FOG signal and compute the dir
tional angle relative to north. For our sample FOG w
concluded that it was necessary to use an algorithm with
compensation of the drift, with a minimum number of me
surements of the FOG signal equal to three. The third st
is to determine that value of the angle relative to the dir
tion of north for which the computational error is a min
mum. For our sample FOG this optimum angle was230°.

We determined how accurately the angle relative to
direction of north was calculated in the course of making
test measurements and calculations. For our sample fi
optic gyrocompass the error was a quantity of order 1°~rms!
or smaller.
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FIG. 4. Computational errorQp versus the angle of rotation of the firs
position of the FOG.
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Thermal stability of the magnetic parameters of epitaxial iron garnet films subjected to

planar radial stresses

V. T. Dovgi , T. G. Astaf’eva, F. G. Bar’yakhtar, and G. I. Yampol’skaya

Donetsk Physico-technical Institute, Ukrainian Academy of Sciences, 340114 Donetsk, Ukraine
~Submitted May 28, 1996!
Zh. Tekh. Fiz.67, 114–116~September 1997!

The effect of external planar radial pressure on the thermal stability of the magnetic parameters
of epitaxial iron garnet films is investigated in the temperature range 200–500 K for
external mechanical stresses in the range 0–40 kgf/mm2. It is shown that external planar radial
pressure can be used to improve the thermal stability of these magnetic parameters by a
factor of 1.5–2, and also to alter significantly the temperature interval of single-domain behavior
for orientational phase transitions near a compensation point. ©1997 American Institute
of Physics.@S1063-7842~97!02409-4#

One of the important requirements imposed onthe perioda and magnetic-bubble diameterd of a lattice of
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magnetic-bubble materials is temperature stabi
of their magnetic parameters.1–11 In this paper we investigate
the effect of an external planar radial pressure on the ther
stability of these parameters for iron garnet film
with the compositions (YSmLuCa)3(FeGe)5O12 ~1!,
(YSmLu)3(FeGa)5O12 ~2!, and (YGdTm)3(FeGa)5O12 ~3!,
grown on~111!-oriented Gd3Ga5O12 substrates. Using mag
netooptic devices based on the Faraday effect, we stu
these films in the temperature range 200–500 K under ex
nal mechanical stresses in the range 0–40 kgf/mm2. In this
paper we show that external planar radial stresses can
nificantly improve the thermal stability of the magnetic p
rameters of epitaxial iron garnet films.

Figure 1 shows the temperature dependence of the c
acteristic lengthl , the wall energysw , the saturation mag
netization 4pMs , the anisotropy fieldHA , the exchange
constantA, the quality factorQ, the half period of the stripe
structureP0/2, the magnetic- bubble collapse fieldHk , and

FIG. 1. Temperature coefficients of the magnetic parameters of epita
iron garnet films with the composition (YSmLuCa)3(FeGe)5O12 for sex50
~open circles! andsexÞ0 ~filled circles!.
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magnetic bubbles for films with compositio
(YSmLuCa)3(FeGe)5O12 in an external stresssex5 0 ~open
circles! andsexÞ 0 ~filled circles!.

Table I lists various temperature coefficients, defin
asP5@(dP/dT)/P#•(100%) whereP is any of the~gener-
alized! static magnetic parameters mentioned above,
epitaxial iron garnet films withsex5 0 kgf/mm2 and
sex518 kgf/mm2. The temperature dependence of the ch
acteristic lengthl is a minimum when the variations in
4pMs and sw compensate one another, i.e., wh
DMs /Ms5Dsw/2sw .4 Figure 2 and Table II list analogou
temperature dependences of the magnetic parameters
their temperature coefficients for films with the compositi
~YSmLu!3~FeGa!5O12.

Epitaxial iron garnet films with composition
~YGdTm!3~FeGa!5O12 having a compensation point close
room temperature (;215 K!. Fig. 3 illustrates the change i
magnetic parameters of these films with temperature, w

ialFIG. 2. Temperature coefficients of the magnetic parameters of epita
iron garnet films with the composition (YSmLu)3(FeGa)5O12 for sex5 0
~open circles! andsexÞ 0 ~filled circles!.

1085085-03$10.00 © 1997 American Institute of Physics



TABLE I. Temperature Coefficients of the Magnetic Parameters of Films with the Composition~YSmLuCa!3~FeGe!5O12
TABLE II. Temperature Coefficients of the Magnetic Parameters of Films with the Composition~YSmLu!3~FeGa!5O12

sex , kgf/mm2 T,K l T ,%/K sT ,%/K MT ,%/K HA ,%/K AT ,%/K Hk ,%/K P0/2,%/K aT ,%/K dT ,%/K Ku ,%/K Dsw

sw
/
DM

M

0 293 20.43 21.6 20.34 20.87 20.94 20.15 20.30 20.26 20.22 21.19 2.9
15 293 20.19 20.5 20.16 20.44 20.4 20.09 20.12 20.1 20.13 20.60 2.9

sex , kgf/mm2 T,K l T ,%/K sT ,%/K MT ,%/K HA ,%/K AT ,%/K Hk ,%/K P0/2,%/K aT ,%/K dT ,%/K Ku ,%/K Dsw

sw
/
DM

M

0 293 20.32 20.82 20.28 20.73 20.4 20.17 20.22 20.14 20.13 20.92 2.7
18 293 20.16 20.48 20.16 20.29 20.35 20.11 20.07 20.07 20.05 20.67 2.2
Table III lists their temperature coefficients at room tempera-
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ture ~293 K! and 353 K respectively for initial films (sex5 0
kgf/mm2) and forsex5 16 kgf/mm2.

Analysis of the plots for films with the first two compo
sitions show that the magnetic parameters of the initial fil
(sex5 0! and those subjected to external stress (sexÞ 0!
decrease monotonically with temperature with a depende
that is close to linear~except for a region around the Ne´el
point!. Application of a radial stress improves the therm
stability of the magnetic parameters of these films. A cri
rion of temperature stability of the magnetic paramet
~characteristic lengthl , saturation magnetization 4pMs ,
boundary energy densitysw , bubble collapse fieldHk , and
equilibrium period of the stripe domain structureP0) was
formulated in Refs. 1,2,8 foruPTu<0.2–0.3 %/K. From these
tables it is clear that the temperature coefficients of the m
netic parameters for films subjected to stress decrease
factor of 1.5–2 and satisfy better the criterion of temperat
stability.

The criteria of small changes in the characteristic len
l ~see Ref. 4! is DM /M5Ds/2sw , where DM /M and

FIG. 3. Temperature coefficients of the magnetic parameters of epita
iron garnet films with the composition (YGdTm)3(FeGa)5O12 for sex5 0
~open circles! andsexÞ 0 ~filled circles!.
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and domain wall energy respectively. For films with the fi
and second composition, atsex5 0 andsexÞ 0 we find that
(Ds/s)/(DM /M )52.62–3.1.

The thermal stability of the magnetic parameters un
the action of an external stress is improved because
change of the magnetic parameters with respect to temp
ture is compensated by their change with respect to stre

In Ref. 12 it was shown that the values of the magne
parameters decrease with increasing external stress~the de-
rivative is negative!, analogous to changes in these para
eters with temperature. If a film is under a certain exter
stress at room temperature which decreases as the tem
ture increases and vice versa, then there is a certain temp
ture range in which the change in magnetic parameters w

ialFIG. 4. Dependence of the saturation magnetization of a film in the pla
field H' on temperature near the compensation point forsex5 0 andsex

Þ 0.
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TABLE III. Temperature Coefficients of the Magnetic Parameters of Films with the Composition~YGdTm!3~FeGa!5O12
sex , kgf/mm2 T,K l T ,%/K sT ,%/K MT ,%/K HA ,%/K AT ,%/K Hk ,%/K P0/2,%/K aT ,%/K dT ,%/K Ku ,%/K

0 293 21.91 20.98 10.51 21.53 21.08 11.37 21.3 20.93 20.93 20.86
16 21.38 20.55 10.38 21.06 20.62 10.67 20.66 20.65 20.68 20.48
0 353 21.37 21.47 20.11 21.52 21.36 10.31 20.75 20.53 20.54 21.57
16 20.82 20.95 20.08 20.97 20.88 10.05 20.41 20.22 20.35 21.04
respect to temperature and stress will compensate each other
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,

(2dP/dT51dP/ds). The improvement in thermal stabi
ity of the parameters of the domain structure is primarily d
to the change in uniaxial anisotropy under the action of
external stress.

Because epitaxial iron garnet films with compositi
~YGdTm!3~FeGa!5O12 have a point of compensation ne
room temperature, the temperature coefficients of their m
netic parameters at 293 and 353 K are worse than for fi
with compositions 1 and 2. The thermal stability of magne
parameters for films with composition 3 is improved by t
presence of an external planar radial stress~Fig. 3 and Table
III !. In the range of temperatures close to the Ne´el point and
the compensation point, the changes in magnetic param
with respect to temperature are large~especially Ms and
HA), and are not compensated by their changes with res
to pressure.

Figure 4 shows the temperature dependence of
saturation magnetization of a film with compositio
~YGdTm!3~FeGa!5O12 in a planar fieldH' near the compen
sation point forsex5 0 and sexÞ 0. The single-domain
interval in the neighborhood of the compensation point
sex5 0 has a widthDT5 60 K, while for s' 25 kgf/mm2

it is DT5 10 K (s5 25 kgf/mm2 corresponds to a tempera
ture of 210 K!. Thus, the temperature interval for singl
domain behavior of this epitaxial iron garnet film~the state
with uniform magnetization! decreases by a factor of 6 und
stress; this narrowing of the single-domain region is prim
1087 Tech. Phys. 42 (9), September 1997
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radial stress. The shift in the compensation point~defined as
the midpoint of the region of single-domain behavior wi
respect to the saturation field! is insignificant,'5 K.

Thus, we have shown that external planar radial str
can improve the thermal stability of magnetic parameters
iron garnets, and also significantly alter the temperature
terval of single-domain behavior near a compensation p
for orientational phase transitions.
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Effect of external noise on the optical thermal breakdown of semiconductor wafers

ta-
Yu. V. Gudyma

Yu. Fed’kovich Chernovtsy State University, Chernovtsy, Ukraine
~Submitted March 4, 1996!
Zh. Tekh. Fiz.67, 117–119~September 1997!

The optical thermal breakdown of a semiconductor wafer with a small Biot number under
conditions of fluctuating incident light intensity is discussed. It is shown that external noise shifts
the breakdown region toward somewhat higher values of the control parameter, and as the
fluctuations grow this process leads to suppression of the critical point. Light intensities below the
threshold noise can induce a nonequilibrium phase transition. Numerical estimates are given
for germanium illuminated by a CO2 laser. © 1997 American Institute of Physics.
@S1063-7842~97!02509-9#

Optical thermal breakdown is itself an example of a co-wafer thickness. Then it is sufficient to describe the nons
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operative optical effect. It occurs in systems excited by lig
whose distinctive peculiarity is the appearance of multi
stable states when the system parameters exceed certain
cal values, even in the absence of external feedback.1 Physi-
cally, this phenomenon is associated with the rapid~expo-
nential! growth of the coefficient of free-carrier absorption
light ~when the energy of the optical quantum is smaller th
the width of the band gap! for a semiconductor heated b
previously absorbed light. It manifests itself in an avalanc
like rise in the semiconductor temperature when the li
intensity ~the external parameter! exceeds the breakdow
threshold. As an example of a dissipative structure that
pears in an open system far from a state of thermodyna
equilibrium,2,3 optical thermal breakdown is valuable in th
it has both been observed experimentally4 and explained
theoretically.5 Modeling of this phenomenon demonstrat
distinctive features of hysteresis in distributed systems
particular the existence of a switching wave between st
corresponding to different branches of the hystere
function.6 Thus the description of optical thermal breakdow
encompasses almost all nonequilibrium effects.

Let us discuss how the state of the system changes u
the influence of fluctuations in the intensity of the incide
light. Note that this system is especially convenient for e
perimental studies of these effects. The intensity of the in
dent light is an external parameter that can be varied easi
the experiment over a considerable range. Also importan
the fact that the light intensity is a multiplicative parame
in the Lambert–Beer law. From this we infer that fluctu
tions will have a strong effect on the system, because, a
well known, we can completely control the dominant no
equilibrium properties of the system by changing the ene
flux of the incident light. In order to neglect internal fluctu
tions, we will start with a semiconductor wafer that is sp
tially uniform with a small Biot number Bi5Hl/ l !1
~wherel is the wafer thickness,l is the thermal conductivity,
andH is the heat transfer coefficient, equal to the ratio of
specific thermal conductivity to the specific material dens
of the material per unit length!. Assume also that the trans
verse thermal resistance of this wafer is small compare
the thermal resistance of the contact with the heat b
which means a rapid equalization of the temperature over

1088 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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tionary thermal regime of the system dynamics by a sin
variable — the temperatureT, whose value is determined
from the heat balance equation:7

c
dT

dt
5G~x,t !$12exp~2a~T!l !%/ l 2H~T2T0!, ~1!

where G(x,t) is the intensity of a broad beam of inciden
light, c is the specific heat of the semiconductor material,T0

is the temperature of the heat bath,

a~T!5a0 exp~2Eg/2kT! ~2!

is the absorption coefficient of light by free carriers, andEg

is the width of the band gap.
The temperature dependence of the magnitude of the

sorption coefficienta0 is usually neglected at high tempera
tures. It is not difficult to transform from~1! to dimension-
less variables

du

dt
5b$12exp~2h exp~g2g/u!!%2~u21!, ~3!

whereu5T/T0, t5tH/c, g5Eg/2kT0, andh5a(T0) l .
In what follows we will also assume that the correlatio

time for external fluctuations is negligibly small, so that w
may use the white-noise approximation to describe them.
us replace the parameterb by a stationary random process8

i.e., b(t)5b1sj(t), where the external noisej(t) has zero
average value and a correlation functio
^j(t)j(t8)&5s2d(t2t8), while b equals the average valu
of b(t). Taking into account that Gaussian white noise is t
derivative of a Wiener process in the sense of generali
functions, we can transform Eq.~3! into Stratonovich’s sto-
chastic differential equation, which determines the evoluti
of the transition probability densityp(u,tuu8,t8). This in
turn leads to the corresponding Fokker–Planck equation:

]p~u,tuu8!

]t

52
]

]u Fb$12exp~2h exp~g2g/u!!%2~u21!

1088088-03$10.00 © 1997 American Institute of Physics
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2u2

$12exp~2h exp3~g2g/u!!%

3exp~2h exp~g2g/u!!J
3exp~g2g/u!] p~u,tuu8!1

s2

2

]

]u2

3$12exp~2h exp~g2g/u!!%2p~u,tuu8!. ~4!

Stationary regimes that describe macroscopic behavior
nonlinear system driven by external noise are adequately
simply described by the stationary probability densityp(u).
If the boundary of the state space is natural~or regular with
instantaneous reflection!, then the stationary solution to th
uniform Fokker–Planck equation is

ps~u!5N$12exp~2h exp~g2g/u!!%21

3expF 2

s2E0

u

@b$12exp~2h exp~g2g/u!!%

2~u21!#$12exp~2h exp~g2g/u!!%22duG ,

~5!

whereN is a constant obtained from the normalization co
dition

E
0

b

ps~u!du51. ~6!

The upper limit of integration is determined by limita
tions imposed by physical conditions of the problem~for
example, the melting point of the crystal!. The solution to
Eq. ~5! is referred to as a potential solution, since its ma
mum corresponds to stable stationary states while its min
correspond to unstable stationary states.8 Thus extrema of the
stationary probability density can be identified with mac
scopic stationary states of the system. Equation~5! was ana-
lyzed numerically for a germanium wafer with thickne

FIG. 1. Graphical solution to the evolution equation~3! whenb5 0.4.
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6 mm illuminated by a CO2 laser with wavelength 10.6mm
at room temperatureT05 300 K. The material constant
Eg50.67 eV, a(T0)50.09 cm21 were taken from data
given in Ref. 4. Recall that the melting point of germaniu
is 1210 K.

It is well known6 that the thermal balance Eq.~3! has
two stable deterministic stationary solutions for values ofb
above a certain critical value. The first of these correspo
to a phase in which the temperature of the system cease
depend on the temperature of the external medium an
completely determined by the pump, while the second is
intrinsic phase of optical thermal breakdown. However,
action of external noise~both additive and multiplicative!
can only shift the region of optical thermal breakdown t
wards somewhat larger values of the control parameter. F
ther increases in fluctuations in the external light intens
lead to suppression of the critical point. However, the p
mary question regarding qualitative readjustments of the
gimes of this dynamic system, i.e., transitions induced
noise, remains unclear.9 For this we consider the behavior o
the system for values of the control~cooperative! parameter
below the critical point. In the absence of external multip
cative noise this regime is characterized by a single stat
ary state~Fig. 1!; however, increasing the fluctuations in th
incident light leads to the appearance of bistability~Fig. 2!.
Thus we obtain a situation where a phase transition is
duced exclusively by noise. Also important is the fact th
predictions based on an analysis in which the noise is id
ized as white noise are also justified for any colored noise
the limit of small correlation times.9 It is worth emphasizing
that the effect of external noise on optical thermal bre
down in semiconductor wafers is quite amenable to exp
mental simulation.

1H. Gibbs, Optical Bistability: Controlling Light with Light~Academic
Press, Orlando, 1985! @Russian trans., Mir, Moscow, 1988#.

2G. Nicolis and I. Prigogine,Self-Organization in Nonequilibrium System
~Wiley, New York, 1977! @Russian trans., Mir, Moscow, 1979#.

3H. Haken,Synergetics: An Introduction. Nonequilibrium Phase Tran
tions and Self-Organization in Physics, Chemistry, and Biology~Springer-

FIG. 2. Graphical solution to the evolution equation, taking into acco
fluctuations in the incident light withs25 0.1, for the same valueb5 0.4.
A transition takes place whens25 0.04.
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Salient features of the analysis of layered structures by means of ion sputtering

is
A. A. Dorozhkin, A. V. Filimonov, A. P. Kovarski , Yu. A. Kudryavtsev, and N. N. Petrov

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted April 18, 1996!
Zh. Tekh. Fiz.67, 120–122~September 1997!

Results are presented from an experimental investigation of layered structures made up of
elements with strongly different atomic masses, using ion sputtering with post-ionization of
secondary neutrals in a gas discharge plasma. An anomalous increase of the signal at
boundaries between layers is noted. It is proposed that the phenomenon of selectivity in etching
affects the measurement of the profile of secondary particle yield. ©1997 American
Institute of Physics.@S1063-7842~97!02609-3#

One of the most widely used methods of layer-by-layeretc.!. It is well known that the quality of such contacts
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analysis of materials is ion sputtering with monitoring of t
composition of the bottom of the etch pit is monitored by o
of several well-known methods of element surface analy
secondary-ion mass spectroscopy, mass spectroscopy o
ized neutral particles, Auger electron spectroscopy, x-
photoelectron spectroscopy, etc.1 The first two methods are
the ones most often used, since the composition of the s
tered particles in these cases is unaffected by the possib
of selective sputtering and reflects the bulk concentration
the corresponding elements in the subsurface layer of
solid. In the presence of selective etching, the compositio
the surface changes in such a way that the rate of etchin
various components turns out to be proportional to their b
concentration.2

We have made a systematic analysis of layered st
tures using the method of post-ionization of sputtered n
trals. In this case, a number of atypical effects are obser
at a boundary between layers consisting of elements w
significantly different masses. In this paper we present
results of these measurements, interpret them, and esti
possible manifestations of the effects described in the an
sis.

The measurements were based on the method of p
ionization of sputtered neutrals in the plasma of a hig
frequency gas discharge using an INA-3 apparatus mad
Leibold-Hearues. The samples we used were irradiated
Ar1 ions with energies 0.2–2 keV~the size of the beam wa
.1 mm at the target!. After they leave the target, the spu
tered neutral particles arrive in a region where a hig
frequency gas discharge is created in argon, and there
are partially ionized; then they are accelerated and sent
quadrupole mass analyzer (M /DM. 500!. Thus, we are
measure the mass spectra of secondary neutrals. In ord
measure the profile of the distribution of some specified
ement with respect to depth, we measured the dependen
the flux of corresponding ions on the time in which t
sample is irradiated by the ion beam~the sputtering time!.
Usually the sputtering rate was.3 Å/s under our conditions
Six elements could be measured simultaneously. In our m
surements we recorded the yield of monatomic ions of
elements that make up the layered structure. For sample
used layered structures suitable for making electrical c
tacts to semiconductor electronics~Si/Pt, Au/Mo/Au/GaAs,
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improved by preparing them in the form of layered stru
tures. The samples were prepared by thermal depositio
metallic films on semiconductor surfaces and were subjec
to subsequent processing. The layer-by-layer analysis
these structures with the goal of establishing distinctive f
tures of the etching is the primary focus of this work.

Figure 1 shows the results of measurements on a sam
of Si/Pt~the primary Ar1 ions had an energy of 400 eV!. For
Pt1 ions we observe a time dependence that is character
of layered systems: initially the Pt1 signal is practically in-
dependent oft, while at a film boundary it abruptly drop
down to the background level. The falloff time is determin
by the possibility of interdiffusion of Pt and Si and the dep
resolution of the monitoring method. For Si1 and Si2

1 ions
the time dependence turned out to be somewhat differen
the Pt layer the signals were not large~with respect to the
background!, and in the Si layer they had a constant val
characteristic of this element. However, at the boundary
observed a maximum in which the magnitude of the signa
considerably higher than the Si signal. Furthermore, the

FIG. 1. Profile of the distribution of the elements in a layered Si/Pt str
ture. Primary particles - Ar1, Ep5 400 eV.

1091091-03$10.00 © 1997 American Institute of Physics
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sitions of the Si1 and Si2
1 maxima do not coincide, and

attentive examination of the spectra reveal fine structure
Analogous measurements were made for more com

systems: we deposited films of Mo and Au on the subst
of GaAs. The results of these measurements are show
Fig. 2. The shape of the time dependence of the Au1 signal
corresponds to the profile of the distribution of this elem
in the structure. For Mo we trace two very significa
maxima at the boundary with gold. Similar anomalies a
observed for Ga1 and As1. For these elements we also o
serve maxima at the boundary with the Au film, on eith
side of the latter.

Based on this data and results obtained for a numbe
other samples, we can formulate the following general ru
Whereas the measured profiles for the heavier elements~Au,
Pt! rather regularly reflect the distribution of these eleme
with respect to depth into the sample, maxima are obser
for the lighter elements~Si, Ga, As, Mo! at boundaries with
heavy elements. In a number of cases, the magnitude o
analysis signal is 5–8 times larger than for the correspond
pure element~Si, Ga, As, Mo!. Increasing the ion energy to
keV attenuates this effect.

It is obvious that the effect we are observing is impo
sible to explain by anomalously high concentrations of o
of the elements at the boundary between films. In contras
secondary-ion mass spectroscopy, we cannot associa
with changes in the degree of ionization of secondary p
ticles, since the ionization takes place in a plasma which i
no way connected with the surface. One natural possible
planation remains: an increase in the rate of sputtering
light elements at a boundary with heavy elements. Howe
we still have to find possible reasons for this phenomena
selective sputtering.

It is known, and also demonstrated by us in Ref. 2, t
during sputtering of a mixture or a compound of light a
heavy elements, a preliminary sputtering of atoms of
lighter element usually occurs. However, as the result
changes in the composition of the surface the rates of s
tering of different elements are found to be proportional
their bulk concentrations.3 This process, in principle, re
quires a certain finite establishment time, and is described
an equation of type

FIG. 2. Profile of the distribution of the elements in a layered Au/Mo/A
GaAs structure. Primary particles - Ar1, Ep5 400 eV.
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whose solution is

n5
S

N0

nbulk

s1
F12expS 2

j 0

e
s1t D G ,

where

t5S j 0

e
s1D 21

is a characteristic time for establishing the equilibrium sta
j 0 is the current density of the primary beam, ands1 is the
probability for sputtering of lighter atoms located directly
the surface.

We can approximately estimate this quantity by taki
s.10216cm2. Then t.0.220.5 s. For normal analysis o
the elemental composition of the material, the time it takes
begin the measurement after switching on the ion be
greatly exceedst; therefore, selective etching is irreleva
and makes practically no contribution to these measurem
of. However, a different situation arises when we analy
layered structures. Usually mixing of the components occ
at a boundary between layers within a comparatively t
transition layer (.10 Å! due to interdiffusion that takes
place in the course of preparing the structure and its su
quent processing. Such interlayers of mixed composition
rapidly sputtered through, and equilibrium states cannot
established. Therefore, selectivity is exhibited in the etch
of the lighter component at layer boundaries. As experim
shows, this selectivity can be quite significant.

To a certain extent, this assumption is confirmed by
dependence of the selectivity on the ion energyE0: with
increasing E0 the selectivity of the sputtering shoul
decrease.3 We also made measurements at decreased spu
ing rates. The results for one of the samples of Au/Mo/A

FIG. 3. Profile of the distribution of the elements in a layered Au/Mo/A
GaAs structure. Primary particles - Ar1, Ep5 400 eV. The sputtering rate
has been lowered by a factor of 7.
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GaAs are shown in Fig. 3~the sputtering rate was decreased
s
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In order to observe artifacts of a similar kind we can use

,

by a factor of 7!. In this case the effect under study almo
disappears.

The effects we have observed should also appear w
secondary-ion mass spectroscopy is used. However, in
case they are superimposed on changes in the analysis s
connected with changes in the coefficient of ionization of
sputtered particles~which can be considerably larger!, but it
is possible to take our effect into account in this case as w
1093 Tech. Phys. 42 (9), September 1997
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measurements at various values ofj 0.
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Ultrasonic monitoring of the accumulation of aging damage and recovery of the useful

e a
lifetime of industrial parts
L. B. Zuev, V. Ya. Tsellermaer, V. E. Gromov, and V. V. Murav’ev

Institute of Strength Physics and Materials Science, Siberian Departmant of the the Russian Academy
of Sciences, 634021 Tomsk, Russia
~Submitted June 8, 1996!
Zh. Tekh. Fiz.67, 123–125~September 1997!

A method is described for monitoring changes in the strength properties of steels during fatigue
testing based on measuring the velocity of propagation of ultrasound. It is shown to be
possible to detect the dangerous stage of development of fatigue damage for individual industrial
parts. A method is also proposed for restoring the function of manufactured items by
treating them with high-power electric current pulses. It is shown that such treatment significantly
increases the useful lifetime and can prevent fatigue failure. ©1997 American Institute of
Physics.@S1063-7842~97!02709-8#
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It is well known that the prediction of useful lifetimes o
industrial parts subjected to fatigue-inducing loading is
very complicated problem. Data on fatigue limits obtain
by plotting the so-called Weller curve1 can only be used to
estimate average characteristics of a material, and never
information about such important reliability indicators of th
individual components as the useful lifetime.2 This method-
ology significantly limits progress in increasing the reliab
ity of machines and components. Moreover, fatigue-indu
failure is usually sudden in character, and its approach is
accompanied by any noticeable external signs. Microsco
studies1,3 show that during fatigue a gradual accumulation
microdamage takes place, followed by a slow hidden rise
fatigue-induced cracks, leading to catastrophic growth o
primary destructive macrocrack. The existence of this lo
term preparatory stage suggests that suitable intervention
help to prevent the transition to the next stage of the proc

Thus there are two problems to address in applica
studies of the process of metal fatigue and fatigue in allo
the choice and justification of provable and sufficiently
formative signs of arrival at a dangerous stage of struct
change, leading to failure; and development of methods
can be directly used on machine parts or components to
lay the development of defects whose growth within a sh
time can lead to failure. Several approaches to this prob
will be discussed in this paper.

ON THE POSSIBILITY OF DIAGNOSING FATIGUE-INDUCED
FAILURE

A very convenient quantity that carries reliable inform
tion on the structure of a material and its changes is
velocity of propagation of ultrasound in metals and alloy4

The fact that this quantity is determined by elastic modu
(G for transverse waves! and the material densityr, i.e.,
Vt5(G/r)1/2, while correct, does not fully reflect the com
plexity of the problem.5 It has been discovered4 that practi-
cally all structural changes caused by heat treatment or s
lead to small but measurable changes in the ultrasonic ve
ity. Therefore one promising approach to structural monit
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material under fatigue-induced loading. Figure 1 illustra
changes in the ultrasound velocity during fatigue testing
samples made of 45-steel; these changes are inferred
measurements of bending oscillations. Analogous dep
dences were also obtained for samples made of M76
steel by the method of autocirculation of sound pulses a
carrier frequency 2.5 MHz and the use of an ISP-
apparatus.4 These data indicated that the form of the depe
dence of the velocity of transverse ultrasonic waves on
number of loading cyclesn was qualitatively the same for a
the samples tested. In all cases,Vt(n) exhibited three suc-
cessive drops in the ultrasonic wave velocity, although
size and rate of the quantitative change differed from sam
to sample~Fig. 1!. Other measurement methods have a
revealed a characteristic three-stage kinetics for the cha
of several metal properties during fatigue testing. For
ample, in Ref. 6 it was shown that the Young’s modulus
steel changes analogously~see, also, Ref. 7!; in Ref. 8 simi-
lar behavior was observed in the electrical resistance; an
Refs. 9,10 the authors noted similar patterns in the buck
amplitudes of samples during bending oscillations. Und

FIG. 1. Relative change of the ultrasound velocity during fatigue testing
samples of 45-steel.

1094094-03$10.00 © 1997 American Institute of Physics
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. 1
standing of the essence of the processes responsible for
step-like curves is achieved through microstructural anal
of the metal undergoing fatigue testing. It turns out th
while no particular change is detectable in the microstruct
at stages 1 and 2, as stage 3 is approached traces of p
deformation appear. Immediately after the functionVt(n)
begins its steep decrease one observes signs of destruct
the form of microcracks with dimensions> 0.01 mm.

Thus there is reliable evidence that the transition to
stage-3 dependence of the ultrasound velocity on the num
of loading cycles signals the approach of the catastrop
stage of fatigue and the exhaustion of the working life of
component. Since measurements of the ultrasonic velo
using the ISP-12 apparatus or something similar to it4 are
quite simple, they can be implemented in practice with
hindering the operation of structures and machines that a
use and subjected to sign-changing loading. This make
possible to detect signs that the parts material has reach
critical state beforehand while the parts are in use.

We also argue that this type of dependence ofVt(n) is
useful in explaining theU-shaped character of the depe
dence of the intensity of outages~i.e., their number per uni
time! on the time of uset, which is well known in the theory
of reliability.11 Clearly, the plot ofdVt /dn versusn shown
in Fig. 2 ~which is based on the data of Fig. 1! is also
U-shaped~obviouslyn;t). In terms of reliability theory2,11

its initial stage corresponds to outages during operation,
stage of slow falloff of the ultrasound velocity is the perio
of sudden outages~normal use!, and the rapid falloff in the
ultrasonic velocity signals a transition to the most danger
period of wear-induced outages. In this stage, seri
changes have already taken place in the structure of the
terial, in particular, as microscopic investigations show,
appearance of cracks of dangerous size.

RESTORING THE LIFETIME OF COMPONENTS AFTER
FATIGUE TESTING

If timely observation of the onset of a critical stage
fatigue is feasible, then it also should be possible to res
the working lifetime of an industrial part by healing the m

FIG. 2. Change in ultrasound velocity from its value at test cycle No
versus the number of cycles.
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factors, since there is still time to use them. The mo
promising approach in this context is to use high-power el
tric current pulses. For example, the authors of Refs. 13
are of the opinion that the plastification of alloys via th
electroplastic effect takes place because microcracks
healed by the passage of a train of electric current pu
through the alloy with current densityj >103 MA/m2. In the
course of this work, we attempted to apply this effect to st
samples whose state after fatigue testing corresponded t
beginning of stage 3 for the functionVt(n), which was iden-
tified based on measuring the ultrasound velocity.

The scheme of the experiment was as follows. Samp
made of M76 rail steel were subjected to fatigue testing
cording to a scheme from a zero loading cycle with amp
tude 1.6 MPa, with simultaneous measurement of the ul
sonic velocity using the ISP-12 apparatus. For the materia
its initial state the value of the ultrasonic velocity was 29
m/s. Samples under these conditions were destroyed
;3150 loading cycles~averaged over eight samples!,
whereas the beginning of a significant drop in the ultrasou
velocity ~to a value of 2890 m/s! was noted after only 300
loading cycles. Samples that had reached this state were
jected to treatment by current pulses with frequency 20
and amplitude;20 kA for 30 minutes. Longitudinal fatigue
testing showed that this treatment not only practically
stored the original value of the ultrasound velocity, whi
indicates the return to the initial material structure, but a
allowed the samples to undergo an additional 1000–1
loading cycles before failure, i.e., the effect was quite s
nificant.

Thus, electrical treatment of materials after they ha
reached the critical stage of accumulation of fatigue dam
can appreciably increase the working lifetime of sampl
When real components are used, this procedure can pro
their useful lifetime. We will assume that the most probab
reason for this increase in working lifetime is healing
nucleating microcracks that form during fatigue loading, d
to local heating of the material in the region of current li
concentrations at the ends of the cracks, the blunting of
latter due to relaxation of stresses and the corresponding
crease in the level of stress concentration in these zo
Effects of this kind are widely discussed in the literature12–14

for unrelated problems in fatigue.
Note that a large role is played in this case by the regi

of electrical treatment. Thus, the authors of Ref. 16 ma
analogous attempts to increase the fatigue strength by
liminary treatment of steel with electrical pulses. Howev
this did not lead to an increase in the working capability
the fatigue samples, which contained prior cracks that
grown to various lengths~1.5–2.0 mm!; rather, it only de-
creased the scatter in the data from one sample to ano
Possibly this is connected with the shape of the electr
pulses used, which were rapidly attenuating sinusoids
shape that is characteristic of the discharge from a capa
into a low-inductance circuit. Contrast this with the we
known fact15,17 that the largest electroplastic effect is o
served in alloys subjected to unipolar pulses from a spe
oscillator.

1095Zuev et al.
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during fatigue testing by measuring its ultrasound velocity
combined with treatment by electrical pulses, it becomes
sible in principle to restore the working life of industria
parts operating under conditions of fatigue loading, there
contributing to the increased reliability of machines a
mechanisms.
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Recent years have seen a continuing interest in the syn-that temperature for 30 min, with subsequent cooling

ig
-
h

n
e-
m
um
n

h
t

su

lin

t
y

f
to
ar

s
gh
in
d
ur
e

t a

ter-
m–
did

m-
R

d in
esis-

tem-

nt

e

n
, to
of

e of
osed
am-
ac-
and

91
thesis and development of ceramic materials with a h
temperature jump in the resistance@positive temperature co
efficient of resistance~PTCR!# due to the wide use of suc
materials in various electron devices.1,2 One of the most
promising materials of this group is the solid solutio
~Ba,Pb!TiO3 doped by a small quantity of rare-earth el
ments. The function of such dopants is to endow the cera
with semiconductor properties. Among such dopants, yttri
has gained widest use thanks to the fact that its prese
results in a wider minimum~0.2–0.5 at. %! in the resistivity
r0 in comparison with the other dopant elements. At t
same time, the effect of the preparation process parame
~in particular, annealing temperature and time! on the char-
acteristics of the PTCR of such systems has received in
ficient study.

The present paper examines the effect of the annea
temperature and time on the characteristics of the PTCR
0.5 at. % yttrium-doped Ba0.9Pb0.1TiO3.

As the initial reagents we used OSCh-grade barium
tanate, lead oxide, and titanium oxide and ChCh-grade
trium oxide Y2O3. The time of wet grinding and mixing o
components was 24 h. Thermal synthesis of the ceramic
place in two steps. The first step consisted of prelimin
annealing of the material at 950 °C for 2 h followed by
grinding for 4 h in water. Pellets with the dimension
2032032 mm were then pressed and subjected to hi
temperature annealing. The anneal regime was the follow
The samples were kept at 600 °C for 2 h and then heate
the rate of 6 °C/min to the required annealing temperat
and kept at that temperature for a prescribed time. They w
then cooled at the rate of 50 °C/min to 1135 °C, and kep

FIG. 1. Dependence of the room-temperature resistivityr0 and resistance
jump g5Rmax/Rmin on the annealing temperature (t0530 min!.
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room temperature at a rate of 5 °C/min.
The temperature dependence of the resistivity was de

mined by the two-probe method using electrodes of indiu
gallium in the ratio 40:60. The voltage on the samples
not exceed 1 V.

Results of our study of the effect of the annealing te
peratureT0 and timet0 on the characteristics of the PTC
are shown in Figs. 1 and 2. It can be seen that ast0 is
increased from 3 to 30 min a steep decrease is observe
the room-temperature resistance of the ceramic and the r
tance jumpg5Rmax/Rmin also decreases~especially strongly
in the region of small annealing times!. The magnitude of the
resistance jump depends substantially on the annealing
perature, takes its maximum value atT051350 °C whiler0

depends weakly onT0.
Note that the resistance temperature coefficie2

a5(2.3D lgR)/(T22T1) depends weakly ont0 andT0 ~and
is approximately equal to 20% 1/K! due to an increase in th
temperature interval of the transitionT22T1.

The shift of the transition temperature~for pure BaTiO3

the Curie temperatureTC.120 °C! was somewhat less tha
the values given in the literature. This is due, apparently
evaporation of part of the volatile PbO during sintering
the ceramic in air.

On the basis of the Heywang model,2 which links the
anomalous behavior of the resistance with the presenc
acceptor states on the grain boundaries, it may be supp
that the above-established regularities in the PTCR par
eters are due to a difference in the rate of formation of
ceptor and donor states respectively on the boundaries
inside the grains of the ceramic.

FIG. 2. Dependence of the room-temperature resistivityr0 and resistance
jump g5Rmax/Rmin on the annealing time (T051350 °C!.

1097097-02$10.00 © 1997 American Institute of Physics
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Use of hysteresis in bifurcation systems to measure noise
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It is proposed to make use of the influence of noise on the delay in dynamic bifurcations to
measure the level of weak intrinsic noise in nonlinear chaotic systems. The dependence of the size
of the hysteresis loop on the rate of change of the control parameter and on the noise level
in a system described by a logistic map is found. A calibration curve for determining the noise
level from measured values of the size of the hysteresis loop is obtained. ©1997 American
Institute of Physics.@S1063-7842~97!02909-7#
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The phenomenon of delayed loss of stability in bifurc
tion systems has been known for quite a long time.1 It has
been analyzed in detail in many papers~see Refs.2–8 and th
references therein!. As is well known, when the system
passes through a bifurcation point the number of stable p
odic points of the map is doubled while the previously sta
point becomes unstable. The phenomenon of delay is m
fested in the circumstance that in dynamical bifurcatio
after passing through a bifurcation point the system rema
for quite a long time on an unstable branch and after so
time makes a comparatively rapid transition to one of t
stable points~for simplicity we consider the case of the fir
period-doubling bifurcation!. A similar process takes plac
for the reverse transition, i.e., when the control paramete
decreased. The smaller the control parameter, the more
nounced is the phenomenon of delay.

When the control parameter is swept cyclically, the s
tem is delayed in the vicinity of the preceding stable poi
both in the forward and in the reverse direction. In this si
ation the phenomenon of delay leads to the appearance
hysteresis loop.

It is clear that in the presence of noise the time the s
tem spends on an unstable branch is shortened, since
action of noise hastens the deviation from the unstable p
tion. This phenomenon is reminiscent of the acceleration
phase transitions in the presence of noise. As is well kno
at low noise levels matter has a tendency to be hung
around unstable~metastable! states, a phenomenon which
similar to the delay in bifurcation systems. At the same tim
additional noise shortens the residence time on an unst
branch in a way similar to how noise shrinks the dimensio
of the hysteresis loop in bifurcation systems.

Attempts to describe the phenomenon of delay under
action of noise were made in Refs. 9–13, which conside
not only qualitative but also some quantitative characteris
of the phenomenon. In the present paper we propose to
the dependence of the delay time on the external noise l
to measure weak internal noise in the system.

PECULIARITIES OF HYSTERESIS IN DYNAMIC
BIFURCATIONS IN THE PRESENCE OF NOISE

We will consider characteristics of ‘‘noise’’ hysteresi
i.e., hysteresis in the presence of noise, for a model dyna
cal system described by a nonstationary noisy logistic m

1099 Tech. Phys. 42 (9), September 1997 1063-7842/97/0
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wherer n is the time-varying control parameter,s is the rate
at of change of the control parameter, andf n is a random
disturbance.

For simplicity we consider only the situation in whic
the random variablef n is uniformly distributed over the in-
terval (2g,1g), so that the variances f

2 is equal tog2/3.
The logistic model, complicated by noise and nonstation
ity, was already used to analyze bifurcations in Refs. 7 a
10. In the quasistationary regime the first period-doubl
bifurcation for the logistic map takes place at the critic
value r c153. Let us investigate the vicinity of this point b
varying the control parameter fromr 052.8 to r 153.2 ~the
forward direction! and from 3.2 to 2.8~the reverse direction
in the reverse direction the quantitys in Eq. ~1! changes
sign!. Results of a numerical calculation of the dependen
of the dynamical variablexn on the control parameterr n are
plotted in Fig. 1 for the case of very small noises f

2510214.
For the rate of changes equal to 0.0004, the forward bifur
cation takes place atr 153.08, which exceeds the critica
value r c153 whereas in the reverse direction the return
the initial stable state takes place atr 252.95, which is less
than the critical value.

After passing through the critical valuer 5r c153 the
stable branchA in Fig. 1 splits into two stable branches1 and
2 and an unstable branch3. As a consequence of delay of th
loss of stability the system can be found for a long time
the vicinity of the unstable branch, after which it transitio
quite rapidly to one of the two stable branches1 and2 ~Fig.
1!. The residence time of the system on the unstable bra
3 is limited by the action of noise. With growth of the nois
level s f

2 the system moves away from the vicinity of th
unstable branch3 and transitions to one of the two stab
branches1 and 2. Note that phenomena to those describ
above also take place at the second, third, etc. per
doubling bifurcations.13,14

Results of a numerical analysis of the effect of noise
the bifurcation process are shown in Fig. 2. According
Fig. 2, the larger the noise level, the faster the system tr
sitions to one of the stable branches. With growth of t
noise level the time of the actual bifurcation approaches
quasistationary valuer c153. Thus, noise accelerates the b
furcation process and shrinks the size of the hysteresis lo

The size of the hysteresis loopDr may be characterized

1099099-03$10.00 © 1997 American Institute of Physics
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by the position of the break pointr 1 of the trajectory along
branch3 for the forward direction and the position of the
return pointr 2 for the reverse direction~Fig. 1!. It is natural
to define the pointsr 1 and r 2 by the condition that the
trajectory distance itself from the unstable branch3 ~or ap-
proach the stable branchA) by a certain distance, say on th
order of 1% from its stationary value. With growth of th
noise levels f

2 the upper limit of the loopr 1 approaches the
critical valuer c1 while the lower limit r 2 is practically in-
dependent of the noise. This circumstance was not noted
previous publications.

The regularities of ‘‘noise’’ hysteresis revealed by th
above analysis of a noisy nonstationary logistic map are a
manifested in other bifurcation systems, e.g., in polarizati
bifurcations in nonlinear optics.15,16

FIG. 1. ‘‘Noise’’ hysteresis loop (s50.0004,s f
2510214) in a dynamical

system described by a logistic map.

FIG. 2. ‘‘Noise’’ hysteresis in a logistic map with rate of change of th
control parameters50.0004 for various values of the noise levels f

251026

~curve a!, 1028 ~curve b!, 10210 ~curve c!, 10214 ~curve d!.
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To analyze the evolution of the probability distributio
of the dynamical variable, we calculated the distributions
this quantity for several values of the control parame
r 52.9, 2.95, 3.00, 3.05, 3.10, and 3.20. Each histogram w
calculated from 500 time series. Figure 3 presents a se
histograms corresponding to rate of variation of the cont
parameters50.0004 and noise levels f

251028. Bifurcation
in the histograms is manifested first in the form of a sp
peak which then rapidly separates into two independ
peaks corresponding to the two stable bifurcation branche1
and 2. Splitting occurs atr c1'3.04. Thus, splitting takes
place at a value of the control parameter that exceeds
stationary bifurcation valuer c153.00. As the system is mad
to pass through the bifurcation valuer 5r c153.00 we do not
detect any splitting of the histograms corresponding to ‘‘p
bifurcation noise’’17 ~the analog of ‘‘pre-oscillation’’ fluc-
tuations!. An insignificant amplification of the fluctuations
was observed only in the vicinity of the actual splittin
points of the trajectories.

POSSIBILITY OF MEASURING WEAK INTRINSIC NOISE IN
BIFURCATIONAL DYNAMICAL SYSTEMS

The phenomenon of hysteresis in bifurcational tran
tions may be useful in measuring the level of weak intern
noise, which is usually a complicated experimental task.

The point is that in the case of weak noise the fluctu
tions j5x2 x̄ about the equilibrium positionx̄ are quite
small. Proceeding from the linearized equations forj ~Refs.
7 and 9!, we note that the variance of the fluctuation
sj

25^j2& is equal to

sj
25

s f
2

12A2
, ~2!

whereA5]F/]x is the ‘‘slope’’ of the map at the stationary
point.

FIG. 3. Histograms characterizing the probability distribution of the d
namical variablex with growth of the control parameter with rate of chang
s50.0004 at the noise levels f

251026.
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For the logistic map,A522r . Far from the bifurcation
point the variancesj

2 is comparable withs f
2 by virtue of

formula ~2!, which complicates the measurements.
As the bifurcation point is approached, the quantityuAu

tends to unity. Atr 5r c1 the quantityuAu5u22r u is equal to
unity and the variancesj

2 , calculated according to the lin
earized theory@formula ~2!#, diverges. Indeed, asr→r c1 the
linearized theory loses force, but a rough account of the n
linear terms shows that the estimate ofsj

2 in the limit r→r c1

saturates at the levelsj
25s f

2/G, which ‘‘characterizes the
growth of fluctuations’’17 ~hereG'3). For the noise vari-
ance less than 1028 the magnitude of the pre-bifurcatio
fluctuationssj

2 turns out to be quite small:sj
2,0.431024.

Under these conditions the dynamic method of determ
ing the noise level from characteristics of the hysteresis l
provides much greater sensitivity since the size of the loo
very sensitive to weak noise.

By way of an example, Fig. 4 plots the dependence
the size of the hysteresis loopDr 5r 12r 2 on the noise level
s f

2 for the logistic map. As can be seen from this figure,
size of the loopDr decreases with growth of the noises f

2 .
In order to estimate the noise levels f

2 , the idea is to
measure the length of the hysteresis loopDr 5r 12r 2 and
determine the variance of the internal noise of the sys
from the calibration graphDr 5F(s f

2). This method allows
one to estimate very low noise levelss f

2 all the way down to
10212210214. In our numerical experiments we were n

FIG. 4. Dependence of the size of the noise hysteresis loopDr 5r 12r 2 on
the noise level. This dependence allows one to estimate the noise level
measurements of the size of the hysteresis loop.
1101 Tech. Phys. 42 (9), September 1997
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off error, but this limitation is not present in real physic
systems so that it should be possible to measure very
noise levels.

It may be expected that in other dynamical systems
dependence of the size of the loopDr on the noise level will
have a behavior qualitatively similar to that just describe
Of course, the calibration curveDr 5F(s f

2) will be different
for different systems.

It is possible to recommend another method for det
mining s f

2 , based on measuring the residence timet of the
system in a narrow vicinity of the unstable branch3. This
time depends substantially on the noise level so that by m
suringt it should be possible to estimate the noise varian
s f

2 with the help of calibration curves similar to the one
Fig. 4.

Two of us ~O. Ya. B. and Yu. A. K.! thank the Interna-
tional Science Foundation for partial support of this wo
within the scope of Grants No. AG000 and No. AG300. W
are all grateful to the referee for critical remarks which led
a clearer presentation.
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Application of the velocity spectrum to a spatiotemporal study of high-speed processes

-

A. A. Aliverdiev

Dagestan State University, 367025 Makhachkala, Dagestan
~Submitted October 17, 1995; resubmitted April 12, 1996!
Zh. Tekh. Fiz.67, 132–134~September 1997!

The dynamical problem of reconstructing an internal structure from a set of integrals depending
on time and the velocity of the signals being integrated is solved. The results can be used
to study dynamic objects of various kinds. ©1997 American Institute of Physics.
@S1063-7842~97!03009-2#

The use of computer tomography in velocity space hascated a distances from the origin. Then the problem of de
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been the subject of much discussion in the literature.
example, the authors of Ref. 1 proposed to use it to enha
the quality of photographic recording of fast processes w
the authors of Refs. 2 and 3 proposed using it to determ
the three-dimensional velocity distribution of particles in
gas or plasma. However, the problem of using the velo
spectrum of recorded signals to examine the internal st
ture of a dynamic object has still not been solved. The aim
the present article is to develop the mathematical part of
problem.

Thus let a set ofn-tuple integrals over the regionV be
known ~these integrals are recorded by sensors located o
n-dimensional sphere of radiusr enclosing this region! for a
set of timest and a set of velocitiesv. Then the mathemati
cal problem can be formulated as follows. Knowing

G~a,t,v !5E
V

f ~x,t1a/v !dx, ~1!

it is possible to findf (x,t). Here x is the n-dimensional
position vector of the object of interest~in practicen can
take the values 1, 2, 3!; a is the n-dimensional unit vector
characterizing the orientation of the sensor~obviously, for
n51 a is a scalar quantity which can take the values 1 a
21); anda is the distance from the pointx to the sensora.

To solve the problem, we setg(q,s)5G(a,t21/v,v),
whereq5(a cos(c), sin(c)) is a (n11)-dimensional vector
whose firstn coordinates are equal to the coordinates of
vector a cos(c), and the last coordinate is equal to sin(c);
s5c(t2t21/v)sin(c); c5cot21(v/c)1p/2 ~as can be seen
p/2<c<p, but this interval is sufficient since the time ca
not take negative values!; c and t are constants of the new
coordinate systemz5(x,c(t2t)), chosen for the most con
venient representation in it of the concrete object.

Thus formula~1! can be represented in the form

g~q,s!5E
G~s,q!

f ~z!dz. ~2!

Unfortunately, forn.1 the regionG(s,q) is nonlinear,
which substantially complicates the solution. Let us consi
the particular caser @r 0, wherer 0 is the radius of the mini-
mal sphere enclosingV, itself enclosed within the concentri
sphere of sensors. In this case we can seta5r 2xa, but the
region G(s,q) is a hyperplane perpendicular toq and lo-
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termining f from g is the classical Radon problem. Cons
quently, we can set

f ~x,t !5 f ~z!5R21g~q,s!, ~3!

whereR21 is the inverse Radon transform.
At present there are a number of ways of solving t

Radon problem, including the case of incomplete data.1,3,4

Thus formula~3! can be taken as the solution of the proble
for r @r 0 ~for n51 without this additional condition!.

In the practical realization of the proposed method, d
to the fundamental impossibility of having a complete set
velocities the use of standard reconstruction algorithms
impossible in the majority of cases. However, at present
extensive theory of the solution of such problems wh
makes use ofapriori information about the object has bee
developed, which gives reason to hope for success even
an exceedingly small number of angular~in the given case
‘‘velocity’’ ! projections.

Let us consider two concrete examples for a on
dimensional region of spatial integration. Let the functionf
be the characteristic function of some setf in the space-time
planez5(x,c(t2t)). We also assume that any ray eman
ing from the origin intersects the regionf precisely once
~here we require the optimal sett). The boundary of the
region f in polar coordinates (r,w) is given by the func-
tional relation r5F(w). The function F determines the
sought-after functionf . The Fourier transform off has the
form

f̂ ~sq!5
1

2pEf
exp~2 isqz!dz

5
1

2pE0

2pE
0

F~w!

r exp~2 isqv!drdw

5
1

2pE0

2p

F2~w!K~sqvF~w!!dw,

where

K~u!5H u22~~11 iu ! exp~2 iu !21!, uÞ0,

1/2, u50,

v5(cos(w), sin(w)), s is the spatial frequency andi is the
imaginary unit.

1102102-02$10.00 © 1997 American Institute of Physics



It follows from the projection theorem4 that
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ĝ(q,s)5(2p) f̂ (sq). Hence we have

ĝ~q,s!5~2p!21/2E
0

2p

F2~w!K~sqvF~w!!dw. ~4!

If the functiong is prescribed forp directions, then Eq.
~4! generates a system of nonlinear integral equations of
first kind in F ~in this systemq5q j , j 50,1, . . . ,p). In
Refs. 5 and 6 it was shown that if the functionf satisfies the
requirements stated above, then forp54 there exists a
unique solutionf 5R21g, while Ref. 4 presents the results
the solution of a system similar to~3! by the Tikhonov–
Phillips method forp53. All this allows us to hope to re
construct the functionf using one high-speed and one low
speed signal, both taken from two sides. This in turn ma
it possible to study high-speed processes accompanied b
optical and an acoustic emission or two acoustic~longitudi-
nal and transverse! emissions.

Let us consider one more example. Let the desired fu
tion be given in the form of a productf (x,t)5X(x)T(t). We
will show that just two projections may be enough to reco
struct it:

G1~ t !5E
2r

r

X~x!T~ t1~r 2x!/v1!dx ~5!

and

G2~ t !5E
2r

r

X~x!T~ t1~r 2x!/v2!dx, ~6!

one of which is taken for a very high-speed signal (v1→`).
Indeed, asv1→` formula ~5! tends to

G1~ t !5E
2r

r

X~x!T~ t !dx5F E
2r

r

X~x!dxGT~ t !. ~7!

Calculating the functionT(t) from Eq.~7! and substitut-
ing it in Eq. ~6!, we obtain

G2~ t !5E
2r

r

Xn~x!G1~ t1~r 2x!/v2!dx, ~8!

where

Xn~x!5X~x!F E
2r

r

X~x!dxG21

. ~9!
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Xn(x), which can be solved by standard methods.Finally
we obtainf (x,t)5Xn(x)G1(t) „although it is most probably
Xn(x) that contains exhaustive information about the obje….

Obviously, the high-speed signal in this case may
initiating as well as accompanying. Thus the propos
method may be used to investigate the structure of nonlin
crystals by analyzing secondary acoustic radiation initia
by laser pumping.

The case is also interesting in which the functiong may
be represented in the form of rarefied stochastic fluxes
correlated quanta. Then, to reconstruct the desired func
one may use just one signal taken from two sides. This c
is considered in Refs. 8 and 9. In the presence of substa
dispersion of the signal being integrated, the possibility
not excluded of using more standard solutions of the Ra
problem.

In conclusion we note that forn.1 it is also necessary
to construct reconstruction algorithms for a severely limit
number of projections since such algorithms can find use
then-dimensional study of processes accompanied by ra
tion that cannot be treated in the geometrical-optics appr
mation.

I express my deep gratitude to M. G. Karimov, Scienti
Director of Dagestan State University, for a fruitful discu
sion of the problem.
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Device for measuring the parameters of an ion beam of circular cross section,

on
permitting estimation of the beam emittance per pulse
L. P. Veresov, O. P. Veresov, and L. P. Skripal’

Sukhumi Physicotechnical Institute, Sukhumi, Georgia
~Submitted November 26, 1996!
Zh. Tekh. Fiz.67, 135–136~September 1997!

A diagnostic device is described for estimating the beam emittance per pulse~for pulse durations
from 1 ms up to a continuous beam! for ion beams of circular cross section with currents
from a few milliamperes to hundreds of milliamperes and energies of 10 keV and higher. ©1997
American Institute of Physics.@S1063-7842~97!03109-7#

In our own laboratory practice, to study ion beams ofsmall rods gathered together into a ‘‘fence.’’ The resoluti
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circular cross section we have used a device that allows u
measure the beam current, beam size, the stepped cu
density distribution of the beam, and the angular diverge
of a beam jet cut out at the center of the device by a
diaphragm. Taken together, these parameters allow on
estimate instantaneously the beam emittance and to alte
operation of the ion source during the course of an exp
ment with the aim of varying the emittance.

The device~see Fig. 1! consists of a Faraday cylinde
joined to an angular divergence meter. The Faraday cylin
is made up from graphite rings which together form an in
cavity in the shape of a truncated cone of height 110 m
with diameters 10 and 60 mm. From the outside it is a c
inder (D570 mm,L5130 mm!. The rings are spaced at un
form intervals, isolated from one another, and form flo
through gaps. The diameters of the inner openings of e
ring vary in the sequence 60/50, 50/40, 40/30, 30/20,
10 mm. At the center of the last~sixth! ring of the Faraday
cup with a working diameter of 10 mm is located a s
millimeter cylindrical opening. The Faraday cup is situat
inside a metal shield. To facilitate evacuation, a large nu
ber of small openings are emplaced over the entire surfac
the shield. To suppress secondary electron emission,
magnetic plates of ferrite–barium are mounted to the shi
creating a transverse magnetic field'200 G.

The above design of the Faraday cup solves two pr
lems: 1! in addition to the total beam current, it allows one
measure the current from each ring and to determine s
wise the current density with radius and the beam diame
2! it hinders the formation in the collector of near-wall bea
plasma influencing the measurement of the beam curren

On the other side of the end-face~sixth! ring is located
the slit excising a beam jet with the help of two movab
metal plates. This slit is part of the angular divergence me
~for measuring the angular divergence of the beam jet!. At a
distance of 50 mm from the slit is located the receiver wh
transforms the electrical signal into a light signal. The
ceiver is mounted with the help of a waveguide, which
addition to this function shields the beam jet and sensor fr
external influences. As the beam-jet current sensor we u
luminescent quartz glass in the form of plates stacked
column with metal spacers~0.1-mm foil! or in the form of
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of the luminescent quartz glasses of grade KLL-1 at energ
from 10 keV to 2 MeV ranged from 331026 to
3.631029A/cm2 ~Refs. 1 and 2!. The excised jet curren
excites a light pulse in the glass which is easily observ
visually or recorded by a linear CCD array.

The divergence angle of the beam jet is determined fr
the number of glasses lighting up. The parameters of
meter are: base 50 mm, slit 0.5 mm, number of plates~rods!
20, spacing 0.5 mm.

At first, the operation of the device proceeded as f
lows: the divergence angle was determined from the num
of illuminated glasses, and the beam diameter from the c
rent from each ring of the Faraday cup, which allowed us
construct a diagram of the emittance in the phase plane. W
the help of a summator and a storage oscillograph we de
mined the total beam current and the beam current den
distribution with radius. Later all these parameters were r
into an automated system which allowed us to estimate
beam emittance per pulse with the help of a computer
light of the rapid development of computer technology, w
do not recommend our system, but rather recommend
software package ‘‘Ostsillograf’’ intended for use wit
analog-to-digital boards available from the Moscow firm ‘‘L
card.’’

FIG. 1. Diagram of device:1 — graphite rings,2 — shield,3 — magnetic
plates,4 — gap,5 — movable plates,6 — waveguide,7 — beam jet,8 —
receptacle.

1104104-02$10.00 © 1997 American Institute of Physics



It is necessary to mention that the beam emittance esti-
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The device can be used in both pulsed and continuous modes

f

mated by the device somewhat exceeds its actual value s
instead of the ellipse in the phase plane its rectangular e
lope is used. Many years of experience with the descri
device have demonstrated its reliability, its ease of use
making beam parameter measurements, its high sensitivi
close to that of the photo method, and the elimination
secondary electron emission effects on the measurem
1105 Tech. Phys. 42 (9), September 1997
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of the ion source.
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Effect of thermal–field treatment and ionizing radiation on the energy spectrum

ds
of interfacial states at the Si–SiO 2 interface of a MOS transistor

A. É. Atamuratov, S. Z. Za nabidinov, A. Yusupov, Kh. S. Daliev, and K. M. Adinaev

Ugrench State University (Al-Khorezmi), 740000 Ugrench, Uzbekistan
~Submitted February 18, 1997!
Zh. Tekh. Fiz.67, 137–138~September 1997!
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The energy distribution of interfacial states at the Thermal–field treatment of unirradiated transistors lea
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Si–SiO2 interface is associated with defects whose nat
still remains unclear. The present paper examines the e
of irradiation and thermal–field treatment on the ene
spectrum of the interfacial states at the Si–SiO2 interface of
a MOS transistor.

The samples were~100! crystallographic orientation
silicon-based~KÉF 7.5! p-channel MOS transistors. Th
subgate oxide, of thickness 0.2mm and area 1.87
31024cm2, was formed by thermal oxidation of a silico
single crystal in a stream of dry oxygen with a small adm
ture of hydrogen chloride gas at 1150 °C. The samples w
irradiated by high-energy gamma bremsstrahlung with ma
mum photon energy in the bremsstrahlung spectrum equ
30 MeV and energy flux density on the sample equal
0.195 W/cm2. Thermal–field treatment was performed in t
temperature range 100–250 °C with storage time at e
temperature equal to 120 min and electric field intensity
the oxide equal to 53105 V/cm.

The aim of this work is to study the variations of th
shape of the energy spectrum of the interfacial states at
Si–SiO2 interface of the MOS transistor when irradiated
bremsstrahlung and when subjected to thermal–field tr
ment. The density of interfacial states was determined by
subthreshold current method.1 This method does not perm
one to determine the form of the energy spectrum of
interfacial states over the entire band gap of silicon for e
sample, but it does allow one to obtain definite informati
about its variation over a small energy interval under diff
ent conditions. According to Refs. 1 and 2, this techniq
can give an error in determining the density of interfac
states at the Si–SiO2 interface forp-channel MOS transistor
not greater than 20% in comparison with the traditional hig
frequencyC2V method and the charge pump method3,4

The energy spectrum of interfacial states in the band ga
silicon was estimated in the interval 0.25–0.50 eV above
top of the silicon valence band.

The results show that upon irradiation the integra
density of interfacial states at the Si–SiO2 interface in the
investigated range of the energy spectrum exhibits a mo
tonic growth with increase of the irradiation time. It is not
worthy that here the largest increase of the differential d
sity of interfacial states is observed with approach to
valence band~around 0.25 eV from the top of the valenc
band!. For long irradiation times~650 min! growth of the
density of interfacial states is observed mainly near the lo
bound of the investigated region~Fig. 1!.
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to an abrupt change in the shape of the spectrum of inte
cial states. Thermal–field treatment at 100, 150, 200 °C d
not lead to noticeable changes in the spectrum, but at 250
it causes a sudden increase in the differential density of
terfacial states around 0.25 eV from the top of the silic
valence band as for irradiation. This apparently indicates
formation of defects which are similar in nature and possi
associated with strained bonds in the region of the Si–S2

interface~Ref. 5!. But in the case of irradiation, in contrast t
thermal–field treatment, there is also observed an inhomo
neity of the energy spectrum around 0.40 eV from the top
the valence band, which is probably due to the formation
this case of additional defect types. This difference is ob
ously due to the different character of the processes lea
to the formation of defects at the Si–SiO2 interface. Irradia-
tion leads to a displacement of the subthreshold transmis
characteristics toward large negative values, and therm
field treatment—to small negative values along the gate v
age axis~Fig. 2!. This indicates a different variation of pos

FIG. 1. Surface states energy spectrum near the middle of the silicon
gap of the Si–SiO2 interface of a MOS transistor subjected to irradiation~a!
and to thermal–field treatment~b!.

1106106-02$10.00 © 1997 American Institute of Physics
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tive charge near the Si–SiO2 interface: irradiation leads to a
increase of positive charge while thermal–field treatm

FIG. 2. Subthreshold transmission characteristics of a MOS transistor i
initial state~a!, after irradiation~b!, and after thermal–field treatment~c!.
1107 Tech. Phys. 42 (9), September 1997
t

eration of electron–hole pairs,and the second, probably t
the untrapping of positively charged formations~holes or
hydrogen ions! responsible for the positive charge near t
interface and genetically linked with the formation of th
MOS transistor structure. The participation of the positive
charged formations in the physical reactions near
Si–SiO2 interface during thermal–field treatment apparen
leads to an increase in the density of interfacial states.
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Spatial orientation of molecules by a heat flux

s

A. E. Bakarev and A. I. Parkhomenko
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Zh. Tekh. Fiz.67, 139–141~September 1997!

An effect of spatial orientation of molecules by a heat flux is predicted. Under typical
experimental conditions the magnitude of the constant electric field arising due to static
polarization of a gas of oriented molecules can reach values;1024 V/cm. © 1997 American
Institute of Physics.@S1063-7842~97!03309-6#
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It is well known1,2 that when polar molecules, i.e., mo
ecules not possessing a symmetry center, drift~or diffuse!
relative to a buffer gas they orient along the direction
drift. Since polar molecules possess a dipole moment, t
orientation gives rise to a static polarization of the gas a
consequently, a static electrical field. The phenomenon
scribed in Refs. 1 and 2 is physically analogous to the
entation of a weather vane by the wind. The role of t
weather vane in the given case is played by the polar m
ecules, and that of the wind, by the buffer gas relative
which the molecules drift.

In the present paper we want to turn attention to a n
mechanism of spatial orientation of molecules located i
buffer medium. This mechanism does not require either d
or diffusion of the particles. It is due to heat transfer and
dependence of the cross section of collisional relaxation
the orientation of the molecules on the relative velocity
the buffer particles flying into them. The molecules orie
along the temperature gradient.

GENERAL EXPRESSIONS

Let us consider impurity molecules found in a buffer g
atmosphere. We neglect collisions between the molecu
assuming the buffer gas particle densityN to be much
greater than that of the moleculesr (N@r). As is well
known, the rotational motion of the molecules in the gas
almost always classical. Therefore we restrict the discus
to a classical description of the orientational degrees of fr
dom of the molecules. For simplicity we take the molecu
to be linear so that the spatial orientation of a molecule
characterized by a single vectorn parallel to the axis of the
molecule. We describe the distribution of the molecules o
orientations by the equation

]

]t
r~n!5S~n!1R~n!. ~1!

HereS(n) is the collision integral, the functionR(n) allows
for the effect of free rotation of the molecules on the dis
bution r(n). For the collision integral we use the model
an isotropic ‘‘approach’’ in orientationsn

S~n!52n~n!r~n!1S2 , ~2!

where the termS2 describes the isotropic ‘‘approach’’ inn.
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of molecules with the buffer particles which establish eq
librium in n.

Let us establish the nature of the behavior of the funct
R(n) and give it a concrete form. Toward this end, we co
sider a group of molecules with orientationn0 at the initial
time. These molecules are distributed over rotational leveJ
and molecules with differentJ have different angular veloci
ties of rotationvJ . The values ofvJ are distributed accord
ing to some law with a characteristic widthDv. Therefore
the molecules, which at the initial time all had the sam
orientationn0, very rapidly~in a time 1/Dv) become ‘‘well
mixed’’ in their orientations. In line with what has just bee
said we model the effect of free rotation of the molecules
the distributionr(n) by the function

R~n!52Dvr~n!1Dv
r

4p
, r5E r~n!dn. ~3!

The first ~negative! ‘‘drift’’ term describes the loss of
orientation of the molecules due to their free rotation. T
second~positive! term in R(n) describes the rotational ‘‘ap
proach’’ of the molecules to the region of orientationsn. The
function R(n) possesses the obvious property*R(n)dn50,
which means that by itself free rotation of the molecu
does not change their number.

Taking into account that usuallyDv@n(n), under sta-
tionary conditions we find from Eqs.~1!–~3! that

r~n!5
r

4pF12
n~n!

Dv G . ~4!

The spatial orientation vectorq of the gas of molecules
is given by

q5E n
r~n!

r
dn. ~5!

Let gradients of the parameters~temperature, density! of the
gaseous medium exist in the direction parallel to thez axis.
The orientation vectorq can be directed only along this pre
ferred direction. Taking this into account, we find from Eq
~4! and ~5! that

q5 lq, q52
1

4pDvE n• ln~n!dn, ~6!

1108108-03$10.00 © 1997 American Institute of Physics



wherel is the unit vector in thez direction, which we take to
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be in the direction of the temperature gradient.

SPATIAL ORIENTATION

The problem of finding the orientationq reduces to cal-
culating the frequency of collisional relaxation of the orie
tation of the moleculesn(n). To calculaten(n) we consider
the simplest case, in which the mass of the moleculesM is
large in comparison with the mass of the buffer particlesm
(M@m), so that the molecules may be taken to be fix
against the background of the ‘‘fast’’ buffer particles.

We characterize collisional relaxation of the orientati
of the moleculesn by the cross sections(v,n•k), which
depends on the speedv5uvu of the buffer particles flying
into the molecule~in general they depend on the relativ
velocity! and the configuration of the collision defined by t
scalar productn•k, wherek is the unit vector in the direction
of the velocityv of the buffer particles. We use the formula1!

n~n!5E j ~v!s~v,n•k!dv, ~7!

to calculate the frequencyn(n). Here j (v)5u j (v)u and j (v)
is the flux density of the buffer particles with prescrib
velocity ~both magnitude and direction! impinging on the
test molecule located at the pointr

j ~v!5N~r2lk!vW~v,r2lk!,

W~v,r2lk!5~Ap v̄ !23expS 2
v2

v̄ 2D , v̄ 5A2kBT

m
.

~8!

Here N(r2lk) and T[T(r2lk) are the density and tem
perature of the buffer particles at the location of the l
collision, i.e., at the pointr2lk, from which they start into
the molecule;l[l(v) is the mean free path from the poin
of the last collision to the test molecule; andkB is Boltz-
mann’s constant. Equation~8! assumes that the particle ve
locity distribution is determined by the location of the la
collision. Assuming that the factorNW in Eq. ~8! varies only
slightly over the distancel, we find from Eq.~7! that

n~n!5 n̄ 1Dn~n!, ~9!

where n̄ does not depend onn, and the termDn(n) is given
by

Dn~n!52E k• ldkE
0

`

v3l~v !s~v,n•k!

3
]~NW~v !!

]z
dv. ~10!

Substituting expressions~9! and~10! in Eq. ~6!, we find
for the projectionq of the orientation vectorq on thez axis

q5
4p

DvE0

`

v3l~v !s̄~v !
]~NW~v !!

]z
dv, ~11!

where
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Formula~11! describes the spatial orientation of the mo
ecules as a result of various transport processes~diffusion,
thermal diffusion, energy and heat transfer!. If a linear mol-
ecule is nonpolar, then as a consequence of symm
s(v,n•k)5s(v,2n•k) and it follows from Eq.~12! that
s̄ (v)50, i.e., the orientation vectorq50, as it should be in
this case. It is to be expected that the larger the dipole m
ment of the molecule, i.e., the more asymmetrical is the m
ecule, the larger, generally speaking, will be the differen
betweens(v,n•k) and s(v,2n•k) and the larger will be
the value ofs̄ (v) and the orientation vectorq.

In the case in which the cross section of collisional
laxation of the orientation of a molecules(v,n•k) is inde-
pendent of the velocity„s̄ (v)5 s̄5const… expression~11!
reduces to

q52
3

Dv
j zs̄ , ~13!

where j z is the integrated flux density of the buffer particle
along thez axis,

j z[E l• j ~v!dv52
4p

3 E
0

`

v3l~v !
]~NW~v !!

]z
dv. ~14!

Formula ~13! describes the ‘‘weather vane’’ effect dis
covered some time ago by Gel’mukhanov and Il’ichev,1,2

which being the appearance of spatial orientation of the m
ecules caused by diffusion of the buffer gas relative to the

In reality, the cross section of collisional relaxation
orientation of a molecule, generally speaking, always
pends on the velocitys̄ (v)5const. It is precisely this cir-
cumstance, as follows from Eqs.~11! and~14!, that delivers
spatial orientation of the molecules even in the absence
particle flux ~for j z50) if only there exists a temperatur
gradient in the gaseous medium.

For the mean free path we may approximately set

l~v !'
v
nb

, ~15!

where nb5const is the mean collision frequency of th
buffer particles with each other.

For such a dependencel(v) the projection of the orien-
tation vectorq ~11! is related in a very simple way with th
particle flux densityj z ~14! and with the heat flux densityQz

along thez axis

Qz5
m

2 E l~v2u!3N~r2lk!W~v,r2lk!dv, ~16!

whereu5 l j z /N is the directed velocity

q5qj1qT , qj52
3

Dv
j zs~T!,

qT52
6

5Dv

Qz

kB

ds~T!

dT
,

1109A. E. Bakarev and A. I. Parkhomenko
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where D5 v̄ 2/2nb is the diffusion coefficient;s(T) is the
effective cross section of collisional orientation, defined
the expression

s~T!5
8

3Ap v̄ 5E0

`

v4 expS 2
v2

v̄ 2D s̄ ~v !dv. ~18!

In formula ~17! for q the first termqi describes the ori-
entation of the molecules by a particle flux~the ‘‘weather
vane’’ effect1,2!, and the second term~unknown previously!
qT describes orientation of the molecules by a heat flux.

NUMERICAL ESTIMATES

Let us estimate the relative values ofqj andqT . Let a be
the characteristic scale of variation both of the temperaturT
and the densityN. Then fords(T)/dT;s(T)/T we have

uqj u;uqTu;
3DNus~T!u

aDv
. ~19!

Thus, a heat flux can cause the same degree of sp
orientation of the molecules as a particle flux.

We will present numerical estimates of the magnitude
the effect based on formula~19!. We represent the collision
frequency of the buffer particles with each other, which e
ters into the diffusion coefficientD, in the formnb5Nsb v̄ ,
where sb is the gas-kinetic collision cross section corr
sponding to the frequencynb . Then estimate~19! for the
fraction of heat-flux oriented molecules takes the form
1110 Tech. Phys. 42 (9), September 1997
y
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uqTu;
2aDv sb

. ~20!

Here v̄ ;105 cm/s, Dv;1011 s21, a;1cm,
us(T)u/sb;1022, and from formula ~20! we obtain
uqTu;1.531028. The constant electric field correspondin
to this fraction of oriented molecules is given by the formu

E524prdqT , ~21!

whered5udu, d5dn is the dipole moment of the molecule
which is assumed to be directed along the axis of the m
ecule whose direction is given by the unit vectorn. For
d;1D, r;1018 cm23, and uqTu;1.531028, formula ~21!
gives uEu;531025 V/cm.

The research presented here was partially supported
the International Science Foundation~Grant No. RCM300!,
the Russian Fund for Fundamental Research~Grant No. 96-
02-19556! and the Netherlands Organization for Scienti
Research.

1!Expression~7! implicitly contains the assumption that the relative orient
tion of the molecule and buffer particle remains fixed during a collisio
This is the well-known Mason–Monchick approximation,3 widely and suc-
cessfully used in the calculation of the transport characteristics of m
ecules in gaseous mixtures.

1F. Kh. Gel’mukhanov and L. V. Il’ichov, Chem. Phys. Lett.98, 349
~1983!.

2F. Kh. Gel’mukhanov and L. V. Il’ichev, Khim. Fiz., No. 5, 590~1983!.
3L. Monchick and E. A. Mason, J. Chem. Phys.35, 1676~1961!.

Translated by Paul F. Schippnick
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At present there is a clear lack of information about theultraviolet bands at 217 and 257 nm: a redistribution of
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properties of fullerene complexes containing iron despite
existence of publications on this subject.1,2 We have synthe-
sized iron-containing fullerenes and studied them by infra
and ultraviolet spectroscopy, electron spin resonance,
Mössbauer spectroscopy. To synthesize iron-contain
fullerene complexes, we used a plasma-chemical rea
The operation of this reactor is based on a self-blowing
self-focusing jet of carbon plasma emanating through a c
cal opening in the outer graphite electrode into a wa
cooled copper column~tube!. The central electrode was a
S-3 grade rod for spectral analysis with an axial open
filled with carbonyl iron powder~TU 6-09-3000-78!. Helium
was fed into the jet with a flow rate of 3–4 liter/min, and th
power supply of the arc was produced by a 66-kHz altern
ing current with amplitude 300 A. This setup is a modific
tion of the setups described in Refs. 3 and 4. Next, soot
usual, was poured in together with some nonpolar solv
Usually we used benzene or toluene. The solution was
tered and boiled down. The dry residue~fullerene mixture!
was our object of study.

Spectra of the fullerene mixture in the ultraviolet a
visible ~200–800 nm! were taken on a Specord UV–v
setup in hexane solutions, while the spectra in the m
infrared ~400–4000 cm21) were recorded on a Specor
IR-75 in pressed pellets of potassium bromide. The elec
absorption spectrum of hexane solutions of our fullere
mixture, obtained without filling the central electrode wi
carbonyl iron~especially in the ultraviolet!, clearly reveal the
main characteristic absorption bands of the C60 molecule:
217, 227, 257, 328 nm, the 404–408 nm doublet, and
long-wavelength band with maximum at 480 nm and sho
ders at 544 and 590 nm~Fig. 1a!. The maxima of these
bands, except for the long-wavelength band, coincide w
with the data in the literature, e.g., Refs. 5 and 6. Accord
to the data in the literature, the long-wavelength band of60

has a maximum at 450 nm. The shift of this maximum to 4
nm in our spectrum is explained by the presence in the m
ture of a C70 impurity. This also explains the presence of t
shoulder at 378 nm, which is a characteristic band of C70.
The absorption coefficient of the long-wavelength band
C70 is approximately seven times larger than for C60. There-
fore a small amount of C70 mixed in with C60 is much more
strongly manifested in the long-wavelength band. In the e
tron absorption spectra of hexane solutions of fullerene
tracts of soot obtained from the carbonyl-iron-containi
graphite rod~Fig. 1b!, the main changes are observed in t
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tensity takes place inside the bands and new shoulder b
appear. The band at 328 nm and the long-wavelength ban
480 nm remain unchanged.

In the infrared absorption spectrum of the mixture o
tained from graphite without iron, bands show up wi
maxima at the frequencies 525, 575, 1190, and 1428 cm21

~Fig. 2a!, which are characteristic frequencies of the vibr
tional states of the C60 molecule. The authors of the work
cited in Ref. 7~review! detected these maxima at the fr
quencies 527, 576, 1183, and 1428 cm21. The observed dis-
crepancies are within the limits of experimental error. A
sorption bands at frequencies characteristic of C70 were not
observed in the infrared spectrum of the products of synt
sis from iron-free graphite. This is because in the infrared
extinctions of the vibrational bands have similar value

FIG. 1. Electron absorption spectra of hexane solutions of a fullerene m
ture obtained from pure graphite~a! and graphite with carbonyl iron~b!.
Thickness of cuvettes: a,b — 0.1 cm; a8,b8 — 1 cm.

1111111-03$10.00 © 1997 American Institute of Physics
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therefore the relative intensities of the absorption lines m
adequately reflect the concentration ratios C60 : C70 than in
the ultraviolet and the visible. The presence of a sm
amount of C70 in our fullerene mixture hardly shows up i
the infrared spectrum. In the infrared absorption spectrum
the fullerene mixture obtained in an arc with a graphite r
whose axial opening was filled with iron, besides the lines
528, 577, 1182, and 1430 cm21 with the previous intensity
ratios, lines are also absorbed at 673 and 795 cm21 which
did not show up earlier~Fig. 2b!. These frequencies are clos
to the frequencies of the iron–carbon stretch vibratio
which could be observed in carbides. It is well known th
carbides do not dissolve in nonpolar solvents. This me
that these bands most likely correspond to a fullerene c
pound with iron. From the infrared spectrum we determin
that carbonides are absent in the mixture, which is impor
since they are soluble in nonpolar solvents and it would
difficult to distinguish them from fullerenes chemical
bound with iron. Thus, our study of this fullerene mixtu
using optical methods shows that this fullerene mixture c
tains at a minimum one fullerene compound with iron.

An ESR study of the fullerene mixture was carried o
on anx-range spectrometer~SE/X-2544! at temperatures o
80–295 K on solid, polycrystalline samples. The spectra

FIG. 2. Infrared absorption spectra of a fullerene mixture without iron~a!,
and with iron~b!.
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fullerenes not containing iron have an absorption line w
the parametersg52.001 andDH50.1 mT and correspond to
the known spectrum of the C60 anion-radical8 ~Fig. 3a!. For
the mixture containing iron–fullerene complexes we ha
the spectrum shown in Fig. 3b. It contains an additional l
with g52.0032 andDH50.2 mT. The reaction of the com
ponents of the observed doublet to a change in the leve
microwave power attests to the presence in this case of
absorption centers with different relaxational characterist
The ESR spectra of known endohedral complexes9 show that
the ions that have wound up inside the fullerene molecule
found in nonmagnetic states, i.e., the electrons of the ato
shells are paired, but the observed lines are associated
the interaction of the nuclear moment of the ion and theS

FIG. 3. ESR spectrum of the C60 anion-radical~a!, and the iron–fullerene
complex~b!: g0 is theg factor of C60 , gFe is theg factor of the additional
line.

FIG. 4. Mössbauer spectrum of the product of plasma-chemical synthes
fullerenes with iron.

1112Churilov et al.
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TABLE I. Mössbauer parameters of the product of plasma-chemical syn-
thesis of complexes of fullerene with iron.

n

electrons weakly polarized by the unpaired electron of
lower molecular orbital of fullerene. The additional line
our spectrum is apparently due to the unpaired electron d
sity arising from the formation of the iron complex. How
ever, the difference of theg factor from 2.001 indicates a
change in this case of the fullerene ground state.

With the aim of further study of iron-containin
fullerene complexes, we made room-temperature Mo¨ssbauer
measurements in our fullerene mixture formed by plasm
chemical synthesis, on a NTA-1024 spectrometer with
Co57(Cr) source. The isomer shifts are indicated relative
a-Fe. The spectra were deciphered in the linear approxi
tion by least squares fitting assuming a Lorentzian l
shape. The Mo¨ssbauer spectrum~Fig. 4! of the product of
plasma-chemical fullerene synthesis indicates the presen
two iron phases: Fe1 and Fe2. The Mo¨ssbauer parameters o
the phases are given in Table I. The Fe1 parameters
characteristic of the strongly covalent state of iron or of fo
valent iron found in a highly symmetric local environmen

d « G S
60.02 mm/s 60.04 mm/s 60.02 mm/s 60.05

Fe1 20.15 0 0.37 0.34
Fe2 0.36 0 0.38 0.66

Note: d is the isomer shift ofa-Fe, « is the quadrupole splitting,G is the
spectral linewidth, andS is the fractional population of the indicated iro
phase.
1113 Tech. Phys. 42 (9), September 1997
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mer shift of Fe2 is characteristic of trivalent iron found
senary symmetric coordination. The fraction of this phase
the sample stood at 0.66. It may be conjectured that iron
this phase is bound with the fullerene surface, but the e
tron is localized at the iron site. A strong covalent bond
high local symmetry, and the presence of the additional l
in the ESR spectrum of iron-containing fullerene complex
are proof that iron is found in the Fe1 state inside t
fullerene cage.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant No. 95-03-
09115a!.
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New method for solving radiation transfer problems in emitting, absorbing, and

cal
scattering media
V. S. Yuferev, M. G. Vasil’ev, and L. B. Proékt

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Zh. Tekh. Fiz.67, 1–7 ~September 1997!

The proposed method is based on a novel technique for approximating the angular dependence
of the radiated intensity. The entire range of solid angles is divided intoN cells, which
are symmetric relative to the center of the sphere. In each of the cells the radiation is assigned in
the form of theP1 approximation, and a system of differential equations is obtained to
determine the set of local zeroth and first moments. In some special cases the proposed approach
can be regarded as a generalization of the discrete-ordinates method, which makes it
possible to solve the problem of selecting the weights in the quadrature formulas in a natural
manner. The effectiveness of the method is demonstrated in two one-dimensional test
cases. It is shown that in these cases fairly high accuracy is achieved in the solution of the
problem already forN52. © 1997 American Institute of Physics.@S1063-7842~97!00109-8#

INTRODUCTION An alternative approach, which can be termed the lo
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Radiative heat transfer problems are still among the m
tedious from the computational standpoint. Numerous me
ods have been proposed to solve them~see, for example, the
reviews in Refs. 1–3!; however, none of them can be re
garded as sufficiently universal and suitable for all real ca
Moreover, despite the astounding development of comp
technology, there is still no solution for the problem of r
diative heat transfer in such a fairly simple geometry a
semitransparent circular cylinder of finite length with spec
larly reflecting transparent boundaries and a refractive in
greater than unity.

The principal methods used to solve radiation trans
problems can be hypothetically divided into two groups, d
pending on the form of the radiation transfer equation u
to obtain the numerical solution, viz., the differential or i
tegral form. The former group includes the spheric
harmonics (PN) method, the Case eigenfunction method, a
the discrete-ordinates (SN) method. The latter group include
the band method, finite-element analysis, and modificati
of those methods. The Monte-Carlo and ray-tracing meth
comprise a separate group.

The main problem in solving a radiation transfer equ
tion in the differential form is the choice of the way to a
proximate the dependence of the radiated intensity on
direction. Two approaches are usually employed. In the
the angular dependence of the radiated intensity is appr
mated by a set of functions assigned over the entire rang
solid angles. This approach can be termed the global
proximation. Its practical application is confined to cases
which it is sufficient to use the first terms of the expansio
for example, theP1 or P3 approximation in the spherical
harmonics method.4–6 To improve the accuracy of thePN

method in the presence of discontinuous boundary co
tions, Ziering and Schiff7,8 proposed a modification based o
the use of independent expansions9,10 in each hemisphere in
the one-dimensional case and in each quadrant of the sp
in the two-dimensional case.
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approach, is used in the discrete-ordinates method, where
entire radiation field is divided into a discrete number
fluxes, each of which is associated with a fixed direction
space and a corresponding value for the weight coefficien
the quadrature formulas used to calculate the radiation i
grals. As a result, the radiation transfer equation is repla
by a finite system of differential equations, which descri
the spatial variation of the radiated intensity in each of th
directions. The SN method was first proposed b
Chandrasekhar11 as a generalization of the Schuste
Schwarzschild method and was subsequently widely e
ployed in the solution of diverse problems in radiative he
transfer~see, for example, Refs. 12–16! and used in com-
mercial software.17

The accuracy of the discrete-ordinates method is kno
to be determined by the design of the quadrature sche
i.e., by the choice of the weight coefficients. There are pr
ently no rigorous mathematical principles that permit findi
the values of the weights, although some fairly interest
results have recently been obtained.18 This situation lowers
the effectiveness of this method significantly. In this pap
we propose a new approach to solving radiation trans
problems, which makes it possible to solve this problem i
natural manner.

The approach is based on a new way to approximate
angular dependence of the radiated intensity, which, in a
tain sense, combines the spherical-harmonics method an
discrete-ordinates method. In fact, TheSN method can be
regarded as a collocation method on a sphere, since the t
fer equation is satisfied at a finite set of fixed values of
angles defining the radiation propagation directions. C
versely, in the proposed method the radiation transfer eq
tion is satisfied on the average in each of the elemen
solid angles into which the sphere is divided. The angu
dependence of the radiation in these cells can be appr
mated in different ways. In the present work theP1 approxi-
mation is employed for this purpose because of its simplic
and physical clarity. Thus, it can be shown that the propo

985985-06$10.00 © 1997 American Institute of Physics



method occupies the same position relative to theSN method
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as does finite-element analysis relative to the fin
difference method or the collocation method.

The basic idea of the proposed approach was first
mulated in Refs. 19 and 20 as a generalization of the dif
ential approximation and exhibited excellent results in
solution of several test problems. This paper provides a c
prehensive description of the method.

FORMULATION OF THE METHOD

Let us divide the entire range of solid angles intoN
regions~cells! Vm in such a manner thatVm5Vm

1øVm
2 and

the subregionsVm
1 andVm

2 are symmetric relative to cente
of the sphere, i.e., for each direction$ l i

m,1 ,i 51,2,3%PVm
1 ,

where thel i
m are the direction cosines relative to the coor

nate axes xi , there is a symmetric direction
$ l i

m,2 ,i 51,2,3%PVm
2 such thatl i

m,252 l i
m,1 . We represent

the radiated intensity in each of the cellsVm in a form simi-
lar to theP1 approximation~to simplify the presentation, the
gray approximation is considered!

I ~r ,V!5sm
21S I 0

m~r !1(
i 51

3

l i
mAi

m~r !D , l i
mPVm , ~1!

where

sm5E
Vm

dV.

It can easily be shown that because of the symmetry
the angular division into cells, the coefficientI 0

m is equal to
the local zeroth moment of the radiated intensity in the
gion Vm , while for the local first and second moments w
have

qn
m5E

Vm

l n
mIdV5(

j 51

3

pn j
m Aj

m , ~2a!

I 2,n j
m 5E

Vm

l n
ml j

mIdV5pn j
m I 0

m , ~2b!

where

pn j
m 5sm

21E
Vm

l n
ml j

mdV, j ,n51,2,3.

It can be seen that Eq.~2b! is equivalent to the closure
condition in theP1 approximation as applied to the cellVm .
On the other hand, in contrast to theP1 approximation, the
coefficientsAi

m do not coincide with the componentsqi
m of

the radiation flux density, but are related to them by Eq.~2a!.
Expressing theAj

m from ~2a! in terms of theqn
m and plugging

the result into~1!, we obtain

Ai
m5 (

n51

3

p̃ in
mqn

m , ~3a!

I 5sm
21S I 0

m1 (
n51

3

an
mqn

mD , ~3b!

wherean
m5( i 51

3 l̂ i
mp̃ in

m and the matrix$ p̃ i j
m% is the inverse of

$pi j
m%.
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of the radiated intensity are the sums of the local mome
i.e.,

I 05 (
m51

N

I 0
m, qi5 (

m51

N

qi
m,

I 2,n j5 (
m51

N

I 2,n j
m , i , j ,n51,2,3. ~4!

Thus, all the integral conditions which are used in t
discrete-ordinates method to construct the quadrature for
las are satisfied automatically in the present case.

A sphere can be divided in different ways. In the sim
plest the elementary cellsVm5Vpq

m are specified using a
spherical coordinate system by the sets

~Qp21<Q,Qp!ø~p2Qp,Q<p2Qp21!,

~wq21<w,wq!ø~wq211p<w,wq1p!,

1<p<N1 , 1<q<N2 , N5N1•N2 . ~5!

The tensor$pi j % corresponding to this division into cell
is presented in the Appendix. When one-dimensional a
some multidimensional problems are solved, the division~5!
can be simplified by setting 0<w,2p, i.e., the division
with respect to the anglesQ can be used alone. In the sim
plest case

sm54p~mm212mm!, m5cosQ,

pi j 50, iÞ j , and Ai
m5

1

pii
qi

m . ~6!

Another way to construct$Vm% involves the symmetric
division of the sphere into regions of identical shape a
equal area. However, in this case the variety of possible
visions is restricted. The minimum division (N53) is ob-
tained by projecting a cube onto the sphere. Then foll
N54, i.e., the projection of an octahedron onto the sphe
N56, i.e., the projection of a rhombic octahedron, etc. In
general case the division into$Vm% can depend on the spatia
coordinates, and this is another significant advantage of
method under discussion, since it permits utilization of t
concrete features of the problem being solved. However
this paper we shall confine ourselves to a treatment of
situation in which the division into$Vm% does not depend on
the spatial coordinates.

BASIC EQUATIONS

To obtain the equations with respect toI 0
m and qi

m we
must calculate the local zeroth and first moments of
original radiation transfer equation, which has the form

(
j 51

3

l j

]I

]xj
1bI 5

v

4p
b

3E
4p

F~V,V8!I ~r ,V!dV81b~12v!I B ,

~7!
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whereb5k1s, v5s/(k1s), andk ands are the absorp-
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tion and scattering coefficients, respectively.
We integrate Eq.~7! over the regionVm . Then, replac-

ing I in the scattering integral by~1! and taking into accoun
the symmetry properties of the scattering indicatrix, we ha

(
j 51

2 ]qj
m

]xj
5b (

n51

N

~vr mn2dmn!I 0
n1b~12v!smI B , ~8a!

where

r mn5
1

4psn
E

Vn

E
Vm

F~V,V8!dVdV8, ~8b!

anddmn is the Kronecker delta.
We next multiply~7! by l i and integrate again overVm .

As a result, with consideration of~1! and ~2b! and the sym-
metry properties of the scattering indicatrix we obtain

(
j

pi j
m

]I 0
m

]xj
1bqi

m5bv (
n51

N

(
j 51

3

f i j
mnAj

n , ~9a!

where

f i j
mn5

1

4psn
E

Vm

E
Vn

l i
ml j

nF~V,V8!dVdV8. ~9b!

The substitution therein of~3a!, which relates the coef
ficientsAj

m to the radiant flux densityqm, gives

(
j 51

3

pi j
m

]I 0
m

]xj
5b (

n51

N

(
l 51

3

~vhil
mn2dmnd i l !ql

n , ~10a!

where

hil
mn5(

j 51

3

f i j
mnp̃ j l

n . ~10b!

The system of first-order differential equations consisting
~8! and ~10! specifies the set of local zeroth and first m
mentsI 0

m andqi
m . It can be reduced in principle to a syste

of second-order equations with respect toI 0
m or qi

m . The
latter system is more convenient for a numerical soluti
Since the reduction procedure is fairly cumbersome in
general case, we shall perform this operation in several c
crete examples.

a) Planar layer, axial symmetry.Using the division into
cells defined by Eqs.~5! and ~6! and assuming that the 0X3

axis is perpendicular to the boundaries of the layer, we h

f i j
mn5d i3d j 3f mn, hil

mn5d i3d l3f mn/p33
n , qm5p33

mA3
m .

As a result, Eqs.~8! and ~10! take the form

1

b

dqm

dx3
5 (

n51

N

~vr mn2dmn!I 0
n1~12v!smI B , ~11a!

p33
m

dI0
m

dx3
5b (

n51

N

~vh33
mn2dmn!q

n. ~11b!

Differentiating ~11a! with respect tox3 and eliminating
I 0, we obtain the desired system of second-order equat
with respect toqm
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e
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.
e
n-

e

ns

dx3
2

5b (
n51

(
l 51 p33

n
~vr mn2dmn!

3~vh33
nl2dnl!q

l1b~12v!sm

dIB

dx3
. ~12!

We note that Eq.~12! holds for any scattering function.
b) Multidimensional case, one-dimensional division.Un-

der certain conditions the one-dimensional division used
the preceding subsection can be sufficiently exact in mu
dimensional problems as well. Since, as before,pi j 50 for
iÞ j in this case, instead of Eq.~12! we have

(
j 51

3 ]2qj
m

]xj]xi
5b2(

n51

N

(
l 51

N

(
k51

3
1

pii
n

~vr mn2dmn!

3~vhik
nl2dnld ik!qk

l 1b~12v!sm

dIB

dxi
. ~13!

c) Multidimensional case, division of general form, isotrop
scattering. It follows from ~8b! and ~9b! that f i j

mn50 and
r mn5sm /(4p). As a result, eliminatingqi

m from ~8! and~9!,
we have

(
i , j 51

3

pi j
m

]2I 0
m

]xi]xj
52b2(

n51

N S v
sm

4p
2dmnD I 0

n2b2

3~12v!smI B . ~14!

COMPARISON OF THE PROPOSED APPROACH WITH THE
DISCRETE-ORDINATES METHOD

As we have already noted, in the discrete-ordina
method Eq.~6! is replaced by a system of equations~to sim-
plify the presentation, the case of isotropic scattering is c
sidered!:

(
i 51

3

l i
m ]I m

]xi
1bI m5

v

4p
b (

n52N

N

vnI n1b~12v!I B ,

m561,62, . . . ,6N, ~15!

wherem labels the corresponding direction in space and
vn are the weights in the quadrature formula.

The directions are usually selected in such a manner
l i
m52 l i

2m . Then, introducing the notationJ0
m5I 2m1I m and

qm5I m2I 2m , after standard transformations of Eqs.~15!,
we obtain

(
i 51

3

l i
m

]J0
m

]xi
1bqm50,

(
i 51

3

l i
m ]qm

]xi
1bJ0

m52bS v

4p (
n51

N

vnJ0
n1~12v!I BD .

~16!

Eliminating qm from Eq. ~16!, we have

(
i , j 51

3

l i
ml j

m
]2J0

m

]xi]xj
1bJ0

m522b2
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3S 4p (
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vnJ01~12v!I BD .

~17!

A comparison of Eqs.~14! and ~17! reveals that they have
the same structure. Therefore, the proposed approach ca
regarded as a generalization of the discrete-ordinates me
that makes it possible to solve the problem of choosing
weights in the quadrature formulas in a natural mann
Moreover, the appearance of the ‘‘ray effect’’ described
Ref. 16 in reference to theSN method is impossible in the
proposed method.

BOUNDARY CONDITIONS

To be specific, let us consider an opaque, emitting,
reflecting boundary. In this case the boundary conditions
the radiated intensity have the form

I ~V!5«I B~Tv!1rsI ~V8!1
rd

p E
n•V9,0

un•V9uI ~V9!dV9,

n•V.0, ~18!

where « is the emissivity,rs and rd are the specular an
diffuse reflection coefficients,n is the vector of the interna
normal to the boundary of the region, andV8 is related toV
by the condition that the angle of reflection is equal to
angle of incidence.

Projecting Eq.~18! onto the internal normal and integra
ing over the regionVm or, more precisely, over the direc
tions belonging toVm which satisfy the conditionV•n.0,
we obtain equations which relateI 0

m andqi
m on the boundary

of the region

E
Vm ,n•V.0

~n•V!I ~V!dV

5«vI B~Tv!E
Vm ,n•V.0

~n•V!dV

1E
Vm ,n•V.0

~n•V!rsI ~V8!dV1
rd

p (
n51

N

3E
Vn ,n•V9,0

un•V9uI ~V9!dV9

3E
Vm ,n•V.0

~n•V!dV. ~19!

The calculation of the integrals appearing in Eq.~19! is the
most tedious part of writing a numerical algorithm based
the use of the method under consideration. It is easies
perform these calculations in the one-dimensional case f
planar layer. Using the division defined by Eqs.~5! and ~6!
we obtain

I 0
m~12 r̂s

m!12q0
m

11 r̃ s
m

mm211mm
5«I Bsm2

rd

p
sm
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where

r̂s
m5

2

mm21
2 2mm

2 Emm

mm21

mrsdm,

r̃ s
m5

1

mm212mm
E

mm

mm21m2rs~m!

p33
dm.

NUMERICAL EXAMPLES

Two problems were considered to demonstrate the ef
tiveness of the proposed method.

1. Passage of radiation through a planar layer of a
early anisotropic scattering medium:F(V,V8)511b cosc.
It was assumed that the refractive index of the medi
equals 1 and that the external radiation propagates alo
normal to the boundary of the layer. This problem can
treated as a test case, since its solution is known and ca
found, for example, in Ref. 4. Uniform division of the rang
of variation ofm from 0 to 1 was used to solve the proble
just described. Figure 1 shows the dependence of the err
the calculation of the reflection coefficientR of the layer on
the number of cellsN for several values of the albedov, the
optical thicknesst of the layer, and the scattering anisotrop
coefficientb. The error was calculated from the formula

E5
Rn2Rn11

Rn
100%.

The position of the theoretical points in Fig. 1 betwe
vertical linesN5const indicates that the error exceeds t
limits of the figure. It is seen that convergence of the solut
is achieved in practice forN5223.

2. Radiative–conductive heat transfer in a semitransp
ent plate heated by external radiation. It was assumed
there is no scattering of the radiation and that the absorp
coefficient is constant. Similar problems have also pre
ously been considered on numerous occasions~see, for ex-
ample, Refs. 4 and 5!. The goal pursued in this case was
demonstrate the high effectiveness of the method, whic
associated with the possibility of taking into account spec
features of the problem, particularly total internal reflectio
These features were taken into account, because the ang
total internal reflectionQB coincided with one of the division
angles Qm . Figure 2 shows the temperature distributio
across the thickness of the plate. It is seen that excel
agreement with the exact solution is achieved whenN52.

CONCLUSIONS

The approach proposed in this paper for solving rad
tion transfer problems has the following advantages.

1. The main problem in the discrete-ordinates meth
viz., the correct choice of discrete directions and the co
sponding weights in the quadrature formulas, is eliminate

2. It is now possible to take into account specific featu
of the problem in choosing the division into theVm .

988Yuferev et al.



FIG. 1. Dependence of the error in the calculation of the reflection coefficientR on the number of cellsN. v: s — 0.1; h — 0.5; n — 0.9; t50.1 ~a, b!,
1 ~c, d!, 15 ~e, f!; b50 ~a, c, e!, 1 ~b, d, f!.
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3. There is now a possibility, in principle, of correct
approximating the boundary conditions in the case o
boundary of arbitrary form.

4. Since theP1 approximation itself gives satisfactor
results in many problems, it can be expected that satisfac
accuracy can be achieved when a fairly rough division i
the Vm is used. The results of test calculations presen
confirm these expectations. AlreadyN52, i.e., the first cor-
rection to theP1 approximation, provides a solution that
very close to the exact one.

5. If there is no scattering or the scattering indicatrix
isotropic, the method makes it possible to easily reduce
original problem to the solution of a system of second-or
equations, which are solved relative to the former deri
tives.

6. The method can be generalized to cases where
division into theVm depends on the spatial coordinates.

The method can be used already in the present stag
solve one-dimensional problems with an arbitrary scatter
indicatrix, as well as to solve two-dimensional and thre
dimensional problems in a rectangular region, if the medi
has isotropic scattering properties.

The main problems associated with the use of t
method that require further investigation are as follows:!
testing the effectiveness of the method in 2D and 3D prob-
lems; 2! constructing symmetric divisions, in which the r
gions Vm have the same shape and area; 3! developing ef-
fective methods for calculating the integrals appearing in
boundary conditions for a boundary region of arbitrary for

APPENDIX A: THE TENSOR p ij

We introduce the notation

l 15sinQ cosw5A12m2 cosw,

l 15sinQ sinw5A12m2 sinw, l 35cosQ5m.

Then

FIG. 2. Distribution of the temperature across the thickness of a semitr
parent plate heated on one side by radiation with a temperatureT51500 K.
t51; the radiative–conductive parameter equals 0.058; solid curve — e
solution, dotted curve —N51 ~the P1 approximation!, dashed curve —
N52.
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p115
1

2
~12 f !~11e!,

p125p215g
cos 2wm212cos 2wm

4~wm2wm21!
~12 f !,

p225
1

2
~12 f !~12e!,

p135p315g
sinwm2sinwm21

wm2wm21
,

p235p325g
coswm212coswm

wm2wm21
, p335 f ,

where

f 5
1

3
~mm

2 1mmmm211mm21
2 !,

e5
sin 2wm2sin 2wm21

2~wm2wm21!
,

g5
~12mm

2 !3/22~12mm21
2 !3/2

3~mm212mm!
.
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Instability of a charged layer of a viscous liquid on the surface of a solid spherical core

e-
A. I. Grigor’ev, V. A. Koromyslov, and S. O. Shiryaeva

Yaroslavl State University, 150000 Yaroslavl, Russia
~Submitted April 10, 1996!
Zh. Tekh. Fiz.67, 8–13~September 1997!

The dispersion relation for the spectrum of capillary waves of a spherical layer of a viscous
liquid coating a solid spherical core with a layer of finite thickness is introduced and analyzed. It
is shown that the existence of two mechanisms for the viscous dissipation of the energy of
the capillary-wave motions of the liquid, viz., damping in the bulk of the layer and on the solid
core, leads to restriction of the spectrum of the realizable capillary waves of the liquid on
both the high- and low-mode sides. At a fixed value of the system charge which is supercritical
for the first several capillary modes, the maximum growth rates in the case of a small
solid core are possessed by modes from the middle of the band of unstable modes, while in thin
liquid layers the highest of the unstable modes have the largest growth rates. This points
out differences in the realization of the instability of the charged surface of the spherical layer
for small and large relative sizes of the solid core. ©1997 American Institute of Physics.
@S1063-7842~97!00209-2#

Numerous academic, technical, and technological prob-uted uniformly over the surface of the liquid phase. The v
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lems call for dealing with the instability of a charged layer
a viscous liquid of finite depth lying on a curvilinear sol
substrate. The instability of the charged liquid surface o
thawing hailstone in a thundercloud, which is accompan
by the emission of a considerable number of charg
microdroplets,1 plays an important role in microscopi
charge separation processes and in the ignition of the
charging of streak lightning.2 Apart from the geophysica
ramifications of the electrostatic instability of a charged la
of a viscous liquid, this phenomenon is encountered in liq
mass spectrometry.3,4 For example, in some types of liqui
mass spectrometers ions of nonvolatile and thermally
stable substances are obtained by the emission of microd
lets and clusters from a meniscus at the tip of a meta
capillary tube, through which a solution is supplied to t
discharge system, under low-temperature (;100 K! vacuum
conditions. Because of the low temperature, the solution
the end of the capillary tube freezes, and microdroplets
emitted electrohydrodynamically from the liquid film on th
surface of the ice core.3,5 The existence of the liquid film is
ensured by Joule heating from the passage of an ele
current through the film. A qualitatively similar situation
i.e., the emission of charged microdroplets from the surf
of a thin liquid film in a strong electric field should also b
encountered in liquid-metal ion sources.6

The problem of the stability of a charged layer of a v
cous liquid on the surface of a spherical core was previou
considered for the asymptotic case of a low-viscosity liq
in Ref. 7, where a dispersion relation was obtained, but w
not analyzed numerically. For this reason, it would be use
to examine the problem under discussion in a more gen
formulation without confining ourselves to low-viscosity liq
uids.

1. Let a solid spherical core of radiusR0 be surrounded
by a spherical layer of an ideally conducting liquid of exte
nal radiusR in a spherically symmetric configuration. Th
liquid is assumed to be incompressible, to have a low visc
ity, and to be characterized by a kinematic viscosityn, a
densityr, and a surface tensions. The chargeQ is distrib-
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locity field due to the capillary-wave motion and the press
field are denoted byU(r ,t) and P(r ,t), respectively. The
distortion j(r ,t) of the free surface of the liquid appearin
because of the capillary-wave motion is assumed to be s
together withU(r ,t) andP(r ,t). In addition, we assume tha
the system has axial symmetry.

To simplify the form of the mathematical expressio
and the subsequent calculations, we introduce dimension
variables, in whichR51, r51, ands51. Then all the re-
maining quantities~for which we retain the former notation!
will be expressed in units of their characteristic valu
r * 5R, t* 5R3/2r1/2s21/2, U* 5R21/2r21/2s1/2, P* 5R21s,
Q* 5R3/2s1/2, andn* 5R1/2r21/2s1/2.

The system of hydrodynamic equations describing
capillary oscillations of the liquid in such a system consi
of the linearized Navier–Stokes equation

]U

]t
52

1

r
¹Pin1n•¹2U, ~1!

the condition for an incompressible liquid

¹•U50, ~2!

the boundary conditions on the surface of the solid core

r 5R0 , whence Ur50, UQ50, Uw50, ~3!

and the boundary conditions on the free surface of the liq

F~r ,t ![r 212j~Q,t !50,

whence

dF

dt
[

]F

]t
1U•¹F50, ~4!

t•~n•¹!U1n•~t•¹!U50, ~5!

2~Pin2Pex!12rnn•~n•¹!U1Ps2PE50. ~6!

In these expressionsj(Q,t) is a function which de-
scribes the perturbation of the equilibrium spherical surfa
of the drop;n andt are the unit vectors normal and tange
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tial to the free surface of the liquid;Pex is the pressure of the
in

u

in

he

nd

. 9
a

ity
th
da

ns
e
m

C250. ~10!

he
-
o-
he
external medium on the surface of the drop;P is the pres-
sure within the liquid;U is the velocity field; Ps is the
Laplace pressure under the spherical surface of the liq
layer distorted by the wave motion8

Ps522~21¹V
2 !j~Q,t !,

where ¹V
2 is the angular part of the Laplacian operator

spherical coordinates.
The pressure of the electric fieldPE on the surface of a

charged, ideally conducting drop is defined by t
expression7

PE5
Q2

8p
2

1

2p
Q2j1

1

4p
Q2

3 (
m50

`

~m11!Pm~m!E
21

1

jPm~m!dm,

where thePm(m) are normalized Legendre polynomials, a
m[cosu.

2. To solve the problem defined by Eqs.~1!–~6! we use a
scalarization method similar to the one described in Ref
Accordingly, we represent the velocity field in the form of
sum of three orthogonal fields:

U~r ,t !5¹C1~r ,t !1¹3rC2~r ,t !1¹3~¹3r !C3~r ,t !,

where the first term gives the potential part of the veloc
field and the second and third the solenoidal parts, viz.,
second is the toroidal vortex part and the third the poloi
vortex part.

As a result, the system of vector equations~1! and ~2!
takes the scalar form

¹2C i~r ,t !2
1

n
~12d i1!

]C i~r ,t !

]t
50~ i 51,2,3!,

Pin~U,t !52
]

]t
C1~r ,t !. ~7!

Expressing the components of the velocity fieldU(r ,t)
in terms ofC i , we obtain

Ur5
]C1

]r
2

1

r
¹V

2 C3 ,

UQ5
1

r

]C1

]Q
1

1

r

]

]r S r
]C3

]Q D ,

Uw52
]C2

]Q
.

After some relatively simple mathematical transformatio
the boundary conditions~3! on the surface of the solid cor
for projections of the velocity field can be expressed in ter
of the scalar functionsC i in the form

for r 5R0 :
]C1

]r
2

1

r
¹V

2 C350, ~8!

1

r
C11

1

r

]

]r
~rC3!50, ~9!
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The boundary conditions~4!–~6! take the form

for r 51:
]j~Q,t !

]t
5F]C1

]r
2

1

r
¹V

2 C3G , ~11!

2
]

]r S C1

r D1
]2C3

]r 2
2

1

r 2
~21¹V

2 !C350, ~12!

r
]

]r

C2

r
50, ~13!

2Pin~U,t !12nF ]2C1

]r 2
2¹V

2 S ]

]r S C3

r D D G
2PE~j!1Ps~j!50. ~14!

3. Setting

j~r ,t !5(
m

ZmPm~m!exp~st!, ~15!

we seek solutions of the system of equations~7! in the form

C1~r ,t !5(
m

@Cm
1 r m1Dm

1 r 2~m11!#Pm~m!exp~st!,

C j~r ,t !5(
m

FCm
j i mSAS

n
r D 1Dm

j kmSAS

n
r D GPm~m!

3exp~st!~ j 52,3!, ~16!

whereCm
1 , Cm

j , Dm
1 , andDm

j are constants.
We note that the problem of determiningC2 is com-

pletely autonomous and does not depend onC1, C3, andj.
In other words, the toroidal component of the motion of t
liquid, which is described byC2, does not make a contribu
tion to the dispersion relation of the harmonic poloidal m
tions of the liquid in the drop and does not influence t
surface relief.

Substituting~16! into the boundary conditions~11!–~12!
and ~14!, we obtain

mCm
1 2~m11!Dm

1 1m~m11!

3FCm
3 i mSAS

n D 1Dm
3 kmSAS

n D G5SZm , ~17!

2~m21!Cm
1 22~m12!Dm

1 1H 22AS

n
i m11SAS

n D
1FS

n
12~m11!~m21!G i mSAS

n D J Cm
3

1H 2AS

n
km11SAS

n D
1FS

n
12~m11!~m21!GkmSAS

n D J Dm
3 50, ~18!
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@S12nm~m21!#Cm
1 1@S12n~m11!~m12!#Dm
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A 5m~m11!k AS
, A 52S, A 52~m21!,

e
tion
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ce
12nm~m11!FAS

n
i m11SAS

n D
1~m21!i mSAS

n D GCm
3 12nm~m11!

3F2AS

n
km11SAS

n D 1~m21!kmSAS

n D GDm
3

1F ~m21!~m12!2
Q2

4p
~m21!GZm50. ~19!

In writing ~17!–~19! we used the known10 relations for cyl-
inder functions

]

]x
f m~x!5 f m11~x!1

m

x
f m~x!,

]2

]x2
f m~x!52

2

x
f m11~x!1F11

m~m21!

x2 G f m~x!,

f m~x!5H i m~x!,

~21!m11km~x!.

Here thei m(x) andkm(x) are spherical cylinder functions o
the first and third kinds, respectively. We write out t
boundary conditions~8! and ~9! for the components of the
velocity field on the surface of the solid core with consid
ation of ~16!

mR0
~m21!Cm

1 2~m11!R0
2~m12!Dm

1 1
m~m21!

R0

3FCm
3 i mSAS

n
R0D 1Dm

3 kmSAS

n
R0D G50, ~20!

R0
~m21!Cm

1 1R0
2~m12!Dm

1 1FAS

n
i m11SAS

n
R0D

1
~m11!

R0
i mSAS

n
R0D GCm

3 1F2AS

n
km11SAS

n
R0D

1
~m21!

R0
kmSAS

n
R0D GDm

3 50. ~21!

The system of five homogeneous algebraic equations~17!
–~21! for the five unknownsCm

1 , Dm,
1 , Cm

3 , Dm
3 , and Zm

have a nontrivial solution, only if the determinant compos
of its coefficients equals zero:

det A[UA11 A12 A13 A14 A15

A21 A22 A23 A24 A25

A31 A32 A33 A34 A35

A41 A42 A43 A44 A45

A51 A52 A53 A54 A55

U50, ~22!

whereA115m, A1252(m11), A135m(m11)i m(AS/n),
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14 mS n D 15 21

A22522~m12!, A23522AS

n
i m11SAS

n D
1FS

n
12~m11!~m21!G i mSAS

n D ,

A2452AS

n
km11SAS

n D
1FS

n
12~m11!~m21!GkmSAS

n D ,

A2550, A315S12nm~m21!,

A325S12n~m11!~m12!,

A3352nm~m11!FAS

n
i m11SAS

n D 1~m21!i mSAS

n D G ,
A3452nm~m11!F2AS

n
km11SAS

n D
1~m21!kmSAS

n D G ,
A355~m21!~m12!2

Q2

4p
~m21!, A415mR0

~m21! ,

A4252~m11!R0
2~m12! , A435

m~m11!

R0
i mSAS

n
R0D ,

A445
m~m11!

R0
kmSAS

n
R0D , A4550,

A515R0
~m21! , A525R0

2~m12! ,

A535AS

n
i m11SAS

m
R0D 1

~m11!

R0
i mSAS

n
R0D ,

A5452AS

n
km11SAS

n
R0D 1

~m11!

R0
kmSAS

n
R0D ,

A5550.

Algebraic expression~22! relates the frequencies and th
mode numbers to one another, i.e., is the dispersion rela
defining the spectrum of possible harmonic poloidal a
purely poloidal vortex motions in a liquid layer on the su
face of solid spherical core.

4. Figures 1, 2, 3, 4, 5, and 6 present the results
numerical calculations based on~22! in the form of plots of
the real and imaginary components of the dimensionl
complex frequency as functions of the dimensionless rad
of the core for various modes and various values of t
dimensionless physical parameters, viz., the viscosityn and
the chargeW.

In Figs. 1 and 2 the curves corresponding toW50 and
n50.03 are presented for the modes withm52 ~the funda-
mental mode! and 6, respectively. In Fig. 3 the dependen
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FIG. 1. Dependence of the real and imaginary components of the frequ
S of the actually occurring capillary poloidal motions of the liquid on th
core radiusR0.

FIG. 2. Same as in Fig. 1, but form56.
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corresponding to a viscosity ten times larger (n50.3) and
W50 is presented for the fundamental mode. It can be s
from these figures that both the damping in the bulk of
liquid layer and the damping on the core have a signific
influence on the spectrum of actually occurring motion
Moreover, it is seen from Figs. 1 and 2 that the influence
damping on the core is more significant for the mode w
m52 than for the mode withm56. It is also seen that at th
viscosity value taken the range of values of the core rad
R0 in which capillary oscillations exist for the sixth mode
broader than the range for the fundamental mode, poin
out the decisive role of the damping of motions on the so
core for thin liquid layers. This phenomenon should be ma
fested~as a result of restriction of the spectrum of actua

cy
FIG. 3. Same as in Fig. 1, but forn50.3.

FIG. 4. Same as in Fig. 1, but only the real component forW513.
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occurring capillary waves! in the course of the final stage o
instability of the charged surface of the liquid, when em
sion bulges form on it and emission of the excess cha
begins.1 In particular, in sufficiently thin layers of a viscou
liquid, where damping on the core suppresses the first
eral modes of capillary oscillations of the liquid layer, inst
bility will be realized on account of the preferential develo
ment of the first higher mode not suppressed by the visco
with the numberm[m* . This reduces to the formation o
m* emission bulges on the surface of a liquid layer tha
unstable with respect to its self-charge, rather than the
such bulges observed for a drop without a core.1 Just such a
situation was apparently recorded on the photograph
p. 2437 in Ref. 11. It is seen from Figs. 1 and 3 that
frequencies of the capillary oscillations of an individu
mode decrease with increasing viscosity.

The plots of ReS5ReS(R0) for a significantly super-
critical charge in the system (W513) andn50.03 are pre-
sented form52 in Fig. 4 and form56 in Fig. 5 ~we note
that the modes withm,11 are unstable whenW513). The

FIG. 5. Same as in Fig. 4, but form56.

FIG. 6. Dependence of the dimensionless growth rates of several uns
modes on the dimensionless radius coreR0.
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growth rates of the respective modes. The curves with lar
numbers describe the damping decrements of the polo
vortex motions. It is not difficult to see that thinning of th
liquid layer ~an increase inR0) leads to lowering of the
growth rates of the unstable motions and to an increase in
decrements of the damped vortex motions of the liquid.

Figure 6 presents the calculated values of the gro
rates of several unstable modes, whose numbers are
cated near the curves, forW513 andn50.1. It is clear from
the physical meaning of the problem that the relations
between the growth rates and the mode numbers is de
mined by the degree of supercriticality of the charge and
influence of viscous damping in the bulk and on the surfa
of the solid core. We note that themth mode becomes un
stable whenW521m. This means that at the value ofW
taken the charge is maximally supercritical for the fund
mental mode withm52 and minimally supercritical for
m510. Nevertheless, the growth rate of the fundamen
mode in the system described here is not very great bec
of the significant influence of the viscous dissipation. A
other significant point is that the ratio between the values
the growth rates of different modes depends on the thickn
of the liquid layer: in thin layers the growth rates of th
higher modes are greater than the growth rates of the mo
with small numbers. The strong dependence of the gro
rates on the thickness of the liquid layer at small thicknes
stands out.

In Figs. 1, 2, and 3 curves1 describe the capillary oscil
lations of the liquid layer. In Figs. 1, 2, 3, 4, and 5 curves2
and3 describe aperiodically damped, harmonic poloidal m
tions. The curves with numbers greater than3 correspond to
aperiodically damped, purely poloidal vortex motions. It
easily seen from the curves presented that thinning the liq
layer, increasing its viscosity, and increasing the mode nu
ber lead to a rapid increase in the damping decrements o
motions of this type.

5. Let us turn to the problem of determining the toroid
vortex component of the velocity field associated with t
scalar functionC2, which is defined by the system of equ
tions ~10! and ~12!. Substituting~16! into ~10! and ~12!, we
find

Cm
2 i mSAS

n
R0D 1Dm

2 kmSAS

n
R0D 50, ~23!

FAS

n
i m11SAS

n D 1~m21!i mSAS

n D GCm
2

1F2AS

n
km11SAS

n D 1~m21!kmSAS

n D GDm
2 50.

~24!

The system of algebraic equations~23! and ~24! has a non-
trivial solution when the determinant composed of the co
ficients in front ofCm

2 andDm
2 is equal to zero. This condi

tion also defines the dispersion relation describing
spectrum of toroidal vortex motions in a layer of a visco
liquid on the surface of a solid spherical core, which has
form

ble
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6. Summarizing the foregoing material, we note that the
n

ally
he

on
the
xis-
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es
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ced
e
t a

k.

e

m

i mSAS

n
R0D F2AS

n
km11SAS

n D 1~m21!kmSAS

n D G
2kmSAS

n
R0D FAS

n
i m11SAS

n D
1~m21!i mSAS

n D G50. ~25!

Figure 7 presents the dependence of the damping decrem
of the toroidal vortex motions associated with the fundam
tal mode (m52) on the thickness of the layer of the visco
liquid calculated from Eq.~25! in the form of plots of
Re x5Re x(R0), wherex[S/n. It is seen from Fig. 7 tha
thinning of the liquid layer leads to a rapid increase in t
damping decrements of the toroidal motions. Numerical c
culations also show that the decrements of the toroidal
tions associated with a specific mode increase rapidly as
mode number increases.

FIG. 7. Dependence of the damping decrements of the toroidal vortex
tions associated with the fundamental mode (m52) on the dimensionless
core radius.
996 Tech. Phys. 42 (9), September 1997
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frequencies of the capillary oscillations of a liquid layer o
the surface of a solid core, the decrements of the actu
occurring poloidal and toroidal vortex motions, and t
growth rates of the unstable modes depend very strongly
the presence of a solid core in the drop when the ratio of
core radius to the drop radius approaches unity. The e
tence of two mechanisms of viscous dissipation, viz., dam
ing in the layer and on the solid core, restricts the spectr
of modes taking part in the formation of the emission bulg
on the highly charged surface of the liquid layer, assign
the decisive role to the higher modes. This can be redu
for thin layers of viscous liquids to the formation of a larg
number of emission bulges, in contrast to a drop withou
core, where there are only two such bulges.

1A. I. Grigor’ev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk, Mekh. Zhid
Gaza~3!, 3 ~1994!.

2A. I. Grigor’ev and S. O. Shiryaeva, Zh. Tekh. Fiz.59 ~5!, 6 ~1989! @Sov.
Phys. Tech. Phys.34, 502 ~1989!#.

3N. B. Zoloto�, G. V. Karpov, and V. E. Skurat, Zh. Tekh. Fiz.58 ~2!, 315
~1988! @Sov. Phys. Tech. Phys.33, 193 ~1988!#.

4S. O. Shiryaeva and A. I. Grigor’ev, Zh. Tekh. Fiz.63 ~8!, 162 ~1993!
@Tech. Phys.38, 715 ~1993!#.

5A. I. Grigor’ev, M. I. Munichev, and S. O. Shiryaeva, J. Colloid Interfac
Sci. 166, 267 ~1994!.

6A. I. Grigor’ev and S. O. Shiryaeva, Zh. Tekh. Fiz.62 ~12!, 9 ~1992! @Sov.
Phys. Tech. Phys.37, 1136~1992!#.
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Shaping of the electron distribution function in a striated solution

s

Yu. B. Golubovski , V. O. Nekuchaev, N. S. Ponomarev, and I. A. Porokhova

Scientific-Research Institute of Physics, St. Petersburg State University, 198904 St. Petersburg, Russia
~Submitted April 5, 1996!
Zh. Tekh. Fiz.67, 14–21~September 1997!

Numerous papers have been devoted to the investigation of striations in inert gases at low
pressures (p<2 Torr! and small currents (i ,100 mA! @A. V. Nedospasov, Sov. Phys. Usp.11,
174 ~1968!; L. Pekarek, Sov. Phys. Usp.11, 188 ~1968!; N. L. Oleson and A. W. Cooper,
Adv. Electron. Electron Phys.24, 155 ~1968!; P. S. Landa, N. A. Miskinova, and Yu. V.
Ponomarev, Sov. Phys. Usp.23, 813 ~1980!#. Since the nature of striations is determined
under these conditions by the nonlocal kinetics of the electrons in spatially periodic fields@L. D.
Tsendin, Sov. J. Plasma Phys.8, 228 ~1982!#, an investigation of the electron distribution
function in space and time would be very interesting. The purpose of the present work is to
experimentally investigate the potential profiles and distribution functions inS andP
striations and to analyze the mechanism which shapes the distribution functions for striations of
these types. ©1997 American Institute of Physics.@S1063-7842~97!00309-7#
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The potential profiles and distribution functions in d
ferent phases of striations have been measured in se
studies.6–8 As a rule, the temporal variation of the potenti
was measured using a stationary probe and then transfo
into the spatial variation by replacing the time byx5vt,
wherev is the phase velocity of the striation. Such calcu
tions frequently led to a significantly nonmonotonic depe
dence of the potential on the longitudinal coordinate, wh
was attributed to the presence of potential wells and, acc
ingly, reversed fields. Such a procedure for reconstruc
the spatial potential profile can be incorrect, if along w
wave propagation there are oscillations of the plasma po
tial as a whole with a frequency equal to the frequency of
striations, for example, relative to the anode. These osc
tions can be caused by self-modulation of the striatio
which leads to oscillations of the voltage on the tube el
trodes. The amplitude of the voltage oscillations depends
the ballast resistance. It was shown in Ref. 9 that under
conditions of a nonlocal mechanism for shaping the elect
distribution function and a discharge gap of finite leng
voltage oscillations appear in the near-anode region du
the passage of striations through this region.

In the present work systematic measurements of
electron distribution function were performed for a neon d
charge in a tube of radiusR51.4 cm at pressuresp5122
Torr and currentsi 510220 mA using a mobile probe a
different distances from the anode on the discharge axis
three wavelengths with a spacing ofL/10 for P striations and
L/15 for S striations (L is the striation thickness!. Measure-
ments of the electron distribution function were perform
with a temporal resolution of 10ms in 10–12 phases of
striation period at each fixed position of the probe. The m
surements were taken by the standard method from the
ond derivative of the probe current, and the plasma poten
relative to the anode was determined from the point wh
the second derivative vanishes.

Figures 1a–1d present the variable components of
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points along the tube axis within one wavelength. It is se
that the oscillations of the potential with time at differe
points differ significantly, but the characteristic minimum
each oscillation~which is marked by an arrow in the figure!
is achieved at the same time. When the probe is displace
one wavelength, the picture is repeated~the curves in Figs.
1a and 1d coincide!. Such a spatiotemporal picture of th
behavior of the potential indicates that there is superposi
of the oscillations of the plasma potential as a whole w
time and the variation of the potential associated with wa
propagation. An attempt to reconstruct the spatial poten
profile from the temporal profile by replacingt by x5vt ~for
example, for casea! leads, with consideration of the consta
field E0 in the plasma, to the profile shown in Fig. 1a. O
characteristic feature of the profiles thus obtained is the
parent presence of pronounced potential wells and reve
fields. A correct procedure requires elimination of the te
poral fluctuations, which can be accomplished by direct m
surements of the plasma potential along the axis with a fi
time delay relative to the voltage oscillations on the ele
trodes. The results of such measurements are presente
Fig. 2 for S and P striations at two different moments i
time, which correspond to the zero~curves1s and 1p! and
maximum values~curves2s and2p! of the potential oscilla-
tions as a whole. It is seen from the figure that there are
fact, no apparent potential wells of great depth. Similar
sults were obtained in Ref. 10, where the cathode and an
were displaced simultaneously relative to a stationary pro
The measured potential profile at distances exceeding
wavelength from the anode at different moments in time
similar. Oscillations develop near the anode at distance
the order of a few millimeters. It is noteworthy that the am
plitude of these oscillations coincides approximately with t
potential drop on anS or P striation~Fig. 2! and amounts to
;10 V ~a P striation! or 17 V ~anS striation!. The anode fall
for different striation phases is generally positive and var
with time from zero to the oscillation amplitude. However,
some moments in time the plasma potential at distance

997997-07$10.00 © 1997 American Institute of Physics



a
FIG. 1. Variable component of the plasm
potential oscillations with time at various
points on the discharge axis~a–d! and spa-
tial potential profile~e! (A — anode,C —
cathode!.
;2 cm can be positive relative to the anode, and a potential
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tion can be imposed in an approximation for the electron
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well with a small depth of;1 V forms. An example of such
a potential curve is presented in Fig. 2 for aP striation
~curve1p, hatched area!. The presence of the potential we
clearly correlates with the measured distribution functio
The distribution functions in a real potential well have
pronounced maximum in the slow-electron region, while
distribution functions measured in other striation phases f
potential without a well have the usual form. Experimen
devised to measure the distribution function in the region
the apparent potential wells far from the anode do not rev
a characteristic peak in the slow-electron region, indicat
once again the absence of these potential wells.

MECHANISM FOR SHAPING THE DISTRIBUTION FUNCTION
IN S AND P STRIATIONS

According to numerous experimental data, the main d
ference between theS andP striations appearing under sim
lar discharge conditions is the twofold difference betwe
the potential drops over the striation thickness. For exam
the characteristic potential drops inS striations amount to
17–21 V, while those inP striations equal 9–10.5 V fo
p5125 Torr and i 512100 mA. In addition, the wave
lengths inS striations are twice as great as the waveleng
in P striations at equal values of the period-averaged elec
field E0. According to the model proposed in Ref. 5, a wa
which travels through space and along the distribution fu
tion forms in a spatially periodic field with a period«L /eE0

due to the bunching of electrons according to their ener
The kinetic equation for the distribution function in the va
ables«5w1ew(x) andx @« is the total energy,ew(x) is the
potential energy, andw is the kinetic energy# for energies
0,w,«1 under the conditions considered here can be w
ten in the form

]

]x

v3

3n

] f 0~«,x!

]x
1

]

]«

m2

M
nv3f 0~«,x!50. ~1!

It is assumed that the energy balance is dominated
inelastic collisions and that interelectronic collisions are n
ligibly small. If the drop of the electron distribution functio
in the inelastic region is fairly steep, a zero boundary con
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distribution function at the excitation threshold:

f 0~«,x!uw5«1
50. ~2!

Equation~1! describes the diffusion of the electron di
tribution function along the coordinatex and its drift with
respect to the energy« due to elastic collisions in thex,«
phase plane. We approximate the potential profile by fu
tions of the form

FIG. 2. Spatial potential profile measured by a mobile probe forS striations
~curves1s and 2s! and P striations~curves1p and 2p! at the moments in
time corresponding to zero~1s and1p! and maximum~2s and2p! oscilla-
tions of the plasma potential. Points1–8, at which the measured electro
density distributions were compared with the calculated distributions,
marked on curve1p.
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FIG. 3. Approximation of the potential fields in
S striations ~a! and P striations ~b!, in which
kinetic equation~1! was solved with boundary
condition ~2!. Curves in «5ew(x), x5x1(«)
coordinates — the potential profile; curves i
d5«11ew(x), x5x2(«) — the potential pro-
file shifted on the total energy scale by«1. The
resonant trajectories are marked by arrows, a
«L is the potential drop on a striation. The ca
culated and measured electron distribution fun
tions were compared at points1–8. The kinetic
energy regions for the resonant trajectories
the weak-field~I andIV! and strong-field~II and
III ! regions are hatched. The maximum o
F(w,xc) undergoes a jump fromw5«1 to
w50 at xc .
2eE1x, 0,x,x0 ,

of

shifted upward by«2, andwux5x2(«)5«1. It would be inter-

s in

ons

e
c-
l to

the
ew~x!5H 2eE1x02eE2~x2x0!, x0,x,L,

ew~x1nL!5ew~x!2n«L , ~3!

whereE1 and E2 are the values of the fields in regions
weak 0,x,x0 and strongx0,x,L variation of the poten-
tial, and«L is the potential drop on the striation.

Figure 3 presents the potential curves on the«, x phase
plane for S and P striations. On thex5x1(«) curve the
kinetic energy is equal to zero, while thex5x2(«) curve is
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esting to analyze the character of the motion of electron
this phase plane.

Let us consider the case of anS striation~Fig. 3a!. If the
energy losses in elastic collisions are neglected, electr
will move with conservation of the total energy («5const)
along horizontal straight lines from thex1(«) curve to the
x2(«) curve, and then, after losing the energy«1 in an in-
elastic collision, they jump abruptly long a vertical to th
x1(«) curve. The gain in kinetic energy on any of the traje
tories and the potential drop on a striation should be equa
«1. If we take into account the small energy losses in

999Golubovski  et al.



FIG. 4. S striations: a — movement of the maximum ofF(d) in the w, x plane along the resonant trajectory in a two-wavelength interval; b — the
distribution functionAwF0(w,x); c — the resultant distribution functionAw f0(w,x); d — the experimentally measured distribution functionAw f0(w,x).
elastic collisions, the trajectory bends, and the energy gain in

st

n

as
us

s

d
a
st

field was discussed in Ref. 5. In Ref. 11 the electron distri-
a-
t

rep-

d
n
s.
ing
ter

r
s

the potential fieldew(x) on any trajectory fromx1(«) to
x2(«) is equal to the energy losses in the elastic and inela
collisions. The potential drop on the striation thickness«L

exceeds the excitation potential«1. The trajectory on which
an electron loses the energyD«5«L2«1 in elastic collisions
during one period is preferred. All the other trajectories co
verge toward the preferred trajectory~the resonant trajectory!
after several periods, because the energy losses in el
collisions are proportional to the kinetic energy, i.e., beca
of the bunching effect described in Ref. 5.

In the case ofP striations~Fig. 3b! the potential drop on
a striation is approximately two times smaller than forS
striations and is smaller than the excitation threshold«1. For
this reason, electrons should traverse two spatial period
variation of the potential as they move from thex1(«) curve
to thex2(«) curve in a potential field. This case correspon
to the two resonant trajectories in Fig. 3b. Therefore, an
preciable difference should be expected between the di
bution functions inS andP striations.

The solution of Eqs.~1! and ~2! in a spatially periodic
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bution function was calculated from an experimentally me
sured potential profile forS striations near the lower curren
limit for its existence. The solution of Eqs.~1! and~2! in the
case of small energy losses in elastic collisions can be
resented in the form

f 0~«,x!5F~«!E
x

x2~«! n~«,x8!

v3~«,x8!
dx85F~«!F0~«,x!,

~4!

whereF(«) is the amplitude of the distribution function, an
F0(«,x) corresponds to the electron distribution functio
formed in a field without energy losses in elastic collision

Taking into account small energy losses by expand
the electron distribution function in the small parame
Q53m2«1n2(«1)/Me2E0

2 with consideration of the terms
that are quadratic with respect toQ leads to an equation fo
F(«), which has the following form in the dimensionles
variables «̃ 5«/«1, C15(n(v)/v3)/(n(v1)/v1

3), and
C25n(v)v3/(n(v1)v1

3):
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FIG. 5. P striations: a — movement of the two maxima ofF(«) in the w, x plane along the resonant trajectories in a two-wavelength interval; b — the
distribution functionAwF0(w,x); c — the resultant distribution functionAw f0(w,x).
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F~ « 21!5F~ « !1Q
] «̄

F~ « !C~ « !

1Q2
]2

] «̄ 2
F~ «̄ !C~ «̄ !, ~5!

C~ «̃ !5E
x1~ «̃ !

x2~ «̃ !
C2F0~ «̃ ,x!dx, ~6!

C~ «̃ !5E
x1~ «̄ !

x2~ «̄ !
C2dxE

x

x2~ «̄ !dx8

C1
E

x1~ «̄ !

x8
C2F0~ «̃ ,x9!dx9.

~7!

The quantityQC( «̃ ) has the physical meaning of th
energy losses of an electron with an energy« in elastic col-
lisions as it moves from moves from thex1(«) curve to the
x2(«) curve ~the energy drift!. The quantityQ2C( «̃ ) is
equivalent to the energy diffusion coefficient due to the g
dients]F/] «̃ that appear. A periodic structure with an e
ergy period equal to«1 should form forQ50. When Q
Þ0, the energy period forF(«) increases due to the energ
losses in elastic collisions. In fact, in a spatially periodic fie
C(«) can be represented in the form

C~«!5A1b~«!,
1

«L
E

0

«L
b~«!d«50,

A5
1

«L
E

0

«L
C~«!d«, ~8!

whereb(«) is a periodic function with respect to the energ
The quantityQA has the physical meaning of the me

energy loss in elastic collisions in one spatial period. Shift
the argument byQA in Eq. ~5! and expanding into a series i
this small parameter with consideration of the quadra
terms, we obtain the equation
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c

5
]

] «̃
FQF~ «̃ !b~ «̃ !1Q2

]

] «̃
F~ «̃ !k~ «̃ !G , ~9!

wherek( «̃ )5C( «̃ )2(A2/2).
We shall henceforth assume thatk( «̃ ) depends weakly

on the energy.5 The steady-state solution~9! can be obtained
by setting the right-hand side equal to zero, which cor
sponds to an equality between the energy diffusion a
drift.5 Equality of the left-hand side to zero corresponds
the energy periodicity ofF(«) with a period equal to
«L5«1(11QA). Integrating the right-hand side of Eq.~9!
and assuming that the energy flux in~9! is equal to zero in
the steady state, we obtain

]F~ «̃ !

] «̃
1

b~ «̃ !

Qk
F~ «̃ !50. ~10!

The solution of Eq.~10! has the form

F~ «̃ !5D expH 2E
0

«̃ b~ «̃ !

Qk
d «̃ J , ~11!

which permits construction of the distribution function fro
Eq. ~4!. The constantD can be found from the normalizatio
condition on the current density in terms of the directed p
of the electron distribution function.

The results of the calculations forS striations in a po-
tential field ~Fig. 3a! replotted in the plane of the kineti
energy and the spatial coordinate are presented in Figs. 4
Figure 4a shows the transformation of the amplitude of
electron distribution functionF(w,x) in a two-wavelength
interval. This amplitude has a characteristic maximu
which slowly moves along thew coordinate asx increases in
the weak-field region (0,x,x0) in accordance with Fig. 3a
where the kinetic energy varies weakly along the reson
trajectory~regionI in Figs. 3a and 4a!. Upon passage into the
strong-field region~region II !, the maximum of the ampli-
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tude of the electron distribution function moves abruptly

re

o
th

weak-field region~regionIV in Fig. 3a!, and this sequence of

c-
along the kinetic energy coordinate to the value«1, which is
achieved atxc . As it passes throughxc , the maximum
abruptly shifts to zero kinetic energy. In the strong-field
gion ~region III in Fig. 3a! the maximum moves rapidly
along the kinetic energy coordinate to an energy value c
responding to a weak field. Then the maximum enters
-

r-
e

events repeats periodically with a periodL ~the striation
thickness!. Figure 4b presents the energy distribution fun
tion which would form in the initial field~Fig. 3a! with ne-
glect of the elastic losses@AwF0(w,x) ~4!#. Figure 4c pre-
sents the final electron distribution functionAw f0(w,x)
FIG. 6. Comparison of the calculated distribution functionsAw f0(w,x) ~solid curves! with the measured distribution functions~points! for a P striation in the
eight phases corresponding to points1–8 in Fig. 3b ~calculation! and in Fig. 2~experiment!: a–c — weak-field region; d — transition from a weak field to
a strong field; e–g — strong-field region; h — transition from a strong field to a weak field.
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calculated from~4! and~11!. The figure shows how the per-
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turbation wave caused by electron bunching along the re
nant trajectory propagates along the electron distribu
function. This effect was observed in the experiments p
formed in Ref. 11, where the results of calculations and m
surements of the electron distribution function in differe
phases ofS striations were compared. The measurements
the electron distribution function performed in the pres
work using a mobile probe in 15 phases ofS striations permit
the construction of the three-dimensional picture
Aw f0(w,x) presented in Fig. 4a, which clearly exhibits
correlation with the calculated picture~Fig. 4c!.

The shaping of the electron distribution function inP
striations is a very interesting, but scarcely studied quest
An approximation of the measured potential profile in acc
dance with~3! is presented in Fig. 3b. The results of calc
lations of the amplitude of the electron distribution functi
F(w,x) in this potential field according to the method d
scribed above are presented in Fig. 5a in a two-wavelen
interval. Since forP striations the potential drop on a stria
tion «L is smaller than the excitation threshold«1, there are
two maxima ofF(«) separated by«L in the kinetic energy
range 0,w,«1. These two maxima move along two res
nant trajectories~Fig. 3b!, in accordance with Fig. 5a, in th
w, x plane. The functionAwF0(w,x) which would form in
the potential field of aP striation without consideration o
the energy losses in elastic collisions is shown in Fig. 5b
distinctive feature~in comparison to anS striation! is the
presence of two characteristic discontinuities in the we
field region, which are caused by the structure of the pot
tial profile («L,«1). Figure 5c presents the resultant ele
tron distribution functionAw f0(w,x) ~4! which forms in aP
striation with consideration of the energy losses in ela
collisions. As we see, in the weak-field region theP striation
has an additional maximum~in comparison to anS striation!
in the vicinity of 12 eV, which moves in accordance with th
second resonant trajectory.

The results of the calculations and experiments at
eight points along aP striation marked in Figs. 2 and 3b ar
compared in Fig. 6. The theory and experiment show tha
the weak-field region~Figs. 6a–c! there are two maxima
which scarcely move along the energy coordinate and
separated by a distance corresponding to a potential dro
;10 V on aP striation. The absolute values of the electr
distribution function decrease in accordance with the beh
ior of AwF0(w,x). The transition to a strong field~Fig. 6d!
is accompanied by displacement of the maxima tow
higher energies. In the strong-field region~Figs. 6e–g! the
second maximum passes through the excitation threshold
returns to the slow-electron region, while the first maximu
1003 Tech. Phys. 42 (9), September 1997
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achieving this position on the boundary between strong
weak fields. On this boundary the second maximum co
sponds tow;2 eV, and the picture repeats periodically.

The theory faithfully describes the experimental da
with respect to the form of the distribution function in di
ferent striation phases. The modulation depth of the elec
distribution function and of the density is somewhat grea
in the theory than in the experiment.

CONCLUSIONS

When ionization waves in a plasma are investigated,
possible oscillations of the plasma potential as a whole r
tive to the anode must be taken into account to reproduce
potential profile. These oscillations can be caused by the
sage of striations through the near-anode region. The use
mobile probe in the potential measurements can lead to
rors associated with the appearance of apparent pote
wells on the reconstructed spatial potential profile.

The mechanisms which shape the electron distribut
function in S and P striations in measured potential field
under the conditions of nonlocal electron kinetics have b
considered on the basis of Ref. 5. It has been shown tha
P striations~as opposed toS striations! there are two reso-
nant trajectories due to electron bunching. The movemen
two characteristic maxima of the amplitude of the distrib
tion function along these resonant trajectories, which is
perimposed on the unperturbed electron distribution funct
formed in an assigned potential field without considerat
of the energy losses in elastic collisions, describes the exp
mentally observed features of the behavior of the elect
distribution function inP striations.
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