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Eddy currents from moving point sources of magnetic field in the Gravity Probe B
experiment
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Two boundary-value problems in plane geometry, modeling the field and current distribution
produced by moving sources of magnetic field~fluxons! in surrounding normal metals,
are solved analytically. In the first case a fluxon moves with a constant velocity in a
superconducting plane separated by a vacuum gap from a half space filled with a metal having a
low electrical conductivity. In the second case the half space is replaced by a thin metal
layer of high conductivity. The problems are solved by perturbation techniques, the Fourier integral
transform, and the Parseval identity. The latter is used to calculate the power dissipated in
the metal. An estimate of the power dissipation is needed in order to calculate certain torques of
magnetic origin in the Gravity Probe B project. ©1998 American Institute of Physics.
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INTRODUCTION

In the Gravity Probe B mission~GP-B! a rotating super-
conducting ball~superconducting gyro! will be orbiting the
Earth in a circular polar orbit for over a year, and the drift
its axis resulting from two general-relativity effects will b
measured~the details of the experiment are described
Refs. 1 and 2!. According to theory, the drift is expected t
be very small~0.042 arcsec/yr and 6.6 arcsec/yr in the ea
west and north–south directions, respectively!, so that the
measurement accuracy must be very high, and the clas
~nonrelativistic! torques causing the drift must be eith
eliminated or carefully accounted for.

In particular, there will be quantum-size sources of ma
netic field ~fluxons! on the surface of the superconductin
rotor, which induce eddy currents and thus energy diss
tion in the surrounding normal metals. Consequently, diff
ential damping torques are produced and must be estima

In this paper we give such estimates by solving exp
itly two corresponding model boundary-value problems
plane geometry~they may also be of interest for other app
cations!. The complications associated with the spherical
ometry of the GP-B experiment can be neglected, beca
the gap between the rotor surface and the surrounding
mal metals is extremely small compared to the radius of
rotor ~see Figs. 1 and 2!.

The first problem treats a fluxon–antifluxon pair movi
with a constant velocity in a superconducting plane~the rotor
surface! separated by a gap from a half space having a fi
electrical conductivity. For GP-B this problem models t
influence of the so-called caging rod, which in reality han
over only a relatively small portion of the ball’s surfac
However, the quantity of interest to us—the upper limit
the dissipated power—can obviously be found if one
sumes that the metal covers the entire surface, which is m
eled by a half space.

In the second problem the half space in the first probl
1311063-7842/98/43(2)/7/$15.00
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is replaced by a thin layer of high electrical conductivit
Under the conditions of GP-B the problem now models
influence of the six electrodes of the rotor’s suspension s
tem, which are made of a material having a high cop
content. Again, the electrodes actually cover approxima
45% of the rotor’s surface, but the most conservative e
mate of the dissipated power and, hence, of the torque
obtained under the assumption that they cover the entire
face.

We conclude our paper with estimates of the spindo
rate of the GP-B gyro due to eddy current energy dissipat

FIG. 1.
© 1998 American Institute of Physics
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1. THE PROBLEM FOR A CONDUCTING HALF SPACE:
STATEMENT OF THE PROBLEM AND REPRESENTATION
OF THE SOLUTION

Let a metal having an electrical conductivitys and a
magnetic permeabilitym5m0 occupy the half spacez8.d
of a Cartesian coordinate system$x8,y8,z8%. The planez50
is the surface of the superconductor, and a fluxon and
antifluxon move in it with a constant velocityv!c along the
x8 axis; the layer 0,z8,d is a dielectric gap~Fig. 1!. The
equations and boundary conditions for the magnetic ind
tion B and the eddy current densityj induced in the meta
have the form~Ref. 3, Chap. 10!: in the gap~medium 1!

¹8•B50, ¹83B50; 0,z8,d, ux8u, uy8u,`;
~1.1!

Bz8uz8505F0@d~x82xf8~ t !!d~y82yf8!

2d~x82xa8~ t !!d~y82ya8!#;

Bu ux8u,uy8u→`→0; ~1.2!

in the conductor~medium 2!

¹8•B50, ¹83B5m0j ,

¹83 j52s
]B

]t
; z8.d, ux8u, uy8u,`; ~1.3!

at the interface

Buz85d105Buz85d20 . ~1.4!

Here F0 is the flux produced by a point source~in GP-B
F05h/2e is the magnetic flux quantum,h is Planck’s con-
stant, ande is the electron charge!, d is the Dirac delta func-
tion, andxf ,a8 (t)5xf ,a8 1vt, yf ,a8 are the coordinates of th
fluxon and antifluxon, respectively; the prime attached to
symbol¹ signifies differentiation with respect to the prime
variables. Note that the current densityj can be eliminated
from the last two equations in~1.3! to give one second-orde
equation forB:

FIG. 2.
n

c-

e

2sm0

]B

]t
5¹83¹83B52¹82B,

z8.d, ux8u, uy8u,`, ~1.5!

where the last equation is valid becauseB is solenoidal.
We seek a quasistationary solution to~1.1!–~1.4!; we

introduce a dimensionless coordinate system comoving w
the sources,

x5
x82xf8~ t !

d
5

x82xf82vt

d
,

y85
y82yf8

d
, z85

z8

d
. ~1.6!

In terms of these variables the above problem is rewritten
follows: for medium 1

¹•B50, ¹3B50; 0,z,1, uxu, uyu,`; ~1.7!

Bzuz505
F0

d2 @d~x!d~y!2d~x2x0!d~y2y0!#; ~1.8!

for medium 2

¹•B50, ¹2B52¸
]B

]x
; z.1, uxu, uyu,`; ~1.9!

at the interface

Buz51105Buz5120 . ~1.10!

Here we have omitted the obvious conditions at infinity a
introduced the notationx05(xa2xf)/d, y05(ya2yf)/d;
the only dimensionless parameter of the problem is

¸5sm0vd. ~1.11!

Problem~1.7!–~1.10! can be solved by a more or less sta
dard procedure using Fourier integral transforms in the v
ablesx and y, but this approach leads to field and curre
distributions in the form of cumbersome double Fourier
tegrals, which impede further analytical calculations and
scure the physical meaning of the result. Instead we se
perturbational solution in the form of a power series in t
small parameteŗ (¸&0.02) under GP-B conditions!:

B~x,y,z!5B~0!~x,y,z!1¸B~1!~x,y,z!1¸2B~2!

3~x,y,z!1 . . ., ~1.12!

where the functional coefficientsB(k), k50,1,2, . . . must be
evaluated from the following sequence of problems dedu
from ~1.7!–~1.10! and ~1.12!:

¹•B~k!50, ¹3B~k!50; 0,z,1, uxu, uyu,`;

Bz
~k!uz505

F0

d2 @d~x!d~y!2d~x2x0!d~y2y0!#dk0 ;

~1.13!

¹•B~k!50, ¹2B~k!52~12dk0!
]B~k21!

]x
;

z.1, uxu, uyu,`;

B~k!uz51105B~k!uz5120 , ~1.14!
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wherek50,1,2,. . . , andd0051, dk050, k>1.
It follows from ~1.12! and the second equation in~1.3!

that the corresponding expansion for the current densit
the conductor is

j5
1

m0d
¹3B5~¸ j ~1!1¸2j ~2!1 . . . !,

j ~k!5
1

m0d
¹3B~k!, z.1, ~1.15!

where we have taken into account the fact that¹3B(0)50
in the entire half spacez.0. Accordingly, the current den
sity is a first-order term iņ , because without the conducto
(¸50) there is no current at all.

Our goal is to determinej (1), i.e., the principal term in
the current distribution, and then to calculate the dissipa
power to the first order. This can be done without any te
nical difficulties, and the result has a clear physical mean

2. THE PROBLEM FOR THE HALF SPACE: CURRENT
DISTRIBUTION AND DISSIPATED POWER

We now turn to the sequence of problems~1.13!, ~1.14!.
The ‘‘unperturbed’’ solutionB(0), naturally, is the field of
two point sources in the half space without the conducto
satisfies the Laplace equation in the entire half spacez.0
with the boundary condition~1.13! and is therefore given by

B~0!5¹c~0!, z.0,

c~0!~x,y,z!52
F0

2pd2 S 1

R
2

1

R0
D , ~2.1!

where

R5Ax21y21z2,

R05A~x2x0!21~y2y0!21~z2z0!2

are the distances from the sources to an arbitrary point w
coordinates (x,y,z).

To find the principal term in the expansion of the curre
density ~1.15!, we need to know the fieldB(1) satisfying
problem ~1.13!, ~1.14! with k51, or rather the curl of this
field in the conductor. Surprisingly, the latter may be det
mined without completely solving the correspondi
boundary-value problem. Using~2.1!, we write the field in
the conductor in the form

B~1!5b~1!2
x

2
B~0!1

1

2
c~0!ex5b~1!2

x

2
¹c~0!1

1

2
c~0!ex

5b~1!2
1

2
¹~xc~0!!1c~0!ex , z.1, ~2.2!

whereb(1)(x,y,z) is the new unknown field, andex is the
unit vector in the direction of thex axis.

Using ~2.1!, ~2.2! and Eqs.~1.14! with k50, one easily
calculates

¹•B~1!5¹•b~1!2
x

2
¹•B~0!2

1

2
B~0!1

1

2
B~0!5¹•b~1!;
in

d
-

g.

It

th

t

-

¹2B~1!5¹2b~1!2
x

2
¹2B~0!2

]B~0!

]x
2

1

2
¹2c~0!5¹2b~1!

2
]B~0!

]x
, z.1,

so that from equations~1.14! with k51 we obtain

¹•b~1!50, ¹2b~1!50, z.1. ~2.3!

Consequently, setting

b~1!5¹c~1!1¹3A~1!, ¹•A~1!50, z.1, ~2.4!

we see that both unknown potentialsf (1) andA(1) are har-
monic in the half space occupied by the conductor, and

¹2c~1!50, ¹2A~1!50, z.1. ~2.5!

Introducing~2.4! into ~2.2!, we find that

B~1!5¹S c~1!2
x

2
c~0!D1¹3A~1!1c~0!ex , z.1.

~2.6!

According to~2.4!, ~2.5!, the first two terms on the right sid
of ~2.6! are irrotational; therefore

¹3B~1!5¹c~0!3ex5B~0!3ex , z.1. ~2.7!

On the basis of this equation Eqs.~1.15! and ~1.11! can be
used to determine the principal current-density term:

j5¸ j ~1!1O~¸2!5svB~0!3ex1O~¸2!, z.1. ~2.8!

The result~2.8! has a clear physical meaning. Indeed, whe
conductor moves with the velocityv(0) in an external mag-
netic fieldB(0), the induced current density in it is known t
be given by the Lorentz equation

j5sv~0!3B~0!. ~2.9!

In our case, clearly,v(0)52vex , and as the conductivity is
small, the induced magnetic field can be neglected in co
parison with the external fieldB(0); Eq. ~2.9! goes over to
~2.8! as a result.

We now calculate the power dissipated by a fluxo
antifluxon pair from the equation

Pf a5
1

s E
z8.d

j 2dV85
d3

s E
z.1

j 2dV

.sv2d3E
z.1

@~By
~0!!21~Bz

~0!!2#dV

~the approximate equality here and below indicates that
expression is calculated to the first nonvanishing order in¸!.

After substituting the expression~2.1! for B(0) into the
right side, we have only to compute the integrals for the fi
result, but the computation is found to be rather cumb
some, and its result depends on the relative position of
fluxon and the antifluxon.

Actually, however, we are interested in a universal up
bound forPf a , which can be found in terms of the energ
dissipation ratePf of a single fluxon as defined by the equ
tion
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Pf5
d3

s E
z.1

j f
2dV.sv2d3E

z.1
@~Bf ,y

~0!!21~Bf ,z
~0!!2#dV.

~2.10!

We the magnetic field is naturally amenable to representa
by the sum of the fluxon and antifluxon fields@see~2.1!#,
B(0)5Bf

(0)1Ba
(0) , Bf

(0);¹(1/R), Ba
(0);¹(1/R0), with a

corresponding decomposition of the current density fr
~2.9!, j5 j f1 j a. It is evident thatPf5Pa and, hence,

Pf a5
d3

s E
z.1

~ j f1 j a!
2dV5

d3

s E
z.1

~ j f
21 j a

212j f• j f !dV

<
d3

s
2E

z.1
~ j f

21 j a
2!dV52~Pf1Pa!54Pf . ~2.11!

Now, combining~2.11! with ~2.10! and substituting the
value ofBf

(0) from ~2.1! into the integral forPf , we find

Pf a<4Pf.sv2d3
F0

2

p2d4 E
z.1

F S ]

]y

1

RD 2

1S ]

]z

1

RD 2GdV

5
sv2F0

2

p2d E
z51

` E
2`

` E
2`

` y21z2

~x21y21z2!3 dxdydz.

~2.12!

The integrals in~2.12! are readily computed, yielding th
desired simple estimate:

Pf a<4Pf5
3

4p

sv2F0
2

d
. ~2.13!

The value ofPf a is no more than half this upper bound.

3. THE PROBLEM FOR A HIGHLY CONDUCTING THIN
LAYER: STATEMENT OF THE PROBLEM AND ASYMPTOTIC
SIMPLIFICATION

We now turn to the second problem, in which the co
ducting half space is replaced by a conducting layer of thi
nessd0 occupying the domaind,z8,d1d0 ~Fig. 2!. The
layer is assumed to be thin,d0!d, and its electrical conduc
tivity to be high, so that the parameter¸ is no longer small
~under the conditions of GP-Bd0;0.1d, ¸;30!.

Consequently, outside the layer in the half spacez.0
the magnetic field satisfies Eqs.~1.7! with the boundary con-
dition ~1.8! and vanishes at infinity, while in the laye
1,z,11d0 /d Eqs.~1.9! are valid; the appropriate match
ing conditions should be fulfilled at both surfaces of the la
@from here on we return to the dimensionless comoving
ordinates~1.6!#. The solution to this problem is very compl
cated and difficult to analyze, necessitating an additio
physically meaningful simplification of the model. Obv
ously the most suitable approach is to replace the thin, hig
conducting layer of finite thickness by an infinitely thin, co
ducting sheet with a surface current densityj s5 j s(x,y) and
to formulate corresponding matching conditions for the m
netic field at z51. The form of these conditions is we
known ~see Ref. 2, 7.21, and Ref. 3, Chap. 1, Sec. 2!:

Bzuz51105Bzuz5120 ,
n

-
-

r
-

l,

ly

-

ez3~Buz51102Buz5120!5m0j s. ~3.1!

Consequently, all that is required to close the problem
to relatej s to the fieldB. To do so, we introduce the vecto
potentialA:

B5¹3A, ¹•A50, ~3.2!

and note that the last equation in~1.3! ~the induction equa-
tion!, which is valid in a real three-dimensional layer, giv

j5sv
]A

]x
.

Hence, for the surface current density we can write

j s~x,y!5svd0

]A

]x U
z51

. ~3.3!

Note that conditions~3.1! and ~3.3! can be derived by a
procedure, well known from the theory of ‘‘thin’’ bodie
~plates and shells!,4–9 for asymptotic integration of the com
plete three-dimensional problem.

Relations~3.1!–~3.3! enable us to formulate the entir
boundary-value problem in terms of the vector potential. U
ing Eqs. ~1.7! for z.0, zÞ1 and the boundary condition
~1.8!, we write

¹2A50, ¹•A50, z.0, zÞ1;

]Ay

]x
2

]Ax

]y U
z50

5
F0

d2 @d~x!d~y!2d~x2x0!d~y2y0!#;

^A&uz5150;

K ]Ax

]z
2

]Az

]x L U
z51

52¸0

]Ax

]x U
z51

,

K ]Az

]y
2

]Ay

]z L U
z51

5¸0

]Ay

]x U
z51

, ~3.4!

where

¸05¸
d0

d
5sm0vd0 , ~3.5!

and the angle brackets signify a jump of the bracketed qu
tity:

^a&uz515~auz51102auz5120!.

The vector boundary-value problem~3.4!–~3.7! is still
quite cumbersome and unappealing; fortunately, there
natural way to reduce it to a simple scalar problem. Ob
ously, the surface current density has noz component,j z

s50,
so that~3.3! requires thatAz50 at least forz51. We there-
fore require thatAz50 everywhere and, accordingly, write

A5Axex1Ayey , ¹•A5
]Ax

]x
1

]Ay

]y
50, z.0. ~3.6!

To satisfy the zero-divergence condition~3.6!, we set

Ax52
]P

]y
, Ay5

]P

]x
, ~3.7!

whereP5P(x,y,z) is the new function to be determined
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According to~3.3! and~3.7!, the surface current densit
is expressed in terms ofP by the equations

j x
s52svd0

]2P

]x]y U
z51

, j y
s5svd0

]2P

]x2 U
z51

. ~3.8!

It is readily verified that the equation and boundary co
ditions ~3.4! are valid if P(x,y,z) is a solution of the prob-
lem

¹2P50, z.0, zÞ1;

2
]2P

]z2 U
z50

5
F0

d2 @d~x!d~y!2d~x2x0!d~y2y0!#;

^P&uz5150; K ]P

]z L U
z51

52¸0

]P

]x U
z51

. ~3.9!

With the exception of the second derivative in the bound
condition ~3.9! at z50, this scalar problem is standard; i
solution is given below.

4. THE PROBLEM FOR THE LAYER: SOLUTION AND
CALCULATION OF THE DISSIPATED POWER

We solve problem~3.9! by means of the Fourier integra
transform in the variablesx and y; for z>1 this approach
givesP(x,y,z) in the form

P~x,y,z!5
1

2p E
2`

` E
2`

`

P̂~l,n,z!ei ~lx1ny!dldn;

P̂~l,n,z!5D~l,n!e2gz;

g~l,n!5Al21n2>0,

D~l,n!52
F0

d2g

12e2 i ~lx01ny0!

g2 i ~¸0/2!l~12e2g!
; z>1. ~4.1!

In the domain 0,z,1 the expression forP̂(l,n,z) differs
slightly from ~4.1!, involving the exponentials of both6gz,
but we need only~4.1! for our purposes.

All the pertinent physical fields can be calculated fro
~4.1! using the equations of the previous section. In parti
lar, for the surface current density, according to~3.8!, we
obtain

j s~x,y!5
1

2p E
2`

` E
2`

`

ĵ s~l,n!ei ~lx1ny!dldn;

ĵ x
s~l,n!

svd0
5lnP̂~l,n,1!5lnD~l,n!e2g,

ĵ y
s~l,n!

svd0
52l2P̂~l,n,1!52l2D~l,n!e2g. ~4.2!

To calculate the dissipation ratePf a , we use the Parse
val identity, which, given certain conditions on the functio
f (x,y), has the form

E
2`

` E
2`

`

u f ~x,y!u2dxdy5E
2`

` E
2`

`

u f̂ ~l,n!u2dldn,

where f̂ (l,n) is the Fourier transform off (x,y).
-

y

-

Consequently, on the basis of~4.2!, ~4.1! we can write
the arrayed equations

Pf a5
d2

sd0
E

2`

` E
2`

`

@~ j x
s~x,y!!21~ j y

s~x,y!!2#dxdy

5
d2

sd0
E

2`

` E
2`

`

@~ ĵ x
s~l,n!!21~ ĵ y

s~l,n!!2#dldn

5sv2d0d2E
2`

` E
2`

`

l2g2e22guD~l,n!u2dldn

or, substitutingD(l,n) from ~4.1!,

Pf a5
sv2d0F0

2

d2 E
2`

` E
2`

` U 12e2 i ~lx01ny0!

g2 i ~¸0/2!l~12e2g!
U2

dldn.

~4.3!

To further simplify the calculations and to obtain an u
per bound that does not depend on the relative position of
fluxon and the antifluxon, we again estimatePf a using the
powerPf dissipated by a single fluxon; in this case the es
mate is based on the obvious inequality for the factor in
integrand of~4.3!

u12e2 i ~lx01ny0!u254 sin2
lx01ny0

2
<4.

Equation~4.3! with this factor replaced by unity is obviousl
the sought-afterPf ; we therefore have

Pf a<4Pf5
4sv2d0F0

2

d2 C~¸0!;

C~¸0!5E
2`

` E
2`

` l2e22g

g21~¸0/2!2l2~12e22g!2 dldn,

g~l,n!5Al21n2>0. ~4.4!

The double integral representing the coefficientC(¸0) can
be calculated explicitly, leading to the equation

C~¸0!5
p

2a2 F ln
A11a211

2
1a ln~A11a21a!

1A11a2 ln
A11a211

2~11a2!
G ,

a5
¸0

2
.0. ~4.5!

The derivation of this equation is given in the Appendix. A
intermediate, single-integral representation arises in
course of the derivation:

C~¸0!

52pE
0

` ge22g

A11~¸0/2!2p2~g!@A11~¸0/2!2p2~g!11#
dg,

p~g!512e22g, ~4.6!

which provides a simple estimate forC(¸0):
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C~¸0!,C~0!5pE
0

`

ge22gdg5
p

4
~4.7!

@in the limit a→10, of course, Eq.~4.5! gives the same
value for C(0)!. It is also clear from~4.6! that C(¸0) is a
monotonically decreasing function of̧0 , whose behavior
for large values of the argument is given by

C~¸0!;
2p

¸0
2 ~ ln ¸010.7523 ln 2!.

The combination of~4.4! and ~4.7! leads to a simple
upper bound for the dissipated power:

Pf a<4Pf,
psv2d0F0

2

d2 . ~4.8!

Note that the only difference of~4.8! from the corresponding
bound ~2.13! in the half-space problem, other than the n
merical coefficient, is the factord0 /d, i.e., the ratio of the
thicknesses of the layer and the gap.

5. CONCLUSION

We conclude our paper with estimates pertinent to
Gravity Probe B experiment. In this case the fluxo
antifluxon pairs are situated on the surface of a gyrosc
rotating with an angular frequencyv, so that their velocity is
v5vr g , wherer g.1.91 cm is the radius of the rotor radiu
Accordingly, the two upper bounds~2.13! and ~4.8! for the
maximum powerPf a

max dissipated by a pair can be written a

Pf a
max5K

sv2r g
2F0

2

d
, ~5.1!

whereK5Kc53/4p.0.24 for the caging rod~modeled by a
half space!, and K5Ke5pd0 /d.0.31 for the electrodes
~modeled by a thin layer!.

The only source of dissipated energy is the rotor kine
energyW5Iv2/2, whereI .91.9 g•cm2 is the moment of
inertia of the rotor. An estimate of the kinetic energy lo
during the timeT is given by

dW5NTPf a
max, ~5.2!

whereN;100 is the number of fluxon–antifluxon pairs o
the surface of the gyro.

The losses imply spindown of the gyro, expressed b
corresponding decrementdv of the angular velocity; we
wish to estimate this decrement. Sincedv anddW are small,
both variations are related by

dW5dS Iv2

2 D.Ivdv,

so that

dv

v
5

1

2

dW

W
.

Substituting all the necessary expressions given ab
@see~5.1!, ~5.2!# in the latter equation, we obtain the desir
estimate in the form
-

e

e

c

a

ve

dv

v
5NTK

sr g
2F0

2

Id
. ~5.3!

For specific numerical estimates it is only required
know the flux quantum F052310215 Wb, the gap
d50.05 cm, and the conductivity, which differs for the ca
ing rod (s5sc.2.43107 (V•m)21) and the electrodes
(s5se.6.531010 (V•m)21); the latter values are given
for titanium and copper at a temperature of approximatel
K. For a characteristic mission durationT51 yr these data
give dv/v;6.0310210 anddv/v;1.231026 for the cag-
ing rod and the electrodes, respectively. These values
lower than, for instance, the differential damping induced
residual gas molecules, which is estimated
dv/v;331025 at a pressure of 10211 torr ~Ref. 1, p. 570!.
However, bearing in mind the most conservative assum
tions adopted in our modeling, we can realistically exp
values even one or two order of magnitude lower. The c
responding torques responsible for classical drift of the g
spin axis are proportional todv/v and are also well below
the danger level.

This work has been supported by NASA Grant NAS8
39225 for Gravity Probe B.

APPENDIX

Here we derive the explicit expression~4.5! for the co-
efficient C(¸0) by calculating the double integral from it
definition ~4.4!. The calculation is carried out in two mai
steps. First, exploiting the evenness of the integrand in~4.4!
and using polar coordinatesg, w in the l, n plane,
l5g cosw, n5g sinw, g5Al21n2, we write

C~¸0!54E
0

`E
0

` l2e22g

g21~¸0/2!2l2~12e22g!2 dldn

54E
0

`

ge22gdgE
0

p/2 cos2 w

11a2p2~g!cos2 w
dw,

a5
¸0

2
, p~g!512e22g.

The inner integral overw reduces at once to a tabulated i
tegral~see, e.g., Ref. 10, formula 446.00!, giving the single-
integral representation~4.6!, which we now write in the form

C~¸0!5
2p

a2 C0~a!,

C0~a!5E
0

` ge22g

p2~g! F12
1

A11a2p2~g!
Gdg

5E
0

1 ln~12p!

p2 F 1

A11a2p2
21Gdp. ~A1!

Here we have introduced the new integration varia
p(g)512e22g in place ofg.
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The second step is to calculateC0(a); owing to the
singularities at both the integration limitsp50 andp51, it
is more convenient to begin by calculating the indefinite
tegral

C0~a!5J~a,p!up50
p51 , ~A2!

where

J~a,p!5E ln~12p!

p2 F 1

A11a2p2
21Gdp

5@12A11a2p2#
ln~12p!

p

1E 12A11a2p2

p~12p!
dp; ~A3!

we have integrated by parts in~A.3!. The last integral can
obviously be split into a sum of several tabulated integra
so that using, for example, formulas 241.01, 380.3
380.001, and 380.111 from Ref. 10, after elementary
lengthy and tedious calculations, we arrive at the expres

J~a,p!5S 12A11a2p2

p
211A11a2D ln~12p!

p

1 ln~A11a2p211!2 ln~A11a2p22ap!

2A11a2 ln@A11a2p2~A11a2p2

1A11a2!#, a.0.
-

,
,
t
n

Substituting this result into~A.2! and making use of the fac
that the contribution of the entire first term containin
ln(12p) is zero, we obtain the expression

C0~a!5 ln
A11a211

2
1a ln~A11a21a!

1A11a2 ln
A11a211

2~11a2!
, a.0. ~A4!

Together with~A1! this equation gives exactly the expre
sion ~4.5! for C(¸0).
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A simple equation is derived for calculating the energy loss of a relativistic, multiply charged
ion moving in an electron plasma in the region where the Born approximation fails. The
contribution of the energy losses from collisions with solitary electrons is calculated using the
exact Dirac equation for relativistic Coulomb scattering. ©1998 American Institute of
Physics.@S1063-7842~98!00202-5#
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The main factor responsible for slowing down fa
charged particles moving in a plasma, as we know, is in
action with electrons. The polarization energy loss of an
moving in an electron plasma can be calculated on the b
of the dielectric formalism. The equation for the energy lo
per unit path length has the form1

dE

dx
5

Z2e2

2p2iV E d3k

3F v

k2« l~k,v!
2

v~V22v2/k2!

c2~k22v2« tr~k,v!/c2!G . ~1!

HereE is the energy of the ion,x is its coordinate,Ze is its
charge,V is its velocity,« l(k,v) and« tr(k,v) are the lon-
gitudinal and transverse permittivities of the gas, resp
tively, c is the speed of light,v5k–V, ande is the electron
charge. The standard computational scheme used to calc
the polarization energy loss of a fast~but nonrelativistic! ion
from Eq.~1! is as follows: a! The second term in the bracke
in Eq. ~1! corresponds to Cˇ erenkov radiation, which does no
occur in the given situation, so that this term can be omitt
b! the integral of the first term, which corresponds to t
excitation of longitudinal oscillations in the electron plasm
is computed up to certain maximum values ofk1 correspond-
ing to the minimum impact parametersb1 at which the elec-
tron plasma can begin to be treated as a collective sys
the losses in a Maxwellian plasma due to collisions with
plasma as a collective system have been calcula
previously,2,3 but for the case of nonrelativistic test-partic
velocities; calculations of the stopping power of a degene
electron gas have also been published~see, e.g., Refs. 4–8!,
where an expression has been obtained for the energy lo
the high-velocity limit independently of the degree of dege
eracy:

dE

dx
52

4pN~Ze2!2

mV2 ln
k1V

vp
, ~2!

wherem is the electron mass,vp54pNe2/m is the plasma
frequency, andN is the density of the electron plasma; c! for
impact parameters smaller thanb1 the energy loss is attrib
1381063-7842/98/43(2)/4/$15.00
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utable to collisions with solitary electrons and can be cal
lated from the Rutherford equation, which is well known
the exact solution for Coulomb scattering described by
nonrelativistic Schro¨dinger equation.

The following procedure must be used in calculating t
energy loss of a relativistic, multiply charged ion: Steps!
and b! are unchanged, but step c! is modified, requiring that
the Dirac equation be solved for relativistic collision veloc
ties; the exact solution of this equation gives the Mott sc
tering cross section. But if the ion chargeZe is such that
Ze2/\V!1, the problem can be restricted to the first Bo
approximation.

In this article we assume thatZ@1 ~e.g.,Z592 for the
bare uranium nucleus!, so thatZe2/\V&1 always~even, in
particular, for V'c; i.e., the condition for validity of the
Born approximation is violated despite the high velocity!,
and we take into account the region of solitary collisions
using the exact expression for the cross section.

CONTRIBUTION OF THE REGION OF SOLITARY
COLLISIONS

We assume that the ion velocity is much higher than
average thermal speed of the plasma electrons; we can
consider an electron to be at rest before collision. The
energy loss is expressed in terms of the cross sections~«! of
energy transfer«:

dE

dx
52NE

«min

«max
«s~«!d«. ~3!

Next, following Akhiezeret al. ~Ref. 9, Sec. 82: ‘‘Large
momentum transfers’’!, in relation to collisions with solitary
electrons we regard the incident ion as an infinitely hea
particle, whose motion remains unchanged in collision. T
cross section of scattering of an electron initially at rest by
ion moving with constant velocity can then be obtained
transforming to a frame in which the moving electron
scattered by a stationary ion. We denote the correspon
scattering angle byQ. We can assume9 ~excluding the range
of very high energies! that the energy loss«5«(Q), where
© 1998 American Institute of Physics
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«~Q!5
2mV2

~12b2!
sin2

Q

2
, b5V/c, ~4!

and the values«max and «min are attained atQ5p and
Q5Qmin , respectively. As a result, Eq.~3! can be rewritten
in the form10

dE

dx
522Np

~Ze2!2

mV2 E
Qmin

p s~Q!

sR~Q!
cot

Q

2
dQ, ~5!

wheres~Q! is the cross section of scattering of an electr
by a stationary ion of chargeZ for an arbitrary electron ve
locity V; this cross section has been determin
previously11,12 from the exact solution of the Coulomb sca
tering problem for the Dirac equation;sR(Q) is the Ruther-
ford cross section

sR5
~Ze2!2~12b2!

m2c4b4~12cosQ!2 . ~6!

According to Refs. 11 and 12, the ratio of the exact cr
section to the Rutherford cross sections(Q)/sR(Q)→1 in
the limit Q→0, so that for smallQmin the integral~5! can be
written in the form~cf. Ref. 10!

dE

dx
524p

N~Ze2!2

mV2 ln
2

a~Z,V!Qmin
. ~7!

The functiona(Z,V) takes into account the differenc
between the cross section of scattering of an electron b
multiply charged ion at relativistic velocities and the Rut

TABLE I.

Ion energy,
MeV/nucleon

Ion charge

6 13 29 50 82 92

91.8 1.0311 1.0802 1.2256 1.4168 1.6366 1.67
183.6 1.0340 1.1002 1.2943 1.6260 2.1293 2.25
367.2 1.0530 1.1209 1.3678 1.8544 2.5596 3.21
734.4 1.0575 1.1455 1.4306 2.0585 3.7396 4.43

1285.2 1.0522 1.1505 1.4673 2.1815 4.3564 5.35
1836 1.0689 1.1613 1.4846 2.2335 4.6402 5.81
3672 1.0707 1.1638 1.5025 2.2953 4.9749 6.35
7344 1.0714 1.1655 1.5064 2.3170 5.5868 6.58

18360 1.0688 1.1696 1.5137 2.3266 5.1620 6.65

TABLE II.

Ion energy,
MeV/nucleon

Ion charge

6 13 29 50 82 92

91.8 1.0300 1.0726 1.2118 1.4206 1.6399 1.66
183.6 1.0431 1.1003 1.2942 1.6212 2.1082 2.22
367.2 1.0562 1.1257 1.3746 1.8579 2.8311 3.17
734.4 1.0658 1.1419 1.4322 2.0787 3.7137 4.40

1285.2 1.0701 1.1477 1.4577 2.2099 4.3581 5.33
1836 1.0717 1.1494 1.4666 2.2669 4.6712 5.80
3672 1.0731 1.1505 1.4747 2.3291 5.0395 6.35
7344 1.0736 1.1507 1.4773 2.3527 5.1865 6.58

18360 1.0738 1.1508 1.4782 2.3612 5.2407 6.66
d

s

a

erford cross section@i.e., a(Z,V)→1 as a5Z/c→0 and
b→0# and is determined from the following relation, takin
into account the smallness ofQmin :

a~Z,V!5 lim
Qmin→0

2

Qmin

3expH 2
1

2 E
Qmin

p s~Q!

sR~Q!
cot~Q/2!dQJ , ~8!

which can be used in conjunction with data from Ref. 11
the Mott cross section to finda(Z,V) numerically. The rela-
tion betweenQmin andk1 is given by the equation

Qmin5
\k1

p
, p5

mV

A12b2
.

Consequently, the Coulomb logarithm in Eq.~7! has the
form

FIG. 1. Z56.

FIG. 2. Z513.
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ln L5 ln
2

a~Z,V!Qmin
5 ln

2mV

\k1A12b2a~Z,V!
.

It is advantageous to introduce the functionf (Z,V), which is
related toa(Z,V) by the equation

f ~Z,V!5
1

a~Z,V!
exp

b2

2
. ~9!

Invoking the data of numerical calculations11 for the ra-
tio of the cross sectionss/sR , we can approximatef (Z,V)
as follows@the approximation fora(Z,V) proposed in Ref.
10 yields less accurate values off (Z,V)#:

f ~Z,V!511@0.222592b20.042948b2

1~0.601615.15289b23.73293b2!a

2~0.5230815.71287b28.11358b2!a2#2. ~10!

Consequently, the energy loss of a relativistic, multip
charged ion in collisions with solitary electrons is describ
by the equation

dE

dx
52

4pN~Ze2!2

mV2 F ln
2mV f~Z,V!

\k1A12b2
2

b2

2 G . ~11!

To test the validity of the approximation~10!, the values
of f (Z,V) calculated numerically from the data of Ref. 1
are given in Tables I and II@Table I gives the values from
Eqs.~8! and~9! and Table II gives the results of Eq.~10! for
the same values of the ion charge and energy, where the
column gives the energy of a multiply charged ion in Me
nucleon, and the remaining columns give the values
f (Z,V) for ions with charges~in consecutive order! Z56,
13, 29, 50, 80, and 92#. It is evident from the tables that th
proposed approximation~10! is good, at least within the lim-
its of variation ofZ andV for which the data of Ref. 11 are
given.

FIG. 3. Z529.
d

rst

f

Summing Eqs.~2! and ~11!, we obtain the total energy
loss of a relativistic, multiply charged ion per unit length
motion through an equilibrium electron plasma:

dE

dx
52

4pN~Ze2!2

mV2 F ln
2mV2f ~Z,V!

\A12b2vp

2
b2

2 G . ~12!

Setting f (Z,V)51 in Eq. ~12!, we obtain an equation
that corresponds to stopping theory and can be obtained f
the standard computational scheme when the contributio
the region of solitary collisions is taken into account in t
first Born approximation,

dE

dx
52

4pN~Ze2!2

mV2 F ln
2mV2

\A12b2vp

2
b2

2 G . ~13!

FIG. 4. Z550.

FIG. 5. Z580.
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We also give the nonrelativistic limit (b→0,a→0) of Eq.
~12! @which is derived with allowance for relation~9! and the
fact thata(Z,V)→1 asb→0 anda→0#:

dE

dx
52

4pN~Ze2!2

mV2 ln
2mV2

\vp
. ~14!

It follows from a comparison of Eqs.~12! and ~13! that
our function f (Z,V) introduced above describes the dev
tions ~occurring for relativistic, high-charge ions! from stop-
ping theory, which uses the first Born approximation. F
low-charge ions the values off (Z,V) are close to unity, and
allowing for the fact that the functionf enters into Eq.~12!
in the argument of the logarithm, our results for lowZ do not
deviate from the Born approximation, Eq.~13!, whereas at
high Z the deviations become appreciable; finally, in t
nonrelativistic case Eq.~12! goes over to the well-known1

FIG. 6. Z592.
-

r

result: Eq.~14!. This behavior of Eq.~12! is illustrated in
Figs. 1–6. Also shown in these figures is the dependenc
the energy lossudE/dxu ~MeV/cm! of relativistic ions for
chargesZ56, 13, 29, 50, 80, 92~it is assumed for illustration
that vp50.5 a.u.513.605 eV! on the ion energyT ~MeV/
nucleon!. The solid curves represent the results of exact c
culations from Eq.~12!, the dashed curves represent t
‘‘Born approximation’’ ~13!, and the dotted curves represe
the nonrelativistic limit~14!. It is evident from the figures
that the corrections for exact inclusion of the ion field i
crease as the ion charge increases, attaining~e.g.! approxi-
mately 15% forZ592.

In summary, our Eq.~12! derived above can be used
calculate the energy losses of relativistic, high-charge ion
an electron plasma when the Born approximation is inap
cable. For fast, low-charge ions our results go over num
cally to the Born approximation, and Eq.~12! goes over to
the standard1 nonrelativistic limit ~14!.

1Plasma Electrodynamics, edited by A. I. Akhiezer, I. A. Akhiezer, R. V.
Polovin et al. @Pergamon Press, Oxford-New York, 1975; Nauka, Mo
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An anomaly of the temperature dependence of the cross section for chemical ionization of HBr
molecules by metastable helium atoms He* (23S1) is discovered. It is shown that the
interaction anisotropy induced by rotation of the HBr molecule has a significant influence on the
formation of the anomaly. ©1998 American Institute of Physics.@S1063-7842~98!00302-X#
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We have previously1 determined experimentally the tem
perature dependence of the cross section of chemical ion
tion of hydrogen chloride molecules by metastable trip
helium ions. In the interval 130 K–300 K we discovered
behavior not previously observed for any system: a sh
increase in the total chemical ionization cross section as
temperature was lowered@s(T);T21.4#. We hypothesized
that anisotropy of the interaction plays a significant ro
manifesting itself differently at different temperatures by v
tue of the rotation of HCl molecules. It is only natural, ther
fore, to have an interest in continuing the investigation of
interaction of metastable helium atoms with such diatom
molecules, which have, first, a strong chemical bond a
second, a fairly high~of the order of 10 cm21) rotational
constantR. In the present paper we have chosen HBr as
molecule of study. We determine the temperature dep
dence of the cross section of chemical ionization of this m
ecule by He* (23S1) atoms in the temperature interval 220
300 K and offer an explanation of this dependence, tak
into account the influence of rotation of the hydrogen hal
molecule.

When a He* (23S1) atom collides with a hydrogen bro
mide molecule, the principal role in the quenching of me
stable excitation is played by Penning ionization, with t
formation of a helium atom in the ground state, a HBr m
lecular ion, and an electron, and by associative ionizat
with the formation of hydrogen or bromine atoms both
rectly, when H, Br1 ~or H1, Br!, and an electron are formed
and also by way of restructuring, when HeBr1, H ~or HeH1,
Br!, and an electron are formed.

In our experiment we have determined the total cr
section of the inelastic process of chemical ionization. F
this purpose a gas discharge was produced in an absor
chamber containing a He–HBr mixture, and the metasta
triplet helium atoms were optically oriented in a longitudin
magnetic field with the use of circularly polarized radiati
from a helium lamp. The widths of the magnetic resonan
lines of the helium atoms in the metastable triplet state w
determined, and the linewidth contribution due to the adm
ture of hydrogen bromide was identified by a procedure
scribed in detail in Ref. 2. The absolute error of determi
tion of the chemical ionization rate constantC(T) did not
1421063-7842/98/43(2)/3/$15.00
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exceed 20%, and the relative error~with variation of the
temperature! was at least a factor of two lower, because it
largely devoid of the error associated with inaccuracy in
determination of the partial pressure of hydrogen bromi
The discharge intensity was maintained as low as possib
minimize the difference of the rotational temperature fro
the temperature of the absorption chamber. A set of abs
tion chambers with HBr pressures of 531024 torr and
731024 torr ~at 300 K! was used. The resulting experime
tal dependence is shown in Fig. 1. AtT5220 K the rate
constant has the valueC5120310211 cm3

•s21620%,
which gives the cross sections5109 Å2 ~or 390 a.u.!. At
T5300 K the rate constant drops t
85310211 cm3

•s21620%, which corresponds tos566 Å2

~or 240 a.u.!. The second rate constant can be compared w
the previously known value obtained in an experiment wit
decaying plasma:C5100310211 cm3

•s21630% ~Ref. 3!.
Consequently, in the interval 220–300 K the cross sect
can be written in the forms(T);T21.5, i.e., as in the case o
the system He* (23S1)-HCl, the temperature dependence
very steep.

The following considerations must be borne in mind
the interpretation of the experimental results: First, the
netic energy of the atomic particles in the gas discharge
fers, following a Maxwellian distribution; second, rotation
motion in the HBr molecule imparts anisotropy to the inte
action of these molecules with metastable helium atom
feature that is especially prominent for a low rotational qua
tum numberj .

Let the relative motion of two atomic particles depe
on the spherically symmetric effective potential

Ueff5
B

r n 2
C

r 6 1
l ~ l 11!

2m i 2 , ~1!

where the atomic system of units is used,r is the distance
between the particles,m is the reduced mass,n, B, andC are
constants, and the quantum numberl corresponds to the rela
tive motion of the particles.

A detailed investigation of the behavior of the chemic
ionization cross section at low energies of relative motion
the potential~1! with n510 is reported in Ref. 4. The char
acteristic decrease in the cross section as the energy i
© 1998 American Institute of Physics
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creased@dependence of the types(E);E25/6# takes place
when the effective potential~1! has a distinct minimum~Fig.
2!, as is clearly the case for the partial waves

S l 1
1

2D,S l 1
1

2D
lim

50.74•CS m

BD 1/2

, ~2!

where the height of the potential hump for the limiting wa
is

Umax
lim 50.056•C5/2

•B23/2. ~3!

As long as condition~2! is satisfied, the position of the
minimum depends very little on the mode number~index! of
the partial wave:

FIG. 1. Temperature dependence of the rate constant of chemical ioniz
of hydrogen bromide by metastable helium atoms.

FIG. 2. Lennard-Jones potential with parametersB51.43106, C573102,
andm573103 for three values of the quantum numberl ~l 150, l 258, and
l 3520!. HereE1 andE2 are collision energies, withE1 corresponding to the
height of the potential barrier.
r min5S 5B

3CD 1/4S 11
y

16D , ~4!

where

y5
10B~ l 1~1/2!!2

9mC2 . ~5!

For a kinetic energyE of relative motion of the atomic
particles the distance of closest approach of the particlesr 0)
is given by the equation

r 05S B

CD 1/4F11
B~ l 1~1/2!!2

8mC2 G S 120.015
E

Umax
lim D , ~6!

i.e., its variation is small for small values ofE and values of
l satisfying condition~2!.

For the system He* (23S1)-HBr, based on the rules fo
averages and data from Refs. 5 and 6, the parameters o
spherically symmetric potential~1! have the values

B51.43106, C5720. ~7!

The limiting value of the quantum numberl , according
to ~2!, is then l lim536, andUmax

lim 56.331024. At a given
temperatureT, therefore, for particles with energies lowe
than Umax

lim the particles come quite close together, and
energy dependence with a power exponent close tos55/6 is
established, while for higher-energy particless is substan-
tially lower. Consequently, to account for the significan
larger experimentally determined values51.5, other at-
tributes of the system must be taken into account, spe
cally those induced by rotation of the HBr molecule. For
most is interaction anisotropy, which is manifested as
dependence of the parameters of the potential~1! and the
autoionization widthG(R) on the angleu between the axis of
the molecule and the line joining the atomic particles. T
dependence has comparatively little influence on the posi
and height of the maximum of the effective potential~1!, but
has a far stronger influence on the position and especially
depth of the minimum of this potential, and, finally, the p
sition r 0 changes considerably~by 1–2 a.u.!, so that the auto-
ionization widthG(R) can increase severalfold if the expo
nential character of the dependence of this quantity on
distance is taken into account. However, interaction anis
ropy appears only when the rotation of the molecule is fa
slow:

a

2R~ j 11/2!
.

Dr

v
, ~8!

wherea is the admissible angle of rotation of the molecu
during effective interaction~near the turning point for a
variation of the distanceDr by 1 a.u.!; for our example we
set this angle equal top/4; R is the rotational constant,j is
the rotational quantum number, andv is the average relative
velocity near the turning point.

Taking into account the value of the rotational consta
R for HBr, we can assume that far more effective interact
~chemical ionization! due to the closer approach of th
atomic particles takes place in the experimentally inve
gated temperature interval as long as the numberj is not

ion
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higher than 3 or 4. Inasmuch as the fraction of such m
ecules decreases as the temperature increases, the end
will be an appreciable increase ins, consistent with the ex-
perimental results. Indeed, the fraction of such molecule

b512e2R j~ j 11!/kT ~9!

is equal to 0.66 atT5220 K and has a considerably lowe
value of 0.55 atT5300 K; this difference is fully capable o
providing an increase in the exponent by 0.6 in the prese
of the steep dependence of the autoionization width on
distance. Of course, the possibility of a deviation of the
tational temperature from the temperature of the absorp
chamber must be considered in explaining the experime
dependence.

In closing, it should be noted that the above-indica
attributes of the chemical ionization of hydrogen bromi
will also produce major changes in the formation of pol
ized atoms during chemical ionization. For example, p
l-
esult

ce
e
-
n
al

d

-
-

cesses leading to the formation of Br atoms are more lik
to occur in the formation of atoms during chemical ioniz
tion.
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The behavior of droplets in the atmosphere in an electric field has important bearing on the
theory of thunderstorms. One of the possible mechanisms by which droplets become charged
—the induction mechanism in the presence of nonuniform evaporation—is investigated
in greater detail on the basis of recent experimental results~V. A. Saranin, Zh. Tekh. Fiz.65~6!,
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It has been established experimentally1 that a nonuni-
formly evaporating water droplet in an electric field acquir
an electric charge such that, on the one hand, the Coul
force on the droplet is sufficient to overcome the force
gravity and, on the other, the droplets remain in equilibriu
~in the sense that they preserve their shape!. As a result,
droplets for which these conditions are met simultaneou
move upward. In the theoretical analysis of Vereshcha
et al.1 the droplet charging mechanism is not precisely de
mined, and it is assumed that the charge on a drople
independent of the field.

GENERAL PRINCIPLES AND STATEMENT OF THE
PROBLEM

It is generally known that charge separation in a cond
tor in an applied external field and screening of the cond
tor take place in a time of the order of the relaxation tim

t15
«0«

s
,

wheres is the electrical conductivity of the medium,« is its
dielectric constant, and«058.85310212 F/m.

The relaxation time for distilled water ist1'1025 s.
The charges are concentrated in a thin diffusion layer, wh
thickness depends on the Debye–Hu¨ckel screening radius:

he5A«0«kTbe

es
,

wheree is the ion charge,be is the ion mobility, andk is the
Boltzmann constant.

Setting T5300 K, be51027 m2/~s•V!, and
e51.6310219, for distilled water we obtainhe;1027 m. In
spherical droplets of radius;1 mm a spherical layer o
thicknesshe can be regarded as plane, and the bulk den
of charges in the liquid near the surface can be written in
form

re5div~«0«E!'
«0E1r2«0«E2r

Dr
5

«0Er

he
. ~1!
1451063-7842/98/43(2)/6/$15.00
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We assume that the droplet is conducting and that
interior is field-free,E2r50. In this case, if a spherical drop
let of radiusR has a chargeq and is situated in a homoge
neous electric field of strengthE0 , then on its surface one
has2

Er53E0 cosQ1
q

4p«R2 , ~2!

whereQ is the polar angle.
In the hierarchy of characteristic times, the relaxati

time t1 is the shortest~indeed, as will be shown below, fo
example, the droplet charging times under various conditi
are t2;t3;1 s andt5;0.1 s, and the characteristic rela
ation time to steady-state convective diffusion
t4;1022 s!. In all transient processes, therefore, we assu
steady-state charge and field distributions in the droplet.
longest time of the transient processes of interest here i
the order of a few seconds. This means that the variation
the mass of the droplet during its evaporation can be di
garded. In addition, we assume that it has a spherical sh
and we ignore all other droplet charging mechanisms exc
as a result of the evaporation of ions. If the liquid evapora
from the surface, the mass flow through unit surface is

j m5r lve . ~3!

In a reference frame attached to the surface we can
sume that the liquid itself moves toward the surface with
velocity

ve5 j m /r l .

If the liquid is charged, the electric current density d
to this liquid motion in the absence of appreciable slip of t
ions relative to the neutral medium is

j n5reve5
re

r l
j m5

«0Er j m

r lhe
. ~4!

The charge of the droplet then varies with time acco
ing to the law
© 1998 American Institute of Physics
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dq

dt
52 R j ndS52

«o

rnlche
R Er j mdS. ~5!

Obviously, for uniform evaporation from the entire su
face we havej m5const and, hence,

dq

dt
;q;q~ t50!50.

CHARGING OF A DROPLET DURING EVAPORATION IN FILM
BOILING

Let us first consider the case of evaporation observe
the experiment of Ref. 1, viz., the evaporation of water dr
lets situated on a vapor cushion above a hot heat-tran
surface. The evaporation took place in a nearly homogene
external electric field~Fig. 1!. We assume that a uniform he
flux of density w is incident on the bottom surface of th
droplet from the heat-transfer surface. The mass flux den
~assuming that all the heat goes for evaporation! is then
equal to

j m5wn /¸5w cosQ/¸, 0<Q<
p

2
;

j m50, Q.
p

2
,

where¸ is the specific heat of vaporization. If we assum
that the principal heat-transfer mechanism is heat cond
tion, we have

w5l
DT

h~Q!
5l

DT

hm1R~12cosQ!
, ~6!

wherel is the thermal conductivity of water vapor,DT is the
temperature difference between the surface of the droplet
the heat-transfer surface, andhm is the shortest distance be
tween the surfaces.

The substitution of Eq.~2! and j m into ~5! gives an equa-
tion for the chargeZ:

FIG. 1. Evaporating, electrically conducting, spherical droplet with a h
flux w directed onto it from below, in an electric fieldE0 .
in
-

fer
us

ity

c-

nd

dZ

dt
52

lDT

2r lhe¸R E
0

p/2 ~cosQ1Z!cosQ sin QdQ

r 211~12cosQ!
.

~7!

Here Z and r are dimensionless quantities, defined
Z5q/12p«0E0R2 and r 5R/hm . We denote the integral in
Eq. ~7! by J. It is readily calculated after a change of var
ables. We obtain

J5~Z1g!~g ln~11r !21!21/2, g511r 21.

We then have the following equation in place of~7!:

dZ

dt
52

1

t2
~Z1Zm!. ~8!

Here

Zm5g2
1

2~g ln~11r !21!
,

t25
2rnlche¸R

lDT~g ln~11r !21!
. ~9!

The solution of Eq.~8! has the form

Z52Zm~12exp$2t/t2%!. ~10!

We see thatZm has the meaning of the maximum
charged acquired by the droplet, andt2 is the charging time.
We now make some estimates. Forr'1 we haveZm'0.71,
whereas forr @1 we obtainZm'1. We note, first of all, that
a polarized particle in an electric field in an ionic mediu
acquires a maximum chargeqm512p«0E0R2, which in di-
mensionless units corresponds exactly toZm51; second, the
proportionalityqm}E0R2 is entirely characteristic of induc
tion charging mechanisms.4,5

In estimating the charging timet2 , we choose the ther
mal conductivity of steaml52.431022 W/m•K and the
temperature differenceDT5100 K. Then from Eq.~9! for
r 51 mm andR52 mm we obtaint2.1 s. This estimate
agrees qualitatively with the experiments.1 When a high volt-
age is suddenly applied, the droplets rise almost insta
neously to the upper electrode.

We now determine the field at which a droplet of radi
2 mm acquiring a maximum chargeqm can rise:

qmE0>mg.

Accordingly, for water droplets we have

E0>
1

3
ARr lg

«0
'53105 V/m.

This result is also consistent with the experimen
work.1

CHARGING OF DROPLETS DURING EVAPORATION IN
CONVECTIVE DIFFUSION

The most interesting phenomenon is the occurrence
the investigated droplet charging mechanism in nature,
the falling of droplets in the atmosphere. To analyze t
problem, we first consider the opposite extreme case
evaporation, viz., the evaporation of a droplet moving at l
velocities relative to air. The problem of the steady-st

t
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convective diffusion of matter from the surface of a drop
falling in a different liquid at low Reynolds numbers ha
been solved previously.3 We therefore use the results of Re
3. For the mass flux density we then have

j m5rsat~12w!A 3Dhv
2pR~h1h1!

~11cosQ!

A21cosQ
. ~11!

Herersat is the saturated vapor density on the surface of
droplet,w is the air humidity,d is the vapor diffusion coef-
ficient, v is the rate of descent of the droplet relative to t
air, andh andh1 are the viscosities of air and water, respe
tively. Equation~5! is now transformed as follows:

dZ

dt
52

1

t3
ARe~12w!J1 ,

t35
4her lR

rsat
Ap~h1h1!

3Dnh
, ~12!

wheren is the kinematic viscosity of air, and Re is the Re
nolds number defined in terms of the droplet diameter;
integralJ1 in this case is equal to

J15E
0

p ~11cosQ!~cosQ1Z!

A21cosu
sin Qdu

5
4

3
~Z1Zm!, Zm5

6

5 S)2
3

2D'0.24. ~13!

Consequently, if the values of Re andw are fixed in Eq.
~12!, the charge of the droplet is again given by an equat
of the type~8!, but with different values of the maximum
charge Zm and the relaxation~charging! time t3 . For
Re51, w50.5, R51 mm, rsat51.731022 kg/m3,
D52.231025 m2/s, h51.831025 Pa•s, h151023 Pa•s,
and n51.531025 m2/s the value obtained for the chargin
time is t353.7 s. The velocity of the droplet varies as
descends in the atmosphere, and evaporation is therefo
transient process. Let us estimate the relaxation time
steady-state convective diffusiont4 . The following relation
has been derived3 for estimating this time:

vt4

R
'S n

pD D 1/3

. ~14!

In the initial stages of descent we can assume
v'gt4 . For R51 mm we then have

t4'S R

g S n

pD D 1/3D 1/2

'7.031023 s.

Inasmuch as the characteristic relaxation times of
velocity are much longer than the above-estimated time, c
vective diffusion for a variable droplet velocity can be r
garded as a quasisteady-state process, and the wind f
ARe can be retained as a constant in the charge equ
~12!.

Studies of the evaporation of droplets in an airstre
have shown that the wind factorARe remains invariant ove
a wide range of Reynolds numbers. For example,
Fresling equation often used for the rate of evaporation o
moving droplet has the form5,6
t

e
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n
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e
a

dm

dt
5S dm

dt D
0

1S dm

dt D
0

bARe Sc1/3,

S dm

dt D
0

524pRDrsat~12w!. ~15!

The Schmidt number Sc5n/D for air can be taken equa
to unity; b is the Fresling factor, which we set equal
b50.276 ~Ref. 6!. The first term in Eq.~15! represents the
mass variation associated with uniform evaporation, and
second term represents the same for nonuniform evapora
consequently,

dq

dt
;S dm

dt D
0

bARe; R j ndS.

Taking Eqs.~8!, ~12!, and~13! into account as well, we
can propose the following phenomenological equation
the charging of a droplet as it descends and evaporates
uniformly in air in an electric field:

dZ

dt
52

1

t5
~12w!ARe~Z1Zm!, Re5

d2Rv
n

, ~16!

wherev is the droplet velocity in a reference frame attach
to the air, andt5 has the significance of a characteris
droplet charging time.

Making use of the expression fort3 in ~12! and the fact
that Sc'1, for Re.1 we can setZm51 and, to within a
constant,

t55
her lR

4pDrsatb
.

LEVITATION AND STABILITY; NUMERICAL SIMULATION OF
A FALLING DROPLET

The equilibrium of a charged droplet in an electric fie
is known to be unstable against breakup of the droplet i
small fragments. The equilibrium of a droplet in the zer
eccentricity approximation is stable if the following cond
tion holds7:

q

4p«016paR3 1b
«0E0

2R

4a
,1,

b5
162

35
. ~17!

On the other hand, the droplet can rise under the con
tion

qE0>mg5
4

3
pR3r lg. ~18!

It has been shown1 that when a droplet is charged as th
result of several factors that do not depend directly on
external field, the simultaneous satisfaction of conditio
~17! and ~18! is possible only for relatively small drople
radii, such that

~R/a!5B,b1/450.682, ~19!
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where a5A2a/r lg is the capillary constant of the liquid
andB is the Bond number.

Unfortunately, there is an error in the derivation of E
~19! in Ref. 1, specifically the omission of a factor of 3, s
that the correct result instead of~19! is

B,) b1/451.185B* . ~20!

We now analyze the possibility of a droplet rising in th
presence of inductive charging mechanisms, assuming
Z/Zm5n<1 in this case. We then setq5n(12p«0E0R2) in
~17! and ~18!. Substituting this quantity into the latter equ
tions, we readily obtain the droplet levitation condition

B,3A 2n

9n21b
5 f ~n!, ~21!

where f n attains a maximum forn50.717.
The corresponding critical Bond number is also equa

~20!:

B* 51.18.

When the droplet is charged to the maximum,n51, and
expression~21! gives

B* 51.15.

This Bond number corresponds to the minimum fie
required for the equilibrium shape of a water droplet to b
come unstable:

E0m57.2 kV/cm.

We now write the equation of motion of a droplet as
whole in air, in projection onto the direction of motion:

m
dv
dt

5mg2Fc~v !2uquE0 , ~22!

whereFc(v) is the resistance of the medium, which we c
culate for low numbers Re<30 from Stokes’ law

Fc~v !56pRvh, ~23!

and for high Re.30 from Newton’s law of resistance

Fc~v !5
p

2
rv2R2, ~24!

wherer is the density of the air.
It follows from the experiment1 and the above theory

that in predominantly downward evaporation the elec
force acting on the droplet is always directed upward a
therefore enters Eq.~22! with a minus sign.

It is convenient to write Eq.~22! in dimensionless form,
introducing the dimensionless radius~Bond number!
B5R/a, the dimensionless fieldw5(«0E0

2a/4a)1/2, the di-
mensionless velocityu52av/n, and the dimensionles
chargeQ5ZB2, Z5q/(12p«0E0R2). Then in place of Eq.
~22! we obtain

du

dt
5

1

t S 1218
uQuw2

B3 2F2~u! D ,

F2~u!5H 1.1331026u/B2, Re5uB<30,

4.7131028u2/B, Re5uB.30.
. ~25!
.

at

o

-

-

c
d

The quantityt has the units of time and is defined a
t5n/2ag. The droplet charge equation~16! is now obtained
in the form

dQ

dt
52

B3/2

t5
~12w!AuS Q

B2 1QmD . ~26!

Heret5527.8 s andQm50.24 for Re<1, but if Re.1,
then t557.35 s andQm51. The external parameters o
problem ~25!, ~26! are the relative humidityw, the droplet
radius B(R), the external fieldw(E0), and the initial values
of the charge and velocity of the droplet.

The system of equations~25!, ~26! is integrated numeri-
cally for the initial conditionsu(t50)5Q(t50)50. The
steady-state solution forQ andu are assumed to be known
the conditionsQ/Qm>0.95 andu/um>0.95 are satisfied. In
this case, sinceum is unknown, the following condition is se
in the numerical program to satisfy the second condit
above:

uui 112ui u/ui 11<3/19i .

Here i is the number of integration steps. This conditio
corresponds to triple the relaxation time of the velocity, sin
exp(23)'0.05. All the calculations are carried out for a rel
tive humidity w50.8.

We now discuss the integration results. Figure 2 sho
graphs of the steady-state rate of fall of droplets as a func
of their radius in fieldsE050,1,2,3 kV/cm~w50,, 0.0012,
0.0048, 0.0108, respectively! in logarithmic scale. It is evi-
dent that for a given field only droplets having radii to th
right of the vertical dashed lines continue to fall; all othe
levitate. The total spectrum of the droplets is limited abo
by their instability against breakup in the airstream; in all t
calculations, therefore, it is assumed that B<1. The points
represent experimental data5 for E050. Typical curves rep-
resenting the time dependence of the rate of fall of the dr

FIG. 2. Steady-state rate of descent of falling droplets versus their radiu~in
logarithmic scale!. The values ofE0 ~in kV/cm! are indicated alongside the
curves.
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lets for the same four field strengths and B50.1
(R50.38 mm for water! are shown in Fig. 3. In a field fo
which condition~18! begins to be satisfied, such droplets f
faster at first~the charge not yet reaching its maximum!, and
then their velocity decreases to zero, i.e., eventually t
move together with the airstream or, if the air itself is s
tionary, they also remain stationary relative to the grou
~levitate, Fig. 3!. Figure 4 shows the relaxation time t
steady-state descent of the droplets as a function of their
~semilogarithmic scale!. We see from the graphs in Figs.
and 4 that the relaxation time to levitation is substantia
shorter than the characteristic relaxation times to steady-s
descent@for w(E0)5const#. Finally, Fig. 5 shows the dis
tance traversed by the droplets to attain steady-state de
as a function of their radii.

The system~25!, ~26! has been solved numerically wit
other initial conditions. In one example the droplet veloc
at the initial time is set equal to the steady-state rate of
scent, and zero charge is assumed. Att.0 a droplet begins

FIG. 3. Rate of descent of droplets versus time; B50.1. The values ofE0

are the same as in Fig. 2.

FIG. 4. Relaxation time to steady-state descent of droplets versus
radius. Semilogarithmic scale; the values ofE0 ~in kV/cm! are indicated
alongside the curves.
l

y
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d
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te

ent
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to move in an electric field and begins to build charge. T
charge increases, and the velocity decreases. Finally, a
scent regime characteristic of the initial conditionsu50,
Q50 is established. The time for the change in motion
take place in this case is of the order of seconds or a frac
of a second.

CONCLUSIONS

1. If nonuniform evaporation of an electrically conduc
ing droplet takes place in an electric field, a discharging
the droplet can occur in a perfectly nonconducting mediu

2. If the maximum of the water-content spectrum of ra
is assumed to occur at a droplet radiusR50.8 mm~Ref. 8!,
then in an electric field;223 kV/cm the entire spectrum
can become segregated into approximately equal flow
flow of small droplets B,0.1 levitating or moving upward
and a flow of large droplets descending. The latter flow c
be responsible for the so-called mirror effect observed
G. Simpson~see, e.g, Ref. 9!, where the sign of the charge o
the falling precipitation is opposite to that of the electric fie
~a positive field is assumed to be directed downward!.

3. Owing to the instability of the equilibrium shapes
falling droplets in an airstream, their total spectrum is limit
above by the Bond number B51. The field required to levi-
tate a water droplet for which B51 is E056.8 kV/cm,
which is lower than the field required for the onset of ins
bility, ;7.2 kV/cm. Consequently, the entire spectrum
droplets in the atmosphere is capable, in principle, of levi
ing in the presence of the appropriate electric field.

4. Inasmuch as the average electric fields in a thund
storm and, moreover, in the absence of a thunderstorm
lower than 0.2 kV/cm, and as a field of 2–3 kV/cm is r
quired for the phenomena described above to be appreci
manifested, the short time required for the droplets to
come charged and the short distance traversed by them

eir

FIG. 5. Distance traversed by droplets up to the attainment of steady-
descent versus their radius. Semilogarithmic scale; the values ofE0 ~in
kV/cm! are indicated alongside the curves.
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ing this time suggest that resonance versions of the indic
phenomena may be taking place.
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Characteristics of the capillary motions of surfactant solutions with a charged free
surface
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A dispersion relation is derived and analyzed for the spectrum of capillary motions on the
charged plane surface of a liquid in which a surfactant is dissolved. It is shown that two additional
wave motions are generated in this kind of system by bulk diffusion and surface diffusion
of the surfactant and are sensitive to the diffusion coefficients and elastic properties of the
surfactant films and to the viscosity of the solution and the presence of a surface charge.
In solutions of inactive surfactants the growth rate of Tonks–Frenkel instability increases as the
surfactant concentration increases. ©1998 American Institute of Physics.
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The influence of surfactants on the laws exhibited
various types of liquid motion have been abundantly inv
tigated in connection with a multitude of potential applic
tions ~see, e.g., Refs. 1–6!. The possible influence of surfac
tants on the conditions underlying the onset of Tonk
Frenkel instability has also been studied.3 However, Ref. 3 is
restricted to the special case of an insoluble surfactant, w
forms on the free surface of a liquid a continuous elastic fi
in which the wave motions can be described by equation
the theory of elasticity~this is generally not obvious!. Zelazo
and Melcher4 have investigated the influence of a tangen
electric field on the motion of a liquid under a monomolec
lar surfactant film.

In the present article we analyze the influence of surf
tants on the relations underlying the development of insta
ity of a charged liquid surface, proceeding as in Refs. 1
4–7 and working from the solution of the self-consiste
problem, when the free-surface concentration of the sur
tant dissolved in the liquid is governed by natural diffusi
processes. We interpret the termsurfactant in the twofold
sense of either a substance that lowers the coefficient of
face tension or one that raises it~inactive surfactant!, speci-
fying one or the other as the need arises. It has been sho7

that these two types of surfactants influence the hydro
namic stability of the free surface of a liquid differently.
has been determined8 that inactive surfactants have a des
bilizing effect on the charged surface of a liquid.

1. We consider the problem of calculating the spectr
of capillary motions in a highly conducting liquid~for which
the characteristic relaxation time of electric charge on
liquid surface is much shorter than the characteristic sur
tant redistribution times and the characteristic hydrodyna
time scales! of infinite depth, with densityr and viscosityn,
in which a certain surfactant is dissolved with concentrat
C. The entire system is immersed in the field of gravityg
and in an electrostatic field normal to the free surface.
account of diffusion the surfactant emerges to the surf
and is distributed over it with an equilibrium surface conce
1511063-7842/98/43(2)/8/$15.00
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tration G0. We assume that the surfactant is completely
trained by the motion of the liquid. Lets be the coefficient
of surface tension of the free surface in the presence of
surfactant, and letmn and mp be the chemical potentials o
the bulk and surface phases of the surfactant. We assume
the relaxation time of the surfactant between the surface
the region of the bulk solution adjacent to the surface
small in comparison with the period 2p/v0 of the perturba-
tion imparted to the equilibrium surface by a wave of fr
quencyv0 . This means that the surface and bulk solutio
are always in the equilibrium state. The electric fieldE at the
surface of the liquid depends on the interelectrode poten
difference, i.e., between the lower electrode, which is
conducting liquid itself, maintained at a potentialF150,
z<0, and the upper electrode, which is situated paralle
the unperturbed surface of the liquid at a distanceb from it
and has a potentialF25V.

We set up Cartesian coordinates with thez axis oriented
vertically upward,nzi2g ~nz is the unit vector in thez di-
rection! and with thex axis oriented along the direction o
motion of a plane capillary wave;exp(st1ikx). We assume
that the planez50 coincides with the unperturbed free su
face of the liquid~s is the complex frequency,k is the wave
number,t is the time, andi is imaginary unity!. The function
j(x,t)5j0 exp(st1ikx) describes a small perturbation of th
equilibrium plane surface of the liquid due to thermal cap
lary wave motion of very small amplitudej0;(kT/g)1/2, kB

is Boltzmann’s constant, andT is the absolute temperature
We also assume thatU(r ,t) is the velocity field of the liquid
due to the perturbationj(x,t) and is of the same order asj0 .

To simplify what follows, it is useful to reduce all quan
tities to dimensionless form, referring them to characteris
values and assuming thatg5r5s51, i.e., introducing the
characteristic scales of the principal quantities

d* 5S rg

s D 21/2

, n* 5S s3

r3gD 1/4

, k* 5S rg

s D 1/2

,

© 1998 American Institute of Physics
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U* 5
rs

g
, s* 5S rg3

s D 1/4

, D* 5S s3

r3gD 1/4

,

G* 5
rg

s
, V* 5S s3

rgD 1/4

, C* 5
rg

s
.

The linearized system of viscous hydrodynamic eq
tions ~the same notation is retained for all dimensionle
quantities! describing the motion of the liquid in the ana
lyzed system has the form

]U

]t
52“P~U!1n¹2U1n, ~1!

div U50, ~2!

z→`: U50, ~3!

z50: 2
]j~x,t !

]t
1Uz50, ~4!

z50: n@n~t•“ !U1t~n•“ !U#1Pt~j!50, ~5!

z50: 2P~U!1j12nn~n•“ !U2PE~j!1Ps~j!50,
~6!

div Ei50, Ei52“F i ~ i 51,2!, ~7!

z50: F150, ~8!

z5b: F25V, ~9!

z50: F15F2 , ~10!

]C

]t
5DS ]2C

]x2 1
]2C

]z2 D , ~11!

z5j:
]G

]t
1div~G•ut!5DS ]C

]z D1D* S ]2G

]x2 D , ~12!

mn~G!5mp~C!, PE~j!5W~112kj coth~kb!!,

W5
«E0

2

4p
, E05V/b,

Ps~j!5s~G0!5s~G0!k2j; Pt[t•nx

]s

]G

]G1

]x
,

G152
G0

s1LAD~s1Dk2!
j, L5S ]mn

]G0
D Y S ]mp

]C0
D .

~13!

In these relations~in the electric part of the problem! the
subscript 1 refers to the liquid, and the subscript 2 refers
the region between the upper electrode and the pertu
liquid surface;P(U) is the internal pressure in the liquid
Ps(j) is the Laplace pressure under the plane surface
torted by wave motion,PE(j) is the electrostatic pressur
~which is derived in Appendix A!, Pt(j) is the tangential
force exerted on a unit area due to5the variation of the co-
efficient of surface tension along the free surface in the p
ence of the surfactant~it is derived in Appendix B!, n andt
are the unit vectors normal and tangential to the free sur
of the liquid, andD* is the surface diffusion coefficient o
the surfactant.
-
s

to
ed
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2. The two-dimensionality of the problem@the perturbed
surface profilej(x,t) and the fieldU(r ,t) are assumed to be
independent of the coordinatey# enables us to scalarize th
problem on the basis of the Helmholtz theorem, introduc
the potential of the velocity fieldw(r ,t) and the stream func
tion c(r ,t) ~Ref. 1!:

U5N̂1w1N̂2c,

N̂1[“, N̂2[@“,ny#, ~14!

whereny is the unit vector in they direction, andN̂1 andN̂2

are vector differential operators, which satisfy orthogona
relations and commutation conditions with the Laplacian;
Hermitian operatorN̂1 delineates the potential part of th
motion, and the anti-Hermitian operatorN̂2 does the same
for the rotational part.

The substitution of the expansion~14! into the vector
equations~1! and~2!, subject to the condition that the eigen
values of the operatorsN̂1•N̂2 andN̂2•N̂1 are nonzero, yields
the system of scalar equations

]c

]t
2n¹2c50, ~15!

¹2w50, ~16!

P~U!52
]w

]t
2z. ~17!

Equation ~14! can be used to transform the bounda
conditions~3!–~6! for the vector velocity fieldU(r ,t) into
boundary conditions for the scalar functionsw(r ,t) and
c(r ,t). Condition~3! is transformed to the relations

z→2`:
]w

]x
2

]c

]z
50, ~18!

]w

]z
1

]c

]x
50. ~19!

Conditions~4!–~6! on the free surface of the liquid assum
the form

z50:
]j

]t
5

]w

]z
1

]c

]x
, ~20!

nS 2
]2w

]x]z
1

]2c

]x2 2
]2c

]z2 D5Pt , ~21!

]w

]t
1j12nH ]2w

]z2 2
]2c

]x]z J 2PE~j!1Ps~j!50. ~22!

The system of equations~15!–~17! subject to the bound-
ary conditions~18!–~22! represents the hydrodynamic part
the problem in scalar form. To satisfy the dynamical boun
ary condition for the normal and tangential components
the stress tensor~21!, ~22!, we need to use the expressio
~A9! for PE(j) derived in Appendix A, along with the ex
pression~B9! for the Laplacian pressurePs in the presence
of the surfactant and the expression~B10! for the tangential
force Pt ; the latter two derived in Appendix B.
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3. Solutions of the system~15!, ~16! that are bounded
periodic in x, and decaying in the limitz→2` must be
sought in the form1

w5A1 exp~kz!exp~st2 ikx!, ~23!

c5A3 exp@zAk21s/n#exp~st2 ikx!, ~24!

whereA1 , A2 , ands are complex quantities.
The substitution of Eqs.~23! and~24! into the boundary

conditions~20!–~22! yields a homogeneous system of alg
braic equations in the constantsA1 , A2 , andj0 :

sj05kA12 ikA2 , ~25!

j0v0
21~ks12kn3!A122ik2Ak21s/nA250, ~26!

2 i ~2nsk22k3x!A12@nsk21ns~k21s!

2k2xAk21s/n#A250,

x[
x0

11LAD~s1Dk2!
, x05

]s

]G
G0 ,

v0
2[k31k2Wk2 coth~kb!, ~27!

whereL;(sD2/rg3)21/4 has the significance of a chara
teristic reciprocal linear scale of variation of the bulk surfa
tant concentration near the surface,v0

2 has the physica
meaning of the square of the dimensionless frequency of
wave motion of the surface of an inviscid, infinitely dee
conducting liquid in a normal electric field in the sma
amplitude wave approximation, andW is the dimensionless
energy density of the electric field near the unperturbed
face, i.e., it characterizes the pressure exerted by the ele
field on the free surface of the liquid. The dimensionle
parameterx0 , which is defined by Eq.~B10! in Appendix B,
has the significance of an elastic constant of the surfac
film and varies from21 to 11. Positive values ofx0 cor-
respond to inactive surfactants, which increase the sur
tension of the free boundary, and negative values corresp
to surfactants in the standard sense, i.e., those which re
surface tension. Substituting Eq.~25! into ~26!, we obtain a
system of two algebraic equations in the unknown consta
A1 andA2 :

~s212nk2s1v0
2!A12~v0

212nksAk21s/n!A250,
~28!

i ~2xk312nk2s!A11~s212nk2s2xk2Ak21s/n!A250.
~29!

The necessary and sufficient condition for the existe
of a nontrivial solution of the homogeneous system of eq
tions is that the determinant formed by the coefficients of
unknownsA1 andA2 be equal to zero:

U s212nk2s1v0
2 2 i ~v0

212nksAk21s/n!

i ~2xk312nk2s! s212nk2s2xk2Ak21s/n
U50.

~30!

From this condition we obtain a dispersion relation f
the spectrum of capillary motions of the liquid in the an
lyzed system:
-

-

e
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2s2~s12nk2!22v0
2~xk32xk2Ak21s/n1s2!

14n2k3s2Ak21s/n1s2xk2Ak21s/n50. ~31!

For an inviscid liquid (n50) without the surfactant
(x50) this equation reduces to the well-known dispers
relation for the spectrum of capillary waves in an ideal,
finitely deep liquid in a normal electric field,s25v0

2 ~Ref.
9!. The expression~B10! for x can be used to rewrite Eq
~31! in the form

2s2~s12nk2!2$s1D* k21LAD~s1Dk2!%

1v0
2$x0k2s~k2Ak21s/n!

2s2~s1D* k21LAD~s1Dk2!!%

14n2k3s2$s1D* k21LAD~s1Dk2!%

3Ak21s/n2s3x0k2Ak21s/n50. ~32!

It follows from analytical calculations and from a nu
merical analysis of the dispersion relation~32! that the usual
capillary liquid motions encountered in the absence of s
factants are supplemented in the given situation~in the pres-
ence of a surfactant! by two additional damped waves: on
associated with wave motion in the elastic surfactant film
the free surface, and the other associated with the flow of
surfactant as it diffuses toward the surface from the bulk
the liquid.

The results of the numerical analysis of the dispers
relation ~32! are shown in Figs. 1–6. Curves1 describe the
capillary wave motion, curves2 describe the wave motion
generated by the diffusion flow of surfactant in the bulk
the liquid, and curves5 describe the wave motion associat
with the surfactant diffusion surface.

It is readily discerned from Figs. 1 and 2 that when t
parameterx0 ~characterizing the elasticity of the surfacta
film! passes through zero from the rangex0,0 into the
rangex0.0 ~into the inactive surfactant range!, the wave
process associated with diffusion of the surfactant in the b
vanishes, and an aperiodic, unstable motion appears~curve
3!. The corresponding instability is associated with the lo
ering of the coefficient of surface tensions for inactive sur-
factants at the crests of the capillary waves~where the sur-
factant concentration is diminished!. Since the oscillations of
the coefficients as a function of the surfactant concentrati
does not exceed a few tenths of the average value ofs, the
corresponding instability does not break up the surface of
liquid, it merely produces on the surface a wave relief who
amplitudes are commensurate with the wavelength~whereas
the theory used in the calculations is valid only for waves
infinitely small amplitude1!. An increase in the surface
charge density~increase in the parameterW! to the critical
value W[W* 52 produces the usual Tonks–Frenkel ins
bility ~Fig. 2!, but with a growth rate that increases asx0

increases. The onset of this instability breaks up the surf
of the liquid at once.

The curves1 characterizing capillary wave motion in th
presence of the surfactant~i.e., the influence of the surfactan
on the decay rate and the frequency! are shown on a large
scale in Fig. 1b. It follows from the classical theory10 that the
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FIG. 1. Real and imaginary components of the frequencys of capillary motion of the liquid versus the parameterx0 , calculated for the uncharged liquid
surface,W50, L5500, n50.01, b510, k51, D51026, D* 51026. The solid curves lie on the upper sheet of the Riemann surface~i.e., represent the
dependences actually observed!; the dashed curves~in cases where their presence can better depict the behavior of the observed curves! lie on the lower sheets.
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FIG. 2. The same as in Fig. 1, but calculated for a surface chargeW54
above the critical value for the onset of Tonks–Frenkel instability.
dependence of the decay rate onx0 exhibits nonmonotonic
behavior in the rangex0,50. In the rangex0.0, on the
other hand, the corresponding dependence is monotonic

It is evident from Fig. 3 that as the bulk diffusion coe
ficient D increases, the growth rate of the wave motion2
varies nonmonotonically, increasing at first and then, a
attaining a certain valueD5D0 , begins to decrease; how
ever, the frequency of this motion decreases monotonic
as D increases. The variation ofD does not influence the
wave motions1 and5.

Figure 4 shows the evolution of all three wave motio
in the given system as the surface charge densityW in-
creases. Figures 5 and 6 show the variations of the evolv
capillary motions of the liquid with the viscosity of the latte
n, both for the uncharged liquid surface~Fig. 5! and for a
critical charge on the surface~Fig. 6!. It is interesting to note
the strong dependence onn of the wave motion2 associated
with bulk diffusion of the surfactant.

In addition to the foregoing, the numerical calculatio
indicate a slight~tenths of one percent! increase in the
growth rate of the instability of the charged liquid surface
the bulk diffusion coefficientD increases and as the param
eterL increases~over the full ranges of their variation!. The
presence of the surfactant also affects the frequencies o
wave motion1 on the charged liquid surface; this motio
exists when the surfactant is present~it has very low frequen-
cies and large decay rates! until the onset of Tonks–Frenke
instability at W* 52, but without the surfactant the wav
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motion 1 vanishes at some valueW[W0,2.

APPENDIX A

Here we determine the pressure exerted by the ele
field on the surface of the liquid layer in the above-describ
geometry. The mathematical formulation of the problem
calculating the interelectrode electric field has the form~7!–
~10!. The well-known occurrence of zero electric field in
conductor at once validates the assumption that the pote
of the electric field in the liquid layer isF15const50. The
stated problem therefore reduces to the simpler problem
determining the electric potentialF2 in the region between
the perturbed surface of the liquid and the plane oppo
electrode:

¹2F250, ~A1!

z5j: F2[0; ~A2!

z5b: F2[V. ~A3!

It is natural to seekF2 in the form

F25F~0!1F~1!, ~A4!

where F (0) is the steady-state solution obtained forj[0,
F (1) is a small increment toF (0) due to, and of the sam
order of smallness as, the deformation of the surfacej(x,t).

The expansion of the boundary condition~A2! in the
vicinity of the unperturbed liquid surfacez50 in the linear
approximation with respect toj andF (1) gives

z50: F~0!1F~1!1j
]F~0!

]z
[0, ~A5!

FIG. 3. Real and imaginary components of the frequencys versus the bulk
diffusion coefficient of the surfactantD, W54, x0520.1, L5500,
n50.01, b510, k51, D* 51026.
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The substitution of Eq.~A4! into ~A1!, ~A3!, and~A5! leads
to the problems of finding the potentials of the zeroth a
proximationF (0) and the first approximationF (1):

¹2F~0!50,

z50: F~0![0,

z5b: F~0![V,

¹2F~1!50, ~A6!

z50: F~1![2j
]F~0!

]z
, ~A7!

z5b: F~1![0. ~A8!

The solution of the problem in the zeroth approximati
has the form

F~0!52E0z, E052V/b.

We seek a solution of the problem in the first appro
mation in the form

F~1!~x,z,t !5F
*
~1!~x,z!exp~mt!,

which yields the following result upon substitution into Eq
~A6!–~A8!:

F~1!52
E0j

sinh~kb!
sinh@k~z2b!#.

The solution of problem~A1!–~A3! to within small first-
order terms can be written in the final form

FIG. 4. Real and imaginary components of the frequencys of capillary
motion of the liquid versusW, x0520.5, L5500, n50.01, b510, k51,
D5331026, D* 5331026.
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F52E0z1
E0j

sinh~kb!
sinh@k~z2b!#.

The projections of the electric field vector onto the c
ordinate axes are needed in order to write equations for
pressure of the electric field on the liquid surface and can
found with little difficulty:

Ex52
ikE0j

sinh~kb!
sinh@k~z2b!#,

Ez5E01
kE0j

sinh~kb!
cosh@k~z2b!#.

In the vicinity of the unperturbed liquid surfacez50 the
components of the electric field vector can be written in
form

Ex5 ikE0j,

Ez5E0~11kj coth~kb!!.

These quantities determine the components of the M
well voltage tensor

P ik5«EiEk2
«

2
E2d ik

on the perturbed liquid surface:

2Pzz5Pxx52
«

4p S E0
2

2
1E0

2kj coth~kb! D ,

FIG. 5. Real and imaginary components of the frequencys of capillary
motion of the liquid versusn. W50, x0520.1, L5500, n50.01, b510,
k51, D51026, D* 51026.
-
e
e

e

x-

Pky5Pyz5Pyy50; Pxz5
«

4p
E0

2ikj.

Bearing in mind that the unit vectorn normal to the
plane free liquid surface perturbed by wave motion is d
scribed in the linear approximation with respect to the sm
parameterj by the equationn5 ikjnx1nz and retaining
terms of zeroth-order and first-order smallness, we rea
obtain an expression for the momentum flux density into
liquid ~i.e., for the force on unit area of the surface!:

P iknk5
«E0

2

8p
~ ikjnx1~112kj coth~kb!!nz!.

The scalar multiplication of this vector by the norm
vectorn in the linear approximation with respect toj yields
an expression for the pressure of the electric field on the
surface of the liquid:

PE~j!5W~112kj coth~kb!!. ~A9!

APPENDIX B

Equation ~11! subject to the boundary conditions~12!
and ~13! is the mathematical formulation of the problem
calculating the surface concentration of the surfactant.

Inasmuch as the variations ofG andC are induced by the
surface perturbationj, it is natural to seek them in the form

G5G01G1 , C5C01C1 ,

FIG. 6. The same as Fig. 5, but calculated for a surface chargeW54 above
the critical value for the onset of Tonks–Frenkel instability.



o

-
-
s

on

ca
io

-

-

re-

-

etry

157Tech. Phys. 43 (2), February 1998 Shiryaeva et al.
whereG0 andC0 are the surface and bulk concentrations
the surfactant for the unperturbed surface~G05const, andC0

can be a function ofz!, and the quantitiesG1 andC1 are of
first-order smallness inj.

The series expansion of the boundary conditions~12!
and ~13! in the vicinity of z50 enables us to write the dif
ferential equation~11! with the boundary conditions sepa
rately for quantities of zeroth-order and first-order smallne

]2C0

]z2 50,

z50: mn~G0!5mp~C0!,
]C0

]z
50,

]C1

]t
5DS ]2C1

]x2 1
]2C1

]z2 D , ~B1!

z50: S ]mn

]G0
DG15S ]mp

]C0
DC1 , ~B2!

z50:
]G1

]t
1G0

]ux

]x
5D* S ]2G1

]x2 D2DS ]C1

]z D . ~B3!

The solution of the problem in the zeroth-approximati
is obvious:

G05C05C05G0 . ~B4!

It follows from Eqs.~B2! and ~B4! that

G15C1 /L, L5S ]mn

]G0
D Y S ]mp

]C0
D , ~B5!

where L has the significance of a characteristic recipro
linear scale of variation of the bulk surfactant concentrat
near the surface, i.e.,L;As/D;(sD2/rg3)21/4; its charac-
teristic scale is the capillary constant of the liquid.

Relation~14! can be used to express]ux /]x in terms of
the partial derivatives ofw andc with respect to the coordi
nates:

]ux

]x
5

]

]x S ]w

]x
2

]c

]z D5
]2w

]x2 2
]2c

]z]x
.

Invoking Eqs.~23! and ~24!, we can write

z50:
]ux

]x
5~2A1k21A2ikAk21s/n!exp~st2 ikx!.

Making use of this expression and taking~B5! into ac-
count, we transform condition~B3! as follows:
f

s:

l
n

z50:
1

L

]C1

]t
5

D*
L

]2C1

]x2 2D
]C1

]z
2G0

3~2A1k21A2ikAk21s/n!exp~st2 ikx!. ~B6!

We seek a solution of the diffusion relation~B1! in the
form C15 f (z)exp(st2ikx). The substitution of this expres
sion into ~B1! yields a differential equation inf (z):

s

D
52k21

f 9

f
,

whose solutions bounded in the limitz→2` are the func-
tions

f ~z!5B expFzAs1k2D

D G ,
which determineC1 to within a constant factorB:

C15B expFzAs1k2D

D Gexp~st2 ikx!. ~B7!

The factorB is determined by substituting Eq.~B7! into
~B6!

B52
G0~2A1k21A2ikAk21s/n!exp~st2 ikx!

s/L1k2D* /L1AD~s1Dk2!
.

The solution~B1! with the boundary conditions~B2! and
~B3! is finally written in the form

C152

G0G expFzAs1k2D

D Gexp~st2 ikx!

s/L1k2D* /L1AD~s1Dk2!
,

G[2A1k21A2ikAk21s/n.

The expression for the surface concentration is now
written

G152
G0~2A1k21A2ikAk21s/n!

s1k2D* 1LAD~s1Dk2!
exp~st2 ikx!.

~B8!

Sinces5s(G), in the linear approximation forPs(j)
we obtain~1!

Ps~j!'s~G0!k2j. ~B9!

To find the tangential forcePt[t•“s, we can use the equa
tion

“s5
]s

]G
“G1

and take advantage of the fact that in the assumed geom
the vectort can be written in the form

t5nx1 ikxnz .

Ultimately we have

Pt[t•“s'
]s

]G

]G1

]x
.
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By substituting relation~B8! into this equation, we can
obtain an equation forPt in the first order of smallness:

Pt52
x

s
~A1ik21A2k2Ak21s/n!exp~st2 ikx!,

x[2
sx0

s1k2D* 1AD~s1Dk2!
, x0[

]s

]G
G0 . ~B10!

Herex0 has the significance of an elastic constant of
surfactant film and is rendered dimensionless by referrin
to x0* 5s.
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Turbulent cooling of the gas and dielectric recovery following a spark discharge
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A theoretical model is proposed for performing self-consistent calculations of the entire evolution
of a spark discharge and the subsequent cooling of the postdischarge channel and dielectric
recovery for a specified aperiodic discharge current pulse, taking into account the generation and
dissipation of turbulent motion of the gas. The results are compared with the well-known
experiments of E. P. Bel’kov, where it was discovered that the dielectric recovery rate depends
on the characteristics of the discharge current pulse, which ultimately determine the
intensity of the turbulent motion arising in the cooling channel. ©1998 American Institute of
Physics.@S1063-7842~98!00602-3#
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INTRODUCTION

It is a well-known fact that turbulent gas motion deve
ops in a cooling postdischarge channel, creating far m
rapid heat transfer than molecular heat conduction, so
the rates of cooling and expansion of the channel incre
dramatically. This cooling regime occurs, in particular, af
the termination of high-power spark discharges, puls
arcs,1–4 and laser sparks.4,5 The cooling rate of the hot post
discharge channel is a problem of major practical imp
tance, because the gas cooling time after passage of the
rent pulse determines the most important characteristic
gas-filled spark gaps: the rate at which the dielectric stren
is restored~dielectric recovery rate!. Conceivably the dynam
ics of decay of a natural lightning channel, like that of t
long-arc laboratory spark used to simulate it, is also g
erned by the generation of turbulent motion in it.6

A simple theoretical model of the cooling of a postd
charge channel in a gas has been proposed,7,8 taking into
account the generation of turbulence and its influence on
channel cooling and expansion process. However, becau
the arbitrary specification of the initial conditions, the resu
of Refs. 7 and 8 can only be regarded as preliminary
qualitatively consistent with experiment. The validity of th
model for practical calculations cannot be decided until
results have been compared with experiment. The param
requirement in this endeavor is to know the characteristic
the state of the gas immediately prior to the onset of
experimentally observed turbulent cooling.

In the present article we discuss a model that can be u
for a given discharge current pulse to carry out a s
consistent analysis of the entire process of the spark
charge and subsequent cooling of the postdischarge cha
with allowance for the generation and dissipation of turb
lent motion of the gas. The results are compared with
celebrated experiments of Bel’kov,1,2 where the dielectric re-
covery rate was found to depend on the characteristics o
discharge current pulse, which ultimately determine the
tensity of the turbulent motion generated in the cooling ch
nel.
1591063-7842/98/43(2)/6/$15.00
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MODEL OF THE EVOLUTION OF THE SPARK „PULSED
ARC… CHANNEL

The results of the theory developed below are compa
with experiment for a spark discharge in air at atmosphe
pressure in a gapd51 cm and for subsequent discharg
current pulses covering a broad range of parameters.1,2

All the pulses listed in Table I have in common a com
paratively rapid current rise in the first quarter perio
dI/dt.109 A/s. To date the evolution of such discharg
has been studied in detail.9–13

We use the approach proposed in Ref. 11 to obtain
approximate qualitative description of the channel expans
dynamics. Assuming that all the parameters in the chan
are independent of the radius and disregarding the thickn
of the envelope~whose rate of expansion in the energy-inp
stage essentially coincides with the shock velocity! and the
influence of the self-magnetic field, we describe the evo
tion of a channel of unit length by the radially integrate
equations of motion and energy

d

dt S pr 2r`

dr

dt D52pr ~p2p`!, ~1!

d

dt

pr 2p

g21
1p

d

dt
pr 25W~ t !2F~p,T,t !pr 2, ~2!

whereP` andr` are the pressure and density of the unp
turbed gas,W5I 2(t)/pr 2s(T) is the power of the electric
current,s(T) is the conductivity of the plasma as defined
the Spitzer equation, andF(p,T,t) denotes the energy losse
in radiation from unit volume~the form of the functionF
will be specified below.

Equations~1! and ~2! are augmented with the equatio
of state of the gas in the channel

p5~g21!r«5
g21

g
rh, g~T!5cp /cv , ~3!

where« andh are the energy and enthalpy per unit mass
the gas.
© 1998 American Institute of Physics
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To obtain a closed discharge model, we need one m
equation for the densityr or the internal energy« ~tempera-
ture T! of the plasma in the channel.

Detailed numerical calculations of the evolution of
pulsed arc have shown that for a current rise r
İ *109– 1010 A/s the plasma temperature depends mainly
the equilibrium of the Joule heat release and the radia
energy loss with subsequent, essentially total absorptio
the envelope;12,13 we therefore assume that the following r
lation holds in the first quarter period~i.e., at t<t151/4f !,
as in the model of Ref. 13:

2pr js rT
45I 2~ t !/pr 2s~T!, ~4!

wheres r is the Stefan–Boltzmann constant,j is the gray-
body emissivity factor of the plasma~for typical characteris-
tics of the current rise stagep/p`@1 andT.23104 K we
havej'1!. In the energy balance equation~1! we can as-
sume thatF(p,T,t)50 in this case. If the current and initia
conditions are given, the system of equations~1!–~4! is com-
pletely defined. In our situation the density of the plasma
determined from the equation of state~3! as a function
r@p,«(p,T)#.

For typical discharge circuit parameters~which govern
the decay rate of the current pulse! a large part of the elec
trical energy in the spark discharge evolves in the first qu
ter periods. The temperature and pressure in the channel
drop sharply, the envelope becomes partially transmissiv
radiation, and the approximation~4! is no longer valid. How-
ever, since essentially all the discharge energy has bee
leased at the timet151/4f and since the pressure and tem
perature of the gas in the channel satisfy the conditi
p(t1)@p` andT(t1)@T` , the subsequent expansion of th
channel up to the onset of the isobaric stage can be rega
as a cylindrically symmetric explosion in a medium wi
counterpressure. It can be assumed here that all the ele
current energy evolved in the discharge,E5*0

t1W(t)dt, is
imparted instantaneously to a thin cylinder@with radius
r 0!r (t1)# of unperturbed cold gas of densityr` , drastically
increasing the specific internal energy and, hence, the p
sure of the gas.1! It is convenient to seek a solution in La
grangian mass coordinates within the framework of stand
one-dimensional gasdynamic equations. Problems of
kind have been solved by many authors~a comprehensive
survey of the current status of the field is given
Korobe�nikov’s book14!. We therefore omit the details of th
numerical model.

The correct treatment of radiation during the explos
process poses a separate, rather complex problem. To a

TABLE I. Characteristics of the current pulses for a spark discharge in

Pulse No. I m , kA f , kHz ta , 1026 s tpul , 1026 s

Pulse1 60 200 0.926 15
Pulse2 20 600 0.5 10
Pulse3 4 1600 0.136 3

Note: Here I m , f , andta are the amplitude, frequency, and characteris
decay time of the current~the latter determined from the experimental
observed logarithmic decay rate!; tpul is the pulse duration.
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tain the degree to which radiation influences the channel
rameters, we consider two models: 1! completely adiabatic
expansion without radiation losses, i.e.,F(p,T,t)50; 2! the
inclusion of radiative cooling~without absorption in the ad
jacent cold gas layers! with a specified rate of bulk energ
loss from the hot air plasma,

F~p,T!5F~p` ,T!~p/p`!a, ~5!

where 1<a,2; the values ofF(p` ,T) are taken from Ref.
15.

In the calculations it is assumed thatg51.2; the conduc-
tivity of the plasma is approximated by the expressio13

s(T)5s0T0.451.725T0.4 S/cm ~T in K!. A good means
of determining«(p,T) in the channel is the interpolatio
formula for the specific internal energy o
air16 «58.3(T[K] /104/104)1.5(r/r`)0.12 eV/molecule
'27.7•T[K]

1.5
•(r/r`)0.12 J/kg, which is valid atT.104 K. As

an example, Fig. 1 shows the results of calculations of
evolution of the parameters of a pulsed arc, labeled puls1
~for this case Eqs.~1!–~4! yield E53.17 J/cm!. Figure 1a
shows the temperature and pressure on the channel axis
Fig. 1b shows the thermal energy per unit lengthq, the ra-
dius of the rarefied channelr c , and the radius of the shoc
wave r sw . The calculations show that the expansion of t

r.

FIG. 1. Evolution of a pulsed arc in the cylindrical explosion model f
pulse1. The dashed curves correspond to nonradiative adiabatic expan
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postdischarge channel up to the onset of the isobaric s
can be regarded as an adiabatic process, i.e., the influen
radiation is slight.

At a later time the pressure and temperature of the ga
the channel decrease. We assume that the initial stage en
the time t5tp , when the pressure in the channel becom
equal to the ambient pressure,p(tp)5p` . The calculated
main parameters of the onset of the isobaric stage are s
marized in Table II.

The last column of Table II gives the approximate valu
of the initial radius of the isobaric stage, which are evalua
for the calculated quantities of heatq(tp)5pr 2r« from the
equation7,8

r̃ c~ tp!'Aq~g21!/pr`'0.25Aq/p`. ~6!

The radial distributions of the temperature and density
the gas for pulses 1–3 up to the onset of the isobaric s
are shown in Fig. 2.

The subsequent cooling process accompanied by
flow in the channel and the development of turbulent mot
in it takes place at constant pressure.

ISOBARIC STAGE OF TURBULENT COOLING

We analyze the functional relations of turbulent cooli
on the basis of the corrected and improved model of Ref
and 8 using the following approximations: 1! Cooling takes
place at constant pressure, i.e.,p5p`5const; 2! all macro-
scopic parameters are inhomogeneous in the channel an
equal to the cross-sectional averages; 3! the ideal-gas equa
tion of state~3! holds at each value of the temperatureT.

The pressure in the cooling channel becomes equa
the ambient pressure at an even higher temperature of the
in it, T;104 K. The subsequent drop in temperature occ
at almost constant pressure, accompanied by an increa
the density, which requires an influx of gas from the perip
ery of the channel. This radial flow is unstable, resulting
the development of turbulent motion of the gas in the ch
nel. A possible mechanism of the experimentally obser
hydrodynamic stability could be Rayleigh–Taylor instabili
in the high-density-gradient zone at the boundary of the p
dominantly radiation-cooled channel.17,18 The characteristic
time t inst of evolution of this instability for typical param
eters of the onset of the isobaric cooling stage in the post
charge channel in air, p51 atm, r;1 cm, and
T;(1.1– 1.5)3104 K, is t inst;1024 s, which agrees with
experiment.1–5

Since the cooling postdischarge channel is not boun
by walls, the turbulence generated in it closely resemb

TABLE II. Results of calculations of the initial conditions for the isobar
stage.

Pulse No. tp , 1026 s
T(tp),

K
q(tp),
J/cm

r c(tp),
cm

r sw(tp),
cm

r̃ c(tp),
cm

Pulse1 ;20 10800 2.1 1.1 2.1 1.27
Pulse2 ;10 11200 1.24 0.628 1.24 0.79
Pulse3 ;4.5 9700 0.08 0.23 0.415 0.25
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so-called free turbulence~e.g., a submerged turbulent jet,
turbulent wake, etc.!, for which it has been established e
perimentally that the surface separating the turbulent reg
from the laminar region, on the average, moves into the
disturbed medium at a velocity of the order of the rms v
locity of the turbulent fluctuations. Consequently, for the ra
of expansion of the channel boundary it is assumed in R

7 and 8 thatṙ' 1
2A^u2&'AK/2, whereK is the kinetic en-

ergy of the turbulent fluctuations per unit mass of the g
However, in the time intervaltp,t<t inst the expansion of
the channel is controlled by slow molecular transport p
cesses. Consequently, taking into account the delay of tu
lence generation, we can write the channel expansion
and the associated turbulent thermal diffusivity in the for

ṙ'Q~ t2t inst!AK/2, ~7!

x r'
1

3
rQ~ t2t inst!A2K. ~8!

whereQ(t2t inst) is the Heaviside unit step function.
As for the kinetic energyK, its corresponding delay is

insignificant, because the kinetic energy of radial flow of t
gas toward the center of the channel is ultimately conver

FIG. 2. Radial distributions of the temperature and the density of the ga
to the onset of the quasi-isobaric stage.
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into kinetic energy of turbulent fluctuations~except for a
fraction of it that is converted into heat as a result of visc
ity!.

Allowing for the fact that thermal diffusion from the
cooling channel takes place through the combined effec
molecular transport and the far more intense turbulent tra
port processes, we introduce the effective thermal diffusiv
xeff and the effective thermal conductivityleff :

xeff5xl1x t5
l

cpr S 11
x tr

l/cp
D[

leff

cpr
,

leff~T![l~T!S 11
x tr

l/cp
D , ~9!

where xl and l are the corresponding molecular transp
coefficients.

The variation of the internal and kinetic energies of t
gas, averaged over the channel cross section, is describe
the following equations in the general case of variable v
ume and mass:7,8

«̇rV1«~rV̇1 ṙV!1pV̇

5r`vsh`S2leff~T2T`!S/r 2F~T!V1rVV,

~10!

K̇rV1K~rV̇1 ṙV!5r`vs~vg
2/2!S2rVV. ~11!

HereV andS are the instantaneous volume and area of
lateral surface of the channel,V is a term that takes into
account the viscosity-induced dissipation of kinetic ene
into heat,vg5vs2 ṙ is the radial velocity of the cold ga
entering the channel relative to a fixed axis~it determines the
kinetic energy flux into the channel!, andvs is the flow ve-
locity of the cold gas through the lateral surface~it deter-
mines the mass influx into the channel!; from the equation of
continuity we havevs5( ṙV1rV̇)/r`S. Consequently, for
the turbulent motion in a cylindrical channel, taking~3! and
~7! into account, from Eqs.~10! and ~11! we obtain

«̇5«F,

K̇52V1~vg
2/22K !@Q~ t2t inst!A2K/r 2F#, ~12!

F5$V1Q~ t2t inst!~h`2h!A2K/r

2@F12leff~T2T`!/r 2#/r%/h` ,

vg52
1

2
@rFr/r`1Q~ t2t inst!~12r/r`!A2K#. ~13!

As mentioned, the turbulent motion generated in
cooling channel is more like free jet flow than pipe flow. B
then jet flows are distinguished by significantly lower critic
Reynolds numbers (Re;10) than pipe flows. Consequentl
even at the relatively low Reynolds numbers of the chan
turbulence, Re;102, fluctuations having the maximum sca
(;r ) and subsequent smaller scales can break up, tran
ring their kinetic energy along the spectrum without any a
preciable decay, to smaller-scale fluctuations, where the
fective viscous dissipation of kinetic energy into heat tak
place~the phenomenon is actually a modification of the we
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known Richardson–Kolmogorov–Obukhov cascade p
cess!. To take the cascade dissipation mechanism~CDM!

FIG. 3. Curves of dielectric recovery~a!, the temperature of the gas in th
channel~b!, the channel radius~c!, and the turbulent diffusion coefficien
~d!. The point symbols in graphs a and b represent experimental data.1,2
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into account, it is necessary to replace the single equa
~13! for the turbulent fluctuations ofK by deriving a system
of analogous equations for the kinetic energy with the inc
sion of various scales in the fluctuations, taking into acco
the spectral cascade of energy transfer. In the present a
we investigate the CDM on the basis of the discrete spec
theory of isotropic turbulence in an incompressible fluid,19 as
proposed in Refs. 7 and 8.

In our case the fluctuations of each scale decay not o
as a result of the cascade transfer of kinetic energy and
viscous dissipation in the small-scale region as in the cas
isotropic turbulence, but also as a result of an increase in
mass of the gas drawn into turbulent motion as the chan
cools. As is the convention for all macroscopic paramet
we assume that the characteristics of all the scales are
formly distributed in the channel and are equal to their cro
sectional averages, e.g.,ui(t)[ui(r ,t). Here the total energy
per unit mass of the turbulent fluctuationsK and its rate of
viscous dissipation into heatV are equal to

K5
1

2 (
i 51

n

ui
2 and V5n(

i 51

n

ki
2ui

2 ,

respectively, wheren(T) is the kinematic viscosity, andn is
the number of cascades included in the calculation. We
sume that the kinetic energy of the gas flowing into the co
ing channel is transferred by the maximum-scale fluct
tions, and not until then is it spectrally transferred by t
cascade mechanism. The inclusion of spectral cascade t
fer reduces Eq.~13! to a system ofn equations fori th-scale
fluctuations.7,8

The initial conditions for the given system~12!, ~13! are
r (tp), «@T(tp)#, evaluated for a given current pulse, a
ui(tp)50, i 51,...,n, corresponding to the conditio
K(tp)50.

Turbulent cooling calculations for a postdischarge ch
nel have been carried out for pulses1–3 with the initial
conditions att5tp in Table II. Since the characteristic tim
of evolution of instability satisfies the conditiont inst!t1 ~t1

is a characteristic dielectric recovery time!, the same value
t inst51024 s is adopted for all cases in the calculations. T
numbern of cascades included in the process is chosen
that any further increase inn has no effect on the results. Th
upper limit n<15 is sufficient for all the cases treated he
The temperatureT is determined in the form of the functio
T(«) by the interpolation of tabulated data.20 The depen-
denceg(T) is also taken into account.

In Paschen’s theory the breakdown voltage depends
on the productpd for a given gas and a given electrod
material. Forp}rT5const andTÞT` the temperature de

TABLE III. Comparison of calculated and corresponding experimental v
ues of the timet1 , 1023 s.

Pulse No. Theory Experiment1,2

Pulse1 25 13
Pulse2 8.5 10
Pulse3 3.4 2.8
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pendence of the breakdown criterion is taken into acco
essentially by changing the productpd to p(T` /T)d. Con-
sequently, for the gas temperatureT(t) obtained in our cal-
culations the Paschen breakdown criterion21 can be used to
plot the dielectric recovery curves

U

U0
5

T`

T

ln s`

ln~s`T` /T!
, s`5

Apd

ln~111/g̃ !
, ~14!

whereU0 andU(t) are the breakdown voltages of the give
discharge gap for the cold and hot gases, respectively,A is a
parameter,A515 cm21 torr21 for air, andg̃;1023– 1021 is
the secondary emission coefficient; for definiteness we
sume thatg̃50.01.

Figure 3 shows the main results of the calculations of
cooling dynamics of the postdischarge channel and dielec
recovery for pulses1–3. All the dielectric recovery curves
agree with experiment1,2 within the measurement error lim
its. The theoretical and experimental values of the dielec
recovery time t1 corresponding to the time at whic
U(t)/U050.9 are given in Table III.

A significant result is the abrupt drop of the turbule
diffusion coefficientx t ~Fig. 3d!, which characterizes the rat
of cooling and expansion of the channel, in the final stage
cooling ~t>t* ;1 ms; the timet* for pulse1 is indicated
by an arrow!. This behavior is associated one-to-one with t
rapid decay of turbulence due to the formation of a we
developed spectrum of turbulent fluctuations at the ti
t;t* ~Fig. 4! and the rapid viscous dissipation of kinet
energy in small-scale ‘‘harmonics.’’

However, if the velocity of the resulting vortex motion
comparatively low in the cooling channel, during the ent
characteristic cooling time~dielectric recovery time! the ki-
netic energy is concentrated in fluctuations having the ma
mum scale, of the order of the channel radius, for wh
viscosity is insignificant. Here the turbulence kinetic ener
density decreases mainly as a result of an increase in

-

FIG. 4. Evolution of the turbulence spectrum in a postdischarge channe
pulse1.



o
e

in

e
de
ss
is
th
th

bl
a
i

ilit
o
e

d,
g

h-
.
-

at

164 Tech. Phys. 43 (2), February 1998 M. N. Shne der
mass of the gas drawn into the spatially confined vortex m
tion, i.e., a noncascade dissipation mechanism is operativ7,8

In this case the time derivative of the functionx t(t) is con-
tinuous during the entire dielectric recovery time, as is
deed the result for the comparatively low-power pulse3.

CONCLUSION

The qualitative and reasonably good quantitative agr
ment of the results with experiment indicate that the mo
discussed above correctly reflects the physical proce
governing the rate of cooling and expansion of a postd
charge channel. It must be borne in mind, however, that
Paschen criterion used in the study contains constants
have been evaluated empirically in a study of breakdown
a cold gas of invariant chemical composition. It is impossi
to mount a rigorous theory of dielectric recovery without
detailed analysis of the complex physicochemical kinetics
cooling air. Nonetheless, the results indicate the applicab
of the proposed model for practical calculations of the co
ing of spark channels in gases and the dielectric recov
time.

1!The criterion underlying the choice of the radiusr 0 is the requirement that
the parameters of the droplet toward the end of the first quarter perio
determined by solving the system~1!–~4!, be close to the correspondin
parameters obtained in the explosion model att;t1 .
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Experimental investigations of the formation of XeF * „B 2P1/2… excimer molecules during
the injection of SF 6 into a xenon plasma flow
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and A. V. Tyukavkin
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The luminescence of XeF* (B2P1/2) molecules from a zone formed in the injection of SF6 gas
into a freely flowing xenon plasma jet is investigated. The experiments show that both
the energy characteristics of the luminescence and the geometrical dimensions of the plasma-
chemical reaction zone can be controlled by varying the power input to the plasmatron
and the mass flow rates of SF6 and the xenon plasma. It is shown that the main contribution to
the production of XeF* (B2P1/2) excimer molecules under the given experimental
conditions is from two-particle ion–ion reactions involving Xe ions and SF6

2 and SF5
2 molecular

ions. © 1998 American Institute of Physics.@S1063-7842~98!00702-8#
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INTRODUCTION

Studies of the formation and luminescence of excim
molecules during the injection of halogen-containing su
stances into a plasma jet flowing freely into vacuum1–3 have
demonstrated the highly efficient conversion of plasma fl
energy into the narrowband emission of ultraviolet radiat
from excimer molecules. The highest radiated output po
is reported in Refs. 2 and 3 for the injection of halides
alkali metals into a xenon or krypton plasma jet. In the sa
papers it is assumed that the high efficiency of formation
excimer molecules in the experiments is attributable to
identical ground-level electronic structure of the alkali-me
halides and excimer molecules.

Consequently, it would be of utmost interest to inves
gate the processes of formation of excimer molecules u
halogen carriers whose molecules have an electronic s
ture different from that of alkali-metal halides. The halog
carrier chosen for the present study is a dielectric gas~sulfur
hexafluoride SF6! widely used in excimer lasers.4

EXPERIMENT

The production of XeF* (B2P1/2) excimer molecules in
the interaction of a supersonic xenon plasma flow with
subsonic dielectric gas (SF6) jet injected into it was investi-
gated on apparatus described in detail in Refs. 1 and 5.
plasma source was a magnetoplasma-dynamic accele
with a plasma beam of diameter 60 mm at the orifice of
accelerator anode. The residual pressure in the vac
chamber was'1 Pa. The xenon plasma ion temperature d
ing the experiments varied in the intervalTi52000– 2500 K,
and the electron temperature had valuesTe51 – 1.5 eV. The
concentration of the xenon plasma at the SF6 injection point
was between 1014 and 531015 cm23. The mass flow rate o
SF6 in the experiment varied in the interva
G@SF6#50.5–2 g/s, and the flow rate of xenon through t
plasmatron wasG@Xe6#50.5–5 g/s. The plasma flow veloc
1651063-7842/98/43(2)/6/$15.00
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ity varied between the limits 1000–2000 m/s and was m
mum at high xenon mass flow rates and maximum at
minimum xenon mass flow rate.

The SF6 was injected into the xenon plasma in a bilate
two-stream mixing configuration~Fig. 1! symmetrical about
the axis of the plasma jet at a distance of 250 mm from
orifice of the plasmatron anode. The SF6 injector consisted of
two graphite tubes of length 230 mm, diameter 16 mm, a
wall thickness 3 mm situated perpendicular to the axis of
plasma jet in such a way as to pass the plasma jet betw
them. The distance between the tubes was about 60
Holes of diameter 0.7 mm pointing toward the axis of t
plasma jet were drilled into the side of the walls at 5-m
intervals.

Over the entire range of plasma parameters and6
mass flow rates used in the experiments a plasma-chem
reaction zone was formed within the mixing zone of the x
non plasma and SF6 flows, the formation of XeF* (B2P1/2)
molecules taking place in this reaction zone; a typical lum
nescence spectrum of these molecules is shown in Fig.

The XeF* (B2P1/2) luminescence spectrum were r
corded by the standard technique for the repor
investigations.1–3 The recorded plasma luminescence spec
were normalized to the spectral sensitivity curve of the m
surement system.

The spatial distribution of the luminescence intens
distribution of the XeF* (B2P1/2→X2S) along the plasma je
~Fig. 3 had the same form as in experiments aimed at stu
ing the luminescence of XeCl* molecules during the injec
tion of CCl4 into a xenon plasma.1 The luminescence inten
sity ~concentration! distribution curves of XeF* molecules
along the axis of the plasma flow were typical in all th
experimental series: Beginning at the orifice of the plasm
tron anode, the background radiation level corresponding
continuous emission from the plasma was recorded~Fig. 3a!.
Farther downstream in the plasma, in line with the axis
© 1998 American Institute of Physics
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observation of the optical measurement system, the lumi
cence intensity of the plasma at the wavelengthl5351 nm
(B2P1/2→X2S transition of the XeF* molecule! began to
increase abruptly, corresponding to the initiation of plasm
chemical reactions in the mixing zone of the xenon plas
flow with the cold SF6 gas. Farther downstream in th
plasma the emission level in theB2P1/2→X2S band of the
XeF* molecule reached its maximum, whereupon the lum
nescence intensity of the XeF* (B2P1/2→X2S) molecular
band began to fall off more or less gradually.

The length of the plasma-chemical reaction zone~Figs.
3b and 3c! where the XeF* (B2P1/2) molecules were formed
measured along the half-maximum boundary of
XeF* (B2P1/2) luminescence at the wavelengthl5351 nm,
varied along the plasma flow in the rangeDLx520– 60 mm.
The transverse width of the mixing zone w
DLy555– 50 mm in the injection cross section and d
creased by 35–40% toward its downstream boundary in
plasma. In this case the lengthDLx of the zone of lumines-
cence of the XeF* (B2P1/2) molecules increased as th
power input to the plasmatron was increased. The len

FIG. 1. Diagram of the bilateral two-stream injection of SF6 into a xenon
plasma.1! Plasmatron anode;2! magnetic coil of the plasmatron;3! SF6

injectors;4! gap between the anode and the magnetic coil;5! normal com-
pression shock;6! plasma jet;7! plasma-chemical reaction zone.

FIG. 2. Luminescence spectrum of XeF* molecules in the center of the
plasma-chemical reaction zone during the mixing of a xenon plasma jet
a SF6 gas flow injected perpendicularly into it,Ni5531014 cm23,
Ti52200 K, Te51.4 eV.
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FIG. 3. Distribution of the luminescence intensity of XeF* molecules
(l5351 nm) along the xenon plasma flow in the plasma-chemical reac
zone. a! The coordinates of the SF6 injection point correspond to point 2 on
the ordinate axis;G@SF6#52.0 g/s, G@Xe#51 g/s, NXe5831014 cm23,
Ti52000 K, Te51.2 eV: 1! luminescence of the XeF* molecular band to-
gether with the continuous luminescence of the plasma;2! luminescence of
the XeF* molecular band; b! the coordinates of the SF6 injection point
correspond to point 1 on the ordinate axis,G@Xe#50.5 g/s, I 51000 A,
NXe5531014 cm23, Ti52300 K, Te51.4 eV: 1! G@SF6#50.57 g/s;2! 1.0
g/s; 3! 2.0 g/s; c! the coordinates of the SF6 injection point correspond to
point 0 on the ordinate axis,G@Xe#55 g/s, I 51500 A, NXe5531015 cm23,
Ti52000 K, Te51.0 eV: 1! G@SF6#52.0 g/s;2! 1.0 g/s;3! 0.5 g/s.
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FIG. 4. Luminescence intensity of the XeF* (l5351 nm) at the peak of the molecular band versus the mass flow rate of SF6 ~a! and versus the xenon plasm
flow rate atG@SF6#52 g/s~b!. a: 1,4! W532 kW; 2,5! 42 kW; 3,6! 48 kW; 1–3! G@Xe#50.5 g/s;4–6! 1.0 g/s. b:1! W532 kW, Ti51800 K, Te50.8 eV;
2! 48 kW, 2000 K, 1.0 eV;3! 74 kW, 2300 K, 1.3 eV.
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DLx of the plasma-chemical reaction zone was influen
only slightly by variation of the xenon flow rate through th
plasmatron, whereasDLx decreased substantially when th
mass flow rate of SF6 injected into the plasma jet was re
duced. This fact indicates that the lengthDLx of the plasma-
chemical reaction zone depends not only on the ‘‘burno
of xenon ions in the reactions of formation of XeF* (B2P1/2)
excimer molecules, but also quite strongly on the gas
namic mixing pattern of the supersonic xenon plasma fl
with the SF6 gas flow injected perpendicularly into it. Th
rate of decrease of the luminescence intensity of
XeF* (B2P1/2) molecules downstream in the plasma also d
fered, depending on the experimental conditions, and for
non flow rates of 5 g/s and SF6 flow rates of 0.5 g/s a platea
was recorded in the distribution of the luminescence int
sity of the B2P1/2→X2S transition of the XeF* molecule
along the plasma flow~Fig. 3c!.

The spatial position of the luminescence intensity ma
mum of the XeF* (B2P1/2) molecules in the flow mixing
zone differed, depending mainly on the mass flow rate of
injected halogen carrier. For example, for high SF6 flow rates
(G@SF6#>1 g/s) the luminescence maximum shifted dow
stream along the plasma flow toward the plasmatron rela
to the point of injection of the halogen carrier. The maximu
shift encountered in the experiments wasD l'10 mm at
G@SF6#52 g/s. At medium flow rates of the halogen carri
(G@SF6#51 g/s) the position of the luminescence maximu
of the XeF* (B2P1/2) molecules roughly coincided with th
coordinates of the point of injection of the halogen carri
With a further reduction in the SF6 flow rate the lumines-
cence maximum of the XeF* ~B2P1/2) excimer molecules
shifted along the xenon plasma flow below the halogen c
rier injection point. Consequently, as in the injection of CC4
d
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-
e
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r-

vapor,1 at high SF6 flow rates a gas target is formed in th
injection zone, where the generation of a normal compr
sion shock is accompanied by slowing of the incident plas
flow. Plasma-chemical reactions then take place behind
shock front as a result of diffusion of the xenon plasma in
the SF6 gas target under subsonic gas flow conditions. At l
halogen-carrier flow rates the gas target is diffused by
incident plasma flow, and plasma-chemical reactions t
place with diffusion of the subsonic SF6 flow into the super-
sonic xenon plasma flow.6

The maximum brightness of the mixing zone in th
B2P1/2→X2S band of the XeF* molecule increased with the
mass flow rate of the dielectric gas, irrespective of the pow
input to the plasma jet and the flow rate of the worki
medium through the plasmatron~Fig. 4a!. For a fixed power
input to the plasmatron and low xenon flow rat
(G@Xe#<1 g/s) the luminescence intensity of the plasm
chemical reaction zone increased with the xenon flow ra
attaining a maximum valueI l'18 W/cm2 at G@Xe#51 g/s
(G@SF6#52 g/s). With a further increase in the xenon flo
rate atG@Xe#>1 g/s ~Fig. 4b! the maximum luminescenc
intensity of the plasma-chemical reaction zone
G@Xe#55 g/s for a power input to the plasmatronW574 kW
dropped toI l'4 W/cm2.

Measurements of the power characteristics of the ra
tion from the XeF* (B2P1/2) molecules at the point in spac
corresponding to maximum luminescence of the excim
molecules showed that for high xenon flow rates through
plasmatron (G@Xe#52–5 g/s) the output luminescence inte
sity increased almost linearly as the power input to
plasma was increased~Fig. 5a, curves2 and3!. On the other
hand, at a Xe flow rateG@Xe#51 g/s and a power input to
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FIG. 5. Luminescence intensity of the XeF* (l5351 nm) at the peak of the molecular band versus power input to the plasmatron. a! G@SF6#52 g/s: 1!
G@Xe#51.0 g/s;2! 2.5 g/s;3! 5.0 g/s. b:1,4! G@SF6#50.57 g/s;2,5! 1.0 g/s;3,6! 2.0 g/s;1–3! G@Xe#50.5 g/s;4–6! 1.0 g/s.
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the plasmatron.55 kW the luminescence intensity of th
XeF* (B2P1/2) excimer molecules began to drop abrup
~curve1 in Fig. 5a!.

Experiments performed at low xenon flow rat
G@Xe#50.5–1 g/s showed that in the range of power inp
to the plasmaW530– 50 kW and forG@Xe#50.5 g/s a
slight reduction in the brightness of XeF* (B2P1/2) was ob-
served as the power input was increased, irrespective o
flow rates of the halogen carrier~curves1–3 in Fig. 5b!. At
G@Xe#51 g/s for each fixed value of the halogen-carrier flo
rate~curves4–6 in Fig. 5b!, irrespective of the power input
the luminescence intensity of the XeF* (B2P1/2) molecules
changed insignificantly, tending to increase very slightly. A
lowing for the fact that the length of the plasma-chemi
reaction zone increases as the power input to the plasma
is increased, we can state that the total output energy
creases only slightly with increasing power input at moder
xenon flow rates (G@Xe#'1 g/s), definitely increases at hig
xenon flow rates (G@Xe#>2 g/s, and decreases at low xen
flow rates (G@Xe#<1 g/s through the plasmatron.

The maximum integrated luminescence power of
plasma-chemical reaction zone, equal to 270 W at a spe
luminescence intensity of XeF* (B2P1/2) molecules from the
surface of the plasma-chemical reaction zoneI l'21 W/cm2,
was attained for a power input to the plasmatronW'55 kW,
a xenon flow rateG@Xe#51 g/s, and a halide flow rate
G@SF6#52 g/s.

DISCUSSION OF THE RESULTS

The above-described experiments have shown that
the brightness characteristics of the emitted radiation and
dimensions of the luminescence zone can be controlled
varying the mass flow rates of the components and the po
input to the plasmatron. On the other hand, the integra
luminescence power of the plasma-chemical reaction zon
s

he

-
l
on
n-
e

e
ral

th
he
y
er
d
in

the reported experiments is more than an order of magnit
lower than the parameters achieved in the injection of N
~Ref. 2!. A qualitative analysis of the main processes
volved in such a medium is carried out below to ascertain
causes of such a distinct difference.

The kinetics of the processes in the zone of injection
SF6 into the xenon plasma flow and the mechanism unde
ing the formation of excimer molecules differ significant
from the plasma-chemical processes in earlier studies.1–3 In-
deed, in the mixing zone of the SF6 with the xenon plasma
flow, the first one or two collisions of an electron with
sulfur hexafluoride SF6 molecule as a result of the dissoci
tive attachment reactions

SF61e→~SF6
2!*→SF6

2 , ~1!

SF61e→~SF6
2!*→SF5

21F, ~2!

SF61e→~SF6
2!*→SF51F2, ~3!

which take place atTe50.1– 1 eV with large cross sections7

cause plasma electrons to bind to fluorine-containing com
nents. The rate constant of electron attachment to a SF6 mol-
ecule with the production of an excited negative (SF6

2)* ion
is high, ka51.531026– 931028 cm3/s at Te50.1– 1 eV
~Ref. 8!. The attachment rate constantka depends weakly on
the SF6 temperatureTx . The temperatureTx affects only the
balance of SF6

2 and SF5
2 yields in the reactions~1! and ~2!.

For example, the reaction~1! prevails forTx'0.1 eV, and
the reaction~2! prevails forTx'1 eV ~Ref. 8!.

It is essential to note that the excited state of the nega
molecular ion (SF6

2)* has a long lifetime, and the reactio
~1! proceeds in two stages, i.e., the deactivation of the in
mediate (SF6

2)* complex takes place predominantly as a
sult of collisions with a second particle:

~SF6
2!*1M→SF6

21M, ~4!
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and the radiative deexcitation of the (SF6
2)* complex is of

minor status.7 Under the experimental conditions, therefo
there must be a large quantity of (SF6

2)* in the zone of
luminescence of the excimer molecules~the density of the
mediumN<1016 cm23!.

The formation of free electrons in the zone of lumine
cence of the components due to the ionization of neu
components and negative plasma ions by electron impact
be ignored by virtue of the small cross section of such re
tions and rapid cooling of the electrons in the excitation
vibrational states of the SF6 molecules.

The variation of the component constituency of the
minescing regions on account of charge-transfer reaction
negative ions at neutral components of the plasma can
be disregarded in our case.9,10

The mass flow rates of the xenon plasma and the SF6 gas
were close in our experiments, and SF6 injection took place
in a zone of area amounting to less than 20% of the cr
section of the plasma flow at the injection point, so that
partial flow rate of free plasma electrons through the inj
tion zone was always lower than the partial flow rate of S6.
Consequently, mainly the reactions~1! and ~2! with the for-
mation of negative molecular ions SF6

2 and SF6
2 and an ex-

cited negative (SF6
2)* ion take place in the medium at th

start of mixing, and these particles begin to interact with
plasma components Xe1 and Xe, the halogen carrier SF6,
and the neutral products of dissociation of SF6. It should be
noted that the presence of a large number of negative
lecular ions in the luminescing medium leads to the abso
tion the radiation from the excimer molecules in processe
photodissociation of the molecular ions.8 This is one of the
factors that degrades the spectral characteristics of radia
from the plasma-chemical reaction zone.

We now consider possible channels of formation of e
cimer molecules in such a medium. The tradition
assumption4 is that excimer molecules can be produced fro
two principal reactions: the three-particle reaction

Xe11F21M→XeF* ~B2P1/2!1M ~5!

and the two-particle harpoon reaction

Xe* ~3P2.0!1SF6→XeF* ~B2P1/2!1products. ~6!

Under the conditions established in experiments wit
degree of ionizationa'1 the density of metastabl
Xe* (3P2.0) atoms in the medium is low,6 the rate constant o
the reaction~6! is also small,11,12 and the contribution of the
reaction~6! to the production of excimer molecules is insi
nificant.

Bearing in mind that primarily negative molecular ion
SF6

2 and SF6
2 and excited negative (SF6

2)* ions are gener-
ated by the attachment reaction is~1!–~3!, the F2 concentra-
tion in the mixing zone is low, and the reaction~5! is inca-
pable of sustaining the experimentally observ
luminescence intensity of the excimer molecules. It h
therefore been assumed13 that the main contribution to the
production of excimer molecules in the medium formed
the injection of SF6 into an inert-gas plasma flow is from th
three-particle ion–ion reactions
,
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Xe11SFm
21M→XeF* ~B2P1/2!1M1products

3~m55.6!. ~7!

The stated assumption seems dubious. The reaction~7!
unquestionably contributes to the integrated luminesce
power of the flow mixing zone, but for the actual densities
the medium in our experiments,N<1016 cm23, and cer-
tainly under the experimental conditions reported in Ref.
whereN<1014 cm23, binary collisions are prevalent in th
medium, and three-particle reactions are impossible ca
dates for the production of XeF* (B2P1/2).

Moreover, the experimentally determined graphs of
luminescence intensity of XeF* (B2P1/2) show ~Fig. 5b,
curve 1! that for low xenon flow rates through the plasm
tron the luminescence intensity of XeF* (B2P1/2) begins to
decrease as the power input to the plasma increases, ca
the degree of ionization and the ion and electron tempe
tures of the plasma flow to increase accordingly. This beh
ior completely contradicts the assumption of a three-part
mechanism underlying the production of XeF* (B2P1/2) in
plasma-chemical reactions, because the rate constan
three-particle reactions increases with the temperature.

In contrast with Refs. 2 and 3, the ion–molecular rea
tions

Xe11SFm→~XeSFm!→XeF* ~B2P1/2!1S~AB!n , ~8!

where (AB)n denotes the reaction products,n>1, m<6, and
(XeSFm) is an intermediate ion complex, do not take place
the medium, being ruled out by energy considerations.

The most probable channel of production
XeF* (B2P1/2) molecules in plasma-chemical reactions u
der the given experimental conditions could be the tw
particle reactions

Xe11~SF6
2!*→~XeSF6!*→XeF* ~B2P1/2!~v>1!

1S~AB!n , ~9!

Xe11SF6
2→~XeSF6!→XeF* ~B2P1/2!~v>1!

1S~AB!n , ~10!

Xe11SF5
2→~XeSF5!→XeF* ~B2P1/2!~v>1!

1S~AB!n , ~11!

in which v is the vibrational quantum number, and the fo
mation of XeF* (B2P1/2) (v>1) takes place through the in
termediate neutral complex (XeSFm), m55,6.

The cross sections of the formation of intermediate co
plexes in the reactions~9!–~11! are determined on the bas
of an ion–ion recombination model.14 The decay of the in-
termediate complexes by the channels~9!–~11! with the for-
mation of an excited XeF* molecule is estimated using
statistical model of two-particle reactionsx, and the prob-
ability of such decay isP0'0.01~Ref. 15!. The rate constan
of the reactions~9!–~11! is calculated from the equation

k05
e4

4pm1/2«0
2 ~3kTi !

23/2, ~12!
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where«0 is the dielectric constant, andm is the reduced mas
of the ion–ion reaction; the values of the rate constant
k05231029 cm3/s atTi50.1 eV andk05531029 cm3/s at
Ti51 eV.

The results of estimates from Eq.~12! are close to the
experimentally measured11,12 rate constants for reaction
similar to ~9!–~11!.

The rate constants of the ion–ion reactions decreas
the temperature increases, consistent with the experime
results~Fig. 5b, curve1!. Moreover, the half-width of the
luminescence band of the XeF* molecules isDl'15 mm,
and the molecular band has a long~Dl'70 nm tail on the
short-wavelength side~Fig. 2!. This profile implies that the
production of XeF* (B2P1/2) molecules takes place in hig
vibrational states (v>1), a condition that by and large con
forms to two-particle reactions, where the energy deficit
the reaction is spent mainly in the excitation of vibration
states.

Consequently, the main contribution to the production
XeF* (B2P1/2) excimer molecules in the reported expe
ments is from the reactions~9!–~11!, which takes place a
rates close to those of gas-kinetic processes. The rea
rate constants are lower than for halides of alkali meta3

and this fact together with the presence of a large numbe
negative molecular ions in the medium also leads to de
dation of the radiation characteristics of the plasma-chem
reaction zone.

CONCLUSION

We have investigated the luminescence
XeF* (B2P1/2) molecules from a zone formed during the i
jection of SF6 gas into a freely flowing xenon plasma jet. Th
maximum luminescence intensity of the XeF* (B2P1/2) mol-
ecules is 270 W for a spectral from the surface of the plas
chemical reaction zonePl'21 W/cm2.

The reported series of experimental investigations
shown that both the energy characteristics of the lumin
cence and the geometrical dimensions of the plas
chemical reaction zone can be controlled by varying
power input to the plasmatron and the mass flow rates of6

and the xenon plasma.
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We have shown that the main channel of production
XeF* (B2P1/2) excimer molecules under the given expe
mental conditions comprises two-particle ion–ion reactio
involving Xe ions and molecular ions SF6

2 and SF5
2.

We have shown that the degradation of the integra
and spectral characteristics of luminescence from the
plasma–SF6 mixing zone in comparison with the injection o
alkali-metal halides is attributable to the presence of a la
number of negative ions of molecular gases in the med
and the lower rate constant for the production of excim
molecules.
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Characteristics of the clustered structure of Pb „Li, La …„Zr12yTiy…O3 in the
antiferroelectric–ferroelectric transition region

Z. A. Samo lenko, V. P. Pashchenko, V. M. Ishchuk, O. P. Cherenkov,
and E. I. Pushenko
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Mesoscopic inhomogeneities and their influence on the behavior of the physical properties
~optical reflectivity, dielectric constant, and Curie temperature! of a system of lead
zirconate–titanate Pb0.85~Li1/2La1/2!0.15(Zr12yTiy)O3 solid solutions are investigated. It is
established that the disruptions of long-range order have a mesoscopic scale and generate ion
groups in the form of interlayers of elements of binary-oxide planes coherently embedded
in the crystal structure of the host phase. It is shown that the clustering of the structure is
manifested in nonlinearity of the physical properties of the lead zirconate–titanate solid
solutions, where the most pronounced variations are characteristic of the coexistence region of
the antiferroelectric and ferroelectric phases. ©1998 American Institute of Physics.
@S1063-7842~98!00802-2#
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INTRODUCTION

One of the most timely problems in solid state physics
the study of inhomogeneities of real structures and their
fluence on the physical properties of matter. Of special in
est in this regard are mesoscopic-scale inhomogenei
which in recent times have been observed experimentall
metal-oxide magnets1,2 and in disordered amorphous alloys3

Here we give the results of an investigation of mes
copic inhomogeneities in a system of solid solutions ba
on lead zirconate–titanate Pb0.85~Li1/2La1/2!0.15(Zr12yTiy)O3

~we designate the composition of the solid solution
PLLZT 15/1002y/y!, wherey is the percent content of tita
nium. A composition–temperature (y2T) diagram of the
phase states of this PLLZT series is shown in Fig. 1~the
results of a detailed investigation of the phase diagram
the PLLZT system of solid solutions are given in Refs. 4–!.
For a titanium contenty,20% the low-temperature state o
the solid solutions is antiferroelectric~region AFET in Fig.
1!, and for y.25% it is ferroelectric~FER in Fig. 1!. At
temperatures below the phase transition point, solid solut
in the first interval of titanium compositions are charact
ized by tetragonal distortions of the unit cell, and those in
second interval are characterized by rhombohed
distortions.4–6,8

Solid solutions in the intermediate range of titaniu
compositions~20,y,25, hatched region in Fig. 1! are char-
acterized by a small energy difference between the ferroe
tric and antiferroelectric states, and transitions between th
states can be easily induced by external means: the app
tion of an electric field or pressure. Coexistence of the fer
electric and antiferroelectric phases is also characteristi
these solutions.

Our objective is to investigate mesoscopic inhomoge
ities in solid solutions of the indicated composition and th
influence on the behavior of certain physical properties:
1711063-7842/98/43(2)/5/$15.00
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optical reflectivityr , the dielectric constant«, and the Curie
temperatureTc .

EXPERIMENTAL PROCEDURE

The mesoscopic structure was analyzed by an x-ray te
nique utilizing Debye-Scherrer powder-pattern photograp
in Cr-filtered Ka radiation. An RKD x-ray diffraction cam-
era was used. Thin sections were used for the photogra
the diffraction patterns of each sample were recorded tw
once with the sample tilted at the anglec1525° and again at
the anglec2545°, focusing the diffraction orders in the in
tervalsQ I520° – 30° andQ II540° – 50°.

Each photograph was made with a 1-h exposure. T
profiles and total intensities of the lines and diffuse ban
were determined by microphotometry of the x-ray pho
graphs. The x-ray photographs contain narrow Debye li
corresponding to the perovskite lattice of the investiga
solid solutions, along with weaker diffuse bands~halos I and
II ! situated in the intervals of anglesQ I525° – 29° and
Q II545° – 51° after the~220! and ~422! lines, respectively.

Adopting the volume of all coherently scattered cent
of each of the indicated families of planes as 100%, we
vestigated the degree of disorderj~%! by estimating the vol-
ume fraction of clustered ions situated in the correspond
families of ~220! and~422! planes and manifested by halos
and II, using the relations

j I5
NCl

N
~220!5

I dif I

I 2201I dif I
100%

and, similarly,

j II5
NCl

N
~422!5

I dif II

I 4221I dif II
100%.

The cluster dimensionsm were calculated by the proce
dure of Ref. 9, using the most distinct diffuse maxima
© 1998 American Institute of Physics
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halo I. For a focal spot of radiusr 051.5 mm on the sample
and a diameter of the x-ray camera 2R557 mm we use the
expression

B

1.5
5

h•19

0.00410.084 cosQ
10.046•Q

~where r 051.5, R/r 0519, B is the width of the diffuse
maximum in millimeters, andQ is its angular position! to
calculate the dimensionless coefficienth, which relates the
width B of the diffuse maximum to the cluster lengthm for
the Cr Ka radiation used here, through the formu
m50.182/h ~Å!.

An analysis of the fine structure of the diffuse bands
the angular intervalsQ I andQ II for both halos according to
the characteristic distribution of interplanar spacings co
sponding to the positionsQ of the fluctuation maxima en
abled us to trace the concentration redistribution of cluste
groups of chemical elements in the domains of the cry
structure as the total composition of the solid soluti
Pb0.85~Li1/2La1/2!0.15(Zr12yTiy)O3 was varied in the interva
15,y,35.

The optical reflectivityr was measured by means of a
FOU photometer within error limitsDr 561.5%. The di-
electric constant« and the Curie temperatureTc were esti-
mated by standard procedures.3,4

RESULTS AND DISCUSSION

A fragment of a typical diffraction pattern for the inve
tigated pattern exhibiting the Debye–Scherrer line 220
halo I is shown in Fig. 1. A qualitatively similar diffraction
pattern is obtained in the interval of intermediate anglesQ,

FIG. 1. Diagram of phase states of lead zirconate–titanate solid solutio4,5
-

d
al

d

where the Debye–Scherrer line 422 occurs next to a diff
scattering peak, which we call halo II. The lines and t
halos are both the result of coherent x-ray scattering by s
terer ions with long-range positional order@the ~220! and
~422! planes# in the first case and with imperfect long-rang
order ~clusters! in the second case.

To study the latter, we have performed a detailed ana
sis of the diffuse scattering for both halos. It is evident fro
Fig. 2 that the fine structure of the diffuse band in the int
val of anglesQ I525° – 29° changes significantly both in th
profile and in the position of the maximum as the titaniu
concentration of the sample is increased and also when
sample is subjected to a depoling anneal~650 °C, 1 h, cool-
ing in the furnace!. It must be borne in mind here that as th
Ti concentrationy is increased in the depoled samples, t
halo shifts from the small-angle intervalQ525° – 27° for
y,25 to large-angle intervalQ527° – 28° for y.25. The

.

FIG. 2. Variations of the profile and position of the halos in the interval
anglesQ525° – 29°. 1! Poled samples;2! annealed samples. The bottom
graph shows nomograms of characteristic structural reflections of Z2

~25°–27°! and TiO2 ~27°–29°!.
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ionic radius of Ti41 ~0.64 Å! is 21.95% smaller than that o
Zr41 ~0.82 Å!, i.e., by a factor much greater than the critic
15% required for the formation of a continuous series
solid solutions of ionic substitution. This means, first of a
that the shift of the halo toward larger anglesQ for y.25 is
evidence of an increase in the concentration fraction of t
nium ions relative to zirconium in the corresponding clust
and, second, that these structural formations are influen
by high stresses as a result of local lattice distortions, al
which is conducive to the onset of relaxation processes,
ing annealing in particular, and is manifested in variations
the interplanar spacingsd in the clusters.

The behavior just described is reflected in a decreas
the differences in the angular shifts of the halos of annea
samples, as is evident from the change ind from curves1
and 2 in Fig. 3. Moreover, as new structural ion groupin
evolve in the host solid solution, according to Ref. 10, p
cesses of concentration and topological ordering of differe
sized ions must take place with the imposition of new che
cal bonds with altered crystallographic parameters in th
local regions, which most likely have a quasiplanar geome
@since the radii of the Ti41, Zr41, and O22 ~1.36 Å! ions11

differ by more than 2%; Ref. 12#. It is logical to assume tha
clusters of constitutionally simpler—binary—systems of t
metal-oxygen type will take shape in these formations w
ion packing in the form of a small family of planes of co
responding oxides, for which reflection nomograms
shown in Fig. 2. It can be assumed in light of these cons
erations that in poled samples, clusters with ion packing
the form of a group of planes specific to TiO2 are predomi-
nant in the ferroelectric range (y530235), and those with
ion packing in the form of a group of planes specific to Zr2

are predominant in antiferroelectric samples (y515220)
~Fig. 2!. In the ferroelectric–antiferroelectric transition r
gion (y520225) we encounter groups of planes of bo
oxides. A regrouping of bonds takes place during anneal
reversing the relative shares of the oxide planes; now
planes specific to ZrO2 prevail in the ferroelectric range, an
those associated with TiO2 prevail in the antiferroelectric
range.

This result underscores the mobile state of ionic orde
the clustered planes of the crystal structure and bears wit
to the absence of sharp boundaries between the disord
group of ions from the family of planes with broken lon
range positional order~clusters! and host-lattice ions tha
preserve this order. The investigation of the linear dim
sionsm of the clusters forming halo I reveals that a sha
fragmentation—from 60 Å to 23–30 Å—of the clusters
poled and annealed samples~respectively! takes place in the
interval of titanium concentrationsy520225 ~Fig. 3!.

Consequently, the diffraction pattern reveals regions
distorted crystal structure, spanningm/d515220 interpla-
nar spacings of the family of~220! planes. In the investigate
samples the volume fraction of such regionsj, which char-
acterizes the degree of disorder in the family of correspo
ing crystallographic planes, according to our estimates
7–10% for halo I and 15–20% for halo II~Fig. 3!. Here the
dependence ofj on the Ti concentration in the interva
20,y,25 exhibits an extremal character with minimaj I55
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andj II510 aty522. The similarity of the functional depen
dencesj I(y) andj II(y) indicates that they reflect the onset
the same FE�AFE structural phase transition, and their n
merical difference indicates the significantly greater crys
lographic distortions of the long-range order structure in
family of ~422! planes than in the~220! family, as reflected
in the corresponding diffraction pattern fragments~the 220
line and halo I in contrast with the 422 line and halo I!.
Indeed, the more complex pattern of the fine structure of h
II relative to halo I~Figs. 2 and 4! requires that all possible
groupings of the ions detectable in the experimental x-
technique be brought into the analysis.

The several different intensity variations of the discre
fluctuation maxima~with normalization of the integrated in
tensities of the halos of each sample to unity! are illustrated

FIG. 3. Influence of the composition of Pb0.85~Li1/2La1/2!0.15(Zr12yTiy)O3

solid solutions on their physical parameters. The hatched area indicate
region of two-phase (FE1AFE) states.1,2! The same as in Fig. 2.
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in Fig. 5. It is noticeable that for both poled and annea
samples in the concentration range 15<y<20 the Ti-
containing and Zr-containing ion groups compete with ea
other, and in the concentration ranges 20,y,25 and
25<y<35 the same is true of Pb-containing and L
containing ions. The competition between Pb-containing
La-containing groups in the range 20,y,25 exhibits an ex-
tremal character with extremum points corresponding
y522 for poled samples andy525 for annealed samples
The role of specific elements in the given structural sta
also changes. For example, in poled samples Pb clusters
the maximum intensity (JPbO50.5), and La clusters have th
minimum intensity in the extremal region of the two-pha
state (JLa2O3

50.08), whereas in annealed samples the sit

FIG. 4. Fine structure of diffuse x-ray scattering in the interval of ang
Q545° – 51°. The graphs show the fluctuation maxima of the intensity
postulated cluster groups. The bottom graph shows nomograms of ch
teristic structural reflections.1,2! The same as in Fig. 2.
d

h

-
d

o

s
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tion is reversed:JLa2O3
50.55, andJPbO50.10.

They continue to compete in the range of high conc
trations. It must be inferred from the results shown in Figs
and 5 that La and Pb, having sharply pronounced extre
are the main contributors to the AFE�FE structural phase
transitions. To test this assumption we obtained and analy
x-ray emission spectra of LaLb2.5, which are sensitive to
the exchange interaction of lanthanum with its nearest ne
bors in the solid solution. The extremal reduction of t
width g of the LaLb2.5 spectral band in an annealed samp
of compositiony525 ~Fig. 3!, which corresponds to the in
tensity maximum of La-containing groups~Fig. 5!, confirms
our assumption of the maximum chemical activity of lanth
num in the given structural state. According to Ref. 4,
increase in the concentration of La substituting for Pb aA
sites of the perovskite cell within the limits of several latti
constants tends to lower the Curie temperatureTc and to
increase the reflectivityr , in agreement with our result
~Figs. 3 and 5!.

Ions of theB sublattice~Ti41 and Zr41), being situated
at the center of an oxygen octahedron, are largely shield
and their interaction with the environment is not as effect
as for the Pb21 and La31 ions,4 so that the role of Ti�Zr
substitution in the crystal structure is most clearly manifes
in the creation of mesocopic stressed regions, whose for
tion and redistribution are reflected in prominent features
the curves representing the interplanar spacingsd(y) and the
dielectric constant«(y) ~Fig. 3!.

The data from the investigation provide a basis for t
following pattern of local disruptions of the long-range ord

s
r
ac-

FIG. 5. Intensity distributions of diffuse-scattering fragments in the inter
45° – 51° for poled~a! and annealed~b! samples with respect to the pro
posed cluster groups of oxides.1, s — La2O3; 2, ( — ZrO2; 3, – • – –
TiO2; 4, 1 — PbO.



of

e-
h
s,

o
tly
r

-
ts
te
e
th
o

d

th

o
uc
g-
re
-
s

-
te
s

ti-

or-
ily
n,

ge

ient
ts

stal

is
ad
um

s

d

175Tech. Phys. 43 (2), February 1998 Samo lenko et al.
structure in Pb0.85~Li1/2La1/2!0.15(Zr12yTiy)O3 solid solutions.
The crystal structure exhibits two groups of families
planes with enhanced defect densities:~220! and ~422!.

In the family of ~220! planes the most conspicuous r
gions are those having a linear dimension of 20–60 Å wit
nonuniform distribution of titanium and zirconium ion
which create planar formations~clusters! with a new crystal-
lographic order emerging in the form of a small group
planes of either predominantly Ti oxides or predominan
Zr oxides, which are coherently linked to the lattice structu
of the host phase.

The family of ~422! planes exhibits concentration non
uniformity in the distribution of all the chemical elemen
among the cationic sites of the perovskite lattice. Clus
formations of La and Pb oxides similar to those describ
above bear the greatest responsibility for the variations of
properties, manifesting an extremal dependence on comp
tion.

The influence of size differences between the Ti41 and
Zr41 cations in theB sublattice is dominant in the clustere
structure. On the other hand, the influence of charge~donor–
acceptor! differences between the La31 and Pb21 ions in the
A sublattice of the perovskite structure is dominant in
clustered structure of the family of~422! planes.

CONCLUSIONS

The investigations of the defect state of the structure
lead zirconate–titanate solid solutions reveal in their str
ture two families of planes in which the positional lon
range order of ions is the most disrupted. These planes a
the type~220! and~422!. Disruptions of the statistical distri
bution of Ti�Zr are predominant in the first case, and tho
of La�Pb are predominant in the second case.

The clusters of the family of~422! planes promote diag
onal distortions of the perovskite sublattice, and the clus
of the family of ~220! planes are conducive to distortion
along the edgec. Both types of clusters coexist in the an
a
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e
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e
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ferroelectric and ferroelectric regions, but tetragonal dist
tions of the perovskite sublattice due to clusters of the fam
of ~220! planes dominate in the antiferroelectric regio
while distortions due to clusters of the family of~422! planes
dominate in the ferroelectric region.

We have established that the disruptions of long-ran
order have a mesoscopic scale~15–20 interplanar spacings!
and generate groups of ions organized into a new, incip
crystallographic order in the form of interlayers of elemen
of binary-oxide planes coherently embedded in the cry
lattice structure of the host phase.

We have shown that the clustering of the structure
manifested in nonlinearity of the physical properties of le
zirconate–titanate solid solutions as functions of the titani
concentrationy.
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4É. A. Zavadski� and V. M. Ishchuk,Metastable States in Ferroelectric
@in Russian# Naukova Dumka, Kiev, 1987.

5V. M. Ishchuk, N. I. Ivashkova, V. L. Sobolevet al., Ferroelectrics131,
177 ~1992!.

6G. A. Smolenski�, V. A. Bokov, V. A. Isupovet al., Ferroelectrics and
Antiferroelectrics@in Russian# Nauka, Leningrad, 1971.

7A. R. Shternberg, inElectrooptical Ferroelectric Ceramicsin @Russian#
Latv. Univ., Riga,~1977!, pp. 5–104.

8V. M. Ishchuk, V. P. Pashchenko, Z. A. Samo�lenko, and O. P.
Cherenkov, Ferroelectrics21, 161 ~1996!.

9L. I. Kita�gorodski�, X-Ray Structural Analysis of Fine-Crystalline an
Amorphous Solids@in Russian# ~GITTL, Moscow-Leningrad, 1952!.

10M. A. Krivoglaz ~Naukova Dumka, Kiev, 1988!, pp. 3–39.
11I. I. Kornikov, N. M. Matveeva, L. I. Pryakhinaet al., Metallochemical

Properties of Elements of the Periodic Table. Supplement@in Russian#
Nauka, Moscow, 1966.

12K. Me�er, Physicochemical Crystallization@in Russian# Metallurgiya,
Moscow, 1972.

Translated by James S. Wood



TECHNICAL PHYSICS VOLUME 43, NUMBER 2 FEBRUARY 1998
Macrostructure of high-temperature superconducting YBaCuO thin films grown by laser
ablation
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The superconducting parameters and macrostructure of YBaCuO thin films grown by laser
ablation on SrTiO3 substrates are influenced by the substrate temperature during growth. In a study
of this influence it is found that the macrostructure has significant bearing on the
superconducting parameters of the films and on the critical current, in particular. For
Jc<105 A/cm2 the films have a distinctly pronounced granular structure, while forJc.105 A/cm2

the films do not have any kind of block structure. ©1998 American Institute of Physics.
@S1063-7842~98!00902-7#
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INTRODUCTION

The application of high-temperature~high-Tc! supercon-
ducting thin films in the construction of superconducti
electronics elements~sensors, SQUIDs, flux transformer!
has prompted investigations of the interaction of macrostr
tural elements with the superconducting parameters of
films. At this point we have a fairly clear picture of th
macrogranular structure of high-Tc superconducting ceram
ics, which accounts for their low current-carrying capaci
whereas the temperatureTc at which the superconductin
transition begins and the widthDT of the superconducting
transition can be extremely high both for ceramics and
thin films. This consideration suggests that the critical c
rent densityJc must depend directly on macrostructural e
ments of the superconductor~intergranular boundaries, inter
crystallite layers, twinning boundaries, dislocation networ
etc.!. In other words, the macrostructure of a superconduc
of a superconducting thin film in particular, determines t
form of the weak links and the types of Josephson juncti
in them: SIS, SNS, SS8S, etc. The properties of the inte
granular boundaries have been investigated in sev
papers.1–5 Experiments on the growth of high-Tc supercon-
ducting thin films by laser ablation demonstrate a consid
able spread of critical current densitiesJc , from 103 A/cm2

to 107 A/cm2 ~for ceramic samples 1 – 103 A/cm2!.
Numerous studies of the structure of yttrium barium c

prate ~YBaCuO! ceramics have revealed a certain mac
structure hierarchy: grains-subgrains-crystallites-tw
structure.6 In the present article we hypothesize that the la
spread ofJc is also attributable to salient features of the
macrostructure, where a macrostructure hierarchy simila
that in ceramic samples is possible in films with low critic
current densitiesJc<105 A/cm2 ~low-Jc films!, whereas ep-
itaxial films with high critical current densitie
Jc.105 A/cm2 ~high-Jc films! approaching the maximum
possible for high-Tc superconductors have a low-defec
single-crystalline macrostructure. The experimental res
obtained in the study show that, all other conditions be
equal, the substrate temperatureT during deposition has a
1761063-7842/98/43(2)/4/$15.00
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significant influence on the growth of low-Jc and high-Jc

films.

EXPERIMENT

Thin films of YBa2Cu3O72d were grown by laser
ablation.7 An LTI-403 pulsed solid-state YAG-rod laser wit
a wavelengthl51.06mm, pulse durationt520 ns, and a
pulse repetition rate of 14 Hz was used to deposit the film
The substrates were SrTiO3 ~100! single crystals with dimen-
sions 73731 mm. The films were depositedin situ at an air
pressure;1 torr in the chamber of a VUP-4 vacuum statio
The YBa2Cu3O72d target was mounted directly in the las
beam at a 30–40° angle. The target–substrate spacing
l 53 cm, and the deposition time wast53 min. Upon
completion of the deposition process, the pressure in
chamber was raised to 1 atm, and the film was cooled
room temperature over a 30-min period. The substrate t
peratureT was varied from 700 °C to 900 °C.

The superconducting parameters of the films~Tc , DT,
andJc! were measured by the standard four-probe techniq
The value ofJc corresponded to a 1mV output voltage.
Superconducting bridges having widths from 20mm to 50
mm were cut by laser scribing. The film thicknesses we
measured on an MII-4-0 interference microscope and w
;100 nm.

RESULTS AND DISCUSSION

The formation of the structure of YBaCuO thin films
known to depend significantly on the substrate tempera
during deposition. Consequently, with a view toward obta
ing films with different structures and with different value
of the superconducting parameters, the substrate temper
was varied (T5700– 900 °C), while all the other depositio
parameters were held constant. The experimental results
summarized in Table I.

The lower limit of T, when the film goes over com
pletely to the superconducting state at a temperature of 7
~i.e., when an orthorhombic structure is formed!, corresponds
to 730 °C. The upper limit, or highest substrate temperat
© 1998 American Institute of Physics
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at which films with good superconducting parameters
still be obtained, corresponds to;880 °C. At higher tem-
peraturesT considerable broadening of the superconduct
transition temperature is observed, along with a sharp dro
Jc relative to the optimum deposition temperatu
(T;820 °C). An unexpected result was the insignifica
variation of the superconducting parameters over a ra
broad temperature interval~700–840 °C!. Graphs ofJc(T),
Tc(T), andDT(T) are shown in Figs. 1–3, respectively. It
evident that the critical temperature, unlikeJc and DT, re-
mains high over a broad temperature interval~740–890 °C!.
Obviously, the orthorhombic phase is highly prevalent
films at substrate temperatures from 760 °C to 840 °C.
temperatures below 740 °C the fraction of tetragonal ph
begins to increase, and at temperatures above 890 °C
only does the fraction of orthorhombic phase decrease,
the substrate material begins to react with the YBaCuO
that oxygen is lost.

TABLE I.

T, °C R3008 V
Type of

conductivity Tc , K DT, K Jc , A/cm2

700 3400 semiconductor - - -
720 500 metal 84.2 .7.2 *
730 200 metal 84.0 4.2 3.4•103

740 90 metal 89.0 3.8 6.0•105

760 80 metal 89.0 2.2 2.8•106

780 80 metal 90.0 1.8 2.7•106

800 60 metal 89.6 1.8 3.0•106

800 40 metal 89.0 2.4 1.5•106

820 80 metal 90.2 1.8 4.9•106

820 90 metal 89.0 2.2 3.3•106

840 200 metal 90.6 1.8 1.5•106

860 260 metal 90.4 2.8 7.0•105

880 290 metal 89.6 2.8 7.0•105

890 300 metal 88.2 5.6 3.9•103

900 400 metal 85.0 .8 *

Note: The values ofJc for these films are not determined by the four-pro
technique;R300 denotes the resistance at room temperature; the typ
conductivity also pertains to room temperature.

FIG. 1. Critical current densityJc versus substrate temperature.
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It follows from these considerations that the influence
the characteristic oxygen deficiency associated with the
tragonal structure primarily affects the intermediate layer
tween the elements of the film structure. We know fro
abundant published data~e.g., Refs. 8 and 9! that asd is
varied from 0 to 1, the YBa2Cu3O72d film undergoes a serie
of major changes. In the interval 0,d<0.4 YBaCuO is a
superconductor with an orthorhombic phase. The coexiste
of tetragonal and orthorhombic phases is observed
0.4<d,0.9. Whend>0.9, the main volume of the film ha
a tetragonal structure.

Films exhibiting a large spread of superconducting p
rameters were selected for the investigation of YBaCuO t
films in a Neophot-2 optical microscope. The surfaces of
films were etched to reveal their macrostructure. A granu
structure with grain diameters;2 – 3mm is clearly dis-
cerned on a film withJc53.43103 A/cm2 ~Fig. 4!, the
grains in this case consisting of finer subgrains with dim
sions smaller than 1mm. No order of any kind is observed i
the grains. A slight variation of the grain packing dens
from 107 cm2 to 1.53107 cm2 takes place over the entir
area of the film.

of

FIG. 2. Critical temperatureJc versus substrate temperature.

FIG. 3. Width of the superconducting transitionDT versus substrate tem
perature.
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FIG. 4. Photomicrograph of the surfac
of a film with Jc53.43103 A/cm2.
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Neither grains nor crystallites are observed for films w
Jc57.03105 A/cm2 and Jc51.53106 A/cm2 ~Fig. 5!. The
surface is smooth except for sparse droplets comprising
lidified blobs of the molten target material. Unfortunate
the resolving power of the microscope was not good eno
to investigate macrostructural defects at the level of twinn
boundaries. It is obvious, however, that the high critical c
rent densities of high-Jc films ~Jc.105 A/cm2 are associated
with the low count of macrostructural defects or, in oth
words, with the closeness to a single-crystalline macrost
ture throughout the entire volume of the film.
o-

h
g
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r
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The following scheme of macrostructure evolution c
be inferred from the results of the investigations, progress
from low-Jc to high-Jc films: emergence of islands o
orthorhombic phase→growth of the ortho-phase
islands→bridging of the islands and the formation of
granular structure with channels for the passage of super
rent~despite the greatly diminished current-carrying capac
of the films as a result of the relatively thick interlayers b
tween grains!→coalescence of grains, so that higher-qual
and thinner intercrystallite layers begin to act as the we
link ~the small angles of misorientation of the adjacent cr
e
FIG. 5. Photomicrograph of the surfac
of a film with Jc51.53106 A/cm2.
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tallites also enhance the current-carryi
capacity!→formation of twin-free regions, where the critica
current densityJc acquires the maximum possible valu
(;107 A/cm2).

CONCLUSION

The results of the reported investigations lead to the c
clusion that the macrostructure of YBaCuO thin films grow
by laser ablation determines the values of the critical curr
density Jc . For Jc<105 A/cm2 the macrostructure of the
film is determined by defects in the form of grains, cryst
lites, and twinning regions. ForJc.105 A/cm2 the film has a
low-defect, single-crystalline structure.

The authors are deeply grateful to T. K. Panova for c
laboration in obtaining the photomicrographs of the film s
faces.
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Ion bombardment of amorphous silicon films during plasma-enhanced chemical vapor
deposition in an rf discharge
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The characteristics of ion and electron fluxes to the surface of a growing silicon film are
investigated in various rf discharge regimes in silane at frequencies of 13.56 MHz and 58 MHz
in plasma-enhanced chemical vapor-deposition~PECVD! apparatus. The energy spectra of
the ions and electrons bombarding the growing film are measured. The electronic properties of
films grown under various degrees of ion bombardment are studied. The correlation of
these properties with the ion parameters in the rf discharge plasma during film growth is discussed.
© 1998 American Institute of Physics.@S1063-7842~98!01002-2#
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INTRODUCTION

The growth mechanism, structure, and properties
films grown by plasma-enhanced chemical vapor deposi
~PECVD! are determined by the temperature regime and
rameters of the gas-discharge plasma. The composition
properties of the vapor-phase particles and the bombardm
of the film surface with ions and electrons play importa
roles in the process of film growth. The influence of io
bombardment on the growth and properties of hydrogena
amorphous silicon films has been observed, for example
Refs. 1–4. The application of a constant negative b
25 V,Ub,75 V to the substrate has been found to low
the density of defects in silicon films.2 This fact has been
attributed to an increase in the energy of the ions bomb
ing the growing film. However, the cited paper does not g
any quantitative data on the energy and flux of the ions,
is it known what fraction of the applied bias is dedicated
accelerating the ions bombarding the film. The observed5–7

increase in the growth rate and improvement in the quality
films when the frequency of the applied field is raised
most likely also associated with changes in the ion bomba
ment parameters,8 but there is no direct experimental co
roboration to that effect.

Information about the nature of the electron and i
fluxes to the substrate in a radio-frequency discharge use
grow silicon films and their influence on the properties of t
films is given in Ref. 4, but only for a 13.56-MHz discharg

The comparison of results from different studies is ha
pered by the complex dependence of the ion fluxes, like
dependence of the film properties, on external hardware
rameters such as the reactor geometry and the power inp
the discharge~i.e., the rate of energy deposition!, as well as
the gas mixtures used and the external parameters of
discharge~pressure, flow rate, etc.!.

Here we give the results of measurements of the ene
spectra of ions and electrons in an industrial PECVD ap
1801063-7842/98/43(2)/8/$15.00
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ratus at frequencies of 13.56 MHz and 58 MHz in vario
regimes used for the deposition of hydrogenated amorph
silicon layers. We also give the results of an investigation
the electronic properties of amorphous silicon films gro
under various ion bombardment conditions and discuss
correlation of these properties with the characteristics of
ions.

EXPERIMENTAL APPARATUS AND PROCEDURE

The reactor used in the study is shown schematically
Fig. 1. The characteristics of the ions and electrons in th
discharge were measured by means of a flat, four-g
retarding-field energy analyzer. The analyzer was place
line with the substrate on the grounded electrode. The p
ered electrode, with a diameter of 220 mm, was positione
a distance of 25 mm from the 2303230-mm grounded elec
trode, whose central area~of diameter 75 mm! was occupied
by the substrate. The construction of the energy analyzer
the fine points of the measurement procedure have been
scribed earlier.9,10 The input aperture of the energy analyz
had a diameter of 5 mm. All parts of the energy analyz
except the stainless steel casing, were made of nickel.
grids had a 1403140-mm mesh size and 80% transmissio
The first grid of the analyzer was grounded. For measu
ments of the ion parameters the potential of the seco
electron-retarding grid was maintained atU252100 V, the
potential of the third grid was varied over the rangeU350 to
1300 V for ion energy analysis, and the potential of t
fourth grid was set high enough to suppress the second
electron current from the collector:U45218 V ~Ref. 11!;
the collector had zero potential,Uk50. The following poten-
tials were supplied for measurement of the electron par
eters: U251300 V, U350 to 2100 V, U450,
Uk5118 V. The energy scanning time was approximatel
s.
© 1998 American Institute of Physics
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The ion and electron characteristics were measure
the following regimes: 1! with the powered electrode dc
shorted to ground@direct-current short-circuit~dcSC! re-
gime#; 2! with the powered electrode insulated from grou
@direct-current open-circuit~dcOC! regime#; 3! with a con-
stant bias applied to the powered electrode.

The difference between these regimes12–14 is illustrated
in Fig. 2, which shows the position of the plasma–layer
terface in an asymmetric discharge. In the dcOC regime
direct current flows between the electrodes, so that the e
tron and ion fluxes to each electrode must be equal. O
when the plasma comes into contact with an electrode d
an electron current flow to the electrode, so that the plasm
layer interface must touch an electrode in the dcOC regi
Since the grounded electrode has greater area, the cu
density and, accordingly, the thickness of the layer next t
are smaller. As a result, the constant potential difference
tween the grounded electrode and the plasma is lower
between the plasma and the powered electrode. Co
quently, a self-bias voltageUsb is generated. In the dcSC
regime the constant electrode potentials are equal, so tha
potential differences in the layers must also be equal. A
result, the boundary of the plasma does not reach
grounded electrode, and only ion current flows to the lat
If the thicknesses of the layers and the power release
them are small, the transition from dcOC to dcSC should
significantly alter the parameters of the positive column a
the layer next to the powered electrode. In this case the
flux to the electrodes remains constant, and the energ
ions bombarding the grounded electrode increases by
amount of the self-bias voltage. The ion energy can
gradually increased relative to the dcOC regime by apply
various voltages to the powered electrode. A reduction in
ion energy or a change in the ion flux is possible only wh
the parameters of the positive column of the plasma cha

The measurements were carried out for discharge
argon, hydrogen, and silane at two frequenciesf

FIG. 1. Diagram of the experimental reactor.1! Powered electrode;2! va-
por; 3! grounded electrode;4! substrate;5! heater;6! energy analyzer;7!
evacuation;8! plasma.
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513.56 MHz~hf! and 58 MHz~vhf!. The discharge buring
conditions in the silane were the chosen the same as for
film deposition: substrate temperatureTs5250 °C, silane
flux Q528 sccm, pressureP50.17 torr at f 513.56 MHz
and P50.056 Torr at f 558 MHz. The rf ~vhf! power W
was varied from 5 W to 30 W. Theprimary concern was to
measure the ion and electron characteristics as function
the rf power and the voltage applied to the powered el
trode.

Films of hydrogenated amorphous silicon were dep
ited on silicon, quartz, and glass-ceramic substrates i
single pass. The configuration of the electrodes in the fo
of strips with a 2-mm gap between them made it possible
measure the electrical conductivity, the photoconductiv
and the carrier diffusion length by the dynamic interferen
grating method.15 The following procedure was used to cha
acterize the electronic properties of the films: 1! measure-
ment of the temperature dependence of the electrical con
tivity s(T); 2! measurement of the optical absorption due
transitions from localized states in the mobility gap into t
conduction band by the constant photocurrent meth

FIG. 2. Schematic diagram of an rf discharge with different electrode a
in the dc open-circuit~a! and dc short-circuit~b! regimes.1! Plasma;
2! powered electrode.
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~CPM!; 3! measurement of the diffusion lengths of electro
Le and holesLh by the dynamic interference grating metho
4! optical measurements, including laser interferometry d
ing growth of the films, measurement of the Raman spec
and infrared spectroscopy.

Processing of the measurement results yielded the ro
temperature electrical conductivitys rt , the preexponentia
factor s0 , the conductivity activation energ
Ea5(Ec2Ef)uT50 ~Ec is the edge of the conduction ban
andEf is the position of the Fermi level!, and the coefficient
g characterizing the temperature shift of the Fermi level. T
results of the CPM optical absorption measurements w
used to calculate16 the density of defect states in the bandg
Nd , the characteristic energy of exponential decay of
density of states near the valence bandEvt , the Urbach en-
ergy EU , and the position of the peak of the defect stat
Ed .

PARAMETERS OF THE PLASMA AND FLUX OF CHARGED
PARTICLES TO THE SUBSTRATE

Figure 3 shows the ion retardation curves, i.e., the c
lector ion current in the energy analyzer as a function of
voltage on the third gridU for discharges in argon, hydro
gen, and silane, obtained in the dcOC and dcSC regimes
close values of the power input. Clearly, the changeove
the dcSC regime has the effect of raising the maximum

FIG. 3. Collection currentI i versus retarding voltageU in the dcSC~a! and
dcOC~b! regimes. 1! Ar, f 513.56 MHz,P50.12 torr,W514 W; 2! SiH4,
f 558 MHz, P50.056 torr,W517 W; 3! H2, f 558 MHz, P50.36 Torr,
W510 W.
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energy. In an argon discharge the transition to the dcSC
gime produces a substantial reduction in the ion flu
whereas in silane and hydrogen it remains essentially c
stant.

Figure 4 shows the ion energy distribution functions o
tained by differentiation of the retardation curves~Fig. 3! for
a discharge in silane at two frequencies in the dcSC
dcOC regimes. In comparing these curves, it must be bo
in mind that the hf discharge at 13.56 MHz burned at
higher pressure than the vhf discharge at 58 MHz. In
58-MHz discharge the majority of the ions have ne
maximum energy. This result indicates that the ions are g
erated in the positive column and are accelerated by the
voltage across the layer with almost no collision losses. T
small number of collisions in the layer causes a broaden
of the spectrum of the ions on the low-energy side. Up
transition to 13.56 MHz the thickness of the layer increas
with a simultaneous increase in the number of ion–atom c
lisions as a result of the increase in pressure. As a result
majority of the ions undergo collisions in the layer and
not gain energy until the final mean free path. The result
broad ion spectrum with a maximum at medium energies

If we assume that the parameters of the layer at the p
ered electrode and the positive column do not change u
transition to the dcSC regime, as is probably true for d
charges in silane and hydrogen, we can estimate the po
input Wi to the ions in the electrode sheaths. In fact, the
current in the layer is equal to the short-circuit current, a
the constant voltage drop is equal to the maximum ion
ergy in the dcSC regime. Accordingly,Wi5I sc(Ei max/e),
whereEi max is the maximum ion energy, ande is the elec-
tron charge. This estimate ofWi as a function of the tota
power for argon and silane discharges at various frequen
is shown in Fig. 5. Also shown here is the calculatedWi(W)

FIG. 4. Ion energy distribution function for a discharge in silane,W515 W.
1! f 513.56 MHz, dcOC regime; 2! f 513.56 MHz, dcSC regime;
3! f 558 MHz, dcOC regime; 4! f 558 MHz, dcSC regime.
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curve obtained on the assumption of a constant ion densi
the layer.11 It is evident from the figure that for silane th
experimental values ofWi are close to the calculated value
in order of magnitude. In silaneWi is a small fraction of the
total power, whereas in argon at 13.56 MHz it is close toW.
The power input to the ions increases by an order of ma
tude itself upon transition to the dcSC regime, because
augmented by the losses in the layer next to the groun
electrode; it follows, therefore, that the discharge regime
argon must undergo a significant change. This conjectur
supported by the fact that the ion flux to the grounded e
trode increases upon transition to the dcSC regime~Fig. 3!. It
also follows from the calculations that the discharge regim
in the three cases represented in Fig. 5 are different. In si
at 13.56 MHz, owing to the large fraction of the electr
energy lost in the excitation of molecular vibrational leve
the energy relaxation lengthl« is smaller than the dimen
sions of the layer. In this regime we observe ana-discharge,
in which the ionization depends on the local value of t
electric field and takes place in the layer.17 At a frequency of
58 MHz, because of the decrease in the pressure and

FIG. 5. Ion power inputWi versus total power inputW to the discharge. a!
Argon at a frequencyf 513.56 MHz; b! silane f 513.56 MHz; c! silane at
f 558 MHz.
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layer thickness,l« becomes shorter thanL. In this case the
heating of electrons and ionization depend on the elec
field in the layer, even though they take place in the body
the plasma.11 In argon, on the other hand, stochastic heat
associated with collisions of electrons with the movi
plasma–layer interface must be taken into account in ca
lating the ionization.18

Figure 6 shows the electron retardation curves in se
log scale. It is evident that in the first approximation t
electron distribution function can be approximated by
Maxwellian distribution with temperatureTe . It must be
borne in mind that the energy spectrum of the electrons
be recorded only in the dcOC regime. The dependence oTe

on the power input is shown in Fig. 7. The electron tempe
ture Te'3.2561.0 eV at f 513.56 MHz, and
Te'2.560.5 eV at f 558 MHz.

We have chosen the maximum energyEi max and the
total ion currentI i max to characterize ion bombardment. Fig
ure 8 showsEi max and I i max as functions of the rf power a
a frequency of 13.56 MHz. It is readily perceived thatEi max

increases with the rf power in both regimes, the differen
betweenEi max in the dcSC and dcOC regimes increasing
the rf power is increased. At low rf power levelsEi max is
identical for both regimes, but the difference inEi max be-
comes substantial at higher power levels. This result can
attributed to the fact that the discharge does not go bey
the boundaries of the grounded electrode at low rf pow
and we therefore have a situation where the electrode a
are equal, and there is no difference between the dcSC
dcOC regimes. In the dcSC regimeI i max also increases more
rapidly with the power than in the dcOC regime.

Graphs ofEi max andI i max as functions of the rf power a
a frequency of 58 MHz are shown in Fig. 9. It is evide
from a comparison of Figs. 8 and 9 that in the same pow

FIG. 6. Electron retardation curves for a silane discharge,f 513.56 MHz,
P50.17 Torr. 1! W58 W; 2! 13 W; 3! 24 W.
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range the maximum ion energy at the higher frequency
lower, and the ion flux is higher; when the rf power is vari
identically from 0 to 30 W at 58 MHz and at 13.56 MHz, th
ion energy and current change differently: the difference
tweenEi max in the dcSC and dcOC regimes is not as p
nounced atf 558 MHz; I i max is identical in the two regimes

FIG. 7. Electron temperatureTe versus rf power. 1! f 513.56 MHz;
2! f 558 MHz.

FIG. 8. Graphs ofEi max andI i max versus rf power for a silane discharge
f 513.56 MHz. 1! dcSC regime; 2! dcOC regime; 3! dcOC Ei max plus
self-bias voltageUsb .
is

-
-
at f 558 MHz, but atf 513.56 MHz the difference betwee
the ion currents in the dcSC and dcOC regimes increase
the power is increased.

FILM GROWTH UNDER DIFFERENT ION BOMBARDMENTS

A practical way to determine the influence of the io
energy and flux on the growth and characteristics of the fi
is to vary Ei max and I i max independently. Figures 8 and
showEi max and I i max as functions of the power input. Th
ion energy can be increased with little change in their flux
varying the potential of the powered electrode. The ion fl
increases as the power is increased. On this basis films w
deposited for comparison under the following condition
three samples~136-01, 136-02, and 136-03! were deposited
at f 558 MHz at low power with identical ion fluxes, thre
different biases and, hence, three different values ofEi max.
For the next sample~136-04! the power was increased unt
Ei max attained the values ofEi max encountered for low-
power, positive-bias discharges~136-01!. The ion flux in-
creased in this case. Sample 136-05 was prepared at
power with negative bias to lowerEi max. Samples of the 137
series were prepared analogously atf 513.56 MHz. We
have thus investigated samples obtained for various ener
Ei max and I i'const and other samples obtained for vario
fluxes I i and Ei'const. The parameters of the samp
growth processes are summarized in Table I. It is evid
from this table that the rate of growth of hydrogenated am
phous silicon films prepared atf 558 MHz is 2–5 times the
rate of deposition at 13.56 MHz. As the power is rais
~without the application of additional biasUb!, the film
growth rate increases from 1.2 Å/s to 2.4 Å/s

FIG. 9. The same as Fig. 8, atf 558 MHz.
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TABLE I. Parameters of the deposition process and ions.

Sample
No.

f ,
MHz

P,
torr

Q,
sccm

W,
mW/cm2

Usb,
V

Ub ,
V

d,
mm

V,
Å/s

Ei max,
eV

I i max,
arb. units

136-01 58 0.056 29.2 11 0 - 1.73 5.4 22 0.14
136-02 58 0.56 29.2 11 - 220 1.93 4.9 13 0.14
136-03 58 0.056 29.2 11 - 120 1.46 6.03 40 0.24
136-04 58 0.056 29.2 70 214 - 1.64 7.0 33 1.0
136-05 58 0.056 29.2 70 - 279 1.54 7.3 26 0.21
137-02 13.56 0.17 26.7 22 0 - 1.08 1.2 25 0.14
137-03 13.56 0.17 26.7 102 269 - 1.39 2.4 40 1.0
137-04 13.56 0.17 26.7 32 - 160 1.6 4.4 65 0.15
137-05 13.56 0.17 26.7 96 - 2198 1.45 5.6 32 0.51
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f 513.56 MHz and from 5.4 Å/s to 7 Å/s atf 558 MHz. At
low power the film growth rate is observed to increase wh
the positive bias is increased~cf. samples 136-01 and 136-0
at f 558 MHz and samples 137-02 and 137-04
f 513.56 MHz! and to decrease when the negative bias
increased~samples 136-01 and 136-02!. At high power a
negative bias causes the film growth rate to incre
~samples 136-04 and 136-05; 137-03 and 137-05! and leads
to degradation of the electronic properties, which is d
cussed in the next section. An increase in the ion ene
(Ei max) at I i'const causes the film growth rate to increa
~samples 136-01 and 136-02; 137-02 and 137-04!, whereas
an increase in the ion flux without any appreciable chang
the ion energy does not increase the film growth r
~samples 136-04 and 136-05; 137-03 and 137-04!.

ELECTRONIC PROPERTIES OF HYDROGENATED
AMORPHOUS SILICON FILMS PREPARED IN DISCHARGES
WITH VARIOUS ION PARAMETERS

According to the IR spectroscopy data, assuming a c
stantA51.631019 cm22, the hydrogen concentration in th
hydrogenated amorphous silicon films in the vicinity
640 cm21 lies in the interval 5.2–6.6 at. %. The Rama
spectra of films deposited on various substrates have pea
n'475– 485 cm21 with half-widths Dn560– 70 cm21.
These values are typical of hydrogenated amorphous sil
layers.

Some of the electronic properties of the films are sho
in Table II. It is evident from the table that a variation of th
ion parameters alters the electrical conductivity of hydro
nated amorphous silicon films prepared both
n

t
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at

n
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-
t

f 513.56 MHz and atf 558 MHz. The increase inEi max

due to the application of a constant bias to the powered e
trode causes the activation energyEa to increase and the
room-temperature conductivitys rt to decrease~samples 136-
01, 136-03, 137-02, and 137-04!. The difference in the con-
ductivities is not as significant in comparing samples p
pared with close values ofEi max and different ion fluxes
~samples 136-03 and 136-04 at 58 MHz, 137-03 and 137
at 13.56 MHz!. The reduction of ion bombardment by th
application of a constant bias to the powered electrode
high rf power ~samples 136-04 and 136-05 at 58 MH
137-03 and 137-05 at 13.56 MHz! decreasesEa and in-
creasess rt .

The CPM characteristics also vary with the degree of
bombardment. It is instructive to compare the CPM curv
for samples prepared atf 558 MHz ~series 136 samples! and
at f 513.56 MHz ~series 137 samples! under identical ion
bombardment conditions. The CPM curves for ‘‘better’’ an
‘‘worse’’ samples are shown in Fig. 10. It is evident that t
series 136 samples have lower absorption at phonon ene
smaller than the width of the bandgap,hn,Eg , and there-
fore small values ofEu , Evt , and Nd . Moreover, these
samples are characterized by a shorter electron diffus
lengthLe , but a longer hole diffusion lengthLh . It is inter-
esting to note that the reduction of ion bombardment by
application of a constant bias to the powered electrode
high rf power leads to significant degradation of the fi
properties~from a comparison of samples 136-04 and 13
05; 137-03 and 137-05!.

The power transferred by ions to the surface of the gro
ing film can be estimated as the product of the maximum
.11

.11
.17
.10
.09
.03
.06
.05
TABLE II. Electronic properties of the films.

Sample
No.

s rt3106,
S/cm

s031023,
S/cm

Ea ,
eV

EF
T ,

eV
Eu ,
meV

Evt ,
meV

Wd ,
eV

Nd310216,
cm23

Le ,
mm

Lh ,
mm

136-01 1.5 6.0 0.63 0.48 59.4 54.6 0.18 0.53 0.14 0
136-02 0.1 3.3 0.62 0.55 63.7 54.4 0.07 1.2 0.17 0
136-03 0.003 16.3 0.75 0.65 53.5 50.4 0.16 0.15 0.17 0
136-04 0.035 4.45 0.77 0.58 56.1 53.3 0.08 0.69 0.37 0
136-05 1.0 3.0 0.58 0.49 65.6 57.3 0.11 1.3 0.19 0
137-02 0.52 0.99 0.59 0.51 67.2 59.3 0.12 1.0 0.20 0
137-03 0.017 4.45 0.74 0.59 77.9 73.1 0.11 0.34 0.32 0
137-04 0.002 4.47 0.76 0.64 61.0 55.0 0.12 0.36 0.32 0
137-05 0.03 9.0 0.71 0.58 71.0 62.0 0.12 1.2
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energy and the ion current, whereupon the growth rateV and
density of defectsNd as functions ofWi , i.e., V(Wi) and
Nd(Wi), can be plotted. The corresponding curves are sho
in Figs. 11 and 12. Clearly, the film growth rate increas
with Wi . The behavior ofNd(Wi) is more complex. It has
two branches. The upper branch hasNd increasing asWi

increases. The points on this branch correspond to films
pared either at low power without a biased powered e
trode or at high power with a negative bias. The low
branch of theNd(Wi) curve descends asWi increases. The
points of this branch correspond to samples prepared e
at high power without a biased powered electrode or at
or high power with a positive bias on the electrode. In oth
words, the increase of rf power by the application of a po
tive bias to the powered electrode produces approximate
sixfold reduction in the density of defects in the film.

FIG. 10. Spectral dependence of the absorption coefficienta(hn), mea-
sured by the constant photocurrent method. 1! Sample 136-03; 2! 136-05; 3!
137-02; 4! 137-04.

FIG. 11. Deposition rateV of a hydrogenated amorphous silicon film vers
power fractionWi . 1! f 513.56 MHz; 2! f 558 MHz.
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Consequently, within the range of discharge parame
used in the experiments discussed here we have observe
improvement in the electronic properties of hydrogena
amorphous silicon films prepared with the application o
positive bias to the powered electrode; the bias creates
ditions of moderate ion bombardment of the growing film
This fact confirms previously published results for a 13.5
MHz discharge.2

CONCLUSION

In PECVD apparatus we have investigated the charac
istics of ion and electron streams incident on a growing fi
in a discharge in silane at frequencies of 13.56 MHz and
MHz using various power inputs. We have grown films
hydrogenated amorphous silicon, bombarding the grow
surface by ions of various energies and fluxes. We have s
ied the electronic properties of these films and the correla
of the properties with the characteristics of the ions.

The main results of the study are summarized below
1! As the power input to the discharge is increased at

given frequencies, the maximum ion energyEi max and the
ion currentI i to the substrate have been observed to incre
the greatest variation ofEi max being observed in a discharg
at 13.56 MHz, and the greatest variation ofI i in a discharge
at 58 MHz.

2! It has been shown that the energy and flux of ions
the surface of the growing film depend on the constant b
voltage applied to the powered electrode.

3! The growth rate of a silicon film has been observed
increase~approximately fivefold! when deposited in a 58
MHz discharge in comparison with deposition in a 13.5
MHz discharge.

4! The average electron temperatureTe , determined on
the assumption of a Maxwellian energy distribution functio
is lower in a 58-MHz discharge (Te52.5 eV) than in a
13.56-MHz discharge (Te53.25 eV).

5! In the investigated discharges at both frequenc
moderate ion bombardment of a growing silicon film h

FIG. 12. Density of defectsNd versus Wi . 1! f 513.56 MHz; 2!
f 558 MHz.
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improved the electronic properties~lowered the defect den
sity, increased the carrier diffusion lengths, etc.! of the films;
a reduction of ion bombardment, particularly at a high d
charge power input, has resulted in considerable degrada
of the film properties.

This work has received support from a grant of the
ternational Association for the Promotion of Cooperati
with Scientists from the Independent States of the Form
Soviet Union, INTAS-93-116, along with partial suppo
from grants of the International Science Foundation, No.
NUF-300, and the Russian Fund for Fundamental Rese
~RFFI!, No. 96-02-16918.

1J. C. Knights, G. Lucovsky, and R. G. Nemanich, J. Non-Cryst. Solids32,
393 ~1979!.

2P. Roca i Cabarrocas, P. Morin, V. Chuet al., J. Appl. Phys.69, 2942
~1991!.

3Y. Nakayama, K. Hitsuishi, M. Zhanget al., J. Non-Cryst. Solids137
–138, 669 ~1991!.

4P. Roca i Cabarrocas, Thesis~Paris, 1988!.
5H. Curtins, N. Wyrsch, M. Favreet al., Plasma Chem. Plasma Process.7,
267 ~1987!.
-
on

-

r

F
ch

6S. Oda, J. Noda, and M. Matsumura, Jpn. J. Appl. Phys.29, 1889~1990!.
7F. Finger, U. Kroll, V. Viretet al., J. Appl. Phys.71, 5665~1992!.
8K. S. Frolov, A. I. Kosarev, A. S. Smirnovet al., in Proceedings of the
21st International Conference on Phenomena in Ionized Gases (IC
XXI), edited by G. Eckeret al., Vol. 1 ~Bochum, Germany, 1993!, pp.
19–24.

9C. Bohm and J. Perrin, Rev. Sci. Instrum.64, 31 ~1993!.
10A. S. Smirnov, K. S. Frolov, and A. Yu. Ustavshchikov, Zh. Tekh. F

65~8!, 38 ~1995! @Tech. Phys.40, 768 ~1995!#.
11A. E. Dul’kin, S. A. Moshkalev, A. S. Smirnovet al., Zh. Tekh. Fiz.

63~7!, 64 ~1993! @Tech. Phys.38, 564 ~1993!#.
12M. A. Lieberman and A. J. Lichtenberg,Principles of Plasma Discharges

and Materials Processing~Wiley, New York, 1994!.
13Yu. P. Ra�zer and M. N. Shne�der, Plasma Sources Sci. Technol.1, 102

~1992!.
14B. Chapman,Glow Discharge Processes~Wiley, New York, 1980!.
15G. S. Trofimov, A. I. Kosarev, P. G. Le Comberet al., J. Non-Cryst.

Solids137–138, 21 ~1991!.
16M. Vanecek, J. Koska, J. Stuchliket al., Sol. Energy Mater.8, 411

~1983!.
17A. S. Smirnov and L. D. Tsendin, IEEE Trans. Plasma Sci.PS-19, 130

~1991!.
18I. D. Kaganovich and L. D. Tsendin, IEEE Trans. Plasma Sci.PS-20,

66–75, 86–92~1992!.

Translated by James S. Wood



TECHNICAL PHYSICS VOLUME 43, NUMBER 2 FEBRUARY 1998
Reflection and refraction of spin waves in uniaxial magnets in the geometrical-optics
approximation

Yu. I. Gorobets and S. A. Reshetnyak
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The laws governing the propagation of magnetization waves are investigated in the geometrical-
optics approximation, in which a spin wave can be treated as a ray. The refractive index
for a spin wave on the interface between two magnets with different exchange coupling constants
and magnetic anisotropy constants is determined. The dependences of the intensity of the
reflected wave and the refractive index on the spin-wave frequency and the strength of the external
uniform magnetic field are calculated. Estimates of the dimensions of inhomogeneous
inclusions that perform functions analogous to the functions of lenses and mirrors in optics are
presented. The possibility of using the same inhomogeneities both as lenses and as mirrors,
depending on the magnetic field strength, is pointed out. ©1998 American Institute of Physics.
@S1063-7842~98!01102-7#
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INTRODUCTION

Recent advances in nanotechnologies a
nanoelectronics1 call for the creation of new devices utilizin
the characteristic features of spin waves. Under these
cumstances it is of interest to use the geometrical-optics
proximation to describe the behavior of spin waves pro
gating in a medium with an inhomogeneous distribution
magnetic parameters.

One of the most important advantages of this appro
over the electrodynamic approach is the formation of s
rays, which, first, renders the propagation of spin wa
more graphic and, second, permits the use of spin-w
analogies of optical devices formed by creating artificial
homogeneities of the magnetic parameters of a medium
assigned configuration and an external magnetic field to
ate inhomogeneities of the spin-wave intensity~in particular,
to accomplish the focusing of spin waves!. Finally, it makes
it possible to create wave packets, which do not lead to
nificant diffraction, scattering, etc. on interfaces, for the p
pose of employing these structures as filters, switches, et
practice.

Such a possibility is illustrated in this paper in the ca
of uniaxial magnetic materials.

EQUATIONS OF MAGNETIZATION DYNAMICS

Let us consider a system of two semi-infinite magn
with exchange coupling constantsa1 and a2 and magnetic
anisotropy constantsb1 andb2 , which come into contact in
the yz plane. The easy magnetization axis of each magne
parallel to theZ axis. We direct a constant uniform magne
field H0 along this axis. The saturation magnetizationM0 is
assumed to be constant for the entire structure.

Following Ref. 2, we represent the distribution of th
magnetization in the material in the form

M ~r ,t !5M0C1~r ,t !sC~r ,t !, ~1!
1881063-7842/98/43(2)/4/$15.00
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where C denotes the quasiclassical wave functions, wh
play the role of the order parameter of the spin density,r is
the radius vector in the Cartesian coordinate system,t is the
time, ands is a vector of Pauli matrices.

The Lagrange equations forC have the form

i\
]C~r ,t !

]t
52m0He~r ,t !•sC~r ,t !, ~2!

where m0 is the Bohr magneton, andHe is the effective
magnetic field, which has the following form in the exchan
approximation:3

He~r ,t !5@a¹22b#M ~r ,t !1ez@bM01H0#. ~3!

Hereez is a unit vector directed along the easy magnetizat
axis; and¹2 is the Laplacian operator. Taking into accou
that the material is magnetized parallel toez in the ground
state and settingM2(r ,t)5const, we seek the solution of~2!
in the form

C~r ,t !5exp@ im0~H01bM0!t/\#S 1
x~r ,t ! D , ~4!

where x(r ,t) is a small addition, which characterizes th
deviation of the magnetization from the ground state.

Linearizing Eq.~2! with consideration of~3! and~4!, we
obtain

2
i\

2m0M0

]x~r ,t !

]t
5~a¹22b2H̃0!x~r ,t !, ~5!

whereH̃05H0 /M0 .
Equation ~5! describes the magnetization dynamics

the short-wavelength~exchange! approximation.

REFLECTION AND TRANSMISSION AMPLITUDES

Let a spin wave impinge on the interface from the h
mogeneous magnet with the parametersa1 and b1 in the
positive direction of thex axis at an arbitrary angle. Her
© 1998 American Institute of Physics
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x i5exp(i(k1•r2vt)) corresponds to the incident wav
x r5R exp(i(k18•r2vt)) to the reflected wave, an
xd5D exp(i(k2•r2vt)) to the transmitted wave, whereR
is the complex amplitude describing the reflection of the s
wave from the interface, the square of whose modulus is
reflection coefficient;D is the complex transmission ampl
tude; k1 and k18 are the wave vectors of the incident an
reflected waves, respectively;k2 is the wave vector of the
transmitted wave; andv is the frequency. Inasmuch as4

k1
25k18

25~V2b12H̃0!/a1 ,

k2
25~V2b22H̃0!/a2 ,

whereV5v\/2m0M0 ,

k1x8 52Ak1
22k1y

2 2k1z
2 , k2x5Ak2

22k2y
2 2k2z

2

~the minus sign in the expression fork1x8 corresponds to a
wave moving away from the interface!, andk1i5k1i8 5k2i for
i 5y,z on the interface, we find that the incident, reflecte
and transmitted waves, as well as the normal constructe
the point of incidence, lie in one plane and that the angle
incidence equals the angle of reflection. This statemen
analogous to the law of the reflection of light waves
optics.5

Whenk2x is real, i.e., when the conditionk2
2.k2y

2 1k2z
2

holds, which is equivalent to

a1

a2

•

V2b22H̃0

V2b12H̃0

.sin2 u1 ,

we have

sin u1

sin u2

5
k2

k1

5Aa1

a2

V2b22H̃0

V2b12H̃0

5n, ~6!

whereu1 is the angle of incidence,u2 is the angle of reflec-
tion, andn the refractive index.

If k2
2,k2y

2 1k2z
2 ~this corresponds to the case ofk1

2.0
andk2

2,0!, then

k2x52 iAk1y
2 1k1z

2 2k2
252 i /2h,

xd~r ,t !5D exp~2x/2h!exp~ i ~k2yy1k2zz2vt !!,

i.e.,h plays the role of the penetration depth of the spin wa
in the second material and equals

h5
1

k1Asin2 u12n2
.

The limiting angle for total reflection is specified by th
expression

sin u05Aa1

a2

V2b22H̃0

V2b12H̃0

.

Using the following boundary conditions forx(r ,t) on
the interface between the layers

x~20,y,z,t !5x~10,y,z,t !,
n
e

,
at
f
is

e

a1

]x

]x
~20,y,z,t !5a2

]x

]x
~10,y,z,t !,

we obtain the expressions for the reflection and transmis
amplitudes of a spin wave

R5
a1 cosu12a2An22sin2 u1

a1 cosu11a2An22sin2 u1

,

D5
2a1 cosu1

a1 cosu11a2An22sin2 u1

. ~7!

We note that expression~6! can also be obtained on th
basis of other arguments using the Wentzel–Krame
Brillouin–Jeffreys~WKB! approximation.6

THE WKB APPROXIMATION

The WKB approximation allows us to go from the pro
lem of the propagation of spin waves, which can be solved
the electrodynamic approach, to the geometrical optics
spin waves by going from the functionx(r ,t), which de-
scribes the behavior of a wave, to a function known as
eikonal, which characterizes the behavior of a ‘‘localized
wave packet like a ray. It should be noted that, as in
optics of light waves, we can refer to manifestations of wa
or ray properties only when a wave interacts with an obsta
encountered along its path. A ray type of propagation is p
sible only if the characteristic dimension of the obstacl
which are inhomogeneities of the medium, greatly exce
the wavelength.

Definingx5exp@i(s(r )2vt)# in ~5!, under the condition

l! l , ~8!

wherel is the spin wavelength,l is the characteristic dimen
sion of the inhomogeneities, ands(r ) is an eikonal, we ob-
tain an analog of the classical Hamilton-Jacobi equation

~¹s!21~b1H̃02V!/a50. ~9!

In our case¹s plays the role ofk, and Hamilton’s equa-
tion is equivalent to the system of equations

k̇52]v/]r , ṙ5]v/]k

or, with consideration of the constancy of the wave fr
quency,

k5const, ṙ54m0M0ak/\. ~10!

When a wave impinges on an interface, from~9! and
~10! we obtain

k1 sin u15k2 sin u2 ,

ki
21~b i1H̃2V!/a i50, i 51,2

whence follows Eq.~6!.
The inequality~8! is the condition for going over to the

geometrical optics of spin waves. In the present case the
of the inhomogeneities is played by the interface between
media, which has the form of an infinite plane and thus s
isfies Eq.~8!.
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ESTIMATES OF THE PARAMETERS

Drawing the analogy between the propagation of lig
and the propagation of spin waves which satisfy requirem
~8!, we can apply the geometrical-optics approximation
spin rays. In particular, we can devise spin-wave analog
optical lenses and various configurations of mirrors us
materials with different values ofa andb. The construction
of images will obey laws like those of geometrical optic
however, the refractive index on the boundary between
media will depend not only on the frequency of the incide
wave and the parameters of the material, but also on
strength of the external constant uniform magnetic field.

We present estimates of the parameters of the mate
in the case of a thin lens and small angles of incidence of
spin rays relative to the optical axis of the lens, which ens
the necessary transparency of the lens. Since the intensi
a reflected wave is determined by the square of the mod
of the reflection amplitude and, as follows from Eq.~7!,
uRu2'@(a12a2n)/(a11a2n)#2 ~for small angles of inci-
dence!, then if we require fulfillment of the condition
uRu2,h, whereh is the necessary degree of smallness of
reflection coefficient, we obtain a constraint onn and, con-
sequently, ona, b, V, andH̃0 :

12Ah

11Ah
,

a2

a1
n,

11Ah

12Ah
.

The corresponding constraints in the case of a mir
have the following form:

a2

a1
n,

12Ah

11Ah
or

a2

a1
n.

11Ah

12Ah
.

For fulfillment of the condition for geometrical optic
~8!, the thickness of the lens or mirror is restricted by t
inequality

l @2pAa/~V2b2H̃0!. ~11!

FIG. 1. Dependence of the intensity of the reflected wave on the frequ

for a2 /a153, u5p/10, b155, b2510, andH̃053.
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As is seen from~6! and~11!, selection of the parameter
for constructing a lens or a mirror does not present any
ficulty for an extensive list of magnetic materials.7 In par-
ticular, in the case of yttrium-iron garnet, it follows from
condition ~11! for a thin lens thatl *1024– 1026 cm.

ANALYSIS OF RESULTS

Figures 1 and 2 show the dependence of the reflec
intensity I R5uRu2 ~or the reflection coefficient, which is
equivalent! and the refractive indexn on the spin-wave fre-
quency for characteristic values of the parameters of
material.7 It is clearly seen that the required ratio between
intensities of the reflected and transmitted waves for the
quency chosen can be achieved by adjusting the param
of the material. In addition, as follows from Fig. 3, the r
flection intensity depends significantly on the strength of

cy

FIG. 2. Dependence of the refractive index on the frequency fora2 /a153,

u5p/10, b155, b2510, andH̃053.

FIG. 3. Dependence of the intensity of the reflected wave on the exte
uniform magnetic field fora2 /a153, u5p/10, b155, b2510, and
V520.
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external uniform magnetic field, making it possible to cont
the intensity over a broad range by varying only the value
the external magnetic field at fixed parameters of the m
rial. The character of the variation of the refractive index
reflected in Fig. 4.

Thus, it is possible to achieve a required reflection co

FIG. 4. Dependence of the refractive index on the external uniform m
netic field fora2 /a153, u5p/10, b155, b2510, andV520.
l
f
e-

f-

ficient for an inclusion that has the shape of a lens~or mirror!
in a homogeneous material and values ofa andb differing
from the corresponding values in the homogeneous part
thus plays the role of a lens or mirror by varying the stren
of the external magnetic field. The reflection coefficient c
be varied practically from zero to unity~Fig. 3! without vary-
ing the parameters of the medium, making it possible to
the same inhomogeneity as a spin-wave lens and as a m
without alteration of the parameters of the structure.

We thank B. A. Ivanov for participating in the discus
sion of this work.
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Cylindrical glow-discharge-pumped excimer lamps
M. I. Lomaev, A. N. Panchenko, É. A. Sosnin, and V. F. Tarasenko
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The results of investigations of the emission of glow discharges in mixtures of inert gases and
halogens in cylindrical tubes of various dimensions are presented. Glow-discharge-pumped
XeCl* and KrCl* excimer lamps with a homogeneous spatial distribution of the radiation and
powers up to 100 W are created. It is shown that the high efficiency of excimer lamps of
this type is achieved as a result of the effective formation of exciplexes in a harpoon reaction and
the slow rate of their quenching in the glow-discharge plasma at low pressures of the
working mixture. © 1998 American Institute of Physics.@S1063-7842~98!01202-1#
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INTRODUCTION

A great deal of attention has been focused on the de
opment of sources of incoherent~spontaneous! ultraviolet
radiation~excimer lamps!, which can find extensive applica
tion in photolithography, medicine, ecology, etc.1 Excimer
lamps pumped by a low-pressure glow discharge, which
distinguished by the simplicity of their design and have
highest mean radiated powers~greater than 100 W! and ef-
ficiencies~up to;15%! known at the present time, are ve
promising in this context.2,3 It should be noted that pulse
and continuous glow discharges in mixtures of inert ga
and halogen-containing molecules have been studied
sources of ultraviolet radiation to a comparatively small e
tent. Low-pressure Xe–Cl2 and Xe–HCl discharges were in
vestigated in Ref. 4, and a fluorescence conversion efficie
for XeCl* below 1% was obtained. The same efficiency w
obtained in Ref. 5 for KrCl* , KrF* , XeCl* , and XeF* upon
excitation by a discharge with a high current density. T
low output of ultraviolet radiation was attributed to exce
heating of the gas and quenching of the radiating molec
by electrons. In Refs. 6 and 7 the fluorescence conver
efficiency was raised to 12%, but great nonuniformity of t
output of ultraviolet radiation along the axis of the dischar
tube was noted. The work in Refs. 8 and 9 was devoted
the study of the emission of XeF* , XeCl* , and KrCl* in
tubes of small diameter with pumping by a low-pressu
glow discharge. In the high-power coaxial excimer lam
described in Refs. 2 and 3 there were difficulties in filling t
entire working volume with the discharge, which also d
stroyed the uniformity of the spatial distribution of the outp
radiation.

This report presents the results of an investigation of
emission of a glow discharge in cylindrical discharge tub
including tubes with a large working volume, and the para
eters of cylindrical excimer lamps with a homogeneous s
tial distribution of the radiation, which were developed
the basis of this research.
1921063-7842/98/43(2)/5/$15.00
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EXCIMER LAMP DESIGNS AND EXPERIMENTAL METHOD

Excimer lamps similar to those in Refs. 2 and 3 we
fabricated from high-quality quartz tubes, at whose en
there were stainless-steel electrodes of various shape.
internal diameter of the tubes was 9, 32, 40, or 60 mm,
their length varied in the range 20–80 cm. The maximu
active volume of the excimer lamps was 1 liter, and the a
of the radiating surface was as large as 1000 cm2. The emis-
sion of gas mixtures of Xe, Kr, and He with Cl2 or HCl was
investigated. A high-voltage source, which provided for
discharge current up to 200 mA and a pump power up
1 kW, was used to ignite and sustain the glow discharge.
mean radiated power was recorded by an IMO-2H calor
eter or an FE´ K-22SPU photodiode. The latter was additio
ally calibrated using the output of XeCl or KrCl lasers befo
the measurements. The measurements were performed i
following manner. A diaphragm with a squared3d opening,
whered is the diameter of the discharge tube, was plac
tightly against the excimer lamp. The radiation detector w
positioned at a distanceL.10d from the diaphragm. The
radiating area was assumed to be a point light source
radiates uniformly into a solid angle equal to 4p sr. The
fractionk of the radiation impinging on the photodetector
this case equals

k5sin22 a/2, ~1!

wherea5arctanA/2L andA is the entrance aperture of th
radiation detector.

Next, the mean radiated power was calculated with c
sideration of the length of the excimer lamps and the dis
bution of the radiation along its axis. The distribution of th
radiation across the diameter of the excimer lamps was
mogeneous in each cross section.

The spontaneous emission spectra were recorded b
ISP-30 spectrograph on RF-3 film or by an MDR-23 mon
chromator with 1200 lines/mm grating equipped with
FÉU-100 photomultiplier, whose signal was fed into a plott
through an amplifier.
© 1998 American Institute of Physics
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EXPERIMENTAL RESULTS

Figure 1 presents the emission spectra of glo
discharge-pumped XeCl* and KrCl* excimer lamps in the
wavelength range from 200 to 600 nm. As in Refs. 2, 3,
and 7, the most intense signals in the ultraviolet region
theD2X andB2X bands of XeCl* ~the maxima at 235 and
308 nm! and KrCl* ~199 and 222 nm! and the broad-band
emission in theCA band of XeCl* . In addition, the emission
spectrum of the KrCl* excimer lamp exhibits an intens
band of the Cl2* molecules (lmax;258 nm). The radiated
intensity at this wavelength was significantly smaller in t
output of the XeCl* lamp. This is attributable to rapid
quenching of the Cl1 ions and excited Cl* atoms,10 which
are involved in the formation11 of Cl2* , in collisions with Xe
atoms. The half-width of theB2X transitions of XeCl*
and KrCl* usually did not exceed;15 nm. As is seen from
Fig. 1, the radiated intensity of the glow discharge in t
visible region is very low, and its value does not exce
;20% of the total radiated power of the glow discharge.

The emission of XeCl* and KrCl* in a glow discharge
in tubes of small diameter was investigated
Xe~Kr!–HCl~Cl2! mixtures. When HCl was employed as th
halogen carrier, the radiated power atl5222 and 308 nm
did not exceed;5 W, and the efficiency was no greater th
223%. The efficiency did not vary, but the radiated pow
increased proportionally to the increase in the discha
length in the range from 23 to 60 cm, attesting to main

FIG. 1. Emission spectra of continuous glow discharges in Xe–Cl2 ~a! and
Kr–Cl2 ~b! gas mixtures.
-

,
re
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r
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nance of the uniformity of the discharge. Therefore, in t
subsequent experiments the discharge length was incre
to 80 cm. The replacement of HCl by Cl2, as in Refs. 6 and
7, led to significant increases in the efficiency and power
the ultraviolet radiation. However, the maximum efficienci
in the mixtures with HCl were several times greater than
Ref. 6. The increases in the efficiency and power of the
traviolet radiation in the mixtures with Cl2 are attributed to
the small rate of formation of exciplexes through the ion
channel in a low-pressure discharge.2 In addition, as we
know, in mixtures with HCl the harpoon channel makes on
a small contribution because of the large binding energy
HCl molecules in the ground state and the ineffective vib
tional excitation of HCl molecules under the conditions o
glow discharge due to the high energy of the electrons in
plasma.12 At the same time, in mixtures with Cl2 the forma-
tion of exciplexes in the harpoon reaction is ve
efficient.2,6,7,10Only mixtures with Cl2 were used in the sub
sequent experiments.

Figure 2 presents the current–voltage characteristic
glow discharges in Xe–Cl2 and Kr–Cl2 mixtures. In contrast
to Refs. 6 and 7, in our experiments the voltage neede
sustain the dischargeUdis depended weakly on the curren
and was determined by the concentration of chlorine in
gas mixture and its pressure. Descending current–volt
characteristics were observed in a contracted discha
where the positive column narrowed to a thin bright filame
or such a filament developed on a background of the b
fluorescence. Contraction of the discharge usually occu
when the pressure of the mixture was raised or as a resu
excessive heating of the tube after prolonged operation of
excimer lamp at a high pump power. Intense heating of
tube also restricted the service life of the mixture to 1–2
because of the rapid absorption of chlorine by the hot ca
ode. We note that the fluorescence intensity of the exciple
varied only slightly along the discharge tube under the
perimental conditions described in Fig. 2, decreasing ap
ciably only in the first 3–4 cm from the cathode.

The measurements of the time dependence of the po
of the ultraviolet radiation from three portions in the di
charge, viz., near the anode, near the cathode, and a
middle of the discharge tube, demonstrated the followi
The drop in the intensity of the ultraviolet radiation fro

FIG. 2. Current–voltage characteristics of a glow discharge in a tube wi
length of 23 cm and a diameter of 9 mm. a—Mixture with Xe:Cl253:1; p,
torr: 1—6; 2—9; 3—15; 4—21 ~contracted discharge!. b—Mixture with
Kr:Cl2515:1; p, Torr: 1—9, 2—15 ~contracted discharge! and mixture
with Kr:Cl253:1; Torr: 3—9, 4—12.
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these points occurs at approximately the same rate an
accompanied by a decrease in the voltage needed to su
the discharge, which occurs because of the lowering of
chlorine concentration in the mixture. Hence it can be c
cluded that cathophoresis has a weak influence on the d
bution of the output power along the axis of the excim
lamp. Therefore, the drop in the output of ultraviolet rad
tion near the cathode is not due to the depletion of chlor
from this region, as was conjectured in Refs. 6 and 7. M
surements performed using a movable electrode placed in
working volume of the excimer lamp showed that the volta
drop in the cathode region of a glow discharge in a mixt
with chlorine amounts to about half of the voltage on t
discharge tube~Fig. 3!. Therefore, the high value of the fiel
strength can be the cause of the low efficiency of the ou
of ultraviolet radiation from the near-cathode region of
glow discharge.

The dependence of the radiated power and efficienc
small-diameter KrCl* and XeCl* excimer lamps on the dis
charge current is shown in Fig. 4. The power of the ultrav
let radiation increases at discharge currents up toI 580 mA,
but at a certain value of the currentI cr the rate of increase
decreases appreciably, and the efficiency of the exci
lamp begins to drop simultaneously. The diameter of
discharge increases as the current is increased. AtI 5I cr the
diameter of the discharge column is comparable to the in
nal diameter of the tube. Therefore, this break can be at
uted to the increase in the rate of diffusion of charged p
ticles to the walls of the tube atI>I cr . In addition, as the
discharge current increases, the temperature of the wor
mixture rises because of the increase in the pump power.
maximum radiated power atl;222 and 308 nm was ap
proximately 12 W with an efficiency equal to 5–6%. Whe
the mixture was pumped through the discharge tube,
break was not observed up to a discharge current of 100
and the radiated power reached 20 W (Esp51 W/cm3) with
maintenance of the efficiency at the 7–10% level, which
lower than in Refs. 2, 6, and 7. This can also be caused
the large diffusion losses in thin tubes.

As expected, the power and efficiency of the excim
lamps increased significantly after switching to discha
tubes of large diameter~30–40 mm!. In these excimer lamps

FIG. 3. Distribution of the voltage~1! and the radiation atl'222 nm~2!
along the axis of an excimer lamp. Tube with a length of 45 cm an
diameter of 40 mm, a mixture with Kr:Cl256:1 at p53 torr, and a dis-
charge current equal to 30 mA; 0 corresponds to the cathode.
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cathodes with a cavity, whose dimensions were selected
perimentally, were used to reduce the drop in radiated po
in the near-cathode region. As a result, the radiated po
varied by no more than 10–15% along the axis of the ex
mer lamp, and the dip in power near the cathode vanis
completely. The transverse power distribution of the ult
violet radiation in an excimer lamp with a diameter of th
working region equal to 60 mm was also measured~Fig. 5!.
The observations were made through a quartz window wi
diameter of 40 mm in the endplate of the anode. When
discharge current equals 10 mA, the near-axial region of
discharge radiates more intensely. When the discharge
rent is increased to 30 mA, the distribution of the radiat
power over a cross section of the tube, as we have alre
noted above, becomes more even. In addition, because o
choice of an electrode material that does not interact w
chlorine and the cooling of the electrodes by flowing wat
the lifetime of the mixture increased to;100 h.

Figure 6 presents the dependence of the power and
ciency of XeCl* and KrCl* excimer lamps with a length o
80 cm and a diameter of 32 mm on the discharge current
in the case of the small-diameter excimer lamps, the radia
power atl;308 nm increased nonlinearly. A break was o
served at the point where the diameter of the discharge

a

FIG. 4. Dependence of the mean power and efficiency of XeCl* ~a! and
KrCl* ~b! excimer lamps on the discharge current. Tube with a length of
cm and a diameter of 9 mm; a—mixture with Xe:Cl253:1 atp56 ~1! and
9 Torr ~2!. Curve 3 was obtained with pumping of the gas through th
discharge tube: b—mixture with Kr:Cl2515:1 at p59 Torr ~1!, mixture
with Kr:Cl253:1 atp59 torr ~2!.
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umn became comparable to the tube diameter. The powe
the KrCl* excimer lamp increased linearly, since the dia
eter of the discharge in the Kr–Cl2 mixture was smaller than
the diameter of the discharge tube in the range of curre
investigated. A radiated power up to 100 W was obtain
with an efficiency up to 15% atl;222 and 308 nm. Similar
results were obtained for the excimer lamps with diame

FIG. 5. Histograms of the power distribution of the ultraviolet radiation in
transverse section of an excimer lamp with a diameter of 60 mm an
length of 40 cm. Mixture with Xe:Cl256:1; p52 torr. Discharge current,
mA: a—10, b—20, c—30.

FIG. 6. Dependence of the mean power and efficiency of XeCl* ~a! and
KrCl* ~b! excimer lamps on the discharge current. Mixtures w
Xe~Kr!:Cl255:1; p, Torr: 1—1.5; 2—3.
of
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d

rs

equal to 40 and 60 mm. In addition, the emission of Cl2* at
l;258 nm was obtained in a He–Cl2 mixture with a power
as high as 30 W andh;2%.

Since about half of the power imparted to the gas
absorbed by the cathode layer of the glow discharge in tu
with a length ;40 cm, the fluorescence conversion ef
ciency of the exciplexes in the positive column is close
30%. To account for such a high efficiency, we shall eva
ate the rates of formation ofRX* , dNRX* /dt, in a glow-
discharge plasma in the case of XeCl* .

The constants of the corresponding reactions were ta
from Refs. 10 and 12. The results of the experimental a
theoretical investigations of the processes in a glo
discharge plasma which we are presently conducting will
presented in our forthcoming reports. As was noted abo
XeCl* molecules form in a Xe–Cl2 mixture mainly in the
harpoon reaction

Xe*1Cl25XeCl*1Cl. ~2!

The electron density in the dischargeNe;1011 cm23 can
be calculated from the measured current density of the
charge and data on the drift velocity of electrons in in
gases in Ref. 13, and the concentration of metastables o
inert gasNXe* can be estimated from the relation

NXe5KB•NXe•Ne /Kh•NCl2
;531010 cm23, ~3!

whereKB andKh are the constants for the excitation of x
non by electron impact and by harpoon reaction~2!.

Hence, for the conditions of our experime
dNXeCl* /dt5Kh•NXe* •NCl2

;1018 cm23
•s21. The equilib-

rium concentration of XeCl* in a discharge for this value o
dNXeCl* /dt amounts toNXeCl*;1010 cm23, which coincides
with the data from the measurements in Refs. 6 and 7.

The specific radiated power of a XeCl* excimer lamp in
our experiments reached 1 W/cm23, which corresponds to
the de-excitation of 1s;1018 XeCl* molecules per cubic
centimeter per second. The agreement between the rate
the creation and de-excitation of the exciplexes is an ind
tion of the low rate of their nonradiative decay in a glow
discharge plasma. Accordingly, the high efficiency of ex
mer lamps pumped by a discharge of the type un
consideration can be associated with the high efficiency
the formation of XeCl* and KrCl* in the harpoon reaction
with Cl2 and the slow rate of quenching of the exciplexes
low working pressures.

CONCLUSIONS

Thus, the results of an investigation of glow discharg
in mixtures of inert gases and halogens in tubes of vari
diameters have been presented in this report. Cylindr
XeCl* (l'308 nm) and KrCl* (l'222 nm) excimer
lamps with an active volume up to 1 liter, a long mixtu
lifetime, a radiated power up to 100 W, and an efficiency
to 15%, as well as a Cl2* lamp (l'258 nm) with a power up
to 30 W, have been developed. A homogeneous spatial
tribution of the radiated power has been obtained by sel
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ing the shape of the electrodes and the pumping conditi
The reasons for the high efficiency of excimer lamps pum
by a low-pressure continuous glow discharge have been
cussed.
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Determination of the depth of formation of magnetooptical effects in CoNi films
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The optical constants of CoNi films with magnetic properties that are nonuniform across their
thickness are determined in reflected light by two methods, viz., optical and
magnetooptical measurements. The values of the parametersL5l/4pk andZ05l/8n, one of
which ~specifically, the one which has the smaller value at a given value ofl! determines
the depth of formation of reflective magnetooptical effects (l mo) according to the current theories,
are calculated on the basis of the values obtained for the optical constantsn andk of the
films ~l is the wavelength of the light used, andn andk are the refractive index and the absorption
coefficient of the magnet!. It is established for the CoNi films investigated thatl mo is
determined byL and varies from about 200 to 300 Å in the range 0.33mm<l<0.83mm. In
CoNi films, which are inhomogeneous across their thickness and are characterized by
significant variation of the magnetic properties over distances; l mo, variation of the form of the
magnetization curves determined by measuring the equatorial Kerr effect is observed asl
increases. ©1998 American Institute of Physics.@S1063-7842~98!01302-6#
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INTRODUCTION

It was first shown in Ref. 1 that the depth of formation
reflective magnetooptical effects (l mo) in transparent ferro-
magnets is significantly smaller than the penetration de
(L) of light into such crystals and thatl mo does not exceed
tenths of a micron. Hubertet al.2 established in compute
experiments that in the region of weak absorption by fer
magnetsl mo is determined by the parameterZ05l/8n and
that in the region of strong absorption it is determined by
parameterL5l/4pk, wherel is the wavelength, andn and
k are the refractive index and the optical absorption coe
cient of the magnet. SinceZ0 amounts to hundredths of
micron, it completely accounts for the result indicated in R
1. It was established in Refs. 3 and 4 thatl mo is determined
by L in the region of strong absorption. SinceL and Z0 ,
which determinel mo, depend onl, the thickness of the near
surface layer of the ferromagnet probed can be varied
magnetooptical experiment by varyingl. This hypothesis
can be tested in a magnetooptical investigation of mag
whose magnetic properties vary across their thickness. In
case significant variation of the magnetic properties sho
occur over distances comparable tol mo.

In the present work the magnetic properties of CoNi th
films deposited at a varying angle, which are inhomogene
across their thickness, were investigated by determining
equatorial Kerr effect at various values ofl. The optical
constants and the corresponding values ofL and Z0 were
obtained from the angular dependences of the equatorial
effect by self-consistent determination of the optical a
magnetooptical constants, as well as by an optical met
from the angular dependences of the reflection coefficien

SAMPLES AND EXPERIMENTAL METHOD

Cobalt–nickel films with a Co–30% Ni composition an
a thickness (d) from 300 to 700 Å, which were vacuum
1971063-7842/98/43(2)/4/$15.00
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deposited at a varying angle on polyethylene terephtha
substrates, were investigated. It was shown in Ref. 5 that
magnetic properties on opposite sides of such films di
significantly. The deposition anglea, which is measured
from a normal to the plane of the film, can be varied either
the downward direction~method 1! or in the upward direc-
tion ~method 2! during deposition of the films. The initia
and final deposition angles for the films prepared by meth
1 were equal to 90° and 57° (d5300 Å) and to 90° and 70°
(d5300 Å). For the films prepared by method 2, the init
and final angles were 55° and 90°~d5500, 600, and 800 Å!.
The density of the films amounts to about 80% of the den
of the CoNi ingots employed as sputtering targets, in agr
ment with the data of other investigators.6

The hysteresis loops and the coercive force on oppo
sides of the CoNi films were measured by a new method
investigating the magnetic properties of near-surface lay
of ferromagnets, which is based on the use of the meridio
intense effect.7 The range of optical wavelengths used in t
measurements was 0.5–0.6mm and was stipulated by th
parameters of the structural elements comprising the exp
mental apparatus.

The magnetization curves of the near-surface layers
the films were investigated by measuring the equatorial K
effect in the spectral modulation magnetooptical appara
described in Ref. 8. The equatorial Kerr effect, which is p
portional to the magnetization of the near-surface layer of
sample, was measured on both surfaces of the films in
spectral range 1.5<E<3.8 eV with a frequency of the mag
netizing field equal to 130 Hz. The sensitivity of the me
surements of the equatorial Kerr effect was;531026, and
the error in the determination of the magnitude of the eq
torial Kerr effect was 5%. The measurement method u
enabled us to obtain magnetization curves of each sampl~in
relative units! which pass through the corners of the dynam
© 1998 American Institute of Physics



w
.
we
ffe

y
n

k
tie
c

ll,
ed
er

er
m

e
a

om
pr

t i
o
ri

ap
r-
d

th
e

e-

r

de-

on-
in-

-
e

ct-

e

a-

e of

f

nt
r the

198 Tech. Phys. 43 (2), February 1998 Dong Ing Bi and V. E. Zubov
hysteresis loops. Measurements on the substrate side
possible owing to transparency of the substrate material

To determine the optical constants of the CoNi films,
measured a set of spectral curves of the equatorial Kerr e
for various values of the angle of incidencew of the light.
The values ofn and k were obtained from these curves b
the self-consistent method for determining the compone
of the dielectric tensor and the optical constants.9,10 The op-
tical constants were determined on a CoNi film with a thic
ness of 300 Å, since the anisotropy of the physical proper
is weakly expressed in it, permitting an increase in the ac
racy of the determination ofn andk. The influence of light
reflected from the other side of the film is negligibly sma
since the intensity of light which has been transmitt
through the film twice is weakened by more than two ord
of magnitude.

The optical constants of the CoNi films were also det
mined from optical measurements by finding the minimu
on the dependence of the intensity of thep component of
reflected light on the angle of incidence.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents spectral curves of the equatorial K
effect measured on the free surface of a CoNi film with
thickness of 300 Å. The optical constants determined fr
angular dependences of the equatorial Kerr effect are
sented in Table I. The error in the determination ofn andk
from angular dependences of the equatorial Kerr effec
ferromagnetic metals, i.e., in our case, amounts to ab
10%, according to the results in Ref. 9, when the equato
Kerr effect is measured to within 5%. The values ofn andk
outside the measurement range were determined by extr
lation from the dependences onl. It was necessary to dete
mine the optical constants of the films, because, first, we
not find the values ofn andk for alloys of the composition
investigated in the literature and, second, the density of
CoNi films was lower than the density of bulk alloys of th

FIG. 1. Spectral curves of the equatorial Kerr effect for various values ol.
w, deg:1—45, 2—60, 3—63, 4—65, 5—67, 6—70, 7—73, 8—75.
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same composition. The spectral dependence ofn andk ob-
served in the CoNi films investigated, specifically the d
crease inn and k with increasingE, is consistent with the
behavior of these parameters ind transition metals and thei
alloys, in which the optical11 and magnetooptical12 properties
in the visible and ultraviolet regions of the spectrum are
termined by interband electronic transitions.

The second method used to determine the optical c
stants involved measuring the angular dependence of the
tensity of thep component of the reflected light (Jp) and
finding the angle (wmin) at which the minimum ofJp is
achieved for a given value ofE. The minimum on the angu
lar dependence ofJp(w) corresponds to the minimum on th
angular dependence of the optical reflection coefficient (Rp).
The angle of incidence at which the minimum ofRp is
achieved is a function of the optical constants of the refle
ing medium: wmin5wmin(n, k). There is an infinite set of
pairs of values ofn and k that satisfy this relation. Thes
pairs form a curve in the (n, k) plane. This curve can be
determined using calculated plots ofRp(w) for various val-
ues ofn andk. For this purpose we used the plots ofRp(w)
presented in Fig. 5 of Ref. 13.

As an example, Fig. 2 shows the plot ofk5k(n) which
indicates pairs of values ofn andk for which a minimum of
Rp(w) is achieved atwmin568°. Such a value ofwmin is
observed on the plot ofRp(w) for a CoNi film with a thick-
ness of 300 Å atE52.5 eV. In Fig. 2 the filled triangle~m!
shows the point which corresponds to the values ofn andk
~n52, k51.55! determined from the magnetooptical me
surements at the same value ofE ~Table I!. It can be seen
from the figure that the point on the (n,k) plane specified by
the optical constants found from the angular dependenc

TABLE I. Values of the refractive index and the absorption coefficie
obtained from the angular dependences of the equatorial Kerr effect fo
CoNi films investigated and the corresponding values ofL andZ0 .

E, eV l mm n k L, Å Z0 , Å

3.8 0.33 1.55 1.20 220 265
3.0 0.41 1.85 1.40 230 280
2.5 0.50 2.0 1.55 255 310
2.0 0.62 2.30 1.65 300 340
1.5 0.83 2.75 2.10 315 380

FIG. 2. Curve indicating the values ofn and k which correspond to the
minimum of Rp(w).
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the equatorial Kerr effect is close to the curve found from
optical measurements. Similar results were obtained
other values ofE in the spectral region investigated. Thu
the results of the determination of the optical constants fr
the magnetooptical and optical measurements are consi
with one another. The values ofL andZ0 calculated from the
values ofn andk obtained are presented in Table I. The er
in the determination ofL andZ0 amounts to about 10%, as i
the case ofn andk.

The value of l mo for a magnet is determined by th
smaller of the two parameters~L andZ0! of the magnet at a
given value ofE ~or l!. It is seen from Table I that in the
CoNi films investigated the value ofZ0 greater thanL at
0.33<l<0.83mm. Therefore, in our casel mo coincides
with L, and its value increases by a factor of 1.5 asl in-
creases from 0.33 to 0.83mm. In films with an inhomoge-
neous distribution of the magnetic properties across t
thickness, the magnetization curves plotted from meas
ments of the equatorial Kerr effect should vary asl in-
creases, if significant changes in these properties occu
depths differing by; l mo. This condition is satisfied by the
CoNi films deposited at a varying angle with a thickne
greater than 300 Å. Such films have uniaxial magnetic
isotropy, which is stipulated by the shape and orientation
the crystallites.6,14 When the deposition anglea.60°, the
easy magnetization axis~EA! of the films lies in the deposi
tion plane, and the strength of the effective uniaxial anis
ropy field (Ha) and the coercive force~Hc for HiEA! in-
crease with increasinga. Therefore, the CoNi films prepare
with a varying deposition angle are characterized by inhom
geneous distributions ofHa andHc across their thickness. In
the films prepared by method 1 the value ofHc on the free
surface (Hc

fr) is smaller than the value on the surface ad
cent to the substrate (Hc

sub). In the films prepared by metho
2 the situation is reversed:Hc

fr.Hc
sub.

It was concluded in Ref. 15 as a result of an investig
tion of CoNi thin films with a thickness of;300 Å prepared
with variation of the deposition angle in both the downwa
and upward directions that the crystallites are oriented p
tically perpendicularly to the plane of the film in both case
Consequently, the anisotropy of the magnetic propertie
the films with d;300 Å is very small. In such films the
anisotropy of the optical and magnetooptical properties r
tive to the orientation in the plane of the films should also
insignificant.

An investigation of the hysteresis loops on both sides
the films showed that they have magnetic anisotropy with
easy axis lying in the plane of the film parallel to the dep

TABLE II. Parameters of the CoNi films investigated and values of
coercive force on the free surface (Hc

fr) and on the surface adjacent to th
substrate (Hc

sub).

d, Å a, deg

HiEA

Hc
fr , Oe Hc

sub, Oe

700 90–57 186 273
800 55–90 591 130
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sition plane. As an example, Table II presents the result
measurements ofHc on the two sides in a fieldHiEA for
films with thicknesses of 700 and 800 Å prepared by diff
ent methods. It is seen from Table II that the values ofHc on
opposite sides of the same film differ significantly,Hc being
greater on the side of the film on which the deposition an
was greater. Similar results were obtained for other films
is natural to suppose that the magnetic properties of diffe
layers of a film vary continuously as we go from one side
the film to the other.

Figure 3 presents magnetization curves for various v
ues ofl on the free surface of a film with a thickness of 70
Å, which were constructed from measurements of the eq
torial Kerr effect in a fieldHiEA. The analogous curves fo
the free surface of a film withd5800 Å are presented in
Fig. 4. It is seen from Figs. 3 and 4 that the magnetizat
curves depend onl. The variations of the magnetizatio
curves with increasingl for the films prepared by methods
and 2 differ qualitatively. More specifically, asl increases
the magnetization curves for the film withd5700 Å become
less steep, i.e., magnetization of the near-surface layers
vestigated occurs in stronger fields. Conversely, the cur
for the film with d5800 Å become steeper, i.e., magnetiz
tion of the near-surface layers occurs in weaker fields, al
increases.

The behavior of the magnetization curves just describ
can be explained under the assumption thatl mo increases
with increasingl. In fact, in the case of the film with
d5700 Å, asl mo increases, the equatorial Kerr effect is d
termined by magnetization averaged over a near-sur

FIG. 3. Magnetization curves in a fieldHiEA on the free surface of a CoN
film ~prepared by method 1!. d5700 Å; l, mm: 1—0.33,2—0.503—0.83.

FIG. 4. Magnetization curves in a fieldHiEA on the free surface of a CoN
film ~prepared by method 2!. d5800 Å, l, mm: 1—0.33,2—0.50,3—0.83.
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layer of increasing thickness. Since the deeper layers rela
to the free surface are characterized by larger values ofHc ,
the magnetization curves should become less steep asl mo

increases, as is observed experimentally. Similar argum
are valid for the curves presented in Fig. 4, if it is taken in
account thatHc decreases as we go from the free surface
the substrate in the film withd5800 Å.

Thus, a magnetooptical investigation of CoNi films th
are inhomogeneous across their thickness has shown tha
shape of the magnetization curves of the films construc
from measurements of the equatorial Kerr effect depends
l. The observed effect is attributed to the fact that the va
of l mo in the films and its variation with increasingl calcu-
lated from the measured optical constants of the films co
cide in order of magnitude with the characteristic distan
from the surface at which significant variation of the ma
netic properties of the films occurs.

This work was partially supported by the Russian Fou
dation for Fundamental Research~Grant No. 95-02-05601!.
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Éksp. Teor. Fiz.78, 733 ~1980! @Sov. Phys. JETP51, 369 ~1980!#.
13V. A. Kizel’, The Reflection of Light@in Russian#, Nauka, Moscow~1973!.
14N. I. Vasil’eva, S. I. Kasatkin, N. V. Plotnikovaet al., Zarubezhn. Elek-

tron. Tekh.~7–8!, 3 ~1992!.
15L. I. Zelenina and S. S. Subbotin,Technology and Properties of Material

for Recording of Information@in Russian#, NIIKhIMFOTOPROEKT,
Moscow ~1992!, pp. 110–120.

Translated by P. Shelnitz



TECHNICAL PHYSICS VOLUME 43, NUMBER 2 FEBRUARY 1998
Use of surface acoustic waves for analysis of gases and surface processes induced
by them
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An analytical expression for the magnitude of the ‘‘response’’ of surface acoustic waves~SAWs!
to gases is obtained. It is tested experimentally. The main features of the detection of gases
by means of SAWs are predicted theoretically and confirmed experimentally. The SAWs in coated
and uncoated gas sensors are compared. A technique for using SAWs to determine the
relative changes in the density (Dr/r) and the elastic moduli~DC11/C11 andDC44/C44! of
films upon the adsorption~desorption! of gases is proposed. The possibility of using this technique
to analyze adsorption and desorption processes is demonstrated. The adsorption properties
of polycrystalline, thermally deposited palladium films before and after low-temperature vacuum
annealing, as well as unannealed Pd and Pd:Ni films, are compared. The prospects of using
SAWs to detect gases and to study surface processes induced by them are discussed. ©1998
American Institute of Physics.@S1063-7842~98!01402-0#
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INTRODUCTION

One of the newest approaches to designing sensors
analyzing the chemical composition of the environment
led to the creation of devices~Fig. 1! whose operation is
based on the utilization of surface acoustic waves~SAWs!.1

The operating principle of such sensors is based on the v
tion of the wave propagation rateV in response to the ad
sorption of atoms or molecules of the gaseous adsorbate
ing tested by a sorbent film. The relative changeDV/V ~the
SAW ‘‘response’’! is detected in the output of the device
relative phase (Dw/w) and frequency (D f / f ) changes. The
frequency form of the ‘‘response’’ favorably distinguish
SAW sensors from the other already existing analogs, s
it facilitates combining the sensors with digital dat
processing systems, as well as increases the accuracy
sensitivity of the measurements: at typical values of
working frequency (f '100 MHz), the linear dimension
(L' l'10 mm, l'20 mm!, and the total phase
(w5360°L/l'200 000°) the minimum values of the SAW
responses are at the 0.0120.531026 level, and the threshold
gas concentrations are at the 102721026% level. We note
that such a high sensitivity of SAWs is achieved under
conditions of an acoustic wavelengthl that is large com-
pared to the thickness of the sorbent filmh (h/l!1), i.e., at
a low concentration of wave energy in the film.

1. BASIC EQUATION

In the general case the characteristics of the propaga
of SAWs in a basic structure~Fig. 1! with piezoelectric and
anisotropic substrates and films are calculated using the
chanical equations of motion and Maxwell’s equation
However, in the most widely encountered case in practice
2011063-7842/98/43(2)/8/$15.00
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a polycrystalline film of small thicknessh!l with crystal-
lites having a small characteristic dimensiond!l, the film
can be considered elastically isotropic, and it can be cha
terized by the two second-order elastic moduliC11 andC44

and the densityr alone. In this case the SAWs in the bas
structure can be calculated by perturbation theory,2 accord-
ing to which we represent the SAW response in the form3

DV

V
5S ph

2l DF 2
Dr

r
A1

DC44

C44
B

1S S 12
DC44

C44
D 2

12
DC11

C11

21D CG . ~1!

Here

A5$~Ax!
21~Ay!21~Az!

2%rV2;

B5$4~Az!
21~Ax!

2%C44;

C5$4~Ax!
2%~C44!

2/C11, ~2!

whereAx , Ay , and Az are the normalized mechanical di
placements of the SAWs in the substrate in the geometr
Fig. 1.

The first factor in~1! is proportional toh/l, i.e., the
normalized film thickness, and takes into account the dep
dence of the response on the fraction of the energy of
acoustic wave that is concentrated in the film.4 When
h/l!1, the fraction of the energy of the waves is practica
proportional to the normalized film thickness.5
© 1998 American Institute of Physics
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The dependence of the response on the changes in
physical properties of the sorbent film is taken into acco
in ~1! by the second factor, which contains the quantit
Dr/r, DC11/C11, and DC44/C44. These quantities reflec
the changes in the elastic properties of the film under
action of the adsorbed gas. If, not only the elastic propert
but also other properties of the film, for example, its cond
tivity, vary, additional terms, which take into account the
changes, appear in Eq.~1!.

Since the combination of the three quantitiesDr/r,
DC11/C11, andDC44/C44 is different for different films~F!,
gases~G!, concentrations~C!, and temperatures~T!, this
combination can be regarded as a characteristic of an FG
system. In particular, the values ofDr/r, DC11/C11, and
DC44/C44 for the same film and temperature are, genera
speaking, different for different gases even at the same c
centration and for the same gas at different concentratio

The validity of~1! was tested experimentally on Pd film
and a 1%H21N2 mixture6 in the following manner. First, the
values ofDr/r, DC11/C11, andDC44/C44 were determined
experimentally for the particular FGCT system~for further
details, see Sec. 2!. Then, these values were used to calcul
the values of the SAW responseDV/V for two test structures
with identical films, but different substrates from Eq.~1!.
The calculated values differed only slightly from the expe
mental data~Table I!.

The expression for the SAW responseDV/V corre-
sponding to the equilibrium state in a gas–film system
easily transformed into the expression for the time dep
dence ofDV/V in the period of the absence of equilibrium
For this purpose, in a first approximation the time dep
dences ofDr/r, DC11/C11, andDC44/C44 in the period of
the absence of equilibrium are approximated by linear fu

FIG. 1. Design of a typical SAW gas sensor:1—piezoelectric substrate
2—sorbent film; 3—interdigital transducers for exciting and receivin
SAWs; L—distance between the transducers;h—film thickness; l—
wavelength of the excited SAW;l—width of the film along the wave propa
gation direction;x, y, z—axes of the Cartesian coordination system used
deriving Eq.~1!.

TABLE I. Comparison of experimental values of SAW responses with v
ues calculated from Eq.~1! ~1%H21N2 gas mixture, 20 °C!.

Test structure
DV/V, 1026

~calculated from Eq.~1!!
DV/V, 1026

~experiment!

Pd/ZnO/~001!–Si film 2110 2115
Pd/ZnO/~111!–Si film 2375 2215
the
t

s

e
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-

T

y
n-
.

e

-

s
-

-

-

tions of the form Dr/r5at, DC11/C115bt, and
DC44/C445gt. When these functions are substituted into~1!
and the expression obtained is linearized with respect to
small time parametert, we obtain the expression for the tim
dependence of the nonequilibrium kinetic SAW response

DV

V
5tS ph

2l D @2aA1bB1~b22g!C#. ~3!

It is seen from~3! that, unlike the equilibrium SAW
response~1!, the kinetic response depends not only on t
parametersA, B, andC, i.e., on the values ofV, Ax , Ay ,
andAz in the substrate material and the values ofr, C11, and
C44 in the film material, but also on the values of the coe
ficientsa, b, andg, which reflect the rates of variation of th
density and the elastic moduli of the film during the esta
lishment of equilibrium in the gas–film system. In the ge
eral case these rates are different for different combinati
of gases being tested and films and must be determined
dividually for each specific case. The procedure for expe
mentally determining the time dependences of the par
etersDr/r, DC11/C11, andDC44/C44 and the coefficients
a, b, andg is described below.

We note that Eq.~3! is also valid for the time variation
of the SAW response under the influence of the environm
i.e., for the ‘‘aging’’ of the response with time. In this cas
DV/V should be construed as the equilibrium value of t
response at the respective value oft, where t is the time
measured from the beginning of the preparation of the fi
anda, b, andg are the rates of variation of the density an
the elastic moduli of the film under the action of the en
ronment. Of course,a, b, and g have different physical
meanings in this case.

2. PROCEDURE FOR DETERMINING THE CHANGES IN THE
DENSITY AND THE SECOND-ORDER ELASTIC MODULI
OF A THIN FILM UPON THE ABSORPTION OF A GAS

The adsorption of atoms and molecules from the gase
phase on the outer surface, as well as the penetratio
adsorbed particles into the crystal lattice of a film, their d
fusion along intercrystallite boundaries, capillary conden
tion in the space between crystallites, and trapping on c
tallites and the film–substrate boundary can cause chang
the mass, volume, density, forces of interatomic interacti
and, consequently, the second-order elastic moduli of
film in the general case. The change in the mass of the
can be determined by the familiar quartz microbalan
technique,7 which utilizes bulk acoustic modes.

To determine the relative changes in the density and
elastic moduli of a film we developed a procedure,8 whose
essential points can be briefly described as follows. A se
test structures is prepared. It contains at least three struc
with identical sorbent films and different substrates or o
substrate and at least three different SAW propagation di
tions in the same film. The SAW responseDV/V is mea-
sured for each of the structures after the establishmen
equilibrium in the gas–film system. Substituting the me
sured value ofDV/V for each of the structures and the ta
lulated values of the coefficientsAx , Ay , Az , andV for the
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substrate material corresponding to the structure, as we
the parameters of the film materialr, C11, andC44, into ~1!,
we obtain a system of three equations with the three
knownsDr/r, DC11/C11, andDC44/C44, whose solution is
unique. The temporal variations~the kinetics! of Dr/r,
DC11/C11, andDC44/C44 due to adsorption or ‘‘aging’’ are
determined from the solution of the same system of eq
tions, but with the values ofDV/V measured at differen
times during the establishment of equilibrium between
film and the gas being tested or aging of the film. The d
thus obtained can be used to study the equilibrium and
netic adsorption~desorption! characteristics, the mechanism
for detecting gases using SAWs, and the variation of
respective density and elastic moduli of the film material

Since the film thicknessh was assumed to be small com
pared with the wavelengthl during the derivation of~1!, the
changes in the physical parameters of a film under the ac
of gases are considered to be averaged over the film th
ness. The accuracy of the values ofDr/r determined by this
method was610%, and the accuracy of the determinati
of DC11/C11 andDC44/C44 was620%.

3. ANALYSIS OF THE SAW RESPONSE IN THE DETECTION
OF GASES

The analysis of the principal components of the SA
response, as well as its kinetics and aging, yielded the
lowing results. a! The SAW response is a sum of three term
the first of which depends on the change in the film den
~the change in the mass load!, while the second and third
depend on the changes in the elastic moduli~the change in
the elastic load!. b! The mass and elastic loads do not depe
on one another and, in the general case, can make cont
tions of comparable magnitude to the resultant SAW
sponse. c! The mass and elastic loads can be added or s
tracted, depending on the combination of values of
elastic parametersr, C11, andC44 of the film, the changes in
them under the action of the gas being testedDr/r,
DC11/C11, and DC44/C44, and the characteristics of th
SAWs in the substrate material~Ax , Ay , Az , and V!. The
variation of any of these parameters permits control of
magnitude and sign of the SAW response. For a chosen
gas, gas concentration, and temperature, i.e., for assi
values ofr, C11, C44, Dr/r, DC11/C11, and DC44/C44,
the SAW response can be increased, decreased, or ‘‘zero
by appropriately selecting the substrate material and/or
crystal cut~the values ofAx , Ay , Az , andV!. d! For iden-
tical substrates with different films the SAW responses
be both positive and negative. e! For assigned tempora
variations ofDr/r, DC11/C11, and DC44/C44 during the
establishment of equilibrium between the film and the g
being tested, the corresponding temporal variations of
SAW response, i.e., its kinetics, can be accelerated or slo
by appropriately selecting the substrate material and/or
orientation. f! Similarly, for assigned temporal variations o
Dr/r, DC11/C11, andDC44/C44 in the film under the ac-
tion of the environment, the corresponding temporal va
tions of the SAW response, i.e, its aging, can be acceler
or slowed. g! The substrate materials and crystal cuts wh
as
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are optimal from the standpoint of achieving the great
sensitivity, the greatest speed, and the slowest aging
generally speaking, different. In view of the practical impo
tance of these results for developing a specific SAW sen
they were verified experimentally.

The experimental values of the SAW responses to
action of the same 1%H21N2 gas mixture on different struc
tures containing identical Pd films, but different substra
are presented in Table II. The data presented confirm
even a tenfold increase in the signal and, therefore, in
sensitivity of the sensor can be obtained by appropria
selecting the substrate.

The possibility of obtaining both positive and negati
SAW responses on the same substrate with different sor
films is demonstrated by the experimental data in Fig. 2. T
figure presents the temporal variations of the kinetic
sponses for aYX-SiO2 substrate and a Pd film, where on
curve ~a! corresponds to a structure with an unannealed
film, and the other curve~b! corresponds to the same stru
ture after annealing in a vacuum with a residual pressure
1025 Pa at a temperature of 423 K for 15 h. This anne
clearly resulted in alteration of the adsorption properties

TABLE II. Experimental values of the SAW responses for a single film a
different substrates~1%H21N2 gas mixture, 20 °C!.

Test structure
DV/V, 1026

~experiment!
Mass

load, %
Elastic
load, %

Pd/YZ/LiNbO3 222 66 34
Pd/~001!, ^110&-BGO 253 14 86
Pd/ZX–CdS 267 17 83
Pd/ST-, X– SiO2 2104 27 73
Pd/ZnO/~111!–Si 2215 5 95

FIG. 2. Temporal variations of the SAW phasew ~the SAW response! for a
single substrate (YX-SiO2) and different films:h~Pd!5165 nm,l542 mm,
l /L557%,w05171430°, 1%H21N2, t1—time of completion of the supply
of dry air and beginning of the supply of the gas mixture,t2—time of
completion of the supply of the gas mixture and beginning of the supply
dry air.
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the Pd film and thus caused a strong change in the S
response, even to the point of its inversion.

Figure 3 presents the temporal variations of the SA
responses of three structures containing identical Pd0.99Ni0.01

films on different substrates:YX-, ST-, X-, and AT-cut
quartz. A comparison of these variations of the kinetic
sponses demonstrates the possibility of altering the rise
and recovery time of an SAW sensor by selecting the s
strate. Figure 4 presents plots of the dependence of the
tive changes in the SAW response of identical Pd films
different substrates due to aging. As is seen from these d
selection of the substrate also permits acceleration or s
ing of the long-term changes in the SAW response.

It can be seen from the data presented in Figs. 2, 3,
4 that among the structures which we investigated the se
on theST-cut substrate has the shortest rise time~30 s!, the
sensor on theAT-cut substrate has the fastest recovery a
exposure to hydrogen~3 min!, and the sensor onYX-cut
quartz exhibits the slowest aging~19% after 6 months and
14% after another 2 months with additional vacuum a
vacuum–heat treatment of the film!. The sensor on the
YX-cut substrate has a rise time of 40 s, a recovery time
4.5 min, a reproducibility of the values of 10 success
measurements equal to610%, and linearity of the respons
for hydrogen concentrations from 0.1 to 2%.

4. INVESTIGATION OF ADSORPTION AND DESORPTION
PROCESSES USING SURFACE ACOUSTIC WAVES

In recent years the high sensitivity of SAWs toward e
ternal influences acting on their propagation medium has
gun to be utilized not only to create sensors for vario
physical quantities, but also to investigate physical a

FIG. 3. Temporal variations of the SAW phase for a single fi
~Pd0.99Ni0.01! and different substrates. Solid curve—YX-SiO2 substrate
(l540 mm, l /L548%, w05108000°!, Dw/w05225.131026; dashed
curve—ST-, X-SiO2 substrate ~l532 mm, l /L569%, w05225000°!,
Dw/w05136.231026; •••—AT-SiO2 substrate~l540 mm, l /L548%,
w05108000°!, Dw/w05260.531026. Gas mixture—1%H21N2,
h~Pd0.99Ni0.01!5125 nm,t1—time of completion of the supply of dry air an
beginning of the supply of the gas mixture,t2—time of completion of the
supply of the gas mixture and beginning of the supply of dry air.
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chemical processes taking place on the surface of a s
Surface acoustic waves have been used to determine
number of adsorbed particles,9 the specific surface area,10

adsorption isotherms,9,11,12 and the kinetics of
thermodesorption9 and chemisorption13 processes. As in the
familiar quartz microbalance technique,7 which utilizes bulk
acoustic modes, in the research on SAW sensors and on
use of SAWs for investigating processes on the surface
solid it has been assumed hitherto that the SAW respons
determined only by the mass changeDm of the adsorbed
particles. However, as follows from~1!, this response, which
is associated with the modification of the wave propagat
rate, is determined by the changes in the density (Dr/r) and
the elastic moduli (DCi j /Ci j ) of the propagation medium.

In this section we shall attempt to demonstrate exp
mentally in concrete examples that consideration of both
mass and elastic loads provides new information on ads
tion and desorption processes, viz., on the number of p
ticles adsorbed~desorbed! as determined from the magnitud
and sign ofDr/r, on changes in the forces of interatom
interaction in the film as determined from the values
DCi j /Ci j , and on the kinetics of adsorption~desorption! and
the processes accompanying it as determined from the
dependences ofDr/r andDCi j /Ci j .

The experiments were performed on polycrystalline
and Pd:Ni films that were thermally deposited in a vacu
with gas mixtures containing various concentrations of h

FIG. 4. Relative change in the SAW response during aging (S) of a sorbent
Pd film after annealing~423 K, 1025 Pa, 15 h!: h5165 nm, 0—
immediately after deposition,1—after storage in air for 6 months~20 °C!,
2—after holding the films in a vacuum (1025 Pa) for 15 h to clean the
surface,3—after additional low-temperature annealing of the films in
vacuum (1025 Pa, 683 K, 15 h!, 4—after additional storage of the films in
air for 2 months,d—ST-, X-SiO2 substrate;j—AT-SiO2 substrate;s—
YX-SiO2 substrate.
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drogen and nitrogen. The experimental results are prese
in Tables III, IV, and V and in Figs. 5 and 6. The resu
were interpreted using independent experimental data,14–22

according to which the overall physical picture of the inte
action of hydrogen with a palladium film can take the fo
lowing form. A hydrogen molecule adsorbed on the film s
face dissociates into atoms, which penetrate into
palladium crystal lattice and diffuse along intercrystall
boundaries. On the surface and the crystallite boundaries
drogen interacts with impurity oxygen which was adsorb
in the film before the injection of hydrogen, i.e., during t
growth of the film and its contact with air. The interaction
hydrogen with oxygen results in the formation of wate
which leaves the film, and hydroxyl groups~OH!, which are

FIG. 5. Temporal variations of the SAW phasew under the action of 1%
mixtures of H2, CO, N2O, and NO with nitrogen. Film—annealed Pd~423
K, 1025 Pa, 15 h!, h5120 nm. Substrate—ST-, X-SiO2 ~l520 mm,
l /L586%, w05270000°!: t1—time of completion of the supply of dry air
and beginning of the supply of the gas mixture,t2—time of completion of
the supply of the gas mixture and beginning of the supply of dry air.2-
1—SAW response to hydrogen before exposure to CO, N2O, and NO; H2-
2, H2- 3, H2- 4, H2- 5, H2- 6—SAW response after exposure to the seco
gas.

FIG. 6. Temporal variation of the relative changes in the density and
elastic moduli of an annealed Pd film during the adsorption of hydrog
Gas mixture—0.1%H21N2; h—Dr/r; d—DC11 /C11 ; s—DC44 /C44 ;
t50—time of completion of the supply of dry air and beginning of t
supply of the gas mixture;t530 min—time of completion of the supply o
the gas mixture and beginning of the supply of dry air.
ted
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localized in the form of dipoles on crystallite surfaces a
the film–substrate boundary.

The goal of our experimental investigation was to det
mine whether information on the processes accompany
adsorption~desorption! can be obtained from the changes
the density and elastic moduli of the propagation medium
was assumed that the changes in the density of the
should begin to be manifested when particles are adso
on its outer surface and that the changes in its elastic mo
should be manifested from the onset of diffusion of the a
sorbed particles into the bulk.

Estimates of the contribution of one of the mechanis
of the interaction of hydrogen with a Pd film to the penet
tion of hydrogen into the palladium lattice showed23 that the
attendant changes in the density and elastic moduli of
film are much smaller than the changes observed experim
tally at the same hydrogen concentration. For example,
estimates for a 1%H21N2 mixture give
Dr/r511.131023, DC11/C11517.731024, and
DC44/C44513.731024, while the experimental values ar
much greater~Tables II and III!. Therefore, the interaction o
hydrogen with oxygen impurities preadsorbed in the fil
rather than its penetration into the crystal lattice, should
regarded as the dominant factor in the modification of
elastic properties of palladium films upon the adsorption
hydrogen.

Tables III and IV present the values of the relati
changes in the density (Dr/r) and the elastic modul
(DC11/C11 andDC44/C44! under the action of hydrogen in
various concentrations for identical Pd films before and a
a low-temperature anneal in a vacuum~430 K, 1025 Pa, 15
h!. It is seen that the values ofDr/r, DC11/C11, and
DC44/C44 for both films increase with the hydrogen conce
tration. It is also seen that the unannealed films are cha
terized by greater alteration of the elastic moduli, while t
annealed films are characterized by greater alteration of
density. This finding is consistent with the data obtained
other investigative methods,14–22 according to which palla-
dium films can contain at least two types of impurity oxyge
weakly and strongly bound oxygen. On the basis of th
data we assume that strongly bound oxygen can predomi

e
.

TABLE III. Relative changes in the density and elastic moduli of an un
nealed Pd film upon the adsorption of hydrogen~20 °C!.

Gas mixture Dr/r, 1022 DC11 /C11 , 1022 DC44 /C44 , 1022

0.1%H21N2 10.17 112.7 25
0.5%H21N2 10.33 133.4 230
1.0%H21N2 10.26 135 238

TABLE IV. Relative changes in the density and elastic moduli of an a
nealed Pd film upon the adsorption of hydrogen~20 °C!.

Gas mixture Dr/r, 1022 DC11 /C11 , 1022 DC44 /C44 , 102

0.1%H21N2 10.33 11.0 11.0
0.5%H21N2 10.65 11.75 12.05
1.0%H21N2 10.65 11.95 12.05
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in the unannealed films and that weakly bound oxygen
predominate in the annealed films. When hydrogen re
with weakly bound oxygen, it forms water vapor, whic
leaves the film, its mass and density decreasing as a re
When hydrogen reacts with strongly bound oxygen, it for
charged OH hydroxyl groups, which are localized on cr
tallites and alter the force interaction in the space betw
them and, therefore, the elastic moduli of the film. Since
amount of strongly bound adsorbed oxygen in an anne
film is smaller than in an unannealed film, the values
DC11/C11 andDC44/C44 are also smaller. Since the amou
of weakly bound adsorbed oxygen increases in the anne
film, the density change in it is greater.

The concentration of weakly bound oxygen in each
the films can be estimated from the relative density chan
corresponding to the practically complete depletion
weakly bound oxygen from the films~0.5%H21N2 gas
mixture!:23 before annealing it was equal to 731015, and
after annealing it was equal to 16.531015 cm22. Thus, in
both cases the adsorption of weakly bound oxygen in the
films is polymolecular~multilayered!.

The role of impurity oxygen is also manifested in expe
ments on the cleaning of a Pd film surface using dry air
‘‘purge’’ adsorbed N2O, NO and CO molecules, which hav
different chemical activities with respect to oxygen~Table V,
Fig. 5!. Since the chemical activity of N2O toward oxygen is
low, it scarcely reacts with oxygen adsorbed on the film s
face. Therefore, the density and elastic moduli of the fi
vary to only a small extent, and the SAW response to hyd
gen is restored already after a half hour of purging. T
species CO and NO, which are chemically more active
ward oxygen, can be retained on the surfaces of a Pd
owing to their interaction with preadsorbed oxygen. In th
case the changes in the density and the elastic moduli
considerably greater. Recovery of the SAW response to
drogen following exposure to CO requires a considera
greater purging time. After exposure to NO, the respo
desired cannot be achieved by prolonged purging with air
vacuum treatment~1025 Pa, 15 h!, or by annealing in a
vacuum~430 K, 1025 Pa, 15 h!, apparently because of th
chemisorption of NO.

The time dependences of the relative changes in the
sity and each of the elastic moduli of a film during adso
tion can be obtained using SAWs. These dependences ca
used to experimentally determine the kinetic coefficientsa,
b, and g, which appear in Eq.~3! and reflect the rates o
variation ofDr/r, DC11/C11, andDC44/C44 during adsorp-
tion for various combinations of gases being tested and fil
As an example, Fig. 6 presents the time dependence

TABLE V. Relative changes in the density and elastic moduli of an
nealed Pd film upon the adsorption of nitrogen mixtures of various ga
~20 °C! ~YX-, ST-, andAT-SiO2 substrates!.

Gas mixture Dr/r, 1022 DC11 /C11 , 1022 DC44 /C44 , 102

1.0%N2O1N2 10.4 20.02 11.6
1.0%NO1N2 10.6 10.3 12.1
1.0%CO1N2 11.05 13.0 12.95
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Dr/r, DC11/C11, and DC44/C44 for an annealed Pd film
and a 0.1%H21N2 gas mixture. It is noteworthy that th
density of the film increases (Dr/r,0) in the initial time
period after the injection of hydrogen (t50 – 2 min) and in
the final stage of complete recovery of the fil
(t531– 34 min). In our opinion, this is because the form
tion of water molecules as a result of the reaction of hyd
gen with oxygen is faster than the desorption of these m
ecules from the film. This is supported by the fact that t
experimentally observed increase in the density of the fi
during desorption (t530– 32 min) is faster than its decrea
during adsorption (t52 – 6 min). Since the change in th
density of the film is associated mainly with processes on
surface, while the changes in the elastic moduli are ass
ated with processes in the bulk of the film, information
the processes occurring on the surface and in the bulk of
film can be obtained from these changes. For example,
measurements showed that the changes in the density an
elastic moduli of a Pd film under the action of a 1%H21N2

mixture begin practically simultaneously~to within 1 s!.
A different picture is observed when the same mixture

adsorbed by a Pd0.97:Ni0.03 film. Table VI compares the rela
tive changes in the density and elastic moduli of as-gro
films of Pd and the solid solution Pd0.97:Ni0.03 upon the ad-
sorption of hydrogen. It is seen that even such an insign
cant admixture of nickel as 3% drastically alters not only t
magnitude, but also the sign ofDr/r andDC11/C11. Figure
7 presents the temporal variation of the SAW response
lowing short injections of a 1%H21N2 gas mixture. It can be
seen from the figure that the shape of the response under
significant changes as the duration of the interaction of
film with hydrogen increases. During the shortest injecti
~20 s! hydrogen particles manage to be adsorbed on the o
surface of the film and increase its mass. At this point th
are still practically no changes in the elastic moduli of t

-
es

TABLE VI. Comparison of the relative changes in the density and
elastic moduli of as-grown Pd and Pd:Ni films upon the adsorption of
drogen~1%H21N2 gas mixture, 20 °C!.

Film Dr/r, 1022 DC11 /C11 , 1022 DC44 /C44 , 1022

Pd 10.26 135 238
Pd0.97Ni0.03 24.1 226.1 28.1

FIG. 7. Changes in the SAW response after brief injections of the
mixture being tested. Pd0.97Ni0.03 film, 1%H21N2 mixture. Injection times:
1—20, 2—65, 3—125,4—185.
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film, and in accordance with Eq.~1! the SAW response has
positive value~DV/V.0, while Dr/r,0 and DC11/C11,
DC44/C4450!. More prolonged injections of hydrogen~65,
125, and 185 s! are associated with diffusion of the particle
adsorbed on the surface into the bulk of the film, and alo
with an increase in density there are increases in the ela
moduli of the film. In this case the elastic load of the surfa
begins to ‘‘operate’’ along with the mass load. As a result,
accordance with~1!, both the magnitude and sign of th
SAW response change, and it becomes negative in the
stage of the interaction. The negative component of the
sponse grows as the duration of the hydrogen injection
creases. The time delay between the bulk processes an
surface processes was estimated experimentally from
time difference between the negative component of the
sponse and the positive component. For a Pd0.97:Ni0.03 film
and a 1%H21N2 mixture the delay between these two pr
cesses is about 90 s.

5. DISCUSSION OF RESULTS

The results presented above show that the use of SA
to detect gases provides a high sensitivity and is uniqu
the sense of the possibility of controlling the magnitud
sign, steepness, decay, and aging of the SAW respo
None of the other known types of gas sensors have this p
erty. The prototypes of SAW hydrogen sensors with sorb
Pd films which we prepared operate in the range of hydro
concentrations 0.1–2% with rise time equal to 30 s, a rec
ery time equal 3 min, reproducibility of the values of succe
sive measurements equal to610%, and aging amounting t
14% over the course of 8 months. At the same time, the h
sensitivity of SAWs to any disturbances of the surface pl
a negative role with respect to the reproducibility of the
sults and the aging of the sensor. Even trace amount
impurities adsorbed by a film in the period between t
successive exposures or as a result of prolonged contact
the environment are capable of markedly distorting the
erating characteristics of a sensor.

The traditional way to overcome this deficiency is
develop thin-film coatings that are selective, sensitive, a
at the same time, stable with time. However, despite m
years of efforts on the part of numerous researchers,
approach has been ineffective, except for rare excepti
The possibility noted above of optimizing the substrate m
terial and/or its crystal cut somewhat facilitates the solut
of this problem.

Another approach is to eliminate the sorbent coating
the propagation path of the wave and, consequently, its
stabilizing influence24,25 ~Fig. 8!. In this case the gas mixtur
under investigation is fed into a measuring chamber,
which there is an ordinary delay line heated to a tempera
approximately 50 °C above the environment. If the comp
sition of the gas mixture changes, the thermal conductivity
the mediumk, the amount of heat transferred from th
heated delay line, its temperatureT, and the SAW propaga
tion rateV in the acoustic waveguide vary successively. T
changes in the velocity of the SAWs are detected in the fo
of phase~frequency! changes. The magnitude of the therm
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conductivity SAW response is proportional to the change
the thermal conductivity of the gas mixtureDk and the tem-
perature coefficient of the SAW velocity in the acous
waveguide material. Therefore, the acoustic waveguides
such sensors must be fabricated from materials with a la
value for the temperature coefficient of the SAW veloci
By selecting the working temperature and the substrate
terial, we can increase, decrease, ‘‘zero,’’ and invert the
sponse. The gas being tested can also be selected on a
ground of another gas.25

The thermal-conductivity detection of gases using SAW
is free of the deficiencies of ordinary coated SAW senso
However, as in the case of thermal-conductivity cells of t
resistive type,26 it has restricted applicability. Since the the
mal effect can be identical for gas mixtures consisting
different gases in different concentrations, the use o
thermal-conductivity SAW sensor is possible only for det
mining the concentrations of each of thea priori known
gases comprising a binary mixture.

Gases can also be detected using SAWs on the basis
calorimetric principle.27 The design of such an SAW detecto
scarcely differs from the design of a thermal-conductiv
SAW sensor~Fig. 8!: here, too, there is no sorbent coatin
and detection is based on the observation of the change in
SAW phase~frequency! because of the change in the SAW
velocity in the acoustic waveguide due to the change of
temperature. However, in the design of a calorimetric SA
sensor~Fig. 8! the thin-film heating element is fabricate
from a material, whose electrical resistance varies revers
in the presence of the gas being tested in the environm
Since a voltage of constant magnitude is applied to suc
heating element, the change in its resistanceDR under the
action of the gas being tested leads successively to cha
in the current, the power released, and the temperature o
acoustic waveguide. A calorimetric SAW sensor has all
merits and deficiencies of ordinary resistive gas detect
The fundamental feature distinguishing them is the form
the output signal: while the output signal of a resistive sen
represents the relative change in the resistance of the
DR/R, the output signal of an SAW sensor represents
relative phase changeDw/w or frequency changeD f / f .
Therefore, a calorimetric SAW sensor not only detects a g

FIG. 8. Design of thermal-conductivity and calorimetric SAW sensors:1—
interdigital electromechanical transducers,2—piezoelectric substrate,3—
thin-film heating element,4—electrodes for applying a constant electr
voltage,5—SAW, 6—gas.
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but also performs analog-to-digital conversion of t
DR/R2D f / f type with all the advantages stemming from

CONCLUSIONS

The advantages of using SAWs to detect gases are a
ciated with their very high sensitivity to changes in the de
sity and elastic moduli of the propagation mediu
(Dr/r'DCi j /Ci j '531025) and with the possibility of
measuring changes in the SAW propagation rate cause
the changesDr/r and DCi j /Ci j with a high accuracy by
measuring the change in the phase~frequency! of the signal
and obtaining an SAW response in frequency form.

In SAW sensors with a selected sorbent coating for
gas being tested, the magnitude, sign, and steepness~decay!
of the SAW response can be controlled and the aging of
sensor with time can be reduced by selecting the subs
material and/or its crystal cut. However, the high sensitiv
of SAWs to changes in the density and elastic moduli of
propagation medium, unfortunately, leads to a great probl
viz., the need to prepare sorbent coatings with a density
elastic moduli that are reproducible and stable with time.

High reproducibility and weak aging with time are e
hibited by SAW gas sensors of the thermal-conductivity a
calorimetric types, which do not employ sorbent coatings
the wave propagation path. However, the use of a calorim
ric SAW sensor is restricted to binary and, in rare cas
ternary combinations of a priori known gases. Furthermo
the range of application of calorimetric SAW sensors is, u
fortunately, restricted to a small number of known materi
for the heating element, which are capable of reversi
varying their electrical resistance under the action of the
being tested.

The high sensitivity of SAWs toward changes in t
density and elastic moduli of the propagation medium c
ates prospects for their use in the investigation of such
face effects as the adsorption and desorption of their gas
phase. The magnitude of the relative density change ca
used to determine the number of atoms~molecules! adsorbed
on the surface to within'1014 cm22 and changes in the
number of particles adsorbed~desorbed! during a time
'1028 s, and the temperature dependences of these cha
can be used to determine the adsorption~desorption! energy
to an accuracy no poorer than 0.2 eV. The change in
temperature of the SAW propagation medium, which can
measured to within'1024, can be used to determine th
so-
-

by

e

e
te

e
,

nd

d
n
t-

s,
,
-
s
y
s

-
r-
us
be

ges

e
e

energies of surface chemical reactions. The possibility
separately determining the temporal variations of the den
and the elastic moduli permits the individual investigation
the surface processes occurring within the medium. The r
tive changes in the elastic moduli can be used to simu
intercrystallite interaction potentials of various kinds.
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Microwave pulse compression using diffraction gratings
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Electromagnetic pulse compressors employing gratings of high breakdown strength in the
autocollimation regime at the center frequency of the pulse forp polarization are investigated
theoretically. A theory is devised on the basis of a numerical solution of the
electromagnetic field equations in an integral-equation formulation. The case of the aberrationless
approximation of the compression of a bell-shaped pulse with a quadratically modulated
phase is considered analytically. A numerical experiment demonstrates the presence of strong
distortions in the pulse after compression, which are caused by the cubic and higher
terms in the expansion of the frequency dependence of the phase acquired by the wave in the
compressor. The conditions for optimal pulse compression with allowance for aberrations
are investigated. ©1998 American Institute of Physics.@S1063-7842~98!01502-5#
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One of the ways to increase the radiated power is
compress frequency-modulated electromagnetic field pul
This can be accomplished by using a dispersing system
the form of a set of diffraction gratings,1–3 where maxima
possessing dispersion are used in the radiation scattered
grating. The simplest system employing such gratings
shown in Fig. 1. A theoretical analysis of pulse compress
in these gratings without a detailed analysis of their scat
ing coefficients was given in Ref. 1. Such investigations
usually performed with wave beams having an electric-fi
vector perpendicular to the edges of the grating~s polariza-
tion!. Such gratings are known to have a low breakdo
strength. In this respect there is an advantage to using w
beams with an electric-field vector directed along the ed
(p polarization!. Such gratings have a higher breakdow
strength. To obtain a high pulse compression efficiency i
clearly desirable to use gratings which would have a sin
maximum in the scattered radiation and for which this ma
mum would differ from the specular maximum. This pro
erty is exhibited by gratings in the so-called autocollimati
regime,4 in which all the scattered radiation is concentrat
in a single wave propagating toward the incident radiat
and the power in the specular maximum is equal to ze
This regime was investigated in Refs. 5 and 6, where it w
shown that a numerical solution of the problem of the d
fraction of an electromagnetic wave in a grating is requi
to find the condition for realization of this regime in the ca
of p polarization. Electromagnetic pulse compressors e
ploying gratings in the autocollimation regime forp polar-
ization are investigated theoretically in the present work.

The theory is devised on the basis of a numerical so
tion of the electromagnetic field equations. An integral eq
tion which describes the diffraction of a monochroma
plane wave impinging at an angleQ onto an ideally conduct-
ing grating that is homogeneous in thez direction, as shown
in Fig. 2, is written for this purpose. Forp polarization, with
consideration of the boundary conditions for a zero value
the tangential component of the electric fieldEz5C(x,y) on
2091063-7842/98/43(2)/7/$15.00
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the grating surfaceC(x,y)uy5 f (x)50, it has the form

E ds83G~x2x8,y2y8!
]

]n8
C~x8,y8!uy5 f ~x!

1C i~x,y!uy5 f ~x!50. ~1!

HereC i(x,y)5exp(ikxmx2ikymy) is the field of the incident
wave, and f (x) is the surface profile, and the total fiel
C(x,y) outside the surface can be represented by virtue
the periodicity of the boundary conditions in the form of
sum of diffraction harmonics of orderm:

C~x,y!5 (
m52`

`

Rm exp~ ikxmx1 ikymy!

1exp~ ikxmx2 ikymy!,

where

kxm5k sin Qm5k sin Q1m
2p

a
,

kym5Ak22kxm
2 , k5

v

c
,

G~x2x8,y2y8!5
1

2ia (
m52`

`
1

kym

3exp~ ikxm~x2x8!1 ikymuy2y8u!

is the two-dimensional Green’s function of an array of c
linear sources which are linear in thez direction and are
arranged with a perioda in the x direction, v is the wave
frequency, andc is the speed of light.

The solution gave the complex scattering coefficientR
into a single nonspecular minus first-order maximum.
characteristics, the modulusuRu and the phasewR , are pre-
sented in Fig. 3 as functions of the diffraction parame
¸5a/l ~l52pc/v is the wavelength! for incidence of the
wave at values ofQ from 45 to 75° near the total autocolli
© 1998 American Institute of Physics
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mation reflection regimes in the case of a sinusoidal co
gated surface. The figure shows that forp polarization the
width of the band for the existence of the nonspecular lo
rapidly narrows as the angleQ increases, imposing an add
tional constraint on the degree of pulse compression ip
polarization. The high-reflectance relative frequency ba
in the minus first order at the 1/Ae level near the total auto
collimation reflection regimes as a function of the angle
incidence for both polarizations are compared in Fig. 4. T
narrower frequency band forp polarization and its sharpe
dependence on the angle are the price for the higher br
down strength.

We note that the amplitude of the sinusoidal surfa
which is determined numerically from the conditions for t
achievement of the total autocollimation reflection regim
increases strongly at large angles~see Table I!.

However, it is clear that the only working parts of such
surface are its peaks, which are cut off by the condition t

FIG. 1. Simple electromagnetic pulse compressor employing a pair of
fraction gratings.
-

e

s

f
e

k-

,

,

t

the waveguide channels are not defined at the correspon
depth level. The numerical investigations of the scatter
properties of the gratings performed for profiles having
form of sinusoids truncated at different depth levels co
pletely confirm this. An example of one period of the ‘‘work
ing’’ profile of the surface for the angle of incidenceQ560°
is illustrated on the scale of the wavelengthl051 by the
solid line in Fig. 5. The dashed line shows the correspond
period of a sinusoidal grating profile with the same scatter
characteristics.

The need to avoid the overlap of the incident and
flected pulses during operation in the autocollimation regi
calls for physically separating the emitter and the receive
the plane of the edges of the grating by a certain angla
~Fig. 6!. This must be taken into account in calculating t

f-

FIG. 2. Diffraction of a monochromatic plane wave on a corrugated surfa
r the total
lar minus
he wave.
FIG. 3. a—Modulus of the scattering coefficient into a single nonspecular minus first-order maximum as a function of the diffraction parameter nea
autocollimation reflection regimes for various angles of incidence of the wave; b—phase of the scattering coefficient into a single nonspecu
first-order maximum as a function of the diffraction parameter near the total autocollimation reflection regimes for various angles of incidence of t
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grating parameters for required scattering regim
(vekv5v cosa, lekv5l/cosa).

The structure of the output pulse of the compressor w
defined in the dimensionless variablest5tdv0 and
v5vd/v0

d , ~td and vd are the dimensional quantities, an
v0

d is the dimensional center frequency of the pulse! by the
following expression:

Aout~ t !5E
2`

`

dvF in~v!Rn~v!exp$2 ivt1 iw~v!%, ~2!

where

F in~v!5
1

2p E
2`

`

dtAin~ t !exp~ ivt !

is the frequency spectrum of the input pulse,Ain(t) is a func-
tion which describes the time dependence of the input pu
w(v)52pvL(v) is a function which characterizes th
phase trajectory in the compressor as a function of the
quency,

L~v!5
n

2
d

11cos~Q1Qm~v!!

cosa cos~Qm~v!!
5

n

2
L0

cosQ

cos~Qm~v!!

3@11cos~Q1Qm~v!!# ~3!

FIG. 4. Relative frequency bands of the total autocollimation reflect
regimes as a function of the angle of incidence fors(H) and p(E) polar-
izations.

TABLE I. Parameters of the total autocollimation reflection regimes.

Q0 ¸0 Amplitude (a52p) Amplitude/l0

45 0.707 6.0 0.68
50 0.653 8.3 0.86
55 0.610 11.5 1.12
60 0.577 16.0 1.47
65 0.552 22.75 2.00
70 0.532 34.0 2.89
75 0.518 55.9 4.61
s

s

e,

e-

is the dimensionless propagation length of the spectral c
ponent with the frequencyv in the compressor~Figs. 1 and
6! ~L5Ld/l0

d , Ld is the dimensional quantity,l0
d52pc/v0

d

is the center wavelength!,

Qm~v!5arcsinS sin Q1
m

¸0v D
is the scattering wavelength of a wave with the frequencyv
in the mth diffraction order~we are working atm521!,
d5dd/l0

d is the dimensionless distance between gratin
along a perpendicular,L05d/(cosa cosQ) is the dimen-
sionless propagation length of a wave between gratings,
n is the number of repeated reflections from the gratin
(n52 for the single-pass compressor scheme, andn54 for
the double-pass scheme!.

The characteristic form1! of the functionw(v) for sev-
eral characteristic values ofL0 in the example case of th
angle of incidenceQ560° is shown by the solid lines in Fig
7. It follows from these curves that pulse compression
such a compressor has an aberrational character. The i
ence of only the quadratic term in the expansion ofw(v)
near the center frequency of the pulse is significant for
compression of pulses with a fairly smooth bell-shaped p
file ~in the notation adopted the dimensionless center
quency of the pulsev051; this is taken into account in th
ensuing mathematical manipulations!. The approximation in
which w(v) is given by the quadratic polynomial~the
dashed curves in Fig. 7!

w~v!5w~v0!1wv8 ~v0!~v21!1
1

2
wvv9 ~v0!~v21!2,

~4!

n

FIG. 5. Profile of a surface corrugation providing for total autocollimati
reflection atQ560° on the wavelength scalel051.
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where w(v0)52pL(v0), wv8 (v0)52p@L(v0)1Lv8 (v0)#,
wvv9 (v0)52p@2Lv8 (v0)1Lvv9 (v0)#, and the scattering co
efficient of the Gaussian diaphragm in the frequency ran

R~v!5expH 2
~v21!2

2~DvR!2 1 i
~v21!2

2~Dvw!2J , ~5!

will be called the aberrationless approximation. It is valid2!

when the value of the next~cubic! term in the expansion of
w(v) satisfies the inequality

1

3!
wvvv- ~v0!Dv3<p,

where

wvvv- 52p@3Lvv9 ~v0!1Lvvv- ~v0!#,

andDv corresponds to the half-width of the pulse spectru
i.e., to the characteristic scale (v21).

Let there be a frequency-modulated pulse

Ain~ t !5A0 expH 2
t2

2T2 ~12 iVT!2 i t J ~6!

at the entrance to the compressor with the durat
2T52Tdv0 at the 1/e intensity level and with linear chirp-
ing of the frequency by 2V52Vd/v0 during its duration. Its
spectrum

F in~v!5
A0T

&p

expH i

2
arctan~VT!J

A4 11~VT!2

3expH 2
~v21!2T2

2@11~VT!2#
~11 iVT!J

FIG. 6. Spatial autocollimation compressor.
,

n

has the half-width

Dv5
1

T
A11V2T2 ~7!

at the same level and the quadratic phase

~v21!2VT3

2@11~VT!2#
.

Because of the phase modulation the spectrum is bro
ened by the a factor ofVT relative to the half-width 1/T of
the ‘‘intrinsic’’ spectrum of the unmodulated pulse. Und
strong modulation (VT@1) the half-width of the pulse spec
trum is determined practically completely by the amount
frequency modulation (Dv>V), and the contribution of the
intrinsic spectrum can be neglected in this case. The phas
the pulse spectrum is then of the order of

T

2V
~v21!2.

Under the operating condition of a grating in the au
collimation regimeQm52Q @Q is the angle of incidence; in
the minus first order (m521) with the angle
Q5arcsin(1/2̧ ) in the range of angles for the ‘‘two-wave’
regime3! the parameters of the transmitted wave at the ce
frequency of the complete path in the compressor
L(v0)5nL0 , Lv8 (v0)522nL0 tan2 Q, and
Lvv9 (v0)56nL0 tan2 Q(112 tan2 Q).

The pulse duration after compression in the aberrati
less approximation can be represented by the formula

Tout5&
uPu

ARe~P!
5A2Re~P!A11S Im~P!

Re~P! D
2

. ~8!

Here the complex functionP has the form

FIG. 7. Characteristic form of the frequency dependence of the phase
jectory in the compressor.
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P5
1

2~Dv!2 1
n

2~DvR!2 1 i H VT

2~Dv!2 2
n

2
wRvv9 ~v0!

2
1

2
wvv9 ~v0!J ,

where

wvv9 ~v0!54pnL0 tan2 Q~116 tan2 Q! ~9!

is the curvature of the phase trajectory of the wave at
center frequency in the compressor.

The minimum of the output pulse duration

Tout
min5A 1

~Dv!2 1
n

~DvR!25
1

Dvh

'
1

Dv H 11
n

2 S Dv

DvR
D 2J ~10!

is achieved when the imaginary part vanishes: Im(P)50
~upon phase compensation!. Under strong modulation
(VT@1) and at large angles (Q.45°), which ensure strong
angular-frequency dispersion upon reflection from the g

FIG. 8. Spectrum of a typical pulse and the reflectance band.
e

t-

ing, the pulse can be compressed by a factor ofVT, and the
optimal compressor dimension can be represented in the
errationless approximation by a very simple expression:

L0
opt'

T

24pn tan4 QV
.

Thus, the compressor dimension measured in terms
number of wavelengths is determined in order of magnitu
by the number of oscillations in the original pulse.

The efficiency of the compressor can be estimated in
approximation under consideration in the following mann

FIG. 9. Compressor efficiency in the aberrationless approximation.
e
FIG. 10. a, b—Numerical simulation of pulse compression for various compressor dimensions andQ560,45°, respectively; c—numerical simulation of th
compression of a short pulse.
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FIG. 11. a—Time dependence of the amplitude of the optimized pu
b—frequency dependence of the phase of the optimized impulse,
frequency modulation of the optimized pulse.
h5

*2`
` d~v21!expH 2

~v21!2

~Dv!2 2n
~v21!2

~DvR!2 J
*2`

` d~v21!expH 2
~v21!2

~Dv!2 J
5A 1

11nS Dv

DvR
D 2 '12

n

2
S Dv

DvR
D 2

. ~11!

The energy losses are associated here with partial emis
of waves into the specular order at frequencies which
close to the center value but differ from it because of
deviation of the reflectance from unity near the total autoc
limation reflection regime in the minus first order. Figure
presents the typical form of the broadened spectrum o
pulse (2V53%) and the value of the reflectance for ea
spectral component~the outer curve! for the angle of inci-
denceQ560°. Although from the standpoint of increasin
the dispersion it is preferable to work at angles close
glancing angles, the high-reflectance band~Fig. 3! DvR then
narrows drastically, making it impossible to obtain high e
ficiencies for those angles when broadening of the spect
is needed for compression even in the aberrationless app
mation. The dependence of the efficiency on the angle
incidence without consideration of the distortions is p
sented in Fig. 9 for the single-pass compressor (n52) and
various values of the modulation parameterV. Clearly, when
2V5325%, h.90 is possible only atQ,60°.

A numerical experiment performed on a model of
pulse with a dimensionless duration 2T52p•1000 ~of the
order of 1000 oscillations! and broadening of the spectrum
2V53% with consideration of aberrations for the singl
pass scheme (n52) demonstrates the presence of strong d
tortions after compression, which are caused by cubic
higher terms in the phase expansion.

These distortions are stronger at glancing ang
(65,Q,75°) and are very significant atQ560° ~in Fig.
10a the dashed curve corresponds to the aberrationless
proximation, the solid curve corresponds to consideration
the distortions, and the solid thick curve corresponds to
original pulse!, although transformation of a pulse is possib
over a distanceL0;100, which is reasonable for the micro
wave range only at these angles. At smaller angles (Q545°)
the distortions decrease~Fig. 10b!, but the compressor di
mensions increase toL0;1000.

It is noteworthy that the distortions are especially stro
at the point of maximum pulse compression in the abe
tionless approximation forL0

opt, are significantly weaker for
L0,L0

opt, although the pulse achieves almost the same
plitude as atL0

opt, and are practically imperceptible at a sma
compression factor of 2–2.5 and fairly compact compres
dimensions.

The distortions can also be diminished by diminishi
the initial pulse duration, although the maximum compre
sion factor decreases together with it. For example, w
2T52p•100 ~of the order of 100 oscillations! there are
practically no distortions at the compression optimum ev

e,
—
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for Q560° ~Fig. 10c!. However, the latter case is mainly o
theoretical interest for the microwave region.

To investigate the parameters of an input pulse which
transformed into a bell-shaped~Gaussian! short unmodulated
pulse at the compressor exit, we numerically simulated
inverse problem of the passage of a pulse through a comp
sor.

Figure 11a shows the form of the optimized pulse at
compressor entrance, which is compressed without dis
tions. The time dependence of its amplitude for the char
teristic case of 2Tout52p•20, 2V53%, n52, Q560°,
andL0

opt is represented by the solid line. The dashed curv
the same dependence obtained in the aberrationless app
mation. The short output pulse is represented by the th
solid line. Figure 11b shows the deviation of the frequen
dependence of the phase of the optimized impulse from
corresponding dependence in the aberrationless approx
tion. It is seen from the figure that the initial phase of suc
pulse is significantly nonquadratic. Figure 11c compares
form of the frequency modulation of the optimized pul
~solid curve! with a linear chirp~dashed curve!, which is
needed to compress a pulse in the absence of aberratio

We thank M. I. Petelin for the idea for this research.
This work was carried out with support from the Russi

Fund for Fundamental Research~Grant No. 96-02-19620!.
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1!The functionw(v) is computed in the geometric-optics approximatio
The distortion of the beam structure because of ray mixing is neglec
This effect can be corrected when a two-pass compressor scheme em
ing a reflecting mirror after the passage of two gratings (n54) is used.1

2!It is not difficult to see that the variation of the phase of the reflectance
the gratingwR(v) ~Fig. 3! in the characteristic frequency band 2Dv of the
pulse can be neglected for the typical values of the compressor param
2pL0@1. Its magnitude and variation are three orders of magnitu
smaller than the corresponding values for the phase trajectory in the c
pressor~Fig. 7!.

3!The ‘‘two-wave’’ regime is understood to be a regime in which only tw
waves, viz., the zeroth and minus first orders, exist as propagating wa
The condition for such a regime in the case of autocollimation is the ra
of angles of incidence arcsin(1/3),Q,p/2.
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Numerical simulation of quasisurface magnetostatic waves in a ferrite film with two
magnetic channels

A. Yu. Annenkov, S. V. Gerus, and S. I. Kovalev
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~Submitted September 25, 1996!
Zh. Tekh. Fiz.68, 91–96~February 1998!

Quasisurface magnetostatic waves propagating in a ferrite film along two magnetized channels
are simulated numerically. It is shown that the interaction between the channels is
manifested differently, depending on the wavelength. In the long-wavelength region the interaction
between the channels has a distributed character; in the short-wavelength region the
interaction between the channels appears as if it takes place at their boundary. The magnetized
region of the ferrite film between the channels behaves both as a conductor of the
alternating field and as a medium with eigenmodes, so that under certain conditions the waveguide
can be transformed into a three-channel structure. The dispersion curves of the magnetostatic
wave modes of a two-channel waveguide lie in zones bounded by the dispersion curves
of the corresponding modes of a one-channel waveguide of double width. As the gap between
the channels increases, the dispersion curves of the odd modes shift toward shorter
wavelengths, and those of the even modes shift toward longer wavelengths. ©1998 American
Institute of Physics.@S1063-7842~98!01602-X#
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INTRODUCTION

From the phenomenological standpoint, magnetost
waves~MSWs! propagating in ferrite materials are basica
combinations of oscillations of the magnetic moment den
of the magnet and an alternating magnetic field. In fer
films and wave channels created on their basis, part of
alternating field propagates outside the ferrite, decaying
the distance from it increases. In the case of a flat film,
decay has an exponential character. In channels with a
dimensional cross section the picture of the film is mo
complicated and is most often not amenable to analyt
calculation. When there are two or more channels, not o
can they interact with one another through the boundary
tween them, but they can also influence one another thro
the long-range alternating field, even if they are separated
a fairly great distance. The investigation of the magne
modes in ferrite waveguides has been the subject of num
ous theoretical and experimental studies.

In Refs. 1–4 computer simulation was employed
study the distributions of the magnetostatic wave mode
waveguides formed by magnetizing ferromagnetic films w
a nonuniform magnetic field. Both cases in which the m
netizing field has an artificial distribution of the stepwise1 or
parabolic2 type and cases in which the field is induced
real magnetic systems3,4 were investigated. A more detaile
review of the work devoted to the propagation of MSWs
wave channels of various origin was presented in Ref. 4.
far as we know, the interaction of MSW modes
waveguides arranged side by side has been studied ex
mentally only in Ref. 5 for backward quasivolume mod
and in Ref. 6 for quasisurface MSW modes. The movem
of the waves in each of the channels and their passage
2161063-7842/98/43(2)/6/$15.00
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the adjacent channel were investigated. The possibility
effective coupling between the channels was demonstra
It was concluded in Ref. 6 that this coupling has a frequen
dependent character, i.e., the coupling coefficient decre
as the frequency~wave vector! of the surface MSW in-
creases.

This paper presents the results of a numerical simula
of quasisurface MSW modes propagating in a system of
magnetic channels arranged side by side. A stepwise c
figuration of a magnetization field directed tangentially to t
ferromagnetic film and perpendicularly to the channel ax
i.e., they axis ~Fig. 1!, was chosen as the channel-formin
model. Such a field differs from a field induced by real ma
netic systems4,6 in that, first, theHx component is equal to
zero and, second its distribution is not smooth. However,
calculations performed for the stepwise model and for a fi
induced by two rectangular magnetic-field sources like
ones used in Ref. 6 showed that the distribution of the w
modes in a transverse section of a channel and their dis
sion characteristics differ only slightly. Therefore, the ste
wise field model can apparently be used to analyze the g
eral laws governing the interaction of fairly broad chann
(w@h, where h is the thickness of the ferrite film!. This
model made it possible to separately study the influence
such parameters as the distanced between the channels an
the barrier heightG on the coupling between the channels

CALCULATION METHOD

As we know,7 the propagation of magnetic moment pr
cession waves is described fairly well by the magnetost
approximation of the system of Maxwell’s equation, whic
together with the equations of motion of the magnetic m
© 1998 American Institute of Physics
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ment, lead to an equation for the magnetic potentialC,
which determine the distribution of the alternating magne
field of an MSW in space:

div@m~x,z!gradC#50, ~1!

wherem(x,z) is the dynamic magnetic susceptibility tenso
in which both the jumps of the magnetic parameters of
ferromagnet on the ferrite–insulator boundary and the in
mogeneities created by the static magnetic fieldHz are taken
into account, while the anisotropic properties of the fer
magnetic medium and the exchange interaction are di
garded.

Despite the fact that, according to the model chosen,
static magnetic field within a channel is assumed to be u
form, with consideration of the boundary conditions t
problem contained in Eq.~1! is generally essentially two
dimensional and has inseparable variables. Its solution
sought numerically by a finite-difference method. A recta
gular contour, on which the potentialC is practically equal
to zero, at a fairly large distance from a wave channel w
selected. For this purpose, conditions of the ‘‘magnetic’’
‘‘electric’’ wall type were written. The region investigate
was covered by a rectangular mesh. Then the problem~1!,
represented on this mesh in integral form, was reduced to
problem of a quadratic matrix operator, which was solved
a computer. This method was described in greater deta
Refs. 3 and 4.

As a result of the calculations, we obtained the wa
numbers and distributions of the potentialC of the MSW
modes for various values of the frequencies and the par
eters d and G, i.e., strictly speaking, we investigated th
configuration and dispersion characteristics of the mo
propagating in a magnetic waveguide with the complex, tw
channel configuration of the internal field shown in Fig.

FIG. 1. Geometry of the structure investigated: a—arrangement of the
rite film 1 relative to the coordinate axes; b—distribution of thez compo-
nent of the magnetization field of two-channel~1! and one-channel~2!
waveguides;3–5—distribution ofC for the first, second, and third mode
respectively in thex50 cross section of a one-channel wavegui
(H5450 Oe, d51 mm, 4pM51857 Gs, f 53100 MHz, k1576 cm21,
k2594 cm21, andk35115 cm21!.
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rather than the coupling between the two channels. Howe
the data obtained make it possible to interpret them as
result of the interaction of modes of single channels.

NUMERICAL SIMULATION

As was noted above, the distribution of the wave pote
tial in a single waveguide with a static field of smooth co
figuration in its cross section was studied in Ref. 4. A qu
sisurface wave in a rectangular magnetic channel with sh
walls has a similar appearance. The distributions for the fi
three modes are presented in Fig. 1. On the surface of
ferrite film each mode has the form of a sinusoid, and som
what less than a whole number of half waves fit across
width of the channel. Outside the channelC decays
smoothly to zero. In the long-wavelength part of the sp
trum C extends far beyond the channel boundary; it ha
large value on the boundary and slowly decays outside
channel. In the short-wavelength frequency rangeC is virtu-
ally cut off at the channel boundary, and all the energy of
mode is concentrated within the channel.

Let us now consider what the models of a two-chan
rectangular waveguide represent. The configurations of
wave functionC in a transverse section of such a wavegu
are presented in Figs. 2 and 3. We can see how MSWs
have as the frequency increases in the example of the
two modes shown in Fig. 2. The first and second modes
the combined waveguide appear as if they are formed fr
the first modes of each single waveguide, which oscillate
phase or in antiphase, respectively.

In the lower part of the spectrum the functionC of a
single waveguide extends to a large distance, its sprea
toward the neighboring channel being promoted by the m
netized state of the intermediate layer. The two channels
teract very strongly, and the potentialC of the combined
channel has the form of a single function, which barely
sembles the original potentials~Figs. 2a and 2d!. If the bar-
rier G is lowered,C transforms into a mode of a singl
channel of width 2d2 .

As the frequency increases, the mutual penetration of
alternating magnetic fields between the channels gradu
decreases, the coupling between them weakens~Figs. 2b and
2e!, and we can now refer to the interaction of two separ
channels.

In the short-wavelength part of the spectrum the inter
tion ceases, the wave functions correspond to the sum o
functions of the individual waveguides, and the wave vect
of the first and second modes become equal. In orde
characterize the interaction between the channels in gre
detail and to trace its evolution as the parameters of the
tem vary, we introduce the quantityc, which is equal to the
maximum of the functionC of the first mode in the centra
cross section of the two-channel waveguide atz50. Since
the absolute maximum ofC is normalized to unity, the con
dition c<1 holds. In addition, as the coupling between t
channels increases,c varies from 0 to 1. We shall accord
ingly call c the coupling parameter.

Figure 3 shows the behavior of the coupling parametec
as a function of the wave vector and the distance between

r-
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channels. When the distance between the channels is s
the value ofc is close to unity at the beginning of the spe
trum and decays to zero as the wave vector increases. A
distanced rises,c decreases, the decrease inc being more
abrupt at short wavelengths than at long wavelengths.
presence of a hump on thec(k) curve in the central part o
the figure is noteworthy. Its existence will be explained b
low. In all other respects the behavior ofc can be understood
from the standpoint of the penetration of the long-range
ternating magnetic field. This dynamic field is similar to t
static field which exists, for example, in stripe domain stru
tures. The distance to which this laterally diverging fie
penetrates is determined by the thickness and width of
channel, as well as by the wavelength and number of
MSW mode. As the mode number or the wave vector
creases, this field is confined to an increasingly shorter

FIG. 2. Normalized distribution of the magnetic potentialC. First ~a, b, and
c! and second~d, e, and f! modes for 2900~a and d!, 3100 ~b and e!, and
3500 MHz ~c and f!. Wave numbers, cm21: a—17.3, b—72.8, c—263,
d—19.1, e—73, f—263.
all,
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e
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e
e
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tance. The same thing occurs as the width or thickness of
waveguide is diminished.

The dependence ofc on the heightG of the potential
barrier between the channels is presented in Fig. 4. Lowe
the barrier to values less than 5 Oe causesc to achieve val-
ues equal to unity in the low-frequency region. Strict
speaking, the wave function of the two-channel syst
ceases to ‘‘notice’’ the potential barrier and appears as
function of a single channel of the form shown in Fig. 1, b
of width 2(d1w). As the intermediate magnetic fieldH2G
between the channels decreases, the penetration of the
frequency magnetic field through the barrier is impeded, a
as follows from Fig. 4, the coupling between the chann
decreases. In addition, as in the preceding case, the dec
is more precipitous at short wavelengths than at long wa
lengths. A hump is also observed on thec(k) curve at small
wave vectors. Its presence~for assigned values ofd andG!
is attributed to the fact that, as was shown in Ref. 4,

FIG. 3. Variation of the coupling parameterc as a function of the wave
numberk and the half distanced between the channels.

FIG. 4. Variation of the coupling parameterc as a function of the wave
numberk and the normalized height of the potential barrierG/Gc , where
Gc5H22pM2AH(H14pM ) is the maximum height of the barrier a
which MSW modes still exist in the central region.
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penetration of a quasisurface wave propagating in a sin
channel beyond the channel boundary increases with
creasing frequency down to about the frequency at which
wavelength becomes comparable to the channel width, ra
than increasing without bound. At that frequency the wa
becomes a quasivolume wave in the sense that a sign rev
occurs in the dependence of the wave function onx ~across
the thickness of the film!. The effective width occupied by
the functionC begins to decrease. In a two-channel syst
this effect leads to a decrease in the coupling between c
nels at long wavelengths.

The parameterc for the second mode, which is dete
mined precisely as that for the first mode, is meaningle
sinceC is identically equal to zero in the cross section
z50. The behavior of the derivative]C/]z in this cross
section, which reflects the mutual influence of the chann
to some degree, could be traced, but identification of
quantity with a characteristic of the coupling between
channels is not so obvious as the parameter chosen fo
first mode. It would appear that energy characteristics
the energy flux densityP ~the Poynting vector! must be used
to determine the interchannel coupling; however, as
know,8 the integral ofP over a closed surface or over
surface intersected by the energy flux, for example,
y5const plane, rather than the flux itself, has physical me
ing. The integral ofP taken over thez50 plane is equal to
zero, since, according to the definition of a waveguide mo
there cannot be an energy flux in a direction perpendicula
its propagation. The description which was used for the fi
mode in terms of the coupling parameterc modes of single
channels, is likewise not suitable for the higher odd mode
a two-channel waveguide.

Let us consider, as an example, the fifth mode, wh
form for different frequencies is presented in Fig. 5. At sm
wave vectors the wave function~Fig. 5a! appears as the fifth
mode of a broad waveguide. It does not ‘‘feel’’ the potent
barrier because of the long-range action of the hi
frequency magnetic field specified by the wavelength of
MSW. This ‘‘insensitivity’’ of the form of the functionC
persists at higher values of the barrier heightG and over a
broader range of wave numbers than for the first mo
Then, as the frequency and the wave number increase
field penetration distance decreases, and it would appear
as in the case of the first mode, the interaction between
two channels should weaken. However, the compound wa
guide under consideration effectively splits into three ch
nels, which interact with one another virtually only at th
boundaries. In this case only the modes of these chan
whose wave numbers coincide at the particular freque
and whose overall form is topologically equivalent to t
form of the fifth mode of a single channel are excited~Fig.
5a!. To find these modes, we turn to Fig. 6. It presents d
persion curves calculated from the Damon–Eshb
formulas9 for such waves with a transverse component of
propagation vectorkz5pn/t, wheren is the mode numbe
and t is the channel width. According to this model, th
function C does not extend beyond the waveguide a
therefore, does not fully describe the modes of sin
waveguides. However, this model helps to qualitatively u
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derstand what occurs in the channels. As follows from Fig
the dispersion curves of the first mode of the central chan
and the second mode of the lateral channels intersect in
range of wave numbers 300– 350 cm21. A smooth transfor-
mation of the wave function from the form in Fig. 5a to th
form in Fig. 5b takes place in the multichannel system un
investigation. Then the third lateral mode intersects the fi
central mode in the vicinity of 620 cm21 in Fig. 6, and the
calculated function of the entire waveguide acquires the fo
shown in Fig. 5c. The disparity between the value of t
wave vector indicated and the value for which Fig. 5c w
constructed (472 cm21) is attributed to the difference be
tween the numerically calculated mode and the mode in
model used to construct Fig. 6~2.5 instead of 3 half waves
across the width of the lateral channels and a practic
homogeneous distribution instead of a half wave across
width of the central channel!. Furthermore, the dashed curv

FIG. 5. Normalized distribution of the magnetic potentialC of the fifth
mode. f , MHz: a—2900, b—3600, c—3672, d—3690, e—3800;k, cm21:
a—33.7, b—374, c—472, d—503, e—839.
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of the first mode of the central waveguide diverges from
third mode of the lateral channels, and restructuring ofC to
the form in Fig. 5d and ultimately to the form in Fig. 5e tak
place. As expected, two practically independent lateral ch
nels with the third mode in each are obtained as a result.
seen from such a simple model, for example, that the fi
mode, which is composed of the first lateral modes, and
third central mode cannot exist in this waveguide geome
The behavior of other modes of this waveguide can be a
lyzed in a similar manner.

In conclusion, let us consider how the dispersion ch
acteristics of the MSW modes of the waveguide struct
appear and how they vary as a function of the distance
tween the channels. Figure 7 illustrates the case in which

FIG. 6. Fragments of the dispersion curves of the first three modes of s
waveguides with rigid walls. Solid lines—lateral channels of wid
w51 mm, dashed lines—central channel of widthw52 mm. For each
channel the mode numbers increase from left to right.H5450 Oe,
G58 Oe.

FIG. 7. Dispersion curves of the two-channel structure for various value
the interchannel distance 2d ~computer simulation!. w50.1 mm; solid
curves: 1,2—first mode ~d50.002, 0.01 mm, respectively!; 3,4—second
mode ~d50.03, 0.01 mm, respectively!. The numbering of the dashe
curves corresponds to the numbers of the modes of a single wavegui
width 2w, and the numbering of the dotted curves corresponds to a w
guide of widthw.
e
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field H2G in the central part is equal to zero. The figu
shows how the dispersion curves vary asd varies from 0 to
` in the case of the first and second modes. Only the limit
cases have been left for the modes from the third to the si
Whend50, there is one waveguide of double width inste
of the two-channel waveguide. The dispersion curves of
modes for this situation are indicated by the dashed lin
The other extreme configuration of dispersion curves co
sponds to the case of noninteracting channels, i.e.,d5` ~the
dotted lines!. As the distance between the channels increa
the curves move in the direction of the horizontal arrow
The area of the graph is divided into regions, within whi
the dispersion curves of a symmetric~odd! mode and the
next antisymmetric~even! mode move toward one anothe
i.e., asd is increased at an assigned frequency, the w
numbers of the odd modes increase, while the wave num
of the even modes decrease. In the limitd5` these modes
degenerate into single modes of channels that are
coupled to one another with a mode number equal to hal
the number of the original even mode~curves consisting of
points!. The regions on the graph not marked by horizon
arrows remain ‘‘unused.’’ Ask→` all the curves asymptoti-
cally tend to the upper limit for the existence of surfa
MSWs,9 but the rate of ascent of the characteristics is slow
the higher is the mode number.

CONCLUSIONS

Thus, the modes of quasisurface MSWs propagating
system consisting of two or three interacting channels h
been investigated in the present work. It has been shown
the interaction between the channels is manifested dif
ently, depending on the wavelength. In the long-wavelen
region the interaction between channels has a distribu
character, since the dipolar magnetic field determining th
interaction has a long-range effect in this part of the sp
trum. The magnetized region of the ferrite film between t
channels behaves both as a conductor of the alternating
and as a medium with eigenmodes. When the difference
tween the magnetization of the central region and the lat
regions is reduced to a certain threshold, a mode of a sin
broad waveguide, which does not ‘‘notice’’ the boundari
between the channels, is established. In the short-wavele
region the high-frequency field penetrates to only a sh
distance beyond the channel boundary, and, therefore,
interaction between the channels takes place as if it occu
their boundary. The presence of a magnetized region in
gap between the channels can lead to the excitation of M
eigenmodes in it, which transforms the waveguide into
three-channel structure, and, from the standpoint of the
fluence of the lateral wave channels on one another,
creases their coupling constant. The wave functions of
MSW modes then acquire very grotesque forms. The disp
sion curves of the MSW modes of a two-channel wavegu
lie in zones bounded by the dispersion curves of the co
sponding modes of a one-channel waveguide of dou
width. As the gap between the channelsd increases, the dis
persion curves of the odd modes shift toward shorter wa
lengths, and those of the even modes shift toward lon
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wavelengths; in the limit they undergo pairwise mergin
signifying the degeneracy of the corresponding symme
and antisymmetric modes.
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INTRODUCTION

The synthesis of electron-optical systems which
equately meet specified requirements is practically unach
able without a stage involving preliminary numerical sim
lation and analysis, since the latter permits the considera
of scores of variants of an electron-optical system des
within a realistic time frame without resorting to the co
struction of experimental models, significantly expands
boundaries of the region where it is possible to search for
optimum design of an electron-optical system, permits eva
ation of the parameters of electron-optical systems wh
measurement is either tedious or impossible with the
quired accuracy, etc.

The mathematical simulation of an electron-optical s
tem can be regarded as a set of several problems, w
numerical solution represents a computational model of
initial electron-optical system. The most difficult problem
solve numerically is the calculation of the electromagne
field created by the electrodes of an electron-optical syst
The field of an electron-optical system~or, more precisely, of
the physical model of an electron-optical system! satisfies a
certain linear boundary-value problem with a set of bound
points that form a surfaceS. It is known1 that this boundary-
value problem can be represented in the form of a bound
integral equation on the surfaceS, the numerical solution of
which ultimately permits the determination of approxima
values of the field in the working region of the electro
optical system. The employment of such boundary integ
equations has turned out to be one of the most effec
methods for the numerical simulation of electron-optical s
tems.

At the same time, if the surfaceS has a complicated
configuration and large relative dimensions and is multi
connected, discretization of the corresponding bound
equation leads to a mesh problem with a densely filled m
trix of large order~several thousand or higher!. The numeri-
cal solution of such a mesh problem by direct or iterat
methods is associated with numerical instability and requ
great machine resources. Therefore, the list of bound
value problems that are subject to numerical analysis is c
fined mainly to problems with cylindrical or axial symmetr
under which the boundary integral equation is written fo
certain contour, or problems with a singly connected bou
ary surfaceS of canonical form and small relative dimen
2221063-7842/98/43(2)/7/$15.00
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sions. The latter is responsible for the short list of types
electron-optical systems which can be numerically simula
on the basis of known numerical methods.

One of the methods for expanding the region of appli
tion of boundary integral equations to the numerical solut
of boundary-value problems is to utilize the finite symme
groups of the boundary surface. This method is implemen
most simply for finite Abelian groups,2–5 since character
theory can be employed directly in this case. In the case
boundary-value problems with a non-Abelian symme
group,6,7 the basis for constructing computation schemes
noncommutative harmonic analysis in finite groups. In ad
tion, a definite class of boundary-value problems can be r
resented in the form of two problems, one of which has
boundary surface with a finite symmetry group, while t
other allows an effective numerical solution.4,8,9The symme-
try of the individual components of the boundary surfaceS
can also be taken into account in developing econom
computational algorithms on the basis of the combined e
ployment of the methods of Refs. 2–9 and the iterative me
ods of Ref. 10. As the numerical experiments in Refs. 2–
show, the utilization of finite groups permits the numeric
analysis of essentially three-dimensional problems, and
corresponding computational algorithms are tens to hund
of times more economical and significantly more stable
implement than the algorithms ordinarily used. The appro
described in Refs. 2–10 is also effective for the numeri
analysis and synthesis of electron-optical systems of c
plex structure11 consisting of tens of electrodes of differe
configuration.

MATHEMATICAL SIMULATION OF ELECTRON-OPTICAL
SYSTEMS

Let us assume that the initial electron-optical system c
responds to the following physical model. The electrosta
field of the electron-optical system is determined only by
system ofN infinitely thin, ideally conducting electrode
$Si%, which form a multiply connected surface:

S5 ø
i 51

N

Si , SiùSj50 ~ iÞ j !. ~1!

Each electrodeSiP$Si% is supplied with either a known
potentialw i

0 or a known charges i
0 , or a given electrode is

immersed in the external field of the remaining electrod
© 1998 American Institute of Physics
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Then, if E5$Ei% ( i 51,2,3) is the electric-field vector
E(x)52¹w(x)→Ei(x)52]w(x)/]xi , where x5$xi% is
the set of Cartesian coordinates in the three-dimensional
clidean spaceV3 , and w(x) is the potential of the fieldE
which satisfies the Poisson equation

D3w~x!524pm~x!,

D3[]2/]x1
21]2/]x2

21]2/]x3
2 . ~2!

Here m(x) is the bulk charge density, which can be
singular generalized function in the general case. The s
tion of Eq. ~1! with known conditions onm(x) has the form

w~x!5w0~x!1@D3
21#m~x!,

@D3
21#m~x!5E m~x~1!!

ux2x~1!u
d3x~1!, ~3!

wherew0(x) is a certain solution of the equationD3w(x)50,
d3x is a Euclidean volume element of the space, a
ux2x(1)u is the Euclidean distance between the pointsx and
x(1).

In the case of the problem of the scattering of a poten
field on the screenS, the functionw0(x) is interpreted as the
potential of the initial field, andw1(x)5@D3

21#m(x) is inter-
preted as the potential of the scattered field. H
m(x)5r(x)d(S), whered(S) is a Dirac delta function with
a carrier on the surfaceS, and r(x) is the surface charge
density induced by the external field on the screenS. SinceS
is the multiply connected surface~1!, i.e., the screen sough
is formed by a system ofN electrodes, we have

w~x!5w0~x!1(
i 51

N

$@D3
21#m i~x!%,

m i~x!5r i~x!d~Si ! ~ i 51, . . . ,N!. ~4!

The functionw1(x) can be calculated, if ther i(x) are
defined. For their part, ther i(x) can be determined by uti
lizing relations~3! and ~4! and the conditions12

w~x!5Ci , xPSi ,

E r i~x!d~Si !d
3x5s i

~0! ~ i 51, . . . ,N!, ~5!

whereCi is, in the general case, an unknown constant wh
determines the value of the potential at the pointSi on the
screen, ands i

(0) is the assigned value of the surface charge
the same point.

In fact, introducing the functionw i(x)5xSi
(x)w(x) and

w i
(0)5xSi

(x)w0(x), wherexSi
(x) is the characteristic func

tion of the set of the surface pointsSi , relation ~3! can be
represented in the form

w i~x!5w i
~0!~x!1xSi

~x!(
j 51

N

$@D3
21#m j~x!%,

and to determiner i(x) we write the system of integral equa
tions

(
j 51

N

Ai j r j5Ci2w i
~0! ,
u-

u-

d

l

e

h

t

Ai j C~x!5E d~Sj !C~x~1!!

ux2x~1!u
d3x~1!, xPSi . ~6!

The system of equations~6!, supplemented by condition
~5!, is closed. The numerical methods for solving Eqs.~6! for
a smooth boundary surfaceS of simple structure are wel
known. At the same time, in the case of a multiply connec
surfaceS of complicated configuration, which arises in th
analysis and synthesis of electron-optical systems, the us
even the simplest type of approximation, viz., the piecew
constant approximation followed by employment of a high
economical collocation method, leads to the need to num
cally solve systems of linear algebraic equations of high
der with densely filled matrices. Because of the incorrectn
of the initial equation, the latter leads to numerical instab
ity, whose suppression requires additional regularizing p
cedures. As extensive practical experience in the numer
solution of mesh problems which approximate~6! has
shown, when the discretization order is high, the kno
regularizing procedures are ineffective and require large
penditures of machine resources. Stable algorithms for
numerical solution of these mesh problems, which are ba
on the methods in Refs. 2–11, are presented below.

Thus, the solution of equations~6! with the additional
conditions~5!, according to~2!, permits the determination o
approximate values ofw(x) and E(x) at any point in the
Euclidean space, including points in the working region
an electron-optical system. The latter, in turn, enables u
move on to consideration of the properties of the image c
ated by the instrument. The properties of this image will
studied under the assumption of the absence of noise in
signal, the instrument, and the receiver.

The most complete information on the properties of t
image created by an instrument is provided by the instrum
tal function S(x,y), which describes the distribution of th
illuminance in the image of a point source.13 For example, in
emission systemsS(x,y) describes the scattering of electro
emitted by a point emitter on a screen. Various physi
characteristics of electron-optical systems, including the o
dimensional instrumental function, the frequency–contr
characteristic, etc., can easily be calculated fromS(x,y). In
addition, if w(s,p) is the input signal, andf (x,y) is the
output signal~the signal actually detected!, then

E
2`

`

S~x2s,y2p!w~s,p!dsdp5 f ~x,y!.

The relation enables us to study fairly general proper
of an image, for example, to consider the question of rec
structing the input signalw(s,p) in accordance with the ex
perimental possibility of measuring the output signalf (x,y)
etc.

The problem of determining the instrumental functio
S(x,y) in emission instruments reduces to a calculation
the electron trajectories. The motion of a particle with a m
m and a chargee in an electrostatic field is specified by th
equation

d

dt S m
dr

dt
~x,t ! D52e¹w~x!, ~7!
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wherer is the radius vector of the particle andt is the time of
flight.

The initial conditions for the escape of a particle a
known, if the distribution functions of the initial velocities o
the electrons emitted from a point with respect to their m
nitude and direction are assigned. These distribution fu
tions, in turn, are individual characteristics of the catho
and are usually determined experimentally.

The Cauchy problem for the ordinary differential equ
tion ~7! with known right-hand sides is solved numerica
by standard procedures, such as the Runge–Kutta me
the Adams method, etc. On the other hand, if the solution
the boundary integral equation~6! with the additional condi-
tions ~5! has been obtained, the calculation of the right-ha
side of ~7! at an assigned point in the Euclidean spa
xPV3 /S reduces to ordinary numerical integration:

¹w~x!5¹w0~x!1E r~x1!¹S 1

ux2x1u Dd3x~1!,

x1PS, xPV3 /S. ~8!

At the same time, the algorithm described here for fin
ing the trajectories of charged particles in the electrost
field of an instrument of complex configuration is effecti
only for a small number of trajectories~several hundred! and
is generally used in preliminary calculations to estimate
efficacy of the initial model. The analysis and synthesis
electron-optical systems calls for the determination of s
characteristics as the instrumental function, the optimal
cusing surface, the resolution and magnification factor on
screen, the time of flight of electrons, the sensitivity to
vergence, etc. to sufficient accuracy, which requires the
culation of about several thousand charged-particle traje
ries. In this case the calculation of the right-hand sides of~7!
on the basis of~8! leads to unjustifiably large expenditures
machine resources.

One of the possible ways to reduce the expenditure
machine resources for calculating the charged-particle tra
tories is as follows. An auxiliary three-dimensional mesh
introduced in the region of flight of the charged particl
determined during the preliminary calculations of~7! and
~8!. The points of the cells of this mesh are located at
vertices of hexahedrons, whose bases are rectangles th
parallel to an assigned plane. The potentialw(x) is calcu-
lated on the basis of the numerical integration of relations~2!
only at the mesh points. Within the cells of the mesh,
potentialw(x) at the pointx(x1 ,x2 ,x3) is approximated in
the form

w~x!5a1bx11cx21dx31ex1x21 f x2x31gx1x3

1hx1x2x3 ,

and the field strengthE(x)52¹w(x) is, accordingly,

Ex1
~x!52b2ex22hx2x3 ,

Ex2
~x!52c2ex12hx1x3 ,

Ex3
~x!52d2 f x22hx1x2 .
-
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Since the cells of the three-dimensional mesh have r
tively large dimensions, the reduction of the expenditures
machine resources for calculating the charged-particle tra
tories by the method described can reach a factor of sev
tens without a significant loss of accuracy in the calculatio

Thus, the methods of mathematical simulation and
algorithms described in this section permit the analysis
synthesis of electron-optical systems of complex struct
provided a numerical solution of Eqs.~6! with the additional
conditions~5! is obtained to sufficient accuracy.

FINITE GROUPS IN THE NUMERICAL ANALYSIS OF
BOUNDARY INTEGRAL EQUATIONS

To simplify the further presentation, we shall assum
that the surfaceS formed by the system of electrodes in th
initial model of an electron-optical system is the set
boundary points of the first, second, or third boundary-va
problem for the Laplace equation

Du~x!50, xPV3 /S, lu~x!5 f ~x!, xPS, ~9!

wherel is the boundary operator defined by one of the re
tions of the form

lu~x!5u~x!, lu~x!5
]u~x!

]n
,

lu~x!5
]u~x!

]n
1au~x!, a5const, xPS.

Also, let

Ar5w, @Au#~x!5E A~x,x1!u~x1!dm~x1!,

x,x1PS, ~10!

wheredm(x) is the narrowing of the Euclidean volume el
ment on the surfaceS, be the boundary integral equation o
the boundary-value problem~9!. In this case the symmetry o
the boundary-value problem~9! and the integral equation
~10! follows directly from the symmetry of the boundar
surface. More specifically, if$tk% (k51,2, . . . ,N) is a finite
group of symmetry transformations of the surfaceS, i.e., if
the surfaceS allows a division of the form

S5 ø
i 51

N

Si , SiùSj50, iÞ j ,

t iSi5S1 , i 51,2, . . . ,N,→S5 ø
i 51

N

t i
21S1 ~11!

into the congruent components$Si% ( i 51,2, . . . ,N) relative
to the group$t i% ( i 51,2, . . . ,N), then the operatorsD3 andl
of the boundary-value problem~9! and, therefore, the bound
ary integral equation~10! are invariant with respect to th
transformations of the group$Ti% ( i 51,2, . . . ,N),

Tk
21D3Tk5D3 , Tk

21lTk5 l→Tk
21ATk5A,

Tku~x!5u~tk
21x!vtkP$tk% ~k51,2, . . . ,N!, ~12!

which constitute a representation of the group$tk% in terms
of the unitary shift operators acting in a space of functio
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defined in the entire Euclidian space or in a space of fu
tions defined on the surfaceS. Furthermore, if we introduce
the space of vector functions$xSi

C(x)% ( i 51,2, . . . ,N),
wherexPS @xSi

is the characteristic function of the set
surface pointsSi corresponding to the division ofS into con-
gruent components~11!#, on the surfaceS, the representation
of the group$t i% will be assigned by the operator matric
Ti8 ( i 51,2, . . . ,N):

Tk8C i~x!5(
i 51

N

Pji
~k!TkC i~x!5(

i 51

N

Pji
~k!C i~tk

21x!, ~13!

where$P(k)% is a regular representation of the group$tk% in
terms of permutation matrices.

The integral equation~10! of the boundary-value prob
lem ~9! in the space of vector functions, in turn, has the fo

(
j 51

N

Ai j r j~x!5w i~x!, xPSi ~ i 51,2, . . . ,N!. ~14!

By virtue of ~12!–~14! we can write

~Ti8!21iAi j i i , j 51
N ~Ti8!5iAi j i i , j 51

N .

The latter, in turn, means that system of integral eq
tions ~14! can be brought into a diagonal form in the case
an Abelian symmetry group of finite order. In fact, let$t i%
( i 51,2, . . . ,N) be an Abelian group with the symmetr
tkt j5t jtk (k, j 51,2, . . . ,N). We go from the basis$r i(x)%,
xPS to the basis $r i8(x)%, xPS1 , r i8(x)5r i(t i

21x)
( i 51,2, . . . ,N), in which the representation$Tk8% of $tk%
transforms by virtue of~13! into a regular representation i
terms of the permutation matrices$P(k)% (k51,2, . . . ,N),
and the matrixiAi j i of the system of integral equations~14!
transforms into the matrixiAi j8 i of the form

iAi j i→iAi j8 i i , j 51
N 5 (

k51

N

A1kTk
21iPi j

~k!i i , j 51
N

5 (
k51

N

TkA1k@ iPi j
~k!i i , j 51

N #21.

Now, if iFi j i i , j 51
N is the Fourier transformation matri

corresponding to the character table of the irreducible re
sentations of the group$tk% (k51,2, . . . ,N), then in the basis

r̄ i8~x!5(
j 51

N

Fi j r j8~x! ~ i 51,2, . . . ,N!

the matrix iAi j8 i acquires a diagonal form. The system
equations~14! then transforms into uncoupled equations
one of the congruent components ofS

Ai r̄ i8~x!5C̄ i8~x!, xPS1 ~ i 51,2, . . . ,N!, ~15!

where
Ai5Āii8 5(k,m

N FikAkm8 F̂mi5( j 51
N A1 j F̄ i j 5( j 51

N Aj 1Fi j ,
iF̂ i j i i , j 51

N is the inverse Fourier transformation matrix, a
the bar denotes complex conjugation.

For its part, the diagonalization of the system of equ
tions ~14!, on the one hand, renders the process of finding
approximate solution of the boundary integral equation~10!
-

-
f

e-

-
n

on the computational level more stable and, on the ot
hand, permits a reduction of the amount of required rand
access memory by a factor ofN and a reduction of the ex
penditure of processor time by a factor ofN2 in comparison
to the direct numerical solution of~10!. The case of non-
Abelian symmetry groups was described in Refs. 6 and

Nevertheless, the surfaceS does not always have a ce
tain symmetry. In that case a reduction method can be
lized.

Let us consider the boundary-value problem~9!, whose
set of boundary points form the surfaceS̄, which does not
have a symmetry group or has a symmetry group of l
order. We assume the existence of a surfaceS with a sym-
metry group$tk% (k51,2, . . . ,N) of a finite orderN and
which is such thatS̄PS. Next, let the boundary operato
l (S̄): lu(x)5 f (x), xPS̄ of the initial boundary-value prob
lem of type ~9! with the boundaryS̄ be capable of being
continued onto the surfaceS: l (S̄)→ l (S) in such a manner
that Tk

21l (S)Tk5 l (S). We note that these two condition
can easily be satisfied in most cases. For example, the
face S̄ with the boundary operatorl (S̄) appropriately as-
signed on it can undergo mirror reflection relative to a c
tain plane, etc. At the same time, under these two conditi
the reduction method considered here, which is confined
representing the initial boundary-value problem in the fo
of two problems, one of which is a problem with a fini
symmetry group, while the other allows a fairly simple sol
tion, will be effective in a numerical procedure only whe
the area ofS̄ is greater than that ofS/S̄. In fact, if the as-
sumptions indicated above hold, then we can pass from
initial boundary-value problem~9! with the boundary surface
S̄ to a treatment of~9! with S, provided that the values o
f (x): lu(x)5 f (x), xPS for xPS/S̄ are unknown. This
problem corresponds to the integral equation~10! with the
additional conditionr(x)50, xPS/S̄. In this case Eq.~10!
can be represented in the form of a system of integral eq
tions ~14!, which can be reduced, in turn, to the uncoupl
form ~15!. At the same time, in this case the right hand sid

$w̄ i8% ( i 51,2, . . . ,N) in the expressions~15! are not defined
for all xPS1 , since the values off (x) for xPS/S̄ are un-
known. To determine the unknown values of the$w̄ i8%, we
use the conditionr(x)50, xPS/S̄. As a result, we have

2(
i 51

N

F̂kir̄ i
0~x!5 (

nPK
(
i 51

N

F̂kiFinAi
21wn8~x!,

xPS1ùtk~S/S̄!, n,kPK, ~16!

whereK is a subset of the set of integersk51,2, . . . ,N which
is such thatS1ùtk(S/S̄)Þ0, and$r̄ i

0(x)% is the solution of
Eqs.~15! with the condition thatf (x)50 for xPS/S̄. There-
fore, the initial boundary-value problem with the bounda
surfaceS̄ is reduced toN independent integral equations~15!
and system of equations~16!. The latter, in turn, means tha
the reduction method considered here will have the sa
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advantages in a numerical procedure as the approach
scribed above for problems with symmetry provided the a
of S/S̄ is smaller than that ofS̄.

SIMULATION OF INDIVIDUAL CASCADES OF ELECTRON-
OPTICAL SYSTEMS

Let us examine the possibilities of the method describ
in the preceding section in greater detail in the case of
simulation of concrete electron-optical systems or individ
cascades of electron-optical systems. Let the surfacS
formed either by all or by some of the electrodes of
electron-optical system be described by the fourth Kl
symmetry group $t i% ( i 51,2,3,4): S5S11t2

21S1

1t3
21S11t4

21S1 , where S1 is one of the four congruen
components of the surfaceS. It is known that there are thre
symmetry point groups that are isomorphous to the fou
Klein group: theC2h group with the elementse ~the identity
transformation!, C2 ~rotation byp!, sh ~mirror reflection in
the plane orthogonal to the rotation axis!, and I ~inversion!;
theC2v group with the elementse, C2 , sv , andsv8 , where
sv andsv8 denote mirror reflection relative to planes pass
through the rotation axis; and theD2 group with the elements
e, Cz , Cy , andCx , whereCz , Cy , andCx are rotations by
p relative to the orthogonal axes. These symmetry gro
are often used to describe cascades of divergent syst
diaphragms, etc. In this case the system of four bound
integral equations~14! can be brought into the form14

@A11A21A31A4#r̄15w̄1 ,

@A11A22A32A4#r̄35w̄3 ,

@A12A22A31A4#r̄25w̄2 ,

@A12A21A32A4#r̄45w̄4 ,

where

A15A11, A25A12T2 , A35A13T3 , A45A14T4 ,

r̄15r11T2r21T3r31T4r4 ,

r̄25r12T2r22T3r31T4r4 ,

r̄35r11T2r22T3r32T4r4 ,

r̄35r12T2r21T3r32T4r4 ,

w̄15w11T2w21T3w31T4w4 ,

w̄25w12T2w22T3w31T4w4 ,

w̄35w11T2w22T3w32T4w4 ,

w̄45w12T2w21T3w32T4w4 .

For example, in the case of theC2h group, the corre-
sponding shift operators have the formTiu(x)5u(t i

21x),
wheret15e, t25C2 , t35sh , andt45I . Thus, when we
go over to the mesh problem, consideration of the symm
of the boundary operator in this case permits fourfold red
tion of the size of the matrices being inverted with main
nance of the order of the approximation. The latter, in tu
de-
a

d
e
l

n

h

s
s,

ry

ry
-

-
,

renders the algorithms for finding the approximate solut
more stable and reduces the expenditures of machine
sources by a factor of;16.

Figure 1 presents a pair of diverging plates, each
which consists of three rectangular sections oriented at
signed angles relative to one another. Such systems are
encountered in electron-optical systems of various typ
Figure 2 presents plots of the distribution of the density
electrostatic charge for the case where the potential~in volts!
w152 is supplied to one plate, whilew251 is supplied to
the other. The order of the mesh problem is then equa
800, i.e., regardless of the symmetry of the initial problem
densely filled matrix of dimension 8003800 must be in-
verted.

Now let the surfaceS be described by the cyclic sym
metry group Cn$e,t, . . . ,tn21% of order N:
S5S11tn21S11tS1 , whereS1 is one of theN congruent
components ofS, andt denotes rotation by 2p/N. If N is

FIG. 1.

FIG. 2.
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even, this group is isomorphous toSn$e,s, . . . ,sn21%,
wheres is a symmetry transformation of a Euclidean spa
corresponding to rotation by 2p/N and reflection in a plane
that is orthogonal to the rotation axis. Surfaces of revolut
are described, for example, by theC` symmetry group and
therefore, by theCn group for anyn. Regularn-hedrons and
the like are also described by theCn symmetry group. In this
case a system ofN boundary integral equations~14! is
brought into form~15!, where, accordingly,

Ai5(
j 51

N

A1 j8 «N2~ j 21!~ i 21! ~ i 51,2, . . . ,N!.

Here «5exp(2pI/N), I is the unit imaginary number, an
I 251. For the operatorsA1 j8 we have A1 j8 5A1 jT

N2 j 11

FIG. 3.

FIG. 4.
e

n( j 51,2, . . . ,N), where T is a shift operator
@Tu(x)5u(t21x) and, accordingly,
TN21 j 11u(x)5u(t j 21x) ( j 51,2, . . . ,N)#, and iAi j i i , j 51

N is
the operator matrix of the initial system of integral equatio
on the surfaceS.

Furthermore, if the initial surface does not have a sy
metry group, but admits supplementation to a surfaceS with
a Klein symmetry group or with the cyclic symmetry grou
Cn within the reduction method, the solution of the initi
problem reduces to the solution of the independent equat
presented above and to Eqs.~16!, where the setK is specified

FIG. 5.

FIG. 6.
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by the form of the initial surfaceS̄ and the surfaceS with a
symmetry group.

Figure 3 presents the form of a diaphragmS̄ having a
Klein symmetry group. At the same time, at the compu
tional level it is significantly more economical to treat it as
surfaceS̄ which admits supplementation to a surface of rev
lution S5S̄øS1øS2 with the C` symmetry group. Figures
4, 5, and 6 present the distribution of the charge density
the diaphragm~more precisely, ofS, since the density equal
zero onS1 and S2! obtained on the basis of the reductio
method. More specifically, Fig. 4 presents the distribution
the charge density on the nearby bottom of the diaphra
Fig. 6 presents the distribution on the distant bottom, a
Fig. 5 presents the distribution of the charge density on
cylindrical surface. An approximate solution was obtain
for an order of discretization of the initial boundary equati
M53000.

Fairly simple electron-optical systems, which can
simulated on the basis of the methods in the preceding
tion, usually have a finite symmetry group or admit supp
mentation to a surface with symmetry within the reducti
method. In the case of electron-optical systems of comp
configuration it is usually only individual structural units th
have such symmetry.
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Dynamics of the tunneling contact in a tunneling microscope during a pulsed increase
in the voltage between the tip and sample

I. A. Dorofeev, V. Ya. Kosyev, and A. A. Petrukhin

Institute of Physics of Microstructures, Russian Academy of Sciences, 603600 Nizhni� Novgorod, Russia
~Submitted August 8, 1996!
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The current flow regime between the tip and the sample during the supply of voltage pulses of
various duration, amplitude, shape, and polarity is investigated experimentally. Solid
silver and films of other materials of nanometer thickness are employed as samples. It is shown
that the tunneling gap decreases as the voltage across the tunneling contact increases due
to deformation of the tip and the sample until they come into mechanical contact. The resistance
of the contact is measured for various samples. Various mechanisms of deformation of the
tip and the sample are considered. It is concluded on the basis of estimates that solid metals are
deformed mainly as a result of thermal expansion. Experimental current–voltage
characteristics are compared with theoretical plots for the case of field emission. ©1998
American Institute of Physics.@S1063-7842~98!01802-9#
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INTRODUCTION

The investigation of a solid surface by means of a sc
ning tunneling microscope~STM! calls not only for obtain-
ing the image of the surface in various scanning regimes,
also for analyzing it by tunneling-spectroscopic methods
this case abundant information is provided by the curre
voltage characteristics of the tunneling contact of the mic
scope. The sweep of the voltage across the contact sh
clearly be limited to values which do not lead to catastrop
changes in the properties of the surface, unless such cha
are the investigator’s goal. The value of the limiting volta
corresponding to the appearance of local changes on an
image depends mainly on the properties of the sample m
rial and the distance between the tip and the surface, whic
assigned by the tunneling currentI t and the tunneling voltage
Ut . It should be expected that under the conditioneU>f,
wheree, U, andf are, respectively, the electron charge, t
voltage applied to the tunneling contact, and the work fu
tion, the dependence of the current on the voltage betw
the STM electrodes should acquire a field-emission fo
This is possible, because the electric field between the
croscope electrodes reaches values of up toE5108 V/cm at
such voltages. The high density of the field-emission curr
corresponding to such fields can be a cause of heating
destruction of both the tunneling microscope tip and the s
face being investigated. The electric field produced upon
increase in the voltage across the gap and also the fluc
tional electromagnetic field of the heated substance give
to a ponderomotive interaction in the tunneling conta
which can lead to deformation of the electrode surfaces
induce diffusion processes both on the surface and in
bulk of the material. This set of diverse factors ultimate
leads to local alteration of the properties of the sample s
face under the STM tip, as has been reported in nume
publications, which were reviewed in Refs. 1–3. Vario
physical mechanisms have been proposed to account fo
2291063-7842/98/43(2)/6/$15.00
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local modification of the surface of a solid, generally on t
basis of calculations of the electric field strength and
surface temperature of the tip and the sample.4,6 Knowledge
of the current flowing in the regime selected is needed in
case. The current flow regime clearly depends on the de
features of the electrical circuit of the microscope, the re
tive arrangement of the tip and the sample, the specific pr
erties of the tip and sample materials, and the shape, am
tude, and duration of the voltage supplied to the tunnel
gap. Local influences can be applied to the sample sur
when the microscope feedback loop is closed or open; th
fore, the character of the current flow is also determined
the dynamics of the changes in the geometric relief a
physical properties of the surface. This paper presents
results of an experimental investigation of the dependenc
the current flowing between an STM tip and a sample
applied voltages of various amplitude, duration, shape,
polarity.

EXPERIMENTAL CONDITIONS

The experimental setup is presented in Fig. 1. Pu
shaper1 included a square pulse generator, which permit
variation of the pulse duration in the range 102521 s and of
the amplitude up to 10 V with high accuracy, and an in
grating circuit with a time constant equal to 1025 s for
smoothing the steep edges of the pulses from the gener
The experiments with large loads were carried out using
additional power amplifier, whose output pulse was suppl
to tunneling gap2 of the STM. A special scheme based on
sliding temporal integrator, which produces a linearly i
creasing voltage from 0 to 10 V on the tunneling gap, w
used to create pulses of triangular shape, the sweep
being regulable in the range from 1024 to 10 s. The current
flowing was determined using an oscillograph from the s
nal from the load resistanceRload. The measurements wer
performed in the following manner. The STM tip was pos
© 1998 American Institute of Physics
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tioned at a definite distance from the sample surface w
assignedUt andI t , whereupon the feedback circuit was br
ken with simultaneous recording of the voltage on theZ
motor of the microscope and switching of relay3 from the
input of STM preamplifier4 to the load resistance. Depen
ing on its level, the signal fromRload was fed either directly
to the input of the storage oscillograph or through an am
fier with a 60 kHz transmission band.

The samples used were solid silver, a chromium film
thickness 500 Å deposited on a polished silicon substr
and a three-layer carbon-nickel-carbon structure with la
thicknesses equal to 25, 30, and 25 Å, respectively, wh
was also on a silicon substrate. The films were deposited
laser sputtering in a vacuum, as was done in Ref. 7. Tung
wire tips, which were fabricated by the standard method
electrochemical etching in a potassium hydroxide soluti
were used in the work. The experiments were carried ou
air at atmospheric pressure under ordinary laboratory co
tions.

EXPERIMENTAL RESULTS

The current flowing depends on the voltage supplied,
resistance of the tunneling gap, and the load resistance.
conductance of the tunneling gap increases with increa
voltage at a fixed distance between the microscope e
trodes, i.e., is a variable. For the values selectedUt50.1 V
and I t51 nA, the initial resistance of the tunneling conta
Rt is of the order of 108 V. Figure 2 presents the depe
dence of the amplitude of the signalU load from the load
resistanceRload during a voltage pulse with a duration o
1023 s and an amplitude of 10 V on the load resistan

FIG. 1. Experimental setup.

FIG. 2. Dependence of the amplitude of the signal from the load resist
on the value of the latter.
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Curve1 in this figure corresponds to a short-circuited cont
between the electrodes, curve2 was obtained for the chro
mium film, and curve3 was obtained for the three-laye
carbon-nickel structure with an initial distance between
electrodes corresponding toUt50.1 V andI t51 nA. As we
see, there is a certain characteristic resistanceR* , which
specifies the discontinuity on the curves. All of the volta
clearly falls on the tunneling contact whenRload,R* , and
the converse is true whenRload.R* . Apparently,R* is the
resistance of the tip-sample contact at the end of the pu
For the chromium film we haveR* '420 V, and for the
three-layer structureR* '2000V. Thus, the resistance o
the gap varies by 5–6 orders of magnitude during a pu
We note that the character of the curves and the value ofR*
did not vary when pulses of any duration in the ran
102521 s were used.

The real electrical circuit of the preamplifier of the tu
neling microscope used to perform the experiments on
modification of multilayer structures in Refs. 7 and 8 is su
that the equivalent resistanceRload5106 V. The current–
voltage characteristic of the tunneling contact formed by
tungsten tip and the three-layer structure forUt50.1 V and
I t51 nA was recorded with such a value for the load res
tance. Figure 3 presents the dependence of the current o
amplitude of the voltage pulse with a duration of 1023 s
supplied to the tunneling contact. Each time the measu
ment was performed after the microscope tip was positio
over a new portion of the surface of the multilayer structu
The statistical spread of the values indicated in the fig
corresponds to falling in this range with a 96% probabili
As follows from our measurements, at typical voltage pu
amplitudes, at which local modification of the multilaye
metal–carbon structure occurs, the maximum current d
not exceed 1025 A with the load indicated. Of course, th
value of the maximum current increases with decreas
Rload as long asRload.R* . In the experiments with solid
silver and Rload,10 V spot welding was presumably ob
served in some cases, since a mechanical contact betwee
tip and the sample, which could be broken with difficulty b
the piezoelectric micropositioners, could be detected afte
voltage pulse was supplied and the feedback loop was
stored.

ce

FIG. 3. Dependence of the maximum currentI flowing through the tunnel-
ing gap on the amplitude of the voltage pulseU. Points—experimental
values, dashed line—calculation based on the Fowler–Nordheim formu
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A similar dependence was recorded during the supply
a triangular pulse to the tunneling gap or a linear sweep
the voltage from 0 to 10 V of various duration. Figure
presents oscillograms of the signal from the load resista
~solid line! and the shape of a voltage pulse of durati
1023 s at the output of the pulse shaper~dashed lines! for a
relative arrangement of the tip and the sample which co
sponds toUt50.1 V andI t51 nA. The oscillogram in Fig.
4a was obtained in an experiment with the three-layer st
ture and clearly corresponds completely to the curre
voltage characteristic in Fig. 3. In the case of a volta
sweep, there is an abrupt, exponential increase in the cu
followed by a change in the character of its flow at the end
the sweep. In some cases oscillograms similar to the on
Fig. 4b with a sharp drop in the amplitude of the signal fro
the load at the end of the sweep were observed and are p
ably attributable to accidental rebound of the tip from t
sample surface. Figure 4c shows the oscillogram of the
nal obtained in an experiment with a solid silver sample. W
note that the form of the signal from the load resistance
not depend on the duration of the sweep, but the reprod
ibility was better for short durations. This should be attr
uted to the smaller probability of random variation of the g
between the tip and the sample during a voltage sweep.

As we have already noted, with consideration of the
signed values ofUt and I t , the electronic system of th
microscope should keep the tip at a definite distance ab
the sample surface. In a real situation, especially in an
periment in air, there are fluctuations of the current betw
the microscope electrodes, because of which the scan
tunneling microscope, attempting to maintain the assig

FIG. 4. Oscillograms of the signal from the load resistance.
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tunneling current, displaces the tip in a certain range near
mean value of the distance between the tip and the sam
These current fluctuations and the corresponding change
the voltage on the piezoelectric micropositioner are ea
recorded. The causes of such current fluctuations can be
sociated both with physicochemical processes on the
faces of the microscope electrodes in the electric field
tween them and with random modulation of the width of t
tunneling gap due to acoustic and temperature noise. A
arbitrary moment in time the operator disrupts the feedb
loop of the microscope, recording the random value of
voltage on the piezoelectric micropositioner and, therefo
the random value of the distance of the tip from the surfa
Even if the tip is positioned above the same point on
surface with assigned parameters, the measured values
have a certain statistical spread. Contributions to this spr
are made by the dynamic changes in the contact assoc
with heating and deformation of the tip and the sample,
well as with the increase in the rates of diffusive proces
due to the increase in the current and the field during
sweep of the voltage across the tunneling gap. The statis
curves described below were obtained in an experiment w
the three-layer structure and a square voltage pulse wi
duration of 1023 s and a rise time of 1025 s. The maximum
signal from the load resistance had the same shape and
ration as the voltage pulse. At the same time, as the am
tude of the voltage pulse was diminished, the frequency
the appearance of a signal from the load resistance wi
totally different shape and a significantly smaller amplitu
increased, the maximum of such a signal on the oscillogr
being capable of occupying any position within the durati
of the voltage pulse. Figure 5a presents a plot of the app
ance of the maximum signal from the load resistance a
function of the amplitude of the voltage pulse on the tunn
ing gap forUt50.1 V and I t51 nA. The dependence wa
obtained by computing the frequency of the appearance
the maximum signal in 100 experiments, the microscope
being displaced to a new position each time. Figure 5b sh
the dependence of the probability of the appearance of
maximum signal from the load on the tunneling voltageUt

for I t51 nA and an amplitude of the voltage pulse equal
10 V.

We specially note that within the statistical spread o
tained the results of our experiments with the concr
samples described under the experimental conditions
scribed did not depend on the sign of the voltage pulse s
plied to the tunneling gap.

DISCUSSION OF RESULTS

It can be concluded on the basis of the data obtained
closing of the gap between the tip and the sample occur
the regime characteristic of surface modification, proba
because of their thermal expansion and a ponderomotive
teraction. Corresponding estimates of the temperature,
thermal strain, and the field-induced strain will be pe
formed, but now we shall estimate the width of the cont
on the basis of a measurement of its resistance at the en
a voltage pulse. For the chromium film we haveR* 5420 V.
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The resistance of this film measured by the contact metho
equal to 300V/cm. With consideration of the geometric fe
tures of the sample holder we find that the resistance of
contact is approximately equal to 270V. Assuming that the
electron mean free pathl* in the tip and sample materials
much greater than the width of the contactd, we shall use
the expression for the resistance of such a contact obta
by Sharvin and Wexler:9,10 R516rl* /pd2, where
r;1026 V•cm is the typical value of the resistivity for me
als. Settingl* .102, we haved.14 Å. We note that clos-
ing of the contact occurs after a very short time, appare
on the leading edge of the square pulse.

As the experiments show, the local modification of
extensive list of samples does not depend on the sign of
voltage pulse; therefore, we shall confine ourselves to
case in which the flow of electrons is directed from the tip
the sample. The corresponding estimates of the tempera
of the tip apex and the time of the achievement of an
signed value are obtained most simply on the basis of
known solution of the one-dimensional problem.11 As fol-
lows from Fig. 3, the maximum currentI flowing between
the tip and the sample equals 531026 A. Since the effective
area of current flowS.10213210214 cm2, the current den-
sity j .53107253108 A/cm2. In the initial stage of the
heating of a material with the electrical conductivity a
thermal conductivity of tungsten, the Joule heating can
neglected. Heating as a result of the Nottingham effec
most efficient for a cold emitter.12 Assuming that it is a sur-
face effect, we can estimate the corresponding power den
q.p2kT2 cot(pT/2Ti)I /2eTi sin(pT/2Ti)S, where k is

FIG. 5. Dependence of the probability of achieving the maximum value
the signal from the load resistance on the amplitude of the voltage pulsU
~a! and on the value of the tunneling voltage for a fixed amplitude of
voltage pulse~b!.
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Boltzmann’s constant, andT and Ti are the temperature o
the emitter and the temperature at which reversal of the s
of the Nottingham effect occurs. ForT5300 K and the ex-
perimental value Ti.700 K we have
q.5.5310625.53107 W/cm2. The temperature incremen
is given by T(t).q(4kt/p)1/2/l, where l and k are the
thermal conductivity and the thermal diffusivity. Fo
l.1.73107 erg/cm•s•deg andk.0.65 cm2/s we find that
the tip is heated to a temperature of 103 K after
t.102921027 s. We note that the contribution of the No
tingham effect decreases until its sign changes during
heating and that the role of the Joule losses increases; th
fore, the exact heating dynamics can be given only b
numerical calculation. However, even a very simple estim
provides evidence that it is possible to heat the materia
high temperatures and that if a steady-state temperatu
possible at all, it is achieved on the leading edge of
voltages pulses that we used in the experiments. Solving
nonstationary thermal problem for the field of a space wit
thermally insulated boundary and a heat source that is c
stant with time, for example, like the one in Ref. 6, we c
find the asymptotic law (t→`) for the achievement of a
steady-state temperature on the sample surface under th
croscope tip, if it is possible under the specific conditio
assigned:

T~0,0,t !.T01TsS 12
La

4Apkt
D ,

where T0 is the initial temperature,Ts is the steady-state
temperature at the same point~for a Joule heat source
Ts. j 2La

2/ls, andLa.1025 cm is the characteristic dimen
sion of the bulk heat source.

Hence it is seen that the characteristic time for the es
lishment of a steady-state distribution of the temperature
the sample surface under the microscope tip is of the orde
102721028 s. The temperature also drops rapidly after t
heat source is switched off. The corresponding solution
the form

T~0,0,t !5TsF12expS 2
La

2

4kt D GFS La

A4kt
D ,

whereF is an error function.
We estimate the thermal strain of the tip, assuming t

it is a cylinder, which is uniformly heated to the temperatu
T. For the characteristic value of the coefficient of therm
expansiona51025 andT5103 K, the relative elongation of
the tip equals 1022, which amounts to about 10 Å of abso
lute elongation and, accordingly, shortening of the tunnel
gap for a tip with a length of 103 Å. The thermal strain of a
flat sample surface was estimated in Ref. 6. It is equa
order of magnitude to (102221023)L, whereL.103 Å is
the scale of thermal inhomogeneity. Hence it is seen that
bending of the surface under the tip is of the order of 1–
Å. Thus, very simple estimates show that thermal heating
the tip and the sample surface toT.1022103 K can lead to
shortening of the tunneling gap by a few or tens of angstro
to mechanical contact between the microscope electro
Shortening of the tunneling gap obviously leads to an
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crease in current and a further rise in temperature. As a
sult, the form of the current–voltage characteristic in suc
regime will be determined by the thermal-strain instability
the tip and sample surfaces.

Along with thermal strain, ponderomotive forces c
also act on the surfaces. These forces are associated wit
presence of electromagnetic fields between the electro
First, an electric field is induced by a pulsed increase
voltage. Second, at short distances between bodies the e
of the fluctuational electromagnetic field, whose density
creases sharply as the surfaces of the bodies are approa
must be taken into account. The strain of a surface can
calculated as the voltage across the tunneling gap incre
by determining the Maxwell stress tensor. Strictly speaki
finding the ponderomotive forces acting on the surface o
body requires finding the distribution of field in the spa
between the electrodes. This calls for solving the s
consistent problem of the distribution of the field in the t
the sample, and the space between them under the cond
of strong emission in the three-dimensional case. This pr
lem has not yet been solved. Therefore, we shall utilize
results of the solution of the boundary-value problem form
lated in Ref. 6. In this case the strain can be estimated u
the formulauz.L1 j 2/10Es2, whereL1 is the characteristic
dimension of the region where current flows,j is the current
density, s is the conductance of the material, andE is
Young’s modulus. ForE.1012 dyn/cm2 and s.1016 s21,
which are characteristic of solid tungsten, the magnitude
the strain of the surface is negligibly small even under c
ditions that are typical of the modification of the surface o
solid, wherej .331017 esu andL1.102521026 cm. We
note that films of other materials, for example, graph
films, have significantly smaller values for Young’s modul
and the conductivity; therefore, their deformation under
action of the field can influence the dynamics of the flow
current between the microscope tip and the sample. We s
estimate the magnitude of the strain under the action o
fluctuational electromagnetic field using the results of
theory of molecular forces of attraction between solids se
rated by a gapl which is small compared with the wave
lengths specifying the absorption spectrum of those solid13

In this approximation we obtain an expression for the attr
tive force per unit of surface for two identical bodies at t
same temperature

F~ l !5
\

8p2l 3 E
0

`F«~ i j!11

«~ i j!21G2

dj,

where«( i j) is the dielectric constant, and the variablej is
related to the frequencyv by the expressionv5 i j.

Thus, the form of the function«( i j) must be known in
order to calculate the force. For an estimate we
«(v)5«8(v)1 i4ps/v. Using the Kramers–Kronig for-
mula, we can find«( i j) and obtain the expression for th
force F( l ).\vm/8p2l 3, wherevm.101321014 s21, in the
limit s@v. Knowing the expression for the Green’s tens
and the characteristic dimensionL2.102521026 of the re-
gion where the forceFl is applied, we can easily estimate th
magnitude of the strain of the surfaceuz.2F( l )L2 /E ~Ref.
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6!. Hence it can be seen that the strain of a surface,
example, of tungsten will be negligibly small when the m
croscope electrodes are separated by a distance of the
of l;1027 cm.

The experimental data and the estimates obtained s
that in a typical surface modification regime the form of t
current–voltage characteristics depends on the heating
namics and the sample; therefore, the current through
tunneling contact rises not only because of an increas
voltage, but also as a result of a decrease in the thicknes
the barrier down to mechanical contact between the tip
the sample. This is why a direct comparison of experimen
current–voltage characteristics and the theoretical dep
dences for field emission must be made with consideratio
the dynamic changes described. In Fig. 3 the dashed c
corresponds to the Fowler–Nordheim formula f
f50.2 eV, l 5531027 cm, and an area for current flowS
equal to 10214 cm2. Clearly, the agreement can be cons
ered satisfactory only in the small range of voltages wh
the thermal strain can apparently be neglected. The sm
value of the work function obtained from a comparison
the experimental results with the theoretical dependen
which has been noted frequently in the literature, should
stressed here. A qualitative explanation for its small va
can be given on the basis of the phenomenon of the reso
tunneling of electrons through the complex potential rel
between the tip and the sample, which includes both po
tial wells and barriers. As we know,14 resonance of the bar
rier transparency to electrons appears in certain region
their energy spectrum in this case. Such a barrier can
formed by adsorbed atoms, molecules, films, etc. Beca
the radius of curvature of the microscope tip is nonzero,
barrier between the tip and the sample is nonuniform, and
transparency regions for different groups of electrons
overlap in forming the total current. A comparison of a
experimental current–voltage characteristic obtained un
such conditions with a theoretical dependence which is v
for one potential barrier in the one-dimensional case give
low value for the effective work function. The proposed e
planation is fully permissible both in the range of small a
plied voltages, i.e., ateUt!f, and foreUt>f.

The statistical character of the flow of current, which
reflected in Fig. 5, can be attributed not only to the fact
already indicated, but also to the inhomogeneous distribu
of the value of the work function over the sample surface.
fact, between a tip and a sample joined by a conductor
sourceUt there is a contact potential difference, which
determined by the difference between the local work fu
tions of the sample and the tip. The magnitude of the con
potential difference can be of the order ofUt ~Ref. 15!.
Therefore the real potential difference applied to a tunnel
gap is equal to the algebraic sum ofUt and the contact po-
tential difference. The values ofI t and the applied voltage
assign the distance between the microscope electrodes.
distance can vary over a locally inhomogeneous surface,
reflected in the form of the current–voltage characteris
and the statistical dependences.
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CONCLUSIONS

This paper has presented the results of an experime
investigation of the current flow regime between the sam
and the tip of a tunneling microscope when voltage pulse
different duration, amplitude, and polarity are supplied b
tween them. The data obtained and the estimates perfor
have shown that deformation of the tip and the sample
face can result in mechanical contact between them, wh
resistance has been measured experimentally for various
jects. The geometric width of the contact has been evalu
in the Sharvin approximation. Various mechanisms for
forming the tip and sample materials have been conside
and it has been shown that the heating of the tip and sam
material by the flowing current makes the main contribut
in the case of solid metals. A comparison of the experime
current–voltage characteristics with simple theoretical
pendences allows us to conclude that satisfactory agree
is possible in a small range of applied voltages for sm
values of the effective work function. This is apparently
tributable to the fact that because of an adsorbate, the po
tial relief between the microscope electrodes has the form
a set of potential wells and barriers, and resonant trans
ency of the gap between the microscope electrodes to
electrons emitted is possible as a result. It should be no
that the difference between the experimental and theore
characteristics is clearly due to dynamic changes in the
neling contact, which result in a decrease in the dista
between the STM electrodes until they come into contac
tal
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Control of the metal–semiconductor phase transition in a vanadium dioxide film
with the aid of a fast-acting thermoelectric cooler. III

V. L. Gal’perin, I. A. Khakhaev, F. A. Chudnovski , and E. B. Shadrin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 17, 1996; resubmitted July 11, 1997!
Zh. Tekh. Fiz.68, 110–115~February 1998!

The pulsed-cooling dynamics of fast-acting thermoelectric coolers is analyzed. Good agreement
is obtained between the theory and the experimental results on information erasure with
an interference vanadium dioxide structure in the single-pulse and repetitive-pulse modes. It is
shown that the actually achievable overwrite frequency with thermoelectric erasure of
information is about 30 Hz, and a fast-acting thermoelectric cooler is capable of providing a
temperature difference of at least 10 °C between the cold and hot junctions under such conditions.
© 1998 American Institute of Physics.@S1063-7842~98!01902-3#
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INTRODUCTION

The optical parameters of thin-film materials with
metal–semiconductor phase transition taken together le
no doubt that such materials hold promise for application
working optical memory systems. The problem of eras
recorded information is solved by using the thermoelec
cooling effect.1

Analysis of published data2 shows that the speed of op
eration of such systems still does not exceed 2–3 Hz~with
complete erasure of recorded information!. However, in ‘‘ro-
bot eye’’ type recognition systems employing an on-line o
tical memory system it is necessary to work in real-time, i
with a frequency of 25 Hz, since otherwise the system lo
its recognition capability for spatial evolutions of the obje
of recognition.3

In an earlier work4,5 we were able to increase the wor
ing frequency of the system from 3 to 10 Hz by producing
fast-acting thermoelectric cooler~FTEC!. The present pape
is a direct continuation of these investigations. In the pres
paper, theoretical methods are given for analyzing a f
acting thermoelectric cooler that controls the process of e
ing information from an vanadium dioxide interferen
structure~VDIS! in single- and repetitive-pulse modes, th
theory is compared with experiment and it is shown that
two are in good agreement with each other, and ways
indicated for further increasing the speed of operation of s
tems of this kind.

PRINCIPLE OF OPERATION OF A FTEC–VDIS SYSTEM

If the VDIS is stabilized at the temperature of the ma
mum reflectivity differenceDRmax, then when its surface is
locally heated in the process of recording an image the p
cipal branch of the temperature hysteresis loop is trave
up to either complete or partial metallization~depending on
the intensity of the heating pulse!; after heating stops the
principal ~or secondary in the case of partial metallizatio!
cooling branch is traversed in the reverse direction down
the stabilization temperatureTstab ~Fig. 1!.
2351063-7842/98/43(2)/6/$15.00
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The recorded information is erased by applying a co
ing pulse1–3 ~Fig. 1!. If the intensity ~1! of the pulse is
sufficient for complete restoration of the semiconductor st
of VDIS ~i.e., reaching the valueRs!, then the valueDRmax is
obtained once again after the cooling pulse is removed
Tstab is reached. However, if the cooling intensity~2,3! is
inadequate to reachRs , then there arises atT5Tstab a low
reflectivity differenceDR8 or DR9, i.e., incomplete erasure
of the information recorded in the VDIS occurs.

To estimate the quality of erasure we introduce the c
terion Q of the quality of erasure of recorded information

Q5
R~Tstab!2Rc~Tstab!

Rs~Tstab!2Rc~Tstab!
,

where 0,Q,1, and the functionsR(T) have the form pre-
sented in Ref. 6.

MEASUREMENT PROCEDURE AND EXPERIMENTAL
RESULTS

The experimental arrangement was described in our
lier work.4,5 The investigations were performed on two VDI
samples with identical optical characteristics. The samp
were deposited on substrates consisting of 40mm thick mica
and 200mm thick single-crystalline silicon. These sampl
were secured to the cooled surface of the FTEC, which m
it possible to investigate the dependence of the informa
erasure qualityQ on the duration and amplitude of the coo
ing pulse in the single-pulse mode in the time interv
0.04–1 s and in the repetitive-pulse mode with frequen
0–10 Hz and a off-duty factor of up to 1.2. The temperatu
of the VDIS was stabilized with an external thermostatti
system, which was in thermal contact with the hot junctio
of the FTEC.

For both samples the measurements were performe
the both the single- and repetitive-pulse modes~the single-
pulse mode is the mode in which the interval between
erase pulses is longer than the time constant for establis
thermal equilibrium between the memory cell and the th
mostat!. In the first case, a test image was recorded in
© 1998 American Institute of Physics
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FIG. 1. Reflectivity hysteresis loop of a
vanadium dioxide interference structur
~a! and the heat pulses controlling it~b!.
1–3—Information erasing cooling pulses
4—information recording heating pulse.
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experimental optical memory cell. Next, a cooling pulse w
applied and the optical response was registered, after w
the system was allowed to come to thermodynamic equ
rium on its own, i.e., it was left undisturbed until the optic
response of the cell assumed the value that it had before
information was recorded. In the second case the follow
operations were performed within each time interval equa
one period of operation of the system: The image was
corded with a 40 ns pulse from a neodymium laser; the
corded image was erased by applying a 0.08 s cooling p
to the FTEC element; the system was allowed to stand
disturbed for about 0.02 s; and, the cycle was repeated.

The results of the measurements ofQ versus the cooling
pulse duration in the single-pulse mode for mica~a! and
silicon ~b! substrates are presented in Fig. 2. We note that
erasure quality for the thicker silicon substrate is less tha
for all experimental cooling pulse durations, while for a th
mica substrate virtually complete erasure was observed
durations longer than 0.1 s.

Without doubt, this difference is due to the high speci
heat of the thick silicon substrate, in contrast to the t
microsubstrate whose temperature evolves identically to
of the cold junction of the FTEC. To a high degree of ce
tainty, it can be asserted that when the erase pulse ends i
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single-pulse mode the temperature of both the ‘‘hot’’ a
‘‘cold’’ junctions of the FTEC with the sample secured on
equals the thermostat temperature. This requires a defi
though short, time interval determined by the thermal co
ductivity of the material of the thermocouple branches,
presence of a nonzero thermal resistance between the ‘‘h
junction and the thermostat, as well as a lag of heat pro
gation into the thermostat.

Figure 3 shows curves of the intensity of the optic
signal probing the memory cell for different duration b
constant amplitude of the cooling pulse current in the cas
the thin mica sample. As is obvious from this figure, sho
ening the cooling duration decreases the maximum ach
able reflectivity difference of the VDIS, and the quality o
erasure of the information recorded on the VDIS decreas

The problem of reaching, over short time intervals det
mined by the duration of the cooling pulse in the single- a
repetitive-pulse modes, the temperature differences requ
for high-quality information erasure and the problem of fin
ing the corresponding optimal current characteristics
quired a theoretical analysis of the nonstationary therm
processes occurring in the thermocouples. The next sectio
devoted to a discussion of the results.
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FIG. 2. Information erasure quality versu
cooling pulse duration in the single-puls
mode. 1—Experiment,2—theory; a—40
mm thick mica substrate, b—200mm
thick silicon substrate.
s
di
COMPUTATIONAL RESULTS

1. Single-pulse mode.In Ref. 7 analytical expression
were obtained for calculating the maximum temperature
ferencesDTmax between the ‘‘cold’’ and ‘‘hot’’ junctions of
a thermocouple as well as the currentsI p0 required for this
for different supply pulse durationstp
f-

DTmax5DTmaxAtp

t0
, ~1!

I u05I 0At0

tp
, ~2!
eflectivity
FIG. 3. Relative position of the pulses on the time scale. a—Tecording pulses; b—FTEC supply current pulses and cooling pulses; c—VDIS r
changes corresponding to the cooling pulses.
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FIG. 4. Temperature difference on
the cold junction of FTEC versus the
duration of the supply current pulse
for different heights of the thermo-
couple branches~a! and theoretical
erasure quality versus cooling degre
DT for different VDIS stabilization
temperatures ~b!. a: Symbols—
experiment, curves—theory;h, mm:
1—1, 2—2, 3—3; b: 1—Tst

(1) , 2—
Tst

(* ) , 3—Tst
(2) , 4—Tst

(3) .
es

o-
T
he
c
b
th

o
de
r-
ne
m

or

o

la

g
nc
lin
te

o
ow
ns

cu
th
he
ra
b

m

e
ver-
the
e-

en
the

lity

al
ble
ions
re

t

val
e
nly
le
ce

at-

ur-
for

g
ern
ISs

we
be-
whereDTmax is the maximum difference of the temperatur
on the thermocouple in the stationary state,t0 time constant
of the thermocouple, andI 0 is the optimal current of the
thermocouple in the stationary state.

The maximum temperature differenceDTmax and the op-
timal current I 0 are universal characteristics of a therm
couple in the stationary state and, as a rule, are known.
time constantt0 determines the rate of establishment of t
stationary state and depends on the characteristic spe
heat of the thermocouple, the specific heat of the object
ing cooled, and the conditions of heat exchange with
surrounding medium. The quantityt0 can be found by a
computational method.8 In the cases when this is difficult t
do, t0 can be found experimentally. Given the amplitu
DTmax and durationtp of the erase pulse, the required the
mocouple parameters and optimal current can be determi
Conversely, for a specific thermocouple the maximu
achievable temperature difference can be determined f
prescribed supply pulse durationtp . For example, for
DTmax570 °C andt051 s the valueDTmax510 °C can be
attained withtp520 ms and currentI 0530 A.

The pulsed cooling dynamics for one of the junctions
a thermocouple as a function of the amplitudeI 0 of the cool-
ing pulse of the supply current is described by the formu

DTp~t!5DTmax~2I tp /I 0t0I 2tp3/2 /I 0t0!. ~3!

2. Repetitive-pulse mode.The repetitive-pulse operatin
mode differs substantially from the single-pulse mode, si
there is not enough time in the intervals between the coo
pulses for the system to return to the initial thermal sta
Two opposite cases are possible: a! Heat removal from the
hot junctions of the FETC is ideal, i.e., the temperature
these junctions is constant for any admissible currents fl
ing through the thermocouple; in this case, since the tra
tion to the repetitive-pulse mode~with no changes in the
parameters of the erase pulses! is inevitably accompanied by
the appearance of a constant component of the cooling
rent, the average temperature of the working surface of
FTEC decreases and the VDIS is driven out of t
temperature-hysteresis loop in the direction of low tempe
tures, i.e., it becomes incapable of storing information.!
Heat removal is limited. In this case there is not enough ti
for the heat released each second,I 0

2Rtpf ~f is the number of
he
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e-
e

d.

a

f

e
g
.

f
-
i-

r-
e

-

e

pulses per second!, to be dissipated over the total time of th
intervals between the pulses. This results in substantial o
heating of the system and a corresponding change in
stabilization temperature of the VDIS, which once again b
comes incapable of recording information, since it is driv
out of the temperature hysteresis loop, but this time in
direction of high temperatures.

In summary, to ensure a high information erasure qua
it is necessary to choose an optimal~for each frequency!
amplitude of the current of the cooling pulses and optim
conditions of heat removal that give the maximum possi
temperature differences between the cold and hot junct
of the FTEC while preserving the stabilization temperatu
of the VDIS.

The equations~2! and ~3! make it possible to solve this
problem and obtain an expression for the optimal currenI f

and the maximum temperature differenceDTf in the
repetitive-pulse mode

I f5I 0A to

tpf
, ~4!

DTf5DTmax
single~2/Af 21/f !. ~5!

Specifically, using the same conditions of heat remo
into the surrounding medium when switching to th
repetitive-pulse mode as in the single-pulse mode and o
optimizing the amplitude of the cooling pulse, it is possib
to attain with a frequency of 25 Hz a temperature differen
DTf54.5 °C with a currentI f55 A with no change in the
stabilization temperature of the VDIS. However, if the he
exchanger temperature is lowered, thenDTmax513 °C can
be obtained by increasing the amplitude of the erasing c
rent pulse. This temperature difference is sufficient
achieving information erasure qualityQ the order of 0.92–
0.94 operating with a VDIS with a small slope of the coolin
branch of the temperature-hysteresis loop. At the mod
level of technological development synthesis of such VD
does not present any difficulties.2

COMPARISON OF THEORY WITH EXPERIMENT

To compare the proposed theory with experiment,
performed measurements of the temperature difference
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FIG. 5. Theoretical curves of the
temperature difference on the coole
surface of the FTEC versus the sup
ply pulse repetition frequency~a!
and diagram of the temporal varia
tion of the temperatures of the cold
and hot junctions of FTEC in the
repetitive-pulse mode ~b!. 1,2—
Optimal currents; 3,4—nonoptimal
current;h, m: 1,3—1; 2,4—2.
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tween the cold and thermostatted surfaces of the FTEC
function of the supply pulse duration@i.e., the function
DT(tp)# with 1 and 2 mm high thermocouple branches
the optimal~for each pulse duration! amplitude of the supply
current pulse and the temperature of the heat releasing
face of the FTEC equal to 60 °C~Fig. 4a!. In these experi-
ments the temperature of the cold surface of the FTEC
measured with a quick-response thermocouple. Figure
demonstrates good agreement between the computation
sults and the experimental data.

We note that in studying the operation of the syst
FTEC1VDIS we used a thermocouple with a working ar
of 12314 mm2 and a branch heighth52 mm. Figure 2
shows both the experimental and computed curves of
information erasure qualityQ versus the duration of the sup
ply pulse of the FTEC in the single-pulse mode. The cal
lations were performed on the basis of the results prese
in Fig. 4b, which in turn were obtained by analyzing t
shape of the temperature-hysteresis loop of the reflectivit
the VDIS. Figure 2 shows that the experimentally obtain
values of the information erasure quality agree, to within
limits of error, with the computed values for the hystere
loop of the experimental sample~Fig. 1!. The experiment
was performed with a VDIS stabilization temperature
52 °C. It should be noted that the stabilization temperat
has a large effect on the dependence of the erasure qu
factor on the magnitude of the cooling pulse~Fig. 4b!.

The data obtained make it possible to predict the
pected information erasure quality as a function of the er
pulse duration and to determine the minimum possible wo
ing duration of the erase pulse.

Figure 5a shows the temperature differences versus
repetition frequency of the erase pulses (tp50.8/f ) when
operating in the repetitive-pulse mode. The curves 3 and
Fig. 5a were calculated according to Eq.~5!. It is evident
from these curves that it is impossible to obtain the tempe
ture differences required for high-quality information erasu
with working frequencies of 20–25 Hz by preventing heati
of the system solely by lowering the amplitude of the sup
pulses. However, as one can see from curves1 and2 in Fig.
5a, if the amplitude of the supply pulses in the repetitiv
pulse mode is close to a value corresponding to the opti
value in the single-pulse mode and at the same time o
a
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heating of the system is prevented by lowering the therm
stat temperature, then high erasure quality can be obtaine
these frequencies for samples with a 10–12 °C wide hys
esis loop. This is especially easy to do for 1 mm high th
mocouples.

We obtained the experimental valueQ50.7 when work-
ing at a frequency of 10 Hz~and with erase pulse duration 8
ms!. The computed value, calculated by the method
scribed above, was equal toQ50.66.

Figure 5b shows the character of the variation of t
temperatures of the cold and hot junctions of the FTEC in
repetitive-pulse mode withf 510 Hz ~erase pulse duration
80 ms!. The exponential drift of the midpoint of the ful
amplitude of the temperature oscillations and the maxim
value of the temperature of the cold junction~i.e., the stabi-
lization temperature of VDIS! as well as its asymptotic ap
proach to a new stationary value are clearly seen in
figure.

CONCLUSIONS

1. The dynamics of pulsed cooling processes in fa
acting thermoelectric coolers was analyzed.

2. It was shown that the theoretical expressions obtai
are in good agreement with the experimental results on
formation erasure from a vanadium dioxide interferen
structure in the single- and repetitive-pulse modes.

3. It was determined that the 10 Hz overwrite frequen
obtained is not the maximum possible value and an overw
frequency of 25–30 Hz can actually be attained with t
current level of development of the technology for synth
sizing VDISs. In addition, the FTEC gives in this mode
temperature difference of at least 10 °C.
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On the character of the destruction of a copper foil by intense x-ray irradiation
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The character of the destruction of copper foil by x-rays produced by a nuclear explosion is
investigated. Results on the removal of material from the front surface and on spallation fracture
are obtained. The latter results are compared with those obtained under different loading
conditions. © 1998 American Institute of Physics.@S1063-7842~98!02002-9#
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The critical conditions of macroscopic spallation fractu
of copper foil were determined under conditions of nea
uniform1 volume absorption and surface2,3 absorption of
electromagnetic radiation. The range of mechanical load
rations realized in these cases (102821027 s) was investi-
gated for copper under purely mechanical shock loadin4

Different conditions of loading of copper foil obtain whe
foil is irradiated with an intense flux of x-rays from a nucle
explosion.5 Volume heating of the sample in this case
strongly nonuniform. Some material on the front surface
porizes and melts, whereas on the back surface the he
temperature remains far below the melting point. In t
present paper we studied the problem of determining
character of the destruction of copper foil under such uni
loading conditions.

Samples in the form of disks 14 mm in diameter we
cut from a 0.56 mm thick foil sheet and placed in appropri
holders–casings in a manner so that the front surface fa
the nuclear explosion and the back surface was supporte
a layer of low-density foam plastic. The casings with t
samples were positioned at two distances from the sourc
radiation, two casings for each marker. In the first case
surface density of the total energy flux in the x-ray pulse w
chosen from the conditions of possible complete destruc
of the sample and was equal to 9.0 MJ/m2. In the second
case the surface energy flux density was equal to 2.9 MJ2.
The absorbed-energy profiles over the thickness of
samples were determined by a computational method.
cross sections of the interaction of the radiation with
sample material which are required for the calculations w
taken from Ref. 6.

After irradiation, the casings containing the test
samples were examined visually. The samples located a
first marker were strongly fractured and dispersed. Individ
sections of the copper layer, not more than 0.05 mm th
remained on the foam-plastic substrate. The samples loc
at the second marker remained largely undamaged, maki
more detailed analysis possible. In performing a meta
graphic analysis of the samples the characteristic feature
their were examined with magnification up to3500. The
measurements showed that material was removed from
front surface to a depth of about 0.11 mm and the mac
scopic spallation fracture occurred at a distance of about 0
2411063-7842/98/43(2)/2/$15.00
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mm from the back surface. The nonuniformity of ener
release at these coordinates was characterized by the v
4.80 and 0.14 MJ/~kg•mm!, whereas on the front surface
had the value 1.64 J/~kg•mm!.

The duration of the x-ray pulse was much shorter th
the transit time of an acoustic wave over the thickness of
sample so that the x-ray pulse duration could be neglecte
an initial analysis of the physicomechanical phenomena
curring under a load. The properties of copper which
required for such an analysis were taken from Ref. 7. A
cording to the estimates made, the absorbed energy
kJ/kg required for the copper to start melting was realized
a depth of 0.10 mm in the undamaged sample at the sec
marker and the energy 660 kJ/kg required for complete m
ing was realized at a depth of 0.07 mm. The estimates m
also showed that at the location of the macroscopic spalla
fracture the maximum negative pressure could reach a v
of 6.5 GPa over a time of 1.531028 s and the copper tem
perature at this location was equal to 170 °C.

The result obtained on the removal of material from t
front surface of the samples indicates that in the case at h
the removal depth is characterized mainly by the absor
energy corresponding to the solidus point for copper. T
conditions required for spallation of the removed layer a
produced by a quite intense wave of fracture arriving fro
the front surface. The results on spallation fracture of cop
agree well with the results obtained under different load
conditions. Thus, under conditions close to uniform heatin1

the characteristic loading time of 1.531026 s corresponds to
a critical negative pressure of 5.5 GPa and the estima
temperature of the sample equals 670 °C. In the case of
face absorption of the pulsed laser radiation2,3 a copper foil
thickness of 0.56 mm corresponds to a 0.04 mm thick spa
layer. The maximum negative pressure at the location
spallation reaches 6.0 GPa here. Under shock loading4 a
critical negative pressure 6.7 GPa corresponds to a cha
teristic loading time of 1.531028 s. It can be concluded
from an analysis of all results taken together that for
indicated characteristic load time heating copper up to a t
perature of the order of 700 °C decreases the critical frac
load by 8–18%. This decrease reaches 45% when the c
acteristic load time increases by two orders of magnitud8
© 1998 American Institute of Physics
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i.e., the loading time and the temperature have a comb
effect on the spallation fracture process.

In closing, we thank N. A. Yukina for performing th
metallographic analysis of the samples.
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Adsorption sensitivity of Si–electrolyte and Si–porous-Si–electrolyte systems
V. M. Demidovich, G. B. Demidovich, V. R. Karib’yants, and S. N. Kozlov
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The adsorption sensitivities of silicon–electrolyte and silicon–porous-silicon–electrolyte systems
with respect to organic molecules of different types are compared. It is shown that an
additional nanoporous layer on the silicon surface does not improve appreciably the adsorption
sensitivity of the silicon–electrolyte system, but it does make it possible in principle to
increase the selectivity of this system. ©1998 American Institute of Physics.
@S1063-7842~98!02102-3#
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1. INTRODUCTION

Chemical sensors~CSs! based on semiconductor
electrolyte systems are very promising for monitoring p
and detecting different ionic and molecular impurities in li
uid media. However, up to now investigations directed
ward the development of CSs based on the semiconduc
electrolyte systems have been mainly limited to the detec
of different ions or very complicated biological macr
molecules.1,2 In systems intended for detection in liquid m
dia the ‘‘intermediate link’’ between simple ions and biom
acromolecules are organic molecules, such as, for exam
different phenols, quinones, amines, and so on. The se
possibilities of a new semiconductor material with an en
mous specific surface area~hundreds m2/g!—porous silicon
~PS!—likewise have not been adequately ascertained.

Earlier, we showed that information about the simul
neous presence of donor and acceptor impurities in an e
trolytic solution can be obtained from the electrophysi
characteristics of the Ge–alcohol electrolyte interface,
we proposed methods for controlling the adsorption sens
ity of this system.3,4 In the present paper, we examine a
compare the sensor possibilities of Si–electrolyte and
porous-Si–electrolyte systems.

2. EXPERIMENTAL PROCEDURE

The measurements were performed onp-silicon single
crystals with resistivity;1 V•cm. The crystals were pre
treated in a HF-based etchant and also onp-Si–PS struc-
tures. Porous silicon layers of the order of 1mm thick were
produced on ap-Si surface by anodization in a 24%HF s
lution ~the anodic current density was varied in the ran
1 – 40 mA/cm2!. The layers obtained under these anodizat
conditions possess a porosity of 60–70% and are chara
ized by a narrow pore-diameter distribution~from 2 to 5 nm!
with a maximum in the region 3–4 nm.5

The potentialwe of the semiconductor electrode wa
measured relative to a large-surface platinum reference e
trode, which also served as a field electrode. The voltage
the electrode was varied with frequency 0.005 Hz and
differential capacitanceCs of the semiconductor–electrolyt
interface was recorded. The measurements of the differe
2431063-7842/98/43(2)/4/$15.00
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capacitance were performed by a pulse method. The dura
of the charging pulse was equal to 40ms, the current density
in the pulse did not exceed 50mA/cm2, and the repetition
frequency of the charging pulses was equal to 10 Hz. T
current–voltage characteristics ~IVCs! of the
semiconductor–electrolyte interface were also measured

The electrolyte consisted of centinormal solutions
KBr in distilled water and ethanol. The adsorbates consis
of parabenzoquinone~BQ!, diphenylamine~DPA!, alizarin,
polyethylene glycol~PEG-400!, and the commercially pro-
duced nonionogenic surfactant~SUR!—tretoctyl polyethyl-
ene glycol monoester~Triton-X-100!. All measurements
were performed at room temperature.

3. RESULTS AND DISCUSSION

Figure 1 displays the IVCs of Si–electrolyte and S
porous-Si–electrolyte systems for alcohol and wa
electrolytes.1! One can see that in the experimental range
electrode potentials the density of the current flowi
through the semiconductor–water electrolyte interface is
preciably higher than in the case of the alcohol electroly
This is due to the more intense electrochemical oxidat
~and, correspondingly, reduction! of the silicon in the water
electrolyte.6 It is interesting to note that the IVCs of th
semiconductor–electrolyte systems for single-crystalline
porous silicon are virtually identical, despite the fact that t
true surface area of the interface between the phases is m
larger in the second case. Apparently, because of the low
charge-carrier density in the walls of the porous framewo
the current through the Si–PS–electrolyte interface flow
mainly near the ‘‘bottoms’’ of the pores, whose total surfa
area, taking account of the roughness of the interface
tween the silicon and PS, does not differ much from t
surface area of the initial silicon. The data on the differen
capacitance also attest to this: The lowest measured valu
Cs for Si–electrolyte and Si–PS–electrolyte systems we
as a rule, virtually identical and differed by a factor of 2–
only in separate cases~Figs. 2–5!.

The curvesCs(we) for Si–alcohol electrolyte and Si–
PS–alcohol electrolyte systems in the initial state and a
the addition of BQ, whose molecules exhibit electro
© 1998 American Institute of Physics
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acceptor properties,3,4 are displayed in Fig. 2. One can se
that in the case of single-crystalline Si adding a small qu
tity of BQ ~10 m mole/liter! to the electrolytic solution de
creases the slope of the curveCs(we); this decrease is due t
the appearance of the electronic states at the silicon sur
These surface states do not contribute to the capacit
measured by the pulse method~i.e., they are ‘‘slow’’!, but
they do lead to partial pinning of the Fermi level. The acce

FIG. 1. Current–voltage characteristics of the systems Si–electrolyte~1,3!
and Si–PS–electrolyte~2,4! in ethanol-based~1,2! and water-based~3,4!
electrolytes.

FIG. 2. Curves of the differential capacitance of the systems Si–alc
electrolyte~1–4! and Si–PS–alcohol electrolyte~5,6! versus the electrode
potential.1,5—Initial state;2—after addition of 10 m mole/1iter of BQ into
the electrolyte;3,6—0.2 m mole/liter;4—0.2 m mole/liter DPA.
-

ce.
ce

-

tor character of these states is clearly manifested as an
crease in the concentration of the BQ in solution up to 0.2
mole/liter; the entire curveCs(we) shifts into the cathode
region by Dwe'0.320.4 eV ~compare curves2 and 3 in
Fig. 2!. The density of the electronic states that arise with
adsorption of BQ can be estimated if it is assumed tha
charge equal to the electron charge is transferred to a
molecule which is a constituent of the donor-acceptor co
plex and it is also assumed that the specific capacitanc
the Helmholtz layer CH520 mF/cm2 ~Ref. 7!:
Nss'CHDwe /q'531013 cm22.

The adsorption of BQ molecules from an alcohol ele
trolyte onto the Si–PS structure causes the curveCs(we) to
shift into the region of negative electrode potentials; for t
same BQ concentration in solution~0.2 m mole/liter! the
magnitude of the shift (Dwe'0.220.25 V) is approximately
the same as for silicon without a porous layer. The abse
of a change in the form of the functionCs(we) as a result of
the adsorption of BQ apparently shows that the rate of
electronic exchange between the adsorption states and
volume of the semiconductor is slower in a silicon–PS
electrolyte system than in the silicon–electrolyte syst
~there is not enough time for the surface states to be
charged during the measurements of the voltage on the
electrode!. This is also indicated by the fact that the equili
rium charge is established more slowly on the surface of
semiconductor with a porous layer than for single-crystall
Si. For the silicon–PS–electrolyte system a stationary dep
denceCg(we) was established in 15–20 h after adsorb

FIG. 3. Curves of the differential capacitance versus electrode potentia
the systems Si–water electrolyte~1,2! and Si–PS–water electrolyte~3,4!.
1,3—Initial state;2,4—after addition of alizarin to the electrolyte. The a
izarin concentration equals 0.2 mmole/liter.

ol



yt
if
s
e
ec

ic
ng

th

F
rv
n-
fa
en

.2
o
or
re

tiv
fo
th

d
f

et

ter
on
rbed
y

of
m-
Q

nters
ese

on

can

es
r-
r-

to
tion
nd

of
t
20

e of

ctro-

em

n lec-

245Tech. Phys. 43 (2), February 1998 Demidovich et al.
was added to the solution, and for the silicon–electrol
system it was established within 20–30 min. Apparently, d
fusion of adsorbate molecules through nanopores play
definite role in limiting the rate of recharging of th
silicon–PS interface. The threshold concentration for det
ing BQ in solution was of the order of 10mmole/liter for
both systems investigated.

An important practical problem is detection of organ
impurities in water solutions. Figure 3 illustrates how addi
1.2–dihydrooxyanthroquinone~alizarin!, which on account
of its structure can be both a donor and acceptor, to
electrolyte solution affects the dependenceCs(we) for Si–
water electrolyte and Si–PS–water electrolyte systems.
both systems the adsorption of alizarin caused the cu
Cs(we) to shift into the region of positive electrode pote
tials, which attests to the appearance of slow donor sur
states. The magnitude of this shift with an alizarin conc
tration in solution of 0.2 mmole/liter was equal to;0.25 V
for single-crystalline silicon and in some cases reached 1
for the Si–PS structure. An especially high sensitivity to d
nor impurity molecules in solution was observed f
silicon–PS systems obtained with quite high anode cur
densities~;40 mA/cm2; Fig. 3, curves3 and4!. Such sys-
tems in the initial state were characterized by a high nega
charge on the silicon surface. Earlier, we observed
germanium–electrolyte systems a similar sensitization of
semiconductor surface to molecules of a definite type.3

The fact that the adsorption of alizarin molecules lea
to the appearance of donor surface states attests to the
that the formation of surface states of this type is energ

FIG. 4. Differential capacitance versus electrode potential for the syst
Si–water electrolyte~1,2! and Si–PS–water electrolyte~3,4!. 1,3—Initial
state;2,4—after addition of the surfactant Triton to the solution. Surfacta
concentration, mmole/liter:2—2, 4—0.2.
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cally more favorable. This is also confirmed by the charac
of the effect of the adsorption of DPA on a silicon surface
which acceptor BQ molecules have already been adso
~Fig. 2, curve 4!. The donor DPA molecules completel
compensate the cathodic shift of the dependenceCs(we) and,
moreover, give rise to an additional shift into the region
positive electrode potentials by approximately 0.5 V co
pared with the initial dependence. Apparently, DPA and B
molecules are adsorbed on the same active surface ce
and in the process the DPA molecules displace from th
centers the acceptor molecules which were adsorbed
them.

The Si–electrolyte and Si–PS–electrolyte systems
be used to detect the presence of large molecules~including
polymers! in a water electrolyte. Figure 4 shows the curv
Cs(we) in the initial state and after the addition of the su
factant Triton to the electrolyte. The addition of this adso
bate to the solution causes the curveCs(we) to shift into the
region of negative electrode potentials. It is interesting
note that for the same concentration of adsorbates in solu
these shifts for Si and Si–PS structure differ very little a
at a concentration of 2 mmole/literDwe;0.120.12 V. In
the case of single-crystalline silicon, an appreciable shift
the curveCs(we) ~by Dwe;0.0420.05 V! was observed a
a surfactant concentration in solution of the order of
m mole/liter. A stationary curveCs(we) was established
20–30 min after the adsorbate was introduced. In the cas
the Si–PS structure a stationary curveCs(we) was estab-
lished 15–20 h after the adsorbate was added to the ele

s

t FIG. 5. Curves of the differential capacitance of the system Si–water e
trolyte versus electrode potential before~1! and after~2! the addition of 2
mmole/liter PEG to the electrolytic solution.
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lytic solution. Comparing the kinetics of the variation of th
differential capacitance in time attests to the fact that
recharging of the semiconductor surface with the adsorp
of BQ occurs more quickly than with the adsorption of T
ton: A shift of approximately by 1/3 of the steady-state va
is reached in 30 min in the first case and by about 1/4 of
steady-state value in 90 min in the second case. This is
parently explained by the much larger size of the Triton m
ecules and also by the micelle-formation properties of Trit
which impedes transport of BQ through nanopores.

The structure of Triton molecules suggests that the s
of the shift of the curveCs(we) under the influence of this
adsorbate is apparently due to not the appearance of
slow acceptor-type surface states but rather a restructurin
the Helmholtz layer~specifically, the displacement of pos
tive ions away from the semiconductor–electrolyte int
face!. This is also confirmed by the fact that the adsorpt
of polyethylene glycol, being a hydrophilic component
Triton, also produces a cathodic shift of the curveCs(we) by
a virtually identical amount for the same concentration
Triton and PEG in solution~Fig. 5!.

4. CONCLUSIONS

1. The silicon–electrolyte and silicon–porous-silicon
electrolyte systems are characterized by a quite high se
tivity with respect to the presence of impurity organic mo
ecules in the liquid phase. The threshold concentration
e
n

e
p-
-
,

n

ew
of

-
n

f

si-

r

detecting impurity molecules in solution by electrophysic
methods is;10220 mmole/liter in both systems.

2. The development of an additional nanoporous la
on the silicon surface does not give any appreciable gai
the adsorption sensitivity of the silicon–electrolyte syste
but it does make it possible in principle to increase the
lectivity of the system with respect to different molecule
since the recharging kinetics of the semiconductor surf
with the addition of impurity molecules to the solution d
pends on the type of molecules.

1!The current density in all cases was calculated per unit geometric~appar-
ent! surface area of the sample.
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The energy of the radiation emitted by an ultrarelativistic~1 GeV! electron at a transition from
vacuum into yttrium iron garnet I3Fe5O12 at the ferromagnetic resonance frequency
~vacuum wavelength 3 cm! is estimated. The energy at this frequency was found to be 10213 eV•s.
If modern electron accelerators are used~particle current 10 mA!, then for 1 s the energy at
the ferromagnetic resonance frequency will be of the order of 1 J•s, so that the effect could have
practical applications. ©1998 American Institute of Physics.@S1063-7842~98!02202-8#
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Transition radiation was discovered theoretically
1946.1 Subsequently, many works concerning this quest
have appeared.2 Charged-particle counters utilizing transitio
radiation have been constructed, mainly by the Ere
school of physicists. X-ray transition radiation was disco
ered by G. M. Garibyan3 ~the work of K. A. Barsukov4 also
played a large role in this question!. These investigations ar
summarized in Refs. 5 and 6. However, it is too early
make a final summary. There are still problems of the the
of transition radiation which have not been studied. For
ample, the question of the generation of electromagn
waves by means of transition radiation in the SHF and U
ranges remains open. This question is the subject of
papers by the present author.7,8 These papers are concern
with transition radiation arising with a transition of a charg7

and a current filament8 from the vacuum into a medium cha
acterized by an anisotropic impedance. The boundary co
tions in this case atz50 have the form

Ex52r0~a11Hx2a12Hy!,

Ey52r0~a21Hx2a22Hy!, ~1!

where r05377 V is the characteristic impedance of th
vacuum.

The charge moves along thez axis, producing a curren
with densityj5(0,0,2 j ), where

j 5qvd~x!d~y!d~z1vt !. ~2!

The boundary conditions~1! and the condition

div Pv
~1!50 ~3!

make it possible to find the field and its energy at freque
v. The Hertz electric vectorP was used as the potential:

Pv5Pv
~0!1Pv

~1! , ~4!

where Pv
(0)5(0,0,Pvz

(0)) is the Hertz electric vector of the
field generated by the charge, andPv

(1)5(Pvx
(1) ,Pvy

(1) ,Pvz
(1))

is the same for the radiation field.
The vacuum occupies the spacez.0 and the magnetized

ferrite occupies the spacez,0. The components of the im
2471063-7842/98/43(2)/2/$15.00
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pedance tensor can be expressed in terms of the compo
of the magnetic permeability tensor~for a ferrite magnetized
in the direction of thez axis!9

m̂5S m 2 ima 0

ima m 0

0 0 1
D ~5!

according to the equations

a115a225
i

2«
~n12n2!, a125a215

1

2«
~n11n2!, ~6!

where

n1
25«~m1ma!, n2

25«~m2ma!. ~7!

Here

m5m81 im9, ma5ma81 ima9 , ~8!

where

m8512
~12z2!A11a222a2/A11a2

~12z2!214z2a2/~11a2!
zA,

m95~11z2!
aA

~12z2!214z2a2/~11a2!
,

ma85
12z2

~12z2!214z2a2/~11a2!
,

ma95
2zaA

A11a2@~12z2!214z2a2/~11a2!#
. ~9!

The parameterA is related with the magnetization of th
ferrite

A5
4pMs

v
g,

whereg51.76•107 Oe21
•s21 is the gyromagnetic ratio.

The parametera characterizes losses in ferrite and
related with the width 2DH of the ferromagnetic resonanc
line; a5DH/H0 , whereH05v0 /g is the resonance valu
of the constant magnetic field inside the ferrite mediu
z5v0 /v is a parameter characterizing the relative detun
© 1998 American Institute of Physics
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from resonance;v0 is the ferromagnetic resonance fr
quency; and,v is the frequency of the radiation field. It i
evident from Eqs.~9! that for smalla andz51 the magnetic
permeability of the ferrite is large and the ferrite mediu
differs sharply from vacuum. The case of ideal ferrite,
which a50 andz was assumed to be equal to 0.9999, w
studied in Refs. 7 and 8. However, if we takez51 anda50
~ideal ferrite at the ferromagnetic resonance frequency!, then
the radiation energy is infinite.

As I later learned, nearly ideal ferrites are grown co
mercially. These are yttrium iron garnets. For example,
the garnet Y3Fe5O12 the resonance frequencyv052pc/l,
where l53 cm. The width of the ferromagnetic line i
2DH50.6 Oe, the resonance value of the constant magn
field is H053000 Oe and a5DH/H050.0001;
4pMs51750 J•s, so thatA50.5 and«510.10 A quite com-
plicated formula for the energy at frequencya is presented in
Ref. 7. In the present work computer calculations of the
diation energy were performed using this formula for a
GeV electron andv5v0 . In this case the radiation i
sharply directed and is virtually independent ofw. This
makes it possible to estimate the energy of the radiatio
the frequencyv5v0 (z51).

Let us now examine the results of these calculations.
radiation is concentrated in the interval of angl
0,u,0.0025. Integrating over angles, we find that the e
ergy at the frequencyv5v0 equals 10213 eV•s per ul-
trarelativistic electron. Therefore the radiation energy of o
electron is low, but it can be 7 orders of magnitude high
than at other frequencies. An appreciable energy output
be obtained by using modern synchrotrons~particle current
J510 mA!. Let us fix the time, settingt51 s. Then
N51016 electrons will pass through the interface. It
known that the radiation energy ofN particles isN2 times
higher than the radiation energy of one particle. For t
r
s

-
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tic

-

at

e

-

e
r
an

s

reason, the radiation energy ofN51016 particles at the fer-
romagnetic resonance frequency is;1 J•s for this case.

It is known7 that radiation accompanying the transitio
of an electron into a metal («85`) occurs at the point where
the trajectory of the charge crosses the boundary of the
dium, since the length of the radiation formation zone equ
zero. This will also happen in our case, since the magn
permeability is high and the radiation formation zone can
neglected.

In closing, I thank B. M. Boltovski� for a discussion and
Yu. Yu. Tarasevich for assisting in the computer calcu
tions, and I thank the reviewer for comments leading to i
provements in this paper.
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Optical nonlinearity of azodye-doped polymer waveguides
A. V. Tomov, A. I. Vo tenkov, and A. V. Khomchenko
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Results of investigations of the optical and photochromic properties of waveguides prepared by
chemical diffusion of the azodyes methyl red and Sudan G into polycarbonate are reported.
High optical nonlinearity of the layers is observed under conditions of self-action ofl5633 nm
laser radiation, and the mechanism of this effect is established. ©1998 American
Institute of Physics.@S1063-7842~98!02302-2#
l-
a
ea
o

ain
m

if

he
ob

n

g
o
od

th
in

of
d

%
ue
c

w
b
fo
wa
n

o
e

th

m
s

-
he

re

-
ken
e

to
ion

ra-
e
ring

i-

be
red
in

za-
of

e
ith

ate

mple

cm
The potential applications of purely optical signa
processing devices in information transmission systems h
stimulated in recent years broad investigations in nonlin
optics, the main focus being on the nonlinear optics
waveguides.1 In this connection investigators are once ag
showing interest in structures based on organic and poly
materials, specifically, polymers doped with azodyes.2,3 One
method for producing nonlinear optical waveguides is to d
fuse a dye into a polymer matrix.4

We report below the results of our investigations of t
linear and nonlinear optical properties of waveguides
tained by diffusing dyes in polycarbonate.

The waveguides were produced by chemical diffusio5

from saturated solutions of the azodyes methyl red~MR! and
Sudan G in a multicomponent xylol-based solvent. Propa
tion losses (l5633 mn) were measured by the method
Ref. 6 and amounted to less than 1.5 dB/cm in single-m
and 3–4 dB/cm in multimode waveguides.

The index profiles of waveguide layers calculated by
WKB method were found to be nearly step-shaped. The
crement Dn to the refractive index at the surface
waveguides obtained in the same solvent does not depen
the diffusion timet, while their thickness increases ast1/2.
Increasing the xylol fraction in the solution from 20 to 40
approximately doublesDn, but in the process the losses d
to degradation of the optical quality of the waveguide surfa
increase substantially. Similar trends are also observed
increasing solution temperature. The maximum attaina
values ofDn with acceptable losses were equal to 0.012
methyl red and 0.007 for Sudan. The dye concentration
estimated from the light absorption coefficient as 0.04 a
0.1 M, respectively.

It is known that the strong nonlinear optical properties
polymer films containing methyl red are due to photoinduc
trans–cis isomerization of the dye.7,8 The most informative
methods for studying this process are photomodulation of
absorption coefficient9 and different waveguide methods.10

The investigations showed that the absorption spectra of
thyl red in the diffused layers obtained are identical to tho
of the monomerictrans isomer of methyl red in other poly
mer matrices.9,11 The induced absorption spectra under t
action of linearly polarizedl5515 nm light ~Fig. 1, curve
1!, which were obtained with photomodulation at 4 Hz, a
2491063-7842/98/43(2)/2/$15.00
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also similar to those studied earlier.9 The samples are inten
sively bleached in the range 415–565 nm and they dar
slightly in the yellow–red region of the spectrum. Only th
short-wavelength band is strongly dichroic.

It was found that the layers studied are also sensitive
l5633 nm light. The changes induced in the absorpt
spectrum of methyl red~curve3! by such light are opposite
to the changes observed to occur with short-wavelength
diation. Only the ‘‘red’’ band is dichroic. In both cases th
sample becomes clear in the range of the spectrum borde
on the wavelength of the irradiating light. Additional illum
nation of the sample with unmodulatedl5515 nm radiation
with comparable intensity greatly intensifies the effect~curve
4!. The photosensitivity of the sample to green light can
increased by irradiating the sample simultaneously with
light ~curve2!. The magnitude of the additional response
both variants is virtually independent of the state of polari
tion of the third beam. We note that the average position
the isobestic point nearl;565 nm, which, as one can se
by analyzing Fig. 1, is only approximately such, agrees w
the position indicated in Ref. 11 for theS1 level of thetrans
isomer of methyl red.

The method described in Ref. 12 was used to estim

FIG. 1. Spectra of the photoinduced change in the transmittance of a sa
with methyl red under the action of light withl5515 ~1,2! and 633 nm
~3,4! and2,4—with additional illumination withl5633 and 515 nm light,
respectively. The intensity of the green light equals in all cases 5 mW/2

and the intensity of the red light equals 100 mW/cm2.
© 1998 American Institute of Physics
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the nonlinear optical characteristics of waveguide layers
l5633 nm under the conditions of self-excitation~station-
ary case!. The method is based on analyzing the chan
occurring in the intensity distribution in the light beam, r
flected from the prismatic element exciting directedTE
modes, as its intensity varies. The intensityP of the light
introduced into the waveguide ranged from 0.01 to 1 W/cm2.
A photoinduced decrease in the refractive index and indu
bleaching of the layers under the action of the light pro
gating in them were recorded. The dependences of the
linear optical constantsn25Dn/P andk25Dk/P on the me-
thyl red concentration are presented in Fig. 2, whereDn and
Dk5lDa/4p are the changes induced in the refractive
dex and in the absorption coefficient, respectively. Close
ues of the nonlinear coefficients were also obtained
waveguides with Sudan~C50.1 M, n25431025 cm2/W,
k25531026 cm2/W!. We note that in determiningn2 the
refractive index in the range of variation ofP was a linear
function of the probe beam power.

In our opinion, the observed saturation ofn2 ~Fig. 2! is
due to the long-wavelength shift of the absorption band w
a maximum at 610 nm accompanying an increase in the
concentration.9 The stabilization ofk2 with increasingC is in
all probability due to the operation of a number of facto
influencing the kinetics of the photochromic process and
pending on the dye concentration.

The observed behavior can be explained by assum
that the inversecis–trans isomerization process can be in
duced not only by thermal activation but also by the action
red light, i.e., by assuming that thecis isomer of the dye
possesses photochromic properties. According to the Ref
thetrans isomer intensively absorbsl5565 nm light and the

FIG. 2. Nonlinear optical constantsn2 ~1! andk2 ~2! of diffused waveguides
versus the concentration of methyl red dye added.
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cis isomer absorbs light only withl shorter than 400 nm
The long-wavelength induced absorption band in the mo
lation spectra1 and 2 in Fig. 1 evidently corresponds to
n2p* transition in thecis isomer. When red light is ab
sorbed, the equilibrium density of thecis isomer decrease
and the sample becomes clear in this band. As a result o
increase in the relative fraction of thetrans isomer, absorp-
tion in the band with a maximum at 495 nm increas
~p2p* transition!. The fact that these induced absorptio
bands are not simultaneously dichroic likewise indicates t
they belong to different isomers of the dye. Thus, the role
additional illumination in the spectra2 and 4 ~Fig. 1! is to
shift the dynamic equilibrium in the system in the directio
of thecis or trans isomer, respectively. The sensitivity of th
experimental objects only to red light signifies that a defin
fraction of methyl red is initially in thecis form.

The green light induced change in the absorption coe
cient Da'(1/d)DT/T at l5633 nm equals tens of invers
centimeters with radiation intensity 10 mW/cm2, which is
sufficient for effective external modulation of the intensity
the light propagating in the waveguide. The contribut
losses in this case should reach 100 dB/cm.

To summarize, in the present work the optical propert
of diffused polymer waveguides were studied. Curves m
ing it possible to predict the nonlinear optical parameters
waveguides as a function of the dye concentration in
polymer were obtained. It was shown that on the basis
their properties these structures can be used for optical in
mation processing, specifically, for obtaining completely o
tical modulation of light.
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A technology is proposed for multiple recording of holograms on the same section of thin
recording media using the technique for obtaining rainbow holograms. It is shown that in this case
the individual holograms can be reconstructed and read independently of one another.
Experimental results are presented. ©1998 American Institute of Physics.
@S1063-7842~98!02402-7#
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A method for recording and reconstructing images
means of pseudodeep holograms was proposed earlier1,2 It
was shown that such holograms, which are recorded on
liquely arranged thin photosensitive layers, admit multip
recording on the same section of such photosensitive m
rials. Individual holograms in this case can be reconstruc
and read independently of one another.3 In the present pape
it is shown that multiple recording of holograms followed b
independent reconstruction of the holograms can also

FIG. 1. Principle of recording~a! and reconstructing~b! of a multiple rain-
bow hologram.
2511063-7842/98/43(2)/2/$15.00
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achieved in conventionally~i.e., vertically! arranged thin
photosensitive layers by using the method for obtaining ra
bow holograms.4

The principle of recording such multiple holograms is
follows ~Fig. 1a!. A linear objectAB is recorded with a
reference waveR on a photosensitive plateH. Next, a ref-
erence waveR1 , whose direction of propagation differs from
that of the waveR by an angleDw, records the objectA1B1

placed at the location of the objectAB. If the hologram
recorded in this manner is illuminated with one of the wav
which is a reference wave during the recording process,
example, the waveR, then images of both recorded objec
will be reconstructed. The image of the objectAB, corre-
sponding to the waveR, can be picked out by the output sl
D ~Fig. 1b!, in the manner as when reconstructing a multip
pseudodeep hologram, and the image of the objectA1B1 is
cut off by the slit. It is easy to see that if the waveR1 were
used at the reconstruction stage, then for the same positio
the output slit the image of the objectA1B1 would be picked
out. It can be easily shown that the angular widthDC of the
output slit will be determined~neglecting diffraction diver-

FIG. 2. Experimental arrangement for recording/reading multiple rainb
holograms.M—mirror; BS—beam splitter;G—ground glass;O—object
recorded;S—filtering slit; L1 ,L2—lenses;H—photosensitive material. The
dot-dash line shows the position of the output slitD.
© 1998 American Institute of Physics
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gence! by the changeDw in the angle of incidence of the
reference wave during the recording/reconstruction
should not exceed the value

Dc'Dw cosw. ~1!

To confirm that the proposals made above are w
founded, a series of experiments on obtaining multiple ra
bow holograms was performed in which the image of diff
ent sections of a transparency, consisting of a photogra
test object~focusing aid!, was recorded. The recording pro
cedure was done in a two-beam scheme~with angle of inci-
dence of reference beamw'40°! by a one-step method5

~Fig. 2!. The radiation scattered by the ground glassG and
passing through the transparencyO was filtered out by the
slit S, which had an angular width of about 1°. The lensL1 ,
located at twice the focal distance from the slitS, formed an
image of the object and the filtering slit in a manner so t
they were located behind the plane of the recording medi
The angle of incidence of the reference beam was chan
~by the amountDw'1°! by moving a diverging cylindrical
lens L2 . A He–Cd laser with working wavelengt

FIG. 3. Image reconstructed by a double hologram and observed in p
which are conjugate to the plane of the filtering slit~a! and to the object
plane~b!.
d
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l50.4416mm served as the source of radiation. Du Po
photopolymer films were used as the recording medium.

The experimental results on recording and reconstruc
a double rainbow hologram are presented in the subseq
figures. As expected, in accordance with what has been
above, an image of two slits lying next to one another~Fig.
3a! was observed in the plane conjugate to the plane of
slit S, and an image consisting of a mixture of the two r
corded images was observed in a plane conjugate to
plane of the volumeO ~Fig. 3b!. When an output slitD was
placed in the plane conjugate to the planeS, each recorded
image could be read~according to the scheme described
for example, Ref. 2! independently~Fig. 4!.

In summary, the method for preparing rainbow hol
grams makes possible multiple recording on thin record
media with independent readout of the images record
However, it should be noted that although multip
pseudodeep and rainbow holograms operate in a sim
manner in separating the reconstructed images, the me
nism of this phenomenon for them is very different: In t
first case information about the spatial distribution of t
intensity of the recorded interference pattern is preser
~because of the inclination of the recording medium!, while
in the second case there is a change in the spatial frequ
of the pattern in the plane of the recording medium.

In closing, I wish to thank Yu. N. Denisyuk and the sta
at his laboratory for their interest in this work and for kind
providing the opportunity for performing the experiments
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FIG. 4. Image of one of the recorded objects. The image was reconstru
by a double hologram and picked out by the output slit.
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Calculation of the noise factor of a traveling-wave gyrotron
M. V. Ole nik and D. I. Trubetskov

Kolledzh State Educational-Scientific Center, Saratov State University, 410071 Saratov, Russia
~Submitted November 16, 1996!
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The problem of calculating the noise factor of a traveling-wave gyrotron is solved for a model of
a thin annular multistart-helical electron flux taking into account the effect of the quasistatic
space-charge field. Plots of the gain and the noise factor of the traveling-wave gyrotron versus the
electrical parameters of the amplifier are obtained. ©1998 American Institute of Physics.
@S1063-7842~98!02502-1#
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The interaction of electrons and microwave electrom
netic fields has been investigated many times in the theor
gyrodevices. However, thus far the problem of calculat
the noise factor of a traveling-wave gyrotron~TWG! has not
been studied. In the present paper this problem is solved
the model of a thin annular multistart-helical electron fl
taking into account the effect of the quasistatic space-cha
field. The noise properties of a TWG in the linear regim
must be determined, for example, when building networks
gyrodevices in which a wide-band TWG with a high gain
the weak-signal regime must be incorporated. Moreover,
known from theory and experiment withO-type traveling-
wave tubes~TWTO! that, even in the strong-signal regim
only the weak noise signal is amplified during the paus
and it can happen that even that must be reduced.1

The calculation of the quasistatic space-charge field
based on a model described in detail in Ref. 2. We shall
the Green’s function method~see, for example, Ref. 2! to
solve the Poisson equation together with the boundary c
ditions on the waveguide wall (r 5b). We shall employ the
expressions obtained in Ref. 2 which relate the projection
the volume current densityj r , j w , and j z at a point with
radial coordinater and the microwave displacements of t
electronsz1 andQ1 . Then, according to Ref. 2, we have fo
the projections of the first harmonic of the space-charge fi
along an electron trajectory

EQ152
2vp

2Gb i

hkjp2 S jz11
aQ1

q DEQ* ;Ez150;

where

EQ* 52qc2E
0

p

cos~y!cos~Q!dQ2~c5

1qc6!E
0

p

sin~y!sin~Q!dQ

1 iqE
0

p R

r
sin~Q!sin~y!cos~Q!dQ;

c25TE
0

Gb GR cos~Q!cot~y!

~Gr !2 dGr ;
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c55TE
0

Gb

2cot~Q!dGr ;

c65TE
0

Gb

GR sin~Q!dGr ;

T5
I 0~GR!

I 0~Gb!
@ I 0~GR!K0~Gb!2I 0~Gb!K0~GR!#;

A5
2 i I 0

2p2aR
; j5

he2hc

hc
; hc5

vc

v i
; he5

v

v i
;

q5
b'

b i
; b'5

v'

c
; b i5

v i

c
;

I 0 is the constant beam current;R is the average beam ra
dius; a is the Larmor radius;vc is the cyclotron frequency
v i andv' are the longitudinal and transverse components
the unperturbed electron velocity;I 0(GR) and K0(GR) are
modified Bessel functions of the first and second kinds,
spectively;y is the angle between the radii of the elementa
current tube and the waveguide which are drawn from
point where the current density is calculated;

vp5A hI 0

4pRav i«0

is the plasma frequency; and,h is the specific charge of an
electron.

Let us consider a TWG with a cylindrical waveguid
where an electron beam with the described configuration
teracts with the microwave field of the workingTE01 mode
of the waveguide. We shall neglect the effect of the mic
wave magnetic field on the interaction processes.

To describe the electrodynamic part of the problem
employ the equation describing the excitation of a transm
sion line by a curvilinear electron flux.3 In dimensionless
units this equation is

dE

dz
1

i

D
E 52 ikaQ1 , ~1!

wherez5GsDz is the dimensionless length of the interactio
space
© 1998 American Institute of Physics
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D5AI 0Rv

4U0
~11q2!

is the interaction parameter, and

E5
CsEs ,Q1h

DGsv ic

is the normalized amplitude of the wave.
In the equations of motion of electrons in an microwa

field, which are presented in Ref. 4, we shall study the te
determined soley byO-type bunching. Then the equations
motion of electrons in a field which is the sum of the field
a synchronous wave and the quasistatic space-charge
taking account of the one-to-one correspondence betw
iDv1 and the differential operatorv i(d/dz)1 i (v2vc), in
the dimensionless variables are

d2Q1

dz2 12i S b1
1

D D dQ1

dz
2F S b1

1

D D 2

2h̄p
2CQQGQ1

52h̄p
2CQzz̄11

E

DGsa
b'q,

d2z̄1

dz2 12i S b1
1

D D d z̄1

dz
2F S b1

1

D D 2

2h̄p
2CzzG z̄1

52h̄p
2CzQQ11

E

DGsa
b' , ~2!

whereb5v2vc2Gsv i /GsDv i is the desynchronization pa
rameter,z̄15z1 /a, h̄p5hp(GsD) is the normalized plasma
propagation constant, and

CQQ5
2b ib'vc

p2v
EQ* , CQz5

2vc

p2v
b'

2 jEQ* ,

Czz5
2vc

p2v
b ib'jEQ* , CzQ5

2vcb i
2

p2v
EQ* .

The equations~2! together with the excitation equatio
~1! comprise the working system of equations of the line
theory of a TWG in the model adopted for the flux.

Let us now analyze noise phenomena in a TWG. T
problem reduces to analysis of a gyroamplifier with p
modulation of the microwave displacements and beam ve
ity at the entrance into the interaction space, the modula
being of a random, noise character. In determining the in
conditions for solving the problem of calculating the noi
factor, the fluctuations of the azimuthal displacements at
entrance into the interaction space were calculated accor
to the formula presented in Ref. 5. The fluctuations of
longitudinal displacements were assumed to be of the s
order of magnitude as the fluctuations of the azimuthal d
placements. The fluctuations of the velocities were assu
to be approximately equal to the corresponding fluctuati
at the cathode of aM -type beam device.6 Thus, values char-
acteristics for magnetron guns employed in gyrodevices w
used in the calculations.

The gainG and the noise factorF of a TWG were cal-
culated by solving the system of equations~1! and ~2! nu-
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merically by a fourth-order Runge–Kutta method. The no
factor was calculated according to the formula

F511
uCsEs,Q1

u2

kT0D f Gs
2RvC

,

where T05290 K is the noise temperature of the sour
matched with the amplifier input.

The dependence of the noise factorF and the gainG on
the dimensionless lengthz of the interaction space with dif
ferent values of the desynchronization parameterb and the
interaction parameterD is presented in Figs. 1 and 2. On
can see from the figures that for certain values of the in
action parameterD and the desynchronization parameterb a
weakening of the signal and a sharp increase in the n
factor occur on the initial section of the interaction spa
This happens because the values of the parameters are
to the conditions for a suppression effect, similar to the we
known Kompfner suppression. Unfortunately, in the liter
ture there is no information on the noise factor of TWGs,
that at present it is impossible to compare with experime

FIG. 1. Noise factorF and gainG versus the dimensionless lengthj of the
interaction space for different values of the desynchronization parameteb.

FIG. 2. Noise ratioF and gainG versus the desynchronization parameterb.
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Expansion of spark channels in air and possibilities of plasma crowbar in high pulsed
current and magnetic field technique

A. K. So ka and I. M. Vashkevich

Institute of Solid-State and Semiconductor Physics, Academy of Sciences of Belarus, 220072 Minsk, Belarus
~Submitted December 23, 1996!
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The radial expansion velocities and diameters of spark channels in air are measured by the
plasma–metal contact method. AnLC discharge circuit with energy up to 50 kJ and with current
frequencies ranging from;102 to ;104 Hz served as the source of the channels. It is
concluded on the basis of the results obtained that the previously proposed automatic plasma
crowbar based on the expansion of spark channels in gases is a universal switch for an
inductive load inLC discharge circuits that could find very wide applications in high pulsed
current and magnetic field technology. ©1998 American Institute of Physics.
@S1063-7842~98!02602-6#
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In Refs. 1 and 2 a new method is described for obtainin
strong unipolar magnetic field pulses with different shap
and inductions of up to 100 T in oscillatoryLC discharge
circuits by means of the so-called automatic plasma crow
which operates on the basis of the phenomenon of ra
expansion of the spark discharge channels in gases.3,4 How-
ever, the range of application of the proposed crowbar w
limited to the frequencies ofLC circuits ;104 Hz.

Our objective in the present work was to investigate
perimentally the expansion of spark channels in air by
method of contact of gas-discharge plasma with a metal
discharge-current frequencies ranging from;102 to
;104 Hz and to determine the possibilities of wide applic
tions of the plasma crowbar in high pulsed current and m
netic field technology.

It should be noted that the existing works on the exp
sion of spark channels in gases~see, for example, Refs. 3–
and the references cited there! employ essentially the sam
method of investigation. This method is based on study
the temporal evolutions, obtained by one or another meth
of the photographic image of a spark discharge. A criter
for the boundary of a channel was a definite photograp
blackening density, depending on an entire series of fac
not associated with the phenomenon under study. Ap
ently, this explains in part the very large variance of d
obtained by different authors on the expansion velocities
diameters of plasma columns of spark discharges for
same gaseous media and with identical or close param
of the discharge circuits.

In the present work we have performed the first m
surements of the expansion velocities and diameters of s
channels in air under conditions when the degree of ion
tion of gas perturbed by the discharge served as the crite
of their boundary, i.e., a definite magnitude of the electri
conductivity of the gas-discharge plasma, whose value in
experiments was close to the conductivity of a metal.

The experimental arrangement is shown in Fig. 1. T
capacitorC with stored energyW5523103 J and voltage
2561063-7842/98/43(2)/4/$15.00
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up to 5.53103 V was discharged through a controllab
three-electrode air spark gap~trigatron! on a coil with induc-
tance L. The value of L ranged from 1.231023 up to
1.231027 H, which corresponded to a change in the fr
quency of theLC circuit from 80 Hz up to 9 kHz, calculated
according to the formulaf 51/T, whereT is the duration of
the first period of the discharge current obtained from
oscillogram. The damping decrementsd5RT/2L of the dis-
charge currents varied from 0.3 (f 580 Hz) to 1.2
( f 59 kHz) and the current amplitudes varied from seve
kiloamperes up to;43105 A, respectively.

A fundamentally new element of the scheme shown
Fig. 1 is the fourth~crowbar! electrode of the trigatron. In the
case at hand it consists of a short~approximately 2–3 cm
with an up to 7 mm long discharge gap! brass or steel tube
with 3–5 mm thick walls, which is arranged symmetrical
~Fig. 1! and coaxially with respect to the trigatron electrod
and is connected with one of the outputs of the coil by
conductorab.

The main parameter of the crowbar electrode is its in
radius. As soon as the expanding gas-discharge pla
reaches the crowbar electrode, its contact with the m
short-circuits the outputs of the coil~Fig. 1!, as a result of
which the further temporal evolution of the discharge curr
in the circuit changes, and this change is uniquely recor
in its oscillogram~the character of this change depends
the moment~phase! of the discharge process in which th
crowbar is actuated!. The distribution and sizes of the con
tact spots on the inner surface of the crowbar electrode m
it possible to judge the electrical conductivity of the part
the plasma column that touches it, i.e., its form at the m
ment the coil is shorted.

In summary, a crowbar electrode makes it possible
only to change radically the properties of anLC discharge
circuit as a source of current~magnetic field! pulses of a
definite shape but also to investigate in detail the spatiot
poral picture of the expansion of the spark-discharge ch
nel.
© 1998 American Institute of Physics
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From the standpoint of practical applications of t
plasma crowbar, the expansion of a discharge column is
characterized by its radius, equal to the radiusr c of the crow-
bar electrode that shorts the coil at the moment of the
maximum of the current, and its average radial expans
velocity Vmid5r c /tm over the timetm'T/4 during which
the current reaches its maximum value. The usefulnes
this characterization is due to the fact that it is of great
interest~and most difficult! to short-circuit the inductive load
in anLC discharge circuit or to supply additional energy to
at the moment of the first maximum of the current.7

The main results that we obtained by the method
scribed above are as follows. Under conditions of an os
latory discharge with weak damping, the column continu
to expand for at least two periods of the current, the exp
sion velocity decreasing, according to our estimates, mo
tonically. The highest expansion velocity, several times a
more higher thanVmid , is observed at the initial stage of th
discharge. For example, forf '102 Hz and W516 kJ the
average~over the timetm/3 from the start of the discharge!
expansion velocity of the column is four times higher th
Vmid'0.02 mm/ms. By the first maximum of the current th
expansion of the column slows down substantially, but f
ther expansion of the column is even slower.

In the case of discharges with strong damping, when
oscillogram clearly records not more than one or two peri
of the current, the plasma crowbar is actuated~for any radius
of the crowbar electrode! only during the first period, i.e., the
plasma column already reaches its maximum transverse
during this period.

For all of our discharges the column remained symm
ric ~cylindrical! for not longer than 231024 s from the start
of the discharge. We note that fortm,231024 s the crow-
bar electrode need not be cylindrical. It is only necessary
the initial streamer around which a discharge channel l
forms arose near the longitudinal axis of the trigatron el
trode. This conditions is satisfied automatically if the wor

FIG. 1. Schematic diagram of the experiment~LC discharge circuit with
plasma crowbar!. 1,2—Trigatron electrodes;3—crowbar electrode.
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ing surfaces of the electrodes are spherical with a radius
exceeding 2–3 cm.

It must be underscored, however, that the radius of
plasma column that corresponds to some moment in tim
the discharge process and for which the coil is short-circu
at this moment is stable and is reproduced from discharg
discharge, though the direction of the discharge can be
ferent. This is indicated by the exceedingly high actuat
stability of a plasma crowbar for fixedr c and the fact that the
parameters of the discharge circuit, including the shape
state of the working surfaces of the trigatron electrodes
well as the length of the discharge gap remain unchange

It should be noted that the spherical shape and stat
the surfaces~cleanliness, absence of irregularities, locatio
of melting, and so on! of the spark gap electrodes are esp
cially important at low (,3 kHz) discharge current frequen
cies. For discharges withtm,831025 s the crowbar re-
mains highly stable even with highly deformed and dirty~as
a result of charring and fusing! electrode surfaces.

Figure 2 shows for discharge energyW516 kJ plots of
Vmid andr c versus theLC-circuit frequency, which, as indi-
cated above, was found from oscillograms of the discha
current which were obtained using a Rogowski loop with
RC integrator.

Up to f '3 kHz Vmid grows almost linearly with fre-
quency, as a result of which the diameter 2r c of the crowbar
electrode remains unchanged. It is interesting that the
appreciable deviation from linearity is observed whenVmid

reaches the speed of sound in air~0.33 mm/ms!. This could
be due to a decrease in the compressibility of air, wh
depends on the ratio of the speed of the shock wave to
speed of sound~the Mach number!.

The curves in Fig. 2 essentially showVmid and r c as a
function of the discharge power, determined as the ra
W/tm , which varies from;63106 ~f '102 Hz, tm52.4

FIG. 2. Diameter 2r c of the crowbar electrode and the average~over the
first fourth of the first period of the discharge current! expansion velocity
Vmid of the plasma column of the trigatron discharge versusLC-circuit
frequency for discharge energyW516 kJ.
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31023 s! to ;73108 W ~f '9 kHz, tm52.331025 s!. It
is obvious that the growth ofVmid with increasing power
tends to saturate, at which pointr c would not depend~or
depend very weakly! on the discharge energy. The possib
ity that the column expands in this manner duringtm is also
supported by the curves ofr c versus energy for differen
frequencies of theLC circuit ~Fig. 3!. It is also evident from
these curves that saturation, if it exists, is reached at
charge powers much higher than;23109 W, for which the
Mach number forVmid already equals 7~Fig. 3, curve5!.

The dependence ofr c on frequency and energy of th
discharge circuit as seen in the plots can be represente
the following empirical formula

r c5
60

171 f
W0.2,

whereW is in kJ, f in kHz, andr in cm.
The error of this formula in the ranges off andW indi-

cated in Figs. 2 and 3 does not exceed 30% forf ,3 kHz and
15% for f .3 kHz, making this dependence useful for pra
tical applications of the circuit shown in Fig. 1.2,8 The fol-
lowing experimentally established inequalities should also
helpful: r c,r 1,1.5r c , wherer 1 is the radius of the crowba
electrode for short-circuiting the coil in the first minimum
the discharge current.

Two conclusions can be drawn from the results p
sented above. First, the plasma–metal contact metho
completely workable and applicable for studying gas d
charges. Second, and much more important from the st
point of the objective of the present work, an automa
plasma crowbar is a universal switch for an inductive lo
this could have wide applications in high pulsed current a
magnetic field technology. It has the following advantag
over other switches described in the well-know
literature:2,7,9 a! It is technically extremely simple and easi

FIG. 3. Diameter 2r c of the crowbar electrode short-circuiting a coil at th
first maximum of the current versus the discharge energy for diffe
LC-circuit frequencies.f 5100 Hz ~1!, 1.1 kHz ~2!, 2.1 kHz ~3!, 5.5 kHz
~4!, 9 kHz ~5!; tm52400 ~1!; 110 ~2,3!; 40 ~4!; and 23ms ~5!.
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accessible to a wide circle of experimenters; b! there are no
limits on the current amplitude~trigatrons can be connecte
in parallel, and it is not at all necessary that each one
equipped with a crowbar electrode!; c! the range oftm from
;1023 to ;1025 s includes the high pulsed current an
magnetic field durations most often used in practice~appar-
ently, a plasma crowbar is also applicable in the widest ra
of tm , but here additional investigations are required!.

The drawbacks of the plasma crowbar as an appar
are the same as for air-filled spark gaps7 ~noise during op-
eration~especially with high discharge powers!, charring and
fusing of crowbar electrodes, and so on!. Here it should be
noted that there is no doubt that the plasma crowbar can
used in combination with vacuum or high-pressure sp
gaps, which have a number of advantages over air-fi
spark gaps. However, in this case, the main advantages o
‘‘air’’ crowbar—simplicity of operation and universality
i.e., applicability~with replacement of crowbar electrodes! in
LC circuits with different parameters—will be inevitabl
partially or completely lost.

It should also be noted that the technical possibilities
plasma crowbars are by no means exhausted by the sch
shown in Fig. 1. Many other variants of a plasma crowb
are possible on both a fundamental level and in regard
constructional details. For example, one variant is to use s
eral crowbar electrodes or one trigatron and several unc
trolled spark gaps placed at certain distances from one
other so that when the trigatron is ignited, the other sp
gaps automatically kick in simultaneously or in series as
plasma expands~programmable discharge10,11!.

The even the simplest variants of the scheme in Fig
make it possible to obtain in an inductive load of anLC
circuit the following current pulses~magnetic field pulses!:
1! in the form of a half wave or whole wave of a sinusoid—
short-circuiting of the load in the first or second minimum
the current;12,13 2! asymmetric pulses with sinusoidal fron
and exponential cutoff—short-circuiting at the first max
mum of the current~passive crowbar!;14–16 3! pulses in the
form of a decaying sinusoid, whose half waves have
tops—short-circuiting of a coil at the first maximum of th
current with a capacitor bank and a small inductance c
nected in series in the crowbar sectionab of the discharge
circuit ~active crowbar! ~Fig. 1!; 4! nearly square pulses—
active crowbar, as in crowbar 3, plus a second crowbar e
trode, short-circuiting the outputs of the coil at the end of t
first half wave17,18 ~in this case the first crowbar electrod
can be ‘‘half-transmitting’’ for the plasma, i.e., for exampl
it can be made in the form of a grid or it can have ‘‘through
radial openings over the entire surface!.

In closing, we note several points which should be tak
into account in any practical implementation of the sche
shown in Fig. 1. A crowbar electrode must possess adeq
mechanical strength, depending on the power of the
charge, and it must be strongly secured. Special atten
should be devoted to the dynamic strength of the contact
the pointsa andb of the discharge circuit~Fig. 1! as well as
the strength of the conductorab itself.15

t
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Optical control of photopolymerization during stereolithographic synthesis
S. N. Mensov and A. V. Semenov

N. I. Lobachevski Nizhegorod State University, 603600 Nizhni� Novogorod, Russia
~Submitted February 3, 1997!
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The possibility of using the multiple-scattering spectrum of incident radiation to make a real-time
determination of the degree of conversion of compositions undergoing photopolymerization
in optical stereolithography is investigated. It is shown that the fluctuations arising in the refractive
index grow in amplitude in the course of photopolymerization. The extremal dependences of
the scattered radiation intensity on the degree of conversion are analyzed theoretically and
experimentally. ©1998 American Institute of Physics.@S1063-7842~98!02702-0#
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Real-time determination of the degree of conversion
two-phase media is required in order to solve the problem
stabilizing a number of physical and chemical process
Specifically, this is important in layer-by-layer optical sy
thesis of three-dimensional objects from a photopolyme
the most promising form of stereolithography.1 In this case,
the preparation of a model requires a completely determi
mechanical stiffness and uniformity. The monitoring of t
degree of polymerization must be invasive, it must be p
formed for each point of the object being formed, and
should not affect the synthesis process. Since the photop
mer hardens under the action of the light incident on it, i
convenient to use the method of optical diagnostics. In
present work the possibility of obtaining information abo
the degree of polymerization from the form of the scatter
spectrum of the laser light passed through the polymer la
is investigated.

A typical curve of the degree of conversionP ~fraction
of the polymer in the composition! versus the polymerization
time with constant intensity of the incident radiation is pr
sented in Fig. 1. The nonlinearity of the sectionAB intro-
duces a positive feedback into the two-phase system tha
intensify polymer concentration fluctuations, which are ch
acterized by the nonuniformity of the refractive index wi
some correlation radiil n , up to a macroscopic level.2 As a
result of the diffraction of the incident radiation by th
‘‘phase screen,’’ there arises in the layer undergoing po
merization a randomly-nonuniform distribution of light in
tensity with the same correlation radiusl n ,3 and this in turn
results in additional intensification of the nonuniformities
the polymer concentration.

Let us examine the scattering of a laser beam~character-
istic transverse size of the order of several millimeters1! by
nonuniformities of the photopolymer~l n of the order of sev-
eral tens of microns2!. For simplicity, we shall assume tha
there is no absorption and that the nonuniformities aris
are described by a Gaussian correlation function3

Cn~r ![^ ñ~r ! ñ~r 8!&5an
2 exp S 2

r 2

2l n
2D , ~1!

where n(r )5n̄(r )1 ñ(r ) is the index of refraction at the
2601063-7842/98/43(2)/3/$15.00
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point r of the layer undergoing polymerization,n̄(r ) is the
average value over the volume undergoing polymerizati
ñ(r ) are the fluctuations of the index of refraction, andan is
the amplitude of the fluctuations~intensity of the nonunifor-
mities!.

Since the average refractive index of the composition
the liquid phasen̄m'1.5 ~monomer! increases at a transitio
to the solid phase~polymer! by 2–3%,4 the amplitude of the
nonuniformities will lie in the range 0<am<0.04. Since lay-
ers of thicknessh ranging from 250 to 750mm are ordinarily
used in stereolithography,1 it must be assumed that the radi
tion which has passed through the photopolymer layer
undergone multiple scattering3,5

h•smax@1, ~2!

where smax is the maximum possible effective scatterin
cross sections per unit volume, determined according to th
relation3

s5
A2pan

2k0
2l n

4n̄
, ~3!

and the wave numberk0'107 m21.
To analyze the information characteristics of t

multiple-scattering spectrum under our conditions we e
ploy the solution

I s5
I 0

4szumax
2 expS 2

sin2~u!

szumax
2 D , ~4!

of the transport equation in the small-angle approximatio5

]I ~z,r, s!

]z
1~s¹sI ~z,r, s!!52sI ~z,r, s!1

s

4p

3E E p~s,s8!I ~z,r, s!ds8,

~5!

where I (z,r,s) is the radiation intensity;k5(s1gz0)k0 is
the wave vector of the scattered radiation,g'1; r5r1zz0

is the radius vector of a point in space;p(s,s8) is the scat-
tering phase function of a unit volume;umax is the width of
© 1998 American Institute of Physics
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the scattering phase function for one particle at the h
power level;u is the angle between the direction of the inc
dent (z0) and scattered radiations; and,I 0 is the intensity of
the incident beam, which can be assumed to be a plane w
within the nonuniformity.

From Eqs.~3! and ~4! it is evident that for constan
thicknessesh of the layer undergoing polymerization an
size l n of the Gaussian nonuniformities the scattering sp
trum I s depends nonmonotonically on the amplitudean of
the refractive index fluctuations. The position

ãn
25

4n̄ sin2~u!

A2phumax
2 k0

2l n

~6!

of the maximumI s maxof the scattering spectrum is virtuall
proportional tou.

Since the polymerization process evolves in time, a
the degree of polymerization of the composition correspo
to a definite intensityan of the nonuniformities, the degree o
conversion can be controlled according to the multip
scattering spectrum on the basis of the extremal depende
of the functions I s(an(t),u)(4) as follows: Measuring
I s(t,u) continuously during polymerization, we determin
the time at which the function reaches an extremum a
function ofu. Using Eq.~6!, it is easy to find the dependenc
of the amplitude of the refractive index fluctuations arising
the photopolymer and therefore also the degree of con
sion as a function of time.

We investigated experimentally the scattering spectr
of the polymerizing radiation, which passed through a la
of a photopolymerizing composite material based on
goester acrylates with carbanil-containing photoinitiato
The maximum value of the scattering cross section of r
dom nonuniformities of the photopolymer was found expe
mentally to bes570000 m21.

On this basis, when a layer of thicknessh50.01 mm
undergoes polymerization, the angular spectrum can be
lyzed using the single-scattering approximation3,5

FIG. 1. Degree of conversion of a photopolymer versus polymeriza
time.
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I p5
sz

pumax
2 expS sin2~u!

umax
2 Dexp~2sz!. ~7!

Measuring the density of the scattered field propagat
at anglesu50.0125, 0.025, 0.0375, 0.05, 0.0625, 0.07
0.0875, and 0.1 rad with respect to the direction of the in
dent wave, we obtained the time dependences presente
Fig. 2. It is evident from these dependences that the ang
spectrum obtained is a Gaussian function with const
width umax'0.03 rad with the harmonics amplitude increa
ing monotonically with time. Correspondingly, the nonun
formities arising in the photopolymer have a Gaussian sh
and a constant sizel n'20 mm, and their intensity~ampli-
tude of the refractive index fluctuations! grows monotoni-
cally with the degree of polymerization.

The time dependences of the intensity of the scatte
radiation~Fig. 3!, recorded at the same angles as in the c
of single scattering, were obtained for a layer of thickne
h50.5 mm ~which corresponds to multiple scattering~2!!

n

FIG. 2. Time dependence of the angular scattering spectrum in the pro
of polymerization of a 0.01 mm thick layer.

FIG. 3. Time dependence of the angular scattering spectrum in the pro
of polymerization of a 0.5 mm thick layer.
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undergoing polymerization. The results~Fig. 4! obtained by
analyzing these diagrams by the method proposed ab
showed a monotonically increasing functionan(t) for the
photopolymer employed. Therefore if we wish to obtain
photopolymer with a definite degree of conversion, cor
sponding to one value of the amplitude of the refractive
dex fluctuations, then it is necessary to measure in the

FIG. 4. Refractive-index fluctuation amplitudes versus polymerization ti
d—Experimental values.
ve

-
-
o-

cess of polymerization the intensity of the scattered lig
propagating at angleu corresponding to the condition~6!.
Then the polymerization time will be determined by the tim
at which the maximum is reached.

The method which we have proposed above can be u
to determine the degree of polymerization not only of ph
topolymers but also transparent polymers with chemical
tiators ~for example, methyl methacrylate!. However, it is
necessary to take into account the fact that in this case
concentration nonuniformities arising in the course of t
reaction are much smaller in amplitude and partially rela2

In other words, two degrees of polymerization will corr
spond to one value of the refractive index fluctuations. F
this reason, for purposes of diagnostics the dynamics of
variation of the scattered intensity must be followed not
one angular frequency but rather over the entire ang
spectrum simultaneously.

1J. P. Kruth, Ann. CIRP40/2, 69 ~1991!.
2A. I. D’yachkov, A. I. Levinski�, and S. N. Mensov, Vysokomol. Soedin
29, 1917~1987!.

3S. M. Rytov, Yu. A. Kravtsov, and V. I. Tatarski�, Introduction to Statis-
tical Radio Physics. Part 2. Random Fields@in Russian#, Nauka, Moscow,
1978.

4A. A. Berlin, Acrylic Oligomers and Materials Based on Them@in Rus-
sian#, Khimiya, Moscow, 1983.

5A. Akira, Propagation and Scattering of Waves in Randomly Inhomo
neous Media@Russian translation#, Mir, Moscow, 1981.

Translated by M. E. Alferieff

.
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Theory of heat and moisture transfer in a capillary-porous body
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New differential equations describing the dynamics of the formation of temperature and moisture
fields in capillary–porous media are derived on the basis of a complete analysis of the
physical processes occurring in a capillary–porous body. The derivation of the equations is based
on the well-known diffusion laws and functional relations between the temperature,
moisture content, and vapor content, which are physical characteristics of the body. The equations
obtained contain experimentally measurable physical quantities and dependences which
characterize a specific capillary-porous body. ©1997 American Institute of Physics.
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The theory of mass and energy transfer in capilla
porous bodies is important in power engineering, technolo
cal processes in the food, construction, chemical, and l
industries, and in agrophysics. At the present time, the s
tem of differential equations obtained by Academician A.
Lykov is used for the theoretical description of heat a
moisture transfer processes in capillary-porous media.1,2

A. V. Lykov proposed the following simplified physica
model for the mathematical description of heat and moist
transfer processes in a capillary-porous body. The mas
the matter present in pores equals, to a high degree of a
racy, the mass of the liquid phase~the gas-phase mass
negligibly small!. Transfer of only the part of the vapor tha
participates directly in a phase transition is important. The
fore in studying mass transfer processes the transfer law
only one phase, for example, the liquid phase, need be
ited and the entire effect of vapor transfer and phase tra
tions can be taken into account by means of only one par
eter — the phase-transformation«5dWF /dw. The phase
transformation criterion« is determined as the ratio of th
change in the moisture content by evaporation and cond
sation to the change in the moisture content due to transfe
liquid. This approach led to the following equations descr
ing these processes in the capillary-porous body:1!

CS

]

]t
T2«r

]

]t
Wl5¹~l¹T!

2~ClDl¹Wl1ClDTl¹T!¹T,

~12«!
]

]t
Wl5¹~Dl¹Wl !1¹~DTl¹T!. ~1!

This approach greatly simplifies the system of differe
tial equations describing the heat and moisture transfe
capillary-porous media, but it creates certain difficulties
the practical application of these equations since the ph
transformation criterion« is a fictitious physical parameter

The equations~1! have been used in many theoretic
works to investigate heat and mass transfer in capilla
porous media. However, a large number of attempts to m
sure correctly all coefficients appearing in the equations p
2631063-7842/98/43(2)/2/$15.00
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sented above for a specific capillary-porous body yield
very contradictory results. This is due primarily to the fu
damental impossibility of measuring the parameter«. For
this reason, the present work is devoted to the rigorous d
vation of differential equations which describe transfer p
cesses in a capillary-porous body and are free of this sh
coming.

A capillary-porous body contains two interacting phas
moist air and liquid. The framework of a porous body is
rigid solid which does not swell, absorb water, or dissolve
water and does not enter into chemical interactions with w
ter. We write the equation of conservation of energy a
mass as

]

]t
H52¹•q, ~1a!

]

]t
~Wv1Wl !52¹•~Jv1Jl !, ~2!

whereH is the enthalpy of the system per unit volume of t
capillary-porous body~enthalpy density!; q is the heat flux
vector;Wv andWl are the mass of the vapor~vapor content!
and liquid ~moisture content!, respectively, per unit volume
of the capillary-porous body;Jv and Jl are the vapor and
liquid flux vectors, respectively;¹ is the del or nabla opera
tor; and,t is the time.

The enthalpy density for the system under study is

H5Hs1hvWv1hlWl , ~3!

whereHs is the enthalpy of the solid phase per unit volum
of the porous body andhv and hl are, respectively, the en
thalpy of the vapor and liquid per unit mass~specific enthal-
pies!.

Let us differentiate~3! with respect to time and take
account of the fact that the derivative of the specific entha
with respect to temperature at constant pressure is the
cific heat. This gives the expression

]

]t
H5CS

]

]t
T1hv

]

]t
Wv1hl

]

]t
Wl , ~4!
© 1998 American Institute of Physics
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whereCS5Cs1WvCv1WlCl ; T is the temperature of the
system at a given point;Cs is the specific heat per unit vol
ume of the dry porous body; and,Cv andCl are the specific
heats of the vapor and liquid.

The first term on the right-hand side of expression~4!
describes the change in enthalpy due to a temperature ch
and the two other terms take account of the change in
thalpy due to a change in the amount of matter.

In the system under study, heat propagates by cond
tion and also by transfer of vapor and liquid. Therefore
heat flux is

q52l¹T1hvJv1hlJl , ~5!

wherel is the effective thermal conductivity of the system
The divergence of the heat flux vector can be written

¹•q52lDT1hv¹•Jv1hl¹•Jl

1~2¹l1CvJv1ClJl !•¹T, ~6!

whereD5¹2 is the Laplace operator.
Using expression~2! it can be shown that

hv

]

]t
Wv1hl

]

]t
Wl1hv¹•Jv1hl¹•Jl

52r S ]

]t
W1¹•Jl D , ~7!

wherer 5hv2hl is the heat of the phase transition.
Substituting expressions~4! and~6! into Eq. ~1! and us-

ing Eq. ~7! the energy equation assumes the form

CS

]

]t
T2r S ]

]t
W1¹•Jl D

5lDT1~¹l2CvJv2ClJl !•¹T. ~8!

The thermal conductivity of the system depends on the m
ture content and temperature. This gives a basis for re
senting¹l in the form

¹l5
]l

]Wl
¹Wl1

]l

]T
¹T. ~9!

In the general case the vapor partial pressurepv and
vapor densityrv in capillary-porous bodies depend on tem
perature and moisture contentpv5pv(T,Wl) and
rv5rv(T,Wl).

Then the time derivative of the vapor density is

]rv

]t
5

]rv

]T

]T

]t
1

]rv

]Wl

]Wl

]t
. ~10!

The porosity (P) of the capillary-porous body is th
ratio of the free volume, containing water and moist air,
the total volume of the porous body calculated for an
ementary volume. Then we can write

Wv5rvS P2
Wl

r l
D , ~11!

wherer l is the density of the liquid phase.
Let us differentiate the equation~11! with respect to time

and take account of Eq.~10!. Then
nge
n-

c-
e

s

s-
e-

l-

]

]t
Wv5

]rv

]T S P2
Wl

r l
D ]

]t
T

1S ]rv

]Wl
S P2

Wl

r l
D2

rv

r l
D ]

]t
Wl . ~12!

As shown in Refs. 1 and 2, the main laws governing
transfer of vapor and liquid can be represented in the for

Jl52Dl¹Wl2DTl¹T, ~13!

Jv52Dv¹Wv2DTv¹T, ~14!

where the coefficientsDl , Dv , DTl , and DTv characterize
the specific capillary-porous body. These coefficients can
expressed in terms of experimentally determined phys
quantities.

We substitute expressions~9!, ~13!, and~14! into Eq.~8!
and perform some elementary transformations. Then the
ergy equation can be written in the final form as

CS

]

]t
T2r

]

]t
Wl5lDT1~k¹Wl1m¹T!•¹T

2r¹•~Dl¹Wl !2r¹•~DTl¹T!, ~15!

wherek5
]l

]Wl
1CvDv1ClDl ,

andm5
]l

]T
1CvDTv1ClDTl .

Substituting expressions~12!–~14! into Eq. ~2!, we ob-
tain a final expression for the mass transfer equation

R
]

]t
T1Q

]

]t
Wl5¹•~~Dl1Dv!¹Wl !

1¹•~~DTv1DTl!¹T!, ~16!

where

R5
]rv

]T S P2
Wl

r l
D , Q511

]rv

]Wl
S P2

Wl

r l
D2

rv

r l
.

The equations~15! and~16! comprise a system of equa
tions which describe heat and mass transfer in capilla
porous bodies.

The theory presented above makes it possible to es
lish the required set of specific, experimentally observa
physical quantities of the system under study (CS , l, Dl ,
DTl , Dv , DTv , P, pv(T,Wl)) and it makes it possible to
investigate transfer processes in capillary-porous media th
retically in diverse situations.

The idea for this work arose at the Agrophysical Institu
in discussions between one of us and A. F. Chudnovski� and
B. M. Mogilevski�, to whom we are deeply grateful.

1!All notations for physical quantities in Ref. 1 are reduced to the notati
employed in the present paper.

1A. V. Lykov, Heat and Mass Transfer in Drying Processes@in Russian#,
GÉI, Moscow, 1956.

2A. V. Lykov, Transport Phenomena in Capillary-Porous Bodies@in Rus-
sian#, GITTL, Moscow, 1954.

Translated by M. E. Alferieff
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