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Two boundary-value problems in plane geometry, modeling the field and current distribution
produced by moving sources of magnetic fiffldxons in surrounding normal metals,

are solved analytically. In the first case a fluxon moves with a constant velocity in a
superconducting plane separated by a vacuum gap from a half space filled with a metal having a
low electrical conductivity. In the second case the half space is replaced by a thin metal

layer of high conductivity. The problems are solved by perturbation techniques, the Fourier integral
transform, and the Parseval identity. The latter is used to calculate the power dissipated in

the metal. An estimate of the power dissipation is needed in order to calculate certain torques of
magnetic origin in the Gravity Probe B project. €98 American Institute of Physics.
[S1063-784298)00102-0

INTRODUCTION is replaced by a thin layer of high electrical conductivity.
Under the conditions of GP-B the problem now models the
In the Gravity Probe B missiofGP-B) a rotating super- influence of the six electrodes of the rotor's suspension sys-
conducting ball(superconducting gyjowill be orbiting the  tem, which are made of a material having a high copper
Earth in a circular polar orbit for over a year, and the drift of content. Again, the electrodes actually cover approximately
its axis resulting from two general-relativity effects will be 45% of the rotor’s surface, but the most conservative esti-
measured(the details of the experiment are described inmate of the dissipated power and, hence, of the torques is
Refs. 1 and 2 According to theory, the drift is expected to obtained under the assumption that they cover the entire sur-
be very smal0.042 arcsec/yr and 6.6 arcsec/yr in the east-face.
west and north—south directions, respectivelo that the We conclude our paper with estimates of the spindown
measurement accuracy must be very high, and the classicedte of the GP-B gyro due to eddy current energy dissipation.
(nonrelativistig torques causing the drift must be either
eliminated or carefully accounted for.
In particular, there will be quantum-size sources of mag-
netic field (fluxong on the surface of the superconducting .
rotor, which induce eddy currents and thus energy dissipa- L’%gondny
tion in the surrounding normal metals. Consequently, differ-
ential damping torques are produced and must be estimated.
In this paper we give such estimates by solving explic- Gap
itly two corresponding model boundary-value problems in
plane geometrythey may also be of interest for other appli-
cations. The complications associated with the spherical ge-
ometry of the GP-B experiment can be neglected, because
the gap between the rotor surface and the surrounding nor-
mal metals is extremely small compared to the radius of the
rotor (see Figs. 1 and)2 i
The first problem treats a fluxon—antifluxon pair moving *
with a constant velocity in a superconducting plétie rotor

surface separated by a gap from a half space having a finite 42

electrical conductivity. For GP-B this problem models the

influence of the so-called caging rod, which in reality hangs X :M: ‘-’: t‘l: :l: AA d: AAAAAL AN S
over only a relatively small portion of the ball's surface.

However, the quantity of interest to us—the upper limit of Gap Fluxon
the dissipated power—can obviously be found if one as- FIIIIIIIT T

sumes that the metal covers the entire surface, which is mod- Superconductor z

eled by a half space.
In the second problem the half space in the first problenFiG. 1.
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1. THE PROBLEM FOR A CONDUCTING HALF SPACE:
STATEMENT OF THE PROBLEM AND REPRESENTATION
OF THE SOLUTION

Let a metal having an electrical conductivity and a
magnetic permeabilityt= o occupy the half space’ >d
of a Cartesian coordinate systdmi,y’,z’'}. The planez=0

is the surface of the superconductor, and a fluxon and a

antifluxon move in it with a constant velocity<c along the
x" axis; the layer 6z’ <d is a dielectric gagFig. 1). The

equations and boundary conditions for the magnetic induc
tion B and the eddy current densifyinduced in the metal

have the formRef. 3, Chap. 1D in the gap(medium 1}

V'-B=0, V'xXB=0; 0<z'<d, |x'|, |y'|<o;

Byl —0=DPol (X" —x¢ (1)) 8(y' —ys)
—8(x"=x,(1) 8y —yD;

B||X'|,|y’|*>°°_>0; (12)
in the conductofmedium 2
V'-B=0, V’'XB=uy,
] B
ViXj=—o - 2'>d, IX'|, ly'|<ee; (1.3
at the interface
Bl —g+0=Blz=d-o0- (1.9

Here @, is the flux produced by a point sour¢e GP-B
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—0',U,0§=V’XV'><B=—V'ZB
ot '

2>d, ¥, ly'|<=,

1.5

where the last equation is valid becausés solenoidal.

We seek a quasistationary solution {b.1)—(1.4); we
introduce a dimensionless coordinate system comoving with
the sources,

X"=x¢(t)  x'—x{—vt
d d ’

(1.6

In terms of these variables the above problem is rewritten as
follows: for medium 1

V-B=0, VXB=0; 0<z<1, x|, |y|<e; (1.7
@,
Bz|z=02? [8(X)8(y) = 8(X—Xg) (Y —Yo) ]; (1.9
for medium 2
oB
V-B=0, VZB=—x&; z>1, |x|, ly|l<e; (1.9
at the interface
Bl,=110=Blz=1-0- (1.10

p|ere we have omitted the obvious conditions at infinity and
introduced the notationky=(X;—X;)/d, yo=(Ya—Vs)/d;
the only dimensionless parameter of the problem is

1.1y

Problem(1.7)—(1.10 can be solved by a more or less stan-
dard procedure using Fourier integral transforms in the vari-
ablesx andy, but this approach leads to field and current
distributions in the form of cumbersome double Fourier in-
tegrals, which impede further analytical calculations and ob-
scure the physical meaning of the result. Instead we seek a
perturbational solution in the form of a power series in the
small parameter (»=<0.02) under GP-B conditions

B(x,y,z)=BO(x,y,z) + »BY(x,y,z) + »’B?

x=opugud.

X(Xy,2)+ ...,

(1.12

where the functional coefficienB®, k=0,1,2,... must be
evaluated from the following sequence of problems deduced
from (1.7—(1.10 and(1.12:

V-BW=0, VvxBW=0; 0<z<1, |[x|, |y|<o;

(k) %o .
B, |z:0=? [ 8(X) 8(y) = 8(X—Xo) 8(Y —Y0) ] 6kos

®,=h/2e is the magnetic flux quantunhm is Planck’s con-
stant, ance is the electron charged is the Dirac delta func-
tion, andx; ,(t)=x¢ ,+vt, y; , are the coordinates of the
fluxon and antifluxon, respectively; the prime attached to the
symbolV signifies differentiation with respect to the primed
variables. Note that the current densjtgan be eliminated
from the last two equations if1.3) to give one second-order
equation forB:

(1.13

9Bk
V.-BW=0, VZ2BW=—(1-46) —x

z>1, |x|, |yl<e;

B(k)|z:1+o=B(k)|z:1—oa

(1.19
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wherek=0,1,2,.. ., anddy=1, §,=0, k=1. X JB®

It follows from (1.12) and the second equation {f.3) V2B =v2pt)— EVZB(O)— < §V2¢//(°)=V2b(1)
that the corresponding expansion for the current density in
the conductor is B o1

ox '

1
j= ——VXB=(xV+x%@+...),

od so that from equation€l.14) with k=1 we obtain
1 Vv.-bP=0, v%pV=0, z>1. 2.3
j<k>=—dv><B<k>, z>1, (1.15 23
Mo Consequently, setting
i 0) =
where we have taken into account the fact thiat B 0 bD=V L+ VxAD, V.AL=0, 751, (2.4

in the entire half space>0. Accordingly, the current den-
sity is a first-order term in, because without the conductor we see that both unknown potentiaté®) and A" are har-

(%=0) there is no current at all. monic in the half space occupied by the conductor, and
Our goal is to determing?), i.e., the principal term in 2 ) 2a D)
the current distribution, and then to calculate the dissipated Vay=0, V°A=0, z>1. (2.9

power to the first order. This can be done without any techyntroducing(2.4) into (2.2), we find that
nical difficulties, and the result has a clear physical meaning.

+UXAD 4+ yOg | z2>1,
(2.6
2. THE PROBLEM FOR THE HALF SPACE: CURRENT

DISTRIBUTION AND DISSIPATED POWER According to(2.4), (2.5), the first two terms on the right side
of (2.6) are irrotational; therefore

X
B = V( Y=y

We now turn to the sequence of problefisl3), (1.14).
The “unperturbed” solutionB(®), naturally, is the field of VxBY=vyOxe=BVxe, z>1. (2.7
two point sources in the half space without the conductor. ItOn the basis of this equation Eqd.15 and (1.11) can be

satisfies the Laplace equation in the entire half spac@ . o . . )
with the boundary conditiofil.13 and is therefore given by used to determine the principal current-density term:

BO=v 40, 2z>0 j=%P+0(x%)=0vBPXxe+0(%?), z>1. (2.9

The result(2.8) has a clear physical meaning. Indeed, when a

#O(x,y,2)= — i"z(i_ i) (2.1 conductor moves with the velocity® in an external mag-
2md“\R Ry netic fieldB(®), the induced current density in it is known to
where be given by the Lorentz equation
R=\}Cry?+ 2, [=ov@xBO. 9
Ro=\(X—Xg) 2+ (Y— Vo) 2+ (z— 25)2 In our case, clearlyy®=—ve,, and as the conductivity is

) ] ] _small, the induced magnetic field can be neglected in com-
are the distances from the sources to an arbitrary point witharison with the external fiel8(®); Eq. (2.9) goes over to

coordinates X,y,z). 2.9 as a result.

To find the principal term in the expansion of the current  \ne now calculate the power dissipated by a fluxon—
density (1.15, we need to know the fiel®®) satisfying  gntifluxon pair from the equation
problem(1.13, (1.14 with k=1, or rather the curl of this
field in the conductor. Surprisingly, the latter may be deter- _1 2g\ = d_3 24y
mined without completely solving the corresponding fa Z,>dJ T o Z>1J
boundary-value problem. Usin@.1), we write the field in
the conductor in the form 2avzd3f [(B)2+(B®)2]dV
X 1 X 1 =1 ’
D=pL__gO® 4 Z 0a =L _ _ (0) 4 Z (0
B b 2 B 2 yrec=b ZV"[/ * 2 e (the approximate equality here and below indicates that the
expression is calculated to the first nonvanishing ordes)in
—pb_ EV(X!//(O))-I- yOe, 7>1, 2.2 _ After substituting the expressiaf2.1) for B© into the
2 right side, we have only to compute the integrals for the final
whereb®(x,y,2) is the new unknown field, and, is the result, but the computation is found to be rather cumber-

unit vector in the direction of the axis. some, and its result depends on the relative position of the
Using (2.1), (2.2) and Egs(1.14 with k=0, one easily fluxon and the antifluxon. , ,
calculates Actually, however, we are interested in a universal upper

bound forP;,, which can be found in terms of the energy
dissipation ratd?; of a single fluxon as defined by the equa-

X 1 1
BOU=—v.p V- _yv.RO__pO 4 —_pO_y.pd-
V-B V-b 2VB 2B +ZB V-b'Y,; tion
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€,X(B|,—110~ Blz=1-0) = m0j*. (3.1

Consequently, all that is required to close the problem is
(210 to relatej® to the fieldB. To do so, we introduce the vector

We the magnetic field is naturally amenable to representatiopotentialA:

by the soum 0(1; the f(l)uxon and anth;luxon fieltﬂsee(_z.l)], B=VXA, V.A=0, (3.2

BO=B+B®, B~V (1/R), BO~V(1Ry), with a . _ _

corresponding decomposition of the current density fron@nd note that the last equation (.3) (the induction equa-

d
Pi=— f dev20u2d3f [(B{%)2+(B{%)?]dV.
o Jz>1 z>1

(2.9, j=j¢+ja Itis evident thatP;=P, and, hence, tion), which is valid in a real three-dimensional layer, gives
d® 2 d® 2,:2 i A
Pia=— jftj dV=—f jttigt2j¢-jpdV |=ov =~
fa= L>l(lf Ja) p Z>1(Jf Jat 21 X
a3 Hence, for the surface current density we can write
s;ZJ' (j2+j2)dV=2(P+P,) =4P;. (2.1D
z>1

J*(x,y)=ovd A 3.3
’ Oax|,_, '

Now, combining(2.11) with (2.10 and substituting the
value of B{) from (2.1) into the integral forP;, we find Note that conditiong3.1) and (3.3 can be derived by a
o2 9 1\2 [ 1\2 procedure, well known from the theory of “thin” bodies
Pfas4Pf:gU2d32_°4 f (_ _) + <_ _) dv (plates and shell$~° for asymptotic integration of the com-

m°d® Jz=1 19y R Jz R plete three-dimensional problem.

o02P2 (o [ (= Y24+ 22 Relations(3.1)—(3.3) enable us to formulate the entire

=— 0 f f f —————=dxdydz boundary-value problem in terms of the vector potential. Us-
md Jz=1) ) e (XY HZ9) ing Egs.(1.7) for z>0, z#1 and the boundary condition

(2.12 (1.8, we write

The integrals in(2.12) are readily computed, yielding the VZA=0, V-A=0, z>0, z#1;
desired simple estimate:

A, IA, D,
3 ov2d? >y =52 [8(X¥)8(y) = 8(X=X0) 8(y — o) I;
Pfa$4pf:E d . (213) z=0
. . <A>|z:1: 0;
The value ofP;, is no more than half this upper bound.
A, A, 3 IAL
oz x|, x|,
3. THE PROBLEM FOR A HIGHLY CONDUCTING THIN
LAYER: STATEMENT OF THE PROBLEM AND ASYMPTOTIC ’9_Az _ ‘9_Ay — ‘9_Ay (3.4)
SIMPLIFICATION ay az [, Cox| '
We now turn to the second problem, in which the con-where
ducting half space is replaced by a conducting layer of thick- d
nessd, occupying the domainl<z'<d+d, (Fig. 2). The xo= 2 —O=o,uovd0, (3.5
layer is assumed to be thidg<<d, and its electrical conduc- d
tivity to be high, so that the parameteris no longer small  and the angle brackets signify a jump of the bracketed quan-
(under the conditions of GP-B,~0.1d, x~ 30). tity:
Consequently, outside the layer in the half spaced _
the magnetic field satisfies Eq4..7) with the boundary con- (@)]z=1=(@]z=1+0~8]z=1-0)-
dition (1.8) and vanishes at infinity, while in the layer The vector boundary-value proble(8.4)—(3.7) is still

1<z<1+dy/d Egs.(1.9) are valid; the appropriate match- quite cumbersome and unappealing; fortunately, there is a
ing conditions should be fulfilled at both surfaces of the layematural way to reduce it to a simple scalar problem. Obvi-
[from here on we return to the dimensionless comoving coously, the surface current density hasznwomponentj $=0,
ordinates(1.6)]. The solution to this problem is very compli- so that(3.3) requires thai,=0 at least forz=1. We there-

cated and difficult to analyze, necessitating an additionakore require thatA,=0 everywhere and, accordingly, write
physically meaningful simplification of the model. Obvi- A

ously the most suitable approach is to replace the thin, highly A=Ag+Ayg, V-A= Xy ’9_AV=Q z>0. (3.6
conducting layer of finite thickness by an infinitely thin, con- Y ox  ady

ducting sheet with a surface current dengityj°(x,y) and satisfy the zero-divergence conditié®6), we set

to formulate corresponding matching conditions for the mag-

netic field atz=1. The form of these conditions is well _dl Il

known (see Ref. 2, 7.21, and Ref. 3, Chap. 1, Sec. 2 X W AV:E’ @7

B,l,=1:0=Bjz=1-0: whereIl=TII(x,y,z) is the new function to be determined.
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According to(3.3) and(3.7), the surface current density Consequently, on the basis 6£.2), (4.1) we can write
is expressed in terms &I by the equations the arrayed equations
. &1l . &Il a2 (= (= A ,
Ix=movdog oy R Jy=ovdo— 7 - (3.8 Pra= 4 f f [(506Y)2+ (15(x,y))?]dxdy
z= z= —©J =
It is readily verified that the equation and boundary con- o [ ~
ditions (3.4) are valid ifII(x,y,z) is a solution of the prob- =i f f (G302 + (5N, ) 1dNdw
lem 0 Jm=dme
2 _ . oo oo
VeIIl=0, z>0, z#1; =0‘vzd0d2f f )\2'y28727|D()\,v)|2d)\dv
9211 o T
— 52| T [AX)ay) = 8(X=Xe) (Y= Yo I; or, substitutingD (\,v) from (4.2),
z=0
oIl ol ov doq>2 1—e 1Motwo |2
(=70 <E> T e = v e RN
=

4.3

To further simplify the calculations and to obtain an up-
per bound that does not depend on the relative position of the
fluxon and the antifluxon, we again estim®e, using the
power P; dissipated by a single fluxon; in this case the esti-
mate is based on the obvious inequality for the factor in the
integrand of(4.3)

With the exception of the second derivative in the boundary
condition (3.9) at z=0, this scalar problem is standard; its
solution is given below.

4. THE PROBLEM FOR THE LAYER: SOLUTION AND
CALCULATION OF THE DISSIPATED POWER

We solve probleni3.9) by means of the Fourier integral

transform in the variables andy; for z=1 this approach |1—e i(Moto)|2=4 Sirg)‘XO”L Vyo\ _
givesII(x,y,z) in the form 2
1 (= (=, . Equation(4.3) with this factor replaced by unity is obviously
_ AX+ v .

lI(xy,2)=5— fﬁxﬁxﬂ(h,v,Z)e“ dnd; the sought-afteP; ; we therefore have

A 2. 4ov2dy P2

fI(\,»,2)=D(\,v)e 7% Pra=4Py=——7—Clx0);

YN, v) =A%+ 1°=0, -

. )\ e Y
d, 1-e ™t C(2g)= f f 5 —55zd\dv,
S~ Co7=1. ) —w)mw Y2 (20/2)2N%(1— e %)
D(\,v) @y 7= (DN (1= ) z=1. (4. 0
A — N2 2

In the domain B<z<1 the expression fofl(\,»,z) differs YA, ¥)=VAT+ 720 (4.4
slightly from (4.1), involving the exponentials of bottt yz,  The double integral representing the coeffici@fte,) can
but we need only4.1) for our purposes. be calculated explicitly, leading to the equation

All the pertinent physical fields can be calculated from
(4.1) using the equations of the previous section. In particu- o Vi+a?
lar, for the surface current density, according(&8), we Clx)=52 2 +a IN(V1+a“+a)
obtain

et Vita?+1
N n

I5(x,y)= f f JS(\, ) e dNd; o 2(1+a?) |

s %0

(N, v) . a=—>0. (4.5

ood =AvII(\,v,1)=AvD(\,v)e" 7,

° The derivation of this equation is given in the Appendix. An
]f,()\,y) . 5 B intermediate, single-integral representation arises in the
ovdg NI D==ADOG e (42 course of the derivation:

To calculate the dissipation raf,, we use the Parse- C(xo)
val identity, which, given certain conditions on the function

f(x,y), has the form P re ™ dy
- , w (o , 0 1+ (20/2)%p?(y)[V1+ (%0/2)%p*(y) +1]
f_wf_oclf(x,yﬂ dxdy= f_ocf_w|f()\,v)| didv, o(y)=1—e"27, 4.6

wheref(\,v) is the Fourier transform of(x,y). which provides a simple estimate f@(x):
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* ™ Sw or2d?
C(xO)<C(0)=wf ye 2dy= (4.7) —=NTK—2° (5.3
0 4 ® Id
[in the limit «— +0, of course, Eq(4.5 gives the same For specific numerical estimates it is only required to

value for C(0)). It is also clear from(4.6) that C(xo) is @  know the flux quantum ®y=2x10"1°Wb, the gap
monotonically decreasing function ofy, whose behavior 4=0.05 cm, and the conductivity, which differs for the cag-

for large values of the argument is given by ing rod (0=0,=2.4x10" (Q-m)~1) and the electrodes
o (0=0,=6.5x10 (Q-m)~1); the latter values are given
C(2g)~ 7(In %y+0.75-31n 2). for titanium and copper at a temperature of approximately 2
0

K. For a characteristic mission duratidn=1 yr these data
The combination of(4.4) and (4.7) leads to a simple give dw/w~6.0x10"1° and w/w~1.2xX 10 ® for the cag-
upper bound for the dissipated power: ing rod and the electrodes, respectively. These values are
2 2 lower than, for instance, the differential damping induced by
P, S4pf<w_ (4.8  residual gas molecules, which is estimated as
2 d Swlw~3X10 ° at a pressure of 10" torr (Ref. 1, p. 570.

Note that the only difference @#.8) from the corresponding However, bearing in mind the most conservative assump-

bound (2.13 in the half-space problem, other than the nu-tions adopted in our modeling, we can realistically expect
merical coefficient, is the factaiy/d, i.e., the ratio of the Values even one or two order of magnitude lower. The cor-

thicknesses of the layer and the gap. re§ponqmg torques r(_esponsible for classical drift of the gyro
spin axis are proportional téw/w and are also well below
the danger level.

5. CONCLUSION This work has been supported by NASA Grant NAS8—

) . . 39225 for Gravity Probe B.
We conclude our paper with estimates pertinent to the

Gravity Probe B experiment. In this case the fluxon—

antifluxon pairs are situated on the surface of a gyroscope
rotating with an angular frequeney, so that their velocity is APPENDIX
v=wry, wherery=1.91 cm is the radius of the rotor radius.

H derive th licit iofh.5 for th -
Accordingly, the two upper bound2.13 and (4.8) for the ere we derive the explicit expressiof.5 for the co

efficient C(x,) by calculating the double integral from its

; max ) .
maximum powerPr,™ dissipated by a pair can be written as e finition, (4.4). The calculation is carried out in two main
ek ocw’ridg steps. First, exploiting the evenness of the integran@ i)
Pla =K—3 — (5.)  and using polar coordinates, ¢ in the \, » plane,

A=1y cosg, v=17 sing, y=\?+ 1%, we write
whereK =K .= 3/477=0.24 for the caging romodeled by a

half spacg and K=K.,=wd,/d=0.31 for the electrodes o (o N2e 2y

(modeled by a thin layer C(%O):4fo Jo Y+ (%0l2)°N*(1~e
The only source of dissipated energy is the rotor kinetic

energyW=1w?/2, wherel=91.9 gcn? is the moment of N S w2 cog ¢

inertia of the rotor. An estimate of the kinetic energy loss _4j0 e dyf 1+ a”p?(y)cos godgp

during the timeT is given by

SW=NT P, (5.2 az%, p(y)=1—e2".

,2}/)2 d)\dV

whereN~100 is the number of fluxon—antifluxon pairs on

the surface of the gyro. The inner integral ovep reduces at once to a tabulated in-
The losses imply spindown of the gyro, expressed by degral(see, e.g., Ref. 10, formula 446)0@iving the single-

corresponding decremeniw of the angular velocity; we integral representatio@.6), which we now write in the form

wish to estimate this decrement. Sin&e and sW are small,

both variations are related by Clxg)= 2_7TC (a)
o/— 2 %0 ’
(24

(Ioz)2
W=6| — |=lwow,
2 oy~ 27 1
C (a)zf Y 1 —— ldy
so that 0 o Py \/1+a2p2('y)
2w o s R Y
0 p Vl-i—azp2 .

Substituting all the necessary expressions given above
[see(5.1), (5.2)] in the latter equation, we obtain the desiredHere we have introduced the new integration variable
estimate in the form p(y)=1—e 27 in place ofy.
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The second step is to calcula@(«); owing to the  Substituting this result int@A.2) and making use of the fact
singularities at both the integration limigs=0 andp=1, it  that the contribution of the entire first term containing
is more convenient to begin by calculating the indefinite in-In(1—p) is zero, we obtain the expression

tegral AT
1+a°+1
= - 2
Col@)=J(a,p)[5Z5. (A2) Co(@)=In —————+a In(V1+a?+a)
where Vi+a?
1+a°+1
n(1-p) [ 1 et Gy @0 A9
J(a,p)=f —11dp
p V1+a®p? Together with(A1) this equation gives exactly the expres-
—, In(1-p) sion (4.5 for C(xy).
=[1—- 1+ a“p] T
AT 2.2 1C. W. F. Everitt,Report on a Program to Develop a Gyro Test of General
+ ﬂ do: (A3) Relativity in a Satellite and Associated Control Technol@ganford Uni-
p(1—p) P versity, Stanford, 1980

) ] ) 2J. P. Turnearet al, Adv. Space Res9, 29 (1989.
we have integrated by parts {A.3). The last integral can 3w. R. Smythe,Static and Dynamic Electricity3rd ed.[McGraw-Hill,
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A simple equation is derived for calculating the energy loss of a relativistic, multiply charged
ion moving in an electron plasma in the region where the Born approximation fails. The
contribution of the energy losses from collisions with solitary electrons is calculated using the
exact Dirac equation for relativistic Coulomb scattering. 1898 American Institute of
Physics[S1063-784£98)00202-3

The main factor responsible for slowing down fast utable to collisions with solitary electrons and can be calcu-
charged particles moving in a plasma, as we know, is intertated from the Rutherford equation, which is well known as
action with electrons. The polarization energy loss of an iorthe exact solution for Coulomb scattering described by the
moving in an electron plasma can be calculated on the basisonrelativistic Schrdinger equation.
of the dielectric formalism. The equation for the energy loss  The following procedure must be used in calculating the

per unit path length has the fofm energy loss of a relativistic, multiply charged ion: Steps a
dE 722 and b are unchanged, but stepis modified, requiring that
—=— 3k the Dirac equation be solved for relativistic collision veloci-
dx 2m%ivV ties; the exact solution of this equation gives the Mott scat-

w w(V2— 0?k?) tering cross section. But if the ion char@ee is such that
X ke (K.o) - = e (k)| (1 Ze?/h\V<1, the problem can be restricted to the first Born

approximation.

HereE is the energy of the iorx is its coordinateZe is its In this article we assume thZi>1 (e.g.,Z=92 for the
charge,V is its velocity,e|(k,w) ande (k,w) are the lon-  bare uranium nuclelisso thatZe?/AV=<1 always(even, in
gitudinal and transverse permittivities of the gas, respecparticular, forV~c; i.e., the condition for validity of the
tively, c is the speed of lightw=Kk-V, ande is the electron Born approximation is violated despite the high velogity
charge. The standard computational scheme used to calculadaid we take into account the region of solitary collisions by
the polarization energy loss of a fasut nonrelativisti¢ion  using the exact expression for the cross section.

from Eq.(1) is as follows; a The second term in the brackets

n Eq.(l) corrgspon(_js 0 €renkov rad|:_:1t|on, which does Ol -ONTRIBUTION OF THE REGION OF SOLITARY

occur in the given situation, so that this term can be omitted-, | ;sions

b) the integral of the first term, which corresponds to the

excitation of longitudinal oscillations in the electron plasma,  We assume that the ion velocity is much higher than the
is computed up to certain maximum valueskefcorrespond- — average thermal speed of the plasma electrons; we can then
ing to the minimum impact parametess at which the elec- consider an electron to be at rest before collision. The ion
tron plasma can begin to be treated as a collective systen@nergy loss is expressed in terms of the cross seoftionof

the losses in a Maxwellian plasma due to collisions with theenergy transfee:

plasma as a collective system have been calculated dE f

€max

previously?* but for the case of nonrelativistic test-particle —=— eo(e)de. 3
velocities; calculations of the stopping power of a degenerate
electron gas have also been publislisee, e.g., Refs. 438 Next, following Akhiezeret al. (Ref. 9, Sec. 82: “Large
where an expression has been obtained for the energy loss flomentum transfers; in relation to collisions with solitary

the high-velocity limit independently of the degree of degen-electrons we regard the incident ion as an infinitely heavy

€min

eracy: particle, whose motion remains unchanged in collision. The
dE 47N(ZE)% KV cross se_ction pf scattering of an_electron initially at re_st by an
- Vln o (2 ion moving with constant _velom.ty can then .be obtained py

P transforming to a frame in which the moving electron is

wherem is the electron massy,=4mN e’/mis the plasma scattered by a stationary ion. We denote the corresponding
frequency, and\ is the density of the electron plasma;for  scattering angle b@. We can assunidexcluding the range
impact parameters smaller thap the energy loss is attrib- of very high energigsthat the energy loss=¢(0®), where

1063-7842/98/43(2)/4/$15.00 138 © 1998 American Institute of Physics
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TABLE I.
lon charge
lon energy,
MeV/nucleon 6 13 29 50 82 92
91.8 1.0311 1.0802 1.2256 1.4168 1.6366 1.6752 E
183.6 1.0340 11002 12943 16260 21293 22540 x>
367.2 1.0530 1.1209 1.3678 1.8544 25596 3.2137 g
734.4 1.0575 1.1455 1.4306 2.0585 3.7396 4.4333 S
1285.2 1.0522 1.1505 1.4673 2.1815 4.3564 5.3506 8
1836 10689 11613 14846 22335 46402 58127 3
3672 1.0707 1.1638 1.5025 2.2953 4.9749 6.3560 %
7344 1.0714 1.1655 1.5064 2.3170 55868 6.5818 1
18360 1.0688 1.1696 15137 2.3266 5.1620 6.6521
w
2mV2 0O 7 0 10 0*
8(@)= 1=5 sif =, p=Vlc, (4) T, MeV/nucl.
and the valuess,, and e, are attained al®® == and FIG. 1. Z=6.
0=0,,, respectively. As a result, E§3) can be rewritten
H 0
in the form erford cross sectioii.e., a(Z,V)—1 as a=Z/c—0 and
dE (Z€?)? fw a(0) 0 4 B—0] and is determined from the following relation, taking
——=—2Nm cot-do, 5 i o
dx mV2 0. OR(O) 2 ©) into account the smallness &, :
whereo(0) is the cross section of scattering of an electron  5(7 v)=|im
by a stationary ion of chargé for an arbitrary electron ve- Oin—0 = min
locity V; this cross section has been determined 1 ®
previously**2from the exact solution of the Coulomb scat- e f” o(©) co(0/2)d0 !, (8
tering problem for the Dirac equationz(®) is the Ruther- 2 Jo,, or(O)

ford cross section which can be used in conjunction with data from Ref. 11 on

(Ze?)2(1—-pB?) the Mott cross section to fina(Z,V) numerically. The rela-
OR= m?c?B%(1-c0s®)2" ©®  tion between® ., andk; is given by the equation
According to Refs. 11 and 12, the ratio of the exact cross _fhk, o mV
sectipn_ to the Rutherford cross sectia(@)/aR()Hl in min= " P= /—1_B2'
the limit ® — 0, so that for smal® ,,;, the integral(5) can be . )
written in the form(cf. Ref. 10 Consequently, the Coulomb logarithm in E@) has the
form
dE A N(ze?)? 2 .
ax_ TTmv "N az Ve, @

The functiona(Z,V) takes into account the difference
between the cross section of scattering of an electron by a
multiply charged ion at relativistic velocities and the Ruth-

TABLE II.
lon charge
lon energy,
MeV/nucleon 6 13 29 50 82 92

91.8 1.0300 1.0726 1.2118 1.4206 1.6399 1.6621
183.6 1.0431 1.1003 1.2942 1.6212 2.1082 2.2280
367.2 1.0562 1.1257 1.3746 1.8579 2.8311 3.1721
734.4 1.0658 1.1419 1.4322 2.0787 3.7137 4.4020

1285.2 1.0701 1.1477 1.4577 2.2099 4.3581 5.3392

1836 1.0717 1.1494 1.4666 2.2669 4.6712 5.8042 (ST S W T S R B R AT M AT
3672 1.0731 1.1505 1.4747 2.3291 5.0395 6.3584 10 170° 10° 10" 10°
7344 1.0736 1.1507 1.4773 2.3527 5.1865 6.5816 T, MeV /nucl.

18360 1.0738 1.1508 1.4782 2.3612 52407 6.6643

FIG. 2. Z=13.
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-dE/dx, MeV/cm

10 0% 1w’ 0* 1
T, MeV/nucl.

FIG. 3. Z=29.

2 | 2mV
=1n .
a(ZNV)Omin  hkyV1—B2a(Z,V)

It is advantageous to introduce the functiqz,V), which is
related toa(Z,V) by the equation

2

1
azv) P2

In A=In

f(Z,V)= 9

Invoking the data of numerical calculatidhgor the ra-
tio of the cross sections/og, we can approximaté(Z,V)

as follows[the approximation foa(Z,V) proposed in Ref.

10 yields less accurate values fdZ,V)1:
f(Z,V)=1+[0.222598—0.04294%?
+(0.6016+5.1528B—3.7329%?)

—(0.52308+5.7128B—8.11358%) a?]%. (10

Consequently, the energy loss of a relativistic, multiply
T . . ) . X 10
charged ion in collisions with solitary electrons is described

by the equation

2mVH(z,v) B?

n —
hkiV1—-B% 2

de_ 47N(Z€?)?

V. |. Matveev and S. G. Tolmanov

~dE/dzx, MeV /cm
3
*

1°

10
T, MeV /nucl.

FIG. 4. Z=50.

Summing Eqgs(2) and (11), we obtain the total energy
loss of a relativistic, multiply charged ion per unit length in
motion through an equilibrium electron plasma:

dE 47N(Ze)?|  2mV?E(Z,V) B2
dx m\2 nﬁ\/l—ﬁzwp_? (12

Setting f(Z,V)=1 in Eq. (12), we obtain an equation
that corresponds to stopping theory and can be obtained from
the standard computational scheme when the contribution of
the region of solitary collisions is taken into account in the

first Born approximation,

de_ 47N(Z€?)?

2m\V? B?
dx mV? '

In -
hxll—ﬁzwp 2

(13

To test the validity of the approximatigqi0), the values
of f(Z,V) calculated numerically from the data of Ref. 11
are given in Tables | and [[Table | gives the values from
Egs.(8) and(9) and Table Il gives the results of E(.0) for
the same values of the ion charge and energy, where the first
column gives the energy of a multiply charged ion in MeV/
nucleon, and the remaining columns give the values of
f(z,V) for ions with chargedin consecutive ordgrZ=a6,
13, 29, 50, 80, and 92It is evident from the tables that the
proposed approximatiofi0) is good, at least within the lim-
its of variation ofZ andV for which the data of Ref. 11 are

given.

-dE/dx , MeV/cm

10"

7, MeV/nucl.

FIG. 5. Z=80.
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result: Eq.(14). This behavior of Eq(12) is illustrated in
Figs. 1-6. Also shown in these figures is the dependence of
the energy los$dE/dx| (MeV/cm) of relativistic ions for
chargeZ=6, 13, 29, 50, 80, 9%t is assumed for illustration
that w,=0.5 a.u=13.605 eV on the ion energyl (MeV/
nucleon. The solid curves represent the results of exact cal-
culations from Eq.(12), the dashed curves represent the
“Born approximation” (13), and the dotted curves represent
the nonrelativistic limit(14). It is evident from the figures
that the corrections for exact inclusion of the ion field in-
crease as the ion charge increases, attaiféng) approxi-
mately 15% forZ=292.

In summary, our Eq(12) derived above can be used to
calculate the energy losses of relativistic, high-charge ions in
an electron plasma when the Born approximation is inappli-
cable. For fast, low-charge ions our results go over numeri-

~-dE/dx, MeV/cm

2 3 ry 5
0 0 L W 10 cally to the Born approximation, and E(L2) goes over to
T, MeV /nucl. the standartinonrelativistic limit(14).
FIG. 6. Z=92.

!Plasma Electrodynamic®dited by A. I. Akhiezer, I. A. Akhiezer, R. V.
Polovin et al. [Pergamon Press, Oxford-New York, 1975; Nauka, Mos-

We also give the nonrelativistic limitd—0,a—0) of Eq. cow, 1974,
(12) [which is derived with allowance for relatig®) and the  2T. Hamada, Aust. J. Phy81, 291 (1978.
fact thata(Z,V)—1 as—0 anda—0]: °R. M. May, Aust. J. Phys22, 687 (1969.
4E. Fermi and E. Teller, Phys. Rev2, 399 (1947).
dE 47N(Z€?)?  2mV? SA. I. Larkin, Zh. Eksp. Teor. Fiz37, 264 (1959 [ Sov. Phys. JETHO,
o V - ) (14 186 (1959].
X m wp SR. H. Ritchie, Phys. Revl14, 644 (1959.

: "Yu. N. Yavlinskii, Zh. Eksp. Teor. Fiz80, 1623(1981) [ Sov. Phys. JETP
It follows from a comparison of Eq$12) and (13) that 53, 835 (1981,

our functionf(Z,V) introduced above describes the devia- ep G, vakovlev and S. S. Kotelnikov, Zh. KSp. Teor. Fiz.84, 1348
tions (occurring for relativistic, high-charge ionfom stop- (1983 [ Sov. Phys. JETB7, 781(1983].

p|ng theory1 Wthh uses the first Born approximation_ For A . Akhiezer, E. M. Lifshitz, and L. P. PitaevakiQuantum Electrody—
3 . . namics 3rd ed., rev(Nauka, Moscow, 1989
low-charge ions the values 6{Z,V) are close to unity, and o, \\ieey and s. G. Tolmanov, ZhiEp. Teor. Fiz107, 1780(1995

allowing for the fact that the functioh enters into Eq(12) [ JETP80, 989 (1995].

in the argument of the logarithm, our results for Idwo not ~ *J. A. Doggett and L. V. Spenser, Phys. R&03 1597 (1956.
deviate from the Born approximation, E€L3), whereas at 12A. 1. Akhiezer and V. B. BerestetskiQuantum ElectrodynamiddViley,
high Z the deviations become appreciable; finally, in the e York. 1965 [Russ. original, 3rd ed., Nauka, Moscow, 1369
nonrelativistic case Eq(12) goes over to the well-known  Translated by James S. Wood
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Chemical ionization of hydrogen halide molecules in collision with metastable helium
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An anomaly of the temperature dependence of the cross section for chemical ionization of HBr
molecules by metastable helium atoms*¥2°S,) is discovered. It is shown that the

interaction anisotropy induced by rotation of the HBr molecule has a significant influence on the
formation of the anomaly. €1998 American Institute of Physid§1063-784£98)00302-X]

We have previouslydetermined experimentally the tem- exceed 20%, and the relative errewith variation of the
perature dependence of the cross section of chemical ionizéemperaturgwas at least a factor of two lower, because it is
tion of hydrogen chloride molecules by metastable tripletlargely devoid of the error associated with inaccuracy in the
helium ions. In the interval 130 K—300 K we discovered adetermination of the partial pressure of hydrogen bromide.
behavior not previously observed for any system: a sharghe discharge intensity was maintained as low as possible to
increase in the total chemical ionization cross section as th&inimize the difference of the rotational temperature from
temperature was lowerdar(T)~T 1%]. We hypothesized the temperature of the absorption chamber. A set of absorp-
that anisotropy of the interaction plays a significant role,tion chambers with HBr pressures ofx80~*torr and
manifesting itself differently at different temperatures by vir- 7X 10 * torr (at 300 K) was used. The resulting experimen-
tue of the rotation of HCI molecules. It is only natural, there-tal dependence is shown in Fig. 1. At=220 K the rate
fore, to have an interest in continuing the investigation of theconstant has the valueC=120x10"** cm®.s™*=20%,
interaction of metastable helium atoms with such diatomidvhich gives the cross sectian=109 A? (or 390 a.u. At
molecules, which have, first, a strong chemical bond and-,r:3oo_1K1 th_‘i rate  constant drops ) to
second, a fairly highof the order of 10 crt) rotational ~ 8910 cn-s1+20%, which corresponds to=66 A _
constantR. In the present paper we have chosen HBr as théor 240 a.u). The second rate constant can be compared with

molecule of study. We determine the temperature depenéhe prgviouTIy knOWE value otgtlaliniginiellz exg)eriment with a
dence of the cross section of chemical ionization of this mol2€¢&Y'"Ng P asmaC=100x10 " cm’.s *=30% (Ref. 3.

ecule by H&(23S,) atoms in the temperature interval 220— Conzequqtr:tly,_lnt;hef |nter¥aI~21_25);53QO K th.e tchross sectflon
300 K and offer an explanation of this dependence, takin r‘;’m e\tNrrIn ekr;él(nzgse O:g( t¥1 tem ’ ';ei’ ?S :jn encéasne Oi
into account the influence of rotation of the hydrogen ha”deveerysgerp 1)-HCI, the temperature dependence is
molecule. |

: . The following considerations must be borne in mind in
3 -
When a H&(2"S,) atom collides with a hydrogen bro the interpretation of the experimental results: First, the ki-

mide mole_culg, th_e principal role in Fhe qugnchmg Of. meta'netic energy of the atomic particles in the gas discharge dif-
stable.excnann IS played t.)y Penning ionization, with thefers, following a Maxwellian distribution; second, rotational
formauo_n of a helium atom in the ground state, a_HI3r MO~ motion in the HBr molecule imparts anisotropy to the inter-
lecular ion, and an electron, and by associative ionization, jon of these molecules with metastable helium atoms, a

with the formation of hy+drogen or bromine atoms both di- o a4 e that is especially prominent for a low rotational quan-
rectly, when H, BF (or H", Br), and an electron are formed, tum numberj .

and also by way of restructuring, when HEBH (or HeH", Let the relative motion of two atomic particles depend
Br), and an electron are formed. . on the spherically symmetric effective potential

In our experiment we have determined the total cross
section of the inelastic process of chemical ionization. For B C I(I+1)

o )

this purpose a gas discharge was produced in an absorption Ueff:r_n_ 6 2

chamber containing a He—HBr mixture, and the metastable

triplet helium atoms were optically oriented in a longitudinal where the atomic system of units is useds the distance
magnetic field with the use of circularly polarized radiation between the particleg, is the reduced mass, B, andC are

from a helium lamp. The widths of the magnetic resonanceonstants, and the quantum numbebrresponds to the rela-
lines of the helium atoms in the metastable triplet state wergive motion of the particles.

determined, and the linewidth contribution due to the admix- A detailed investigation of the behavior of the chemical-
ture of hydrogen bromide was identified by a procedure deionization cross section at low energies of relative motion for
scribed in detail in Ref. 2. The absolute error of determinathe potential1) with n=10 is reported in Ref. 4. The char-
tion of the chemical ionization rate constaB{T) did not acteristic decrease in the cross section as the energy is in-

1063-7842/98/43(2)/3/$15.00 142 © 1998 American Institute of Physics
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140} 5B\ 14 y
rmin_(i) (1+l_6)' (4)
- where
Ve 10B(1+(1/2))2
.‘, = . 5
",; ® For a kinetic energye of relative motion of the atomic
Z ] particles the distance of closest approach of the particlgs (
is given by the equation
(B} L B(I+(1/2))? 10,015 E 5
0.80 - ro=|¢ +W ~0.015¢m | (6)

i.e., its variation is small for small values Bfand values of
3!” 3&, | satisfying condition(2).
T.K For the system Hg23S;)-HBr, based on the rules for
averages and data from Refs. 5 and 6, the parameters of the

FIG. 1. Temperature dependence of the rate constant of chemical ionizatio§ herically symmetric potenti have the values
of hydrogen bromide by metastable helium atoms. P y sy P ﬂ')
B=1.4x1C°, C=720. (7)

The limiting value of the quantum numbkgr according
creased dependence of the type(E)~E~>°] takes place to (2), is thenl;,=36, andU'™ =6.3x107*. At a given
when the effective potentigl) has a distinct minimuniFig.  temperatureT, therefore, for particles with energies lower

2), as is clearly the case for the partial waves than U™ the particles come quite close together, and an
1 1 U2 energy dependence with a power exponent close=tb/6 is
I+ 2l<(1+2] =o07acl® , (2)  established, while for higher-energy particless substan-

2 2/, B tially lower. Consequently, to account for the significantly

lim
larger experimentally determined valwe=1.5, other at-
tributes of the system must be taken into account, specifi-
cally those induced by rotation of the HBr molecule. Fore-
Umx:o_%e ch2.g—32 3) most is interaction anisotropy, which is manifested as a
dependence of the parameters of the potertfialand the
As long as conditior(2) is satisfied, the position of the aytojonization widtH"(R) on the angle? between the axis of
minimum depends very little on the mode numbiadex of  the molecule and the line joining the atomic particles. This
the partial wave: dependence has comparatively little influence on the position
and height of the maximum of the effective potentib), but
has a far stronger influence on the position and especially the
depth of the minimum of this potential, and, finally, the po-

where the height of the potential hump for the limiting wave
is

sitionry changes considerabipy 1-2 a.u, so that the auto-
2F ionization widthI'(R) can increase severalfold if the expo-
nential character of the dependence of this quantity on the
) distance is taken into account. However, interaction anisot-
T \ E, ropy appears only when the rotation of the molecule is fairly
V  ~— slow:
3: 1 i / o Ar
R 5 0 R,a, —_— (8)
) 2R(j+1/12) v
§§ -1+ 2 wherea is the admissible angle of rotation of the molecule

during effective interactionnear the turning point for a
variation of the distancAr by 1 a.u); for our example we
=2r Y set this angle equal ta@/4; R is the rotational constant, is

the rotational quantum number, ands the average relative
velocity near the turning point.

-3 Taking into account the value of the rotational constant
FIG. 2. Lennard-Jones potential with parame@rs1.4x 16F, C=7x 1% R for HBr, we can assume that far more effective interaction
and u=7x10° for three values of the quantum numbe(ll;o,lzz& an‘d (chemical ionizatioh due to the closer approach of the

,=20). HereE, andE, are collision energies, witki, corresponding to the ~atomic particles tak_es place in the eXperimemfil!y investi-
height of the potential barrier. gated temperature interval as long as the nunjbér not
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higher than 3 or 4. Inasmuch as the fraction of such molcesses leading to the formation of Br atoms are more likely
ecules decreases as the temperature increases, the end resulbccur in the formation of atoms during chemical ioniza-
will be an appreciable increase &) consistent with the ex- tion.

perimental results. Indeed, the fraction of such molecules ) ) )
This work has received support from the Russian Fund

B=1—e RIGFTDIKT (9 for Fundamental Resear¢Brant No. 95-02-04116)a

is equal to 0.66 aT =220 K and has a considerably lower

value of 0.55 aff =300K; this difference is fully capable of V. A. Kartoshkin, G. V. Klementev, and V. D. Melnikov, Opt. Spek-
providing an increase in the exponent by 0.6 in the presence"gSVklgiift%%” \[/O%t- f&ﬁfﬁfﬁ??ﬁk SS;SZSﬂ -

of the Steep dependence of the autoionization width on the Te.or. .FiZ.77, 52 (1,979. [S.OV. Phys. \’]ETFBO, .25.(1979]_ ’ P
distance. Of course, the possibility of a deviation of the ro-3J. A. Bush, M. McFarland, B. L. Albritton, and A. F. Schmeltekopf,
tational temperature from the temperature of the absorptionJ: Chem. Phys58, 4020(1973.

. . . . V. G. Klement'ev and V. D. Mel'nikov, Opt. Spektrosk5, 1177(1993
chamber must be considered in explaining the experlmental[opt_ SpectroscRussia 75, 692 (1993

dependenge. . o 5J. O. Hirschfelder, C. F. Curtiss, and R. B. Bindolecular Theory of
In closing, it should be noted that the above-indicated Gases and Liquidéwiley, New York, 1954.

attributes of the chemical ionization of hydrogen bromide "B- J. Garrison, W. H. Miller, and H. F. Schaefer, J. Chem. PB9s3193
will also produce major changes in the formation of polar-
ized atoms during chemical ionization. For example, pro-Translated by James S. Wood
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The behavior of droplets in the atmosphere in an electric field has important bearing on the
theory of thunderstorms. One of the possible mechanisms by which droplets become charged
—the induction mechanism in the presence of nonuniform evaporation—is investigated

in greater detail on the basis of recent experimental regult\. Saranin, Zh. Tekh. Fiz65(6),

21 (1995 [Tech. Phys40, 332 (1995]). © 1998 American Institute of Physics.
[S1063-78498)00402-4

It has been established experimentaifigat a nonuni- We assume that the droplet is conducting and that its
formly evaporating water droplet in an electric field acquiresinterior is field-free E,,= 0. In this case, if a spherical drop-
an electric charge such that, on the one hand, the Coulomlbt of radiusR has a chargeg and is situated in a homoge-
force on the droplet is sufficient to overcome the force ofneous electric field of strength,, then on its surface one
gravity and, on the other, the droplets remain in equilibriumhag
(in the sense that they preserve their shapge a result,
droplets for which these conditions are met simultaneously
move upward. In the theoretical analysis of Vereshchagin
et all the droplet charging mechanism is not precisely deter-
mined, and it is assumed that the charge on a droplet iwhere® is the polar angle.
independent of the field. In the hierarchy of characteristic times, the relaxation

time 7, is the shortestindeed, as will be shown below, for

example, the droplet charging times under various conditions
GENERAL PRINCIPLES AND STATEMENT OF THE are ,~73~1s andr;~0.1 s, and the characteristic relax-
PROBLEM ation time to steady-state convective diffusion is

74~10 2 9). In all transient processes, therefore, we assume

It is generally known that charge separation in a conducsteady-state charge and field distributions in the droplet. The
tor in an applied external field and screening of the conductongest time of the transient processes of interest here is of
tor take place in a time of the order of the relaxation time the order of a few seconds. This means that the variation of

€08 the mass of th.el droplet during its evgporation can be disre-

TI=—, garded. In addition, we assume that it has a spherical shape,

i and we ignore all other droplet charging mechanisms except
whereo is the electrical conductivity of the medium,is its  as a result of the evaporation of ions. If the liquid evaporates

q
E,=3E, COS@‘FW, (2

dielectric constant, and,=8.85x 10 2 F/m. from the surface, the mass flow through unit surface is
The relaxation time for distilled water is;~10 ° s. _
The charges are concentrated in a thin diffusion layer, whose Jm=PiVe- ()]

thickness depends on the Debye-ekel screening radius:
In a reference frame attached to the surface we can as-

oo [£0e T b sume that the liquid itself moves toward the surface with a
e es ' velocity

wheree is the ion chargeb, is the ion mobility, and is the
Boltzmann constant.

Setting T=300K, b.=10""m%(s-V), and If the liquid is charged, the electric current density due
e=1.6x10"1° for distilled water we obtait,~10"" m. In  to this liquid motion in the absence of appreciable slip of the
spherical droplets of radius-1 mm a spherical layer of ions relative to the neutral medium is
thicknessh, can be regarded as plane, and the bulk density

Ve=]Jm/pi-

of charges in the liquid near the surface can be written inthe . _Pe. _eoEiim @
form Jn=Pele™ o1 Im= phe
—di E)~ goBur—e0sBar _ 2oF 1 The charge of the droplet then varies with time accord-
pe=div(egeE) A h (1) .
r e ing to the law
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E, dZ_ ANAT fw/Z(cosnLZ)cos@ sin ®doe
dt 2phexR Jo rI+(1—cos0®)
0
T = Here Z and r are dimensionless quantities, defined as
/[~ T Z=0q/127eEoR? andr=R/h,,. We denote the integral in
i - Eq. (7) by J. It is readily calculated after a change of vari-
ables. We obtain
R
VN LAY I=(Z+y)(y In(1+1)=1)—=1/2, y=1+r"1,
++
I+ l+t Py ) We then have the following equation in place(@j:
w 2
Y v = z_ 1
O . Vi G 7 T G HZ_T_Z(Z"'Zm)' ®
Here
Y
z 1
FIG. 1. Evaporating, electrically conducting, spherical droplet with a heat Zn=y— 2(y In(1+r)—1)’
flux w directed onto it from below, in an electric fiel, .
2pnichexR
Tp= — - 9
NAT(y In(1+r)—1)
dqg ) . The solution of Eq(8) has the form
a:_ é]ndsz_ h é EerdS- 5
Pnicle Z=—Z(1—exg—t/m}). (10

Obviously, for uniform evaporation from the entire sur-
face we havg = const and, hence,

We see thatZ,, has the meaning of the maximum
charged acquired by the droplet, andis the charging time.
We now make some estimates. Fer1 we haveZ,,~0.71,
whereas for>1 we obtainZ,~1. We note, first of all, that
a polarized patrticle in an electric field in an ionic medium
acquires a maximum chargg,= 127¢,EoR?, which in di-
mensionless units corresponds exactlyo=1; second, the
proportionalityq,,=EoR? is entirely characteristic of induc-

Let us first consider the case of evaporation observed i#on charging mechanisnfs.
the experiment of Ref. 1, viz., the evaporation of water drop-  In estimating the charging time,, we choose the ther-
lets situated on a vapor cushion above a hot heat-transféf@l conductivity of steam\=2.4x10"? W/m-K and the
surface. The evaporation took place in a nearly homogeneod§Mmperature differencAT=100 K. Then from Eq(9) for
external electric fieldFig. 1). We assume that a uniform heat =1 mm andR=2mm we obtaint,=1s. This estimate
flux of densityw is incident on the bottom surface of the a@grees qualitatively with the experimenité’hen a high volt-
droplet from the heat-transfer surface. The mass flux densit§9€ is suddenly applied, the droplets rise almost instanta-

(assuming that all the heat goes for evaporatisnthen ~Neously to the upper electrode. . _
equal to We now determine the field at which a droplet of radius

2 mm acquiring a maximum chargg, can rise:

at g~q(t=0)=0.

CHARGING OF A DROPLET DURING EVAPORATION IN FILM
BOILING

a
jm=W,/x=w cosO/zx, 0$s5; dmEo=mg.

Accordingly, for water droplets we have

a
im=0, 0>,
I 2 Eo/% R§|g~5><105 vim.
where x is the specific heat of vaporization. If we assume 0
that the principal heat-transfer mechanism is heat conduc- This result is also consistent with the experimental
tion, we have work.!

.\ AT N AT
- "h(®) " hyp+R(1—cos®)’

where\ is the thermal conductivity of water vapdT is the

(6)

w

CHARGING OF DROPLETS DURING EVAPORATION IN
CONVECTIVE DIFFUSION

The most interesting phenomenon is the occurrence of

temperature difference between the surface of the droplet arttie investigated droplet charging mechanism in nature, i.e.,

the heat-transfer surface, ahg is the shortest distance be-
tween the surfaces.

The substitution of Eq(2) andj ,, into (5) gives an equa-
tion for the chargeZ:

the falling of droplets in the atmosphere. To analyze this
problem, we first consider the opposite extreme case of
evaporation, viz., the evaporation of a droplet moving at low
velocities relative to air. The problem of the steady-state
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convective diffusion of matter from the surface of a droplet dm /dm dm

falling in a different liquid at low Reynolds numbers has W:(E) +(W) B\/R—e ScB,
been solved previousfWe therefore use the results of Ref. 0 0

3. For the mass flux density we then have (dm

pd1-0) 3D (1+cosO) D H)OZ—4WRDPsaﬂl—QD)- (15
In=Psal 279N 2 2R+ 71) 2+ cos®

The Schmidt number Sev/D for air can be taken equal

Here po.is the saturated vapor density on the surface of thd0 unity; B is the Fresling factor, which we set equal to
droplet, ¢ is the air humidity,d is the vapor diffusion coef- B8=0.276(Ref. 6. The first term in Eq(15) represents the
ficient, v is the rate of descent of the droplet relative to theMass variation associated with uniform evaporation, and the
air, andz and 5, are the viscosities of air and water, respec_second term represents the same for nonuniform evaporation;

tively. Equation(5) is now transformed as follows: consequently,
dz 1 dg (dm é :
a=—T—3JR_e(1—<p)J1, E”(E)O VRe~ ¢ jds.
dhep R [7(n+7y) Taking Egs.(8), (12), and(13) into account as well, we
737 Peat 3Dvy (120 can propose the following phenomenological equation for

) ) o . ) ) the charging of a droplet as it descends and evaporates non-
wherev is the kinematic viscosity of air, and Re is the Rey- yniformly in air in an electric field:

nolds number defined in terms of the droplet diameter; the
integralJ; in this case is equal to dz 1 d2Rv
gralJ, q G- —(1-e)VReZ+Z,), Re=——, (16
7 (1+cos®)(cos®+2Z) 5
1=f sin®de

o J2+cosé whereuv is the droplet velocity in a reference frame attached
to the air, andrs has the significance of a characteristic
droplet charging time.

Making use of the expression fag in (12) and the fact

==
5

. ) : that Se-1, for Re>1 we can seZ,,=1 and, to within a

Consequently, if the values of Re agdare fixed in Eq. constant W m Wi

(12), the charge of the droplet is again given by an equation
of the type(8), but with different values of the maximum heoR
charge Z,, and the relaxation(charging time 75. For Tszm-
Re=1, ¢=0.5 R=1mm, pg=1.7X10 2 kg/m?,
D=2.2x10"°m?%s, »=1.8<10"°Pas, 7,=10 % Pas,
and »v=1.5x10"° m?%s the value obtained for the charging
time is 73=3.7 s. The velocity of the droplet varies as it
descends in the atmosphere, and evaporation is therefore a The equilibrium of a charged droplet in an electric field
transient process. Let us estimate the relaxation time t@s known to be unstable against breakup of the droplet into
steady-state convective diffusian. The following relation  small fragments. The equilibrium of a droplet in the zero-

6 3
(\/3 >~0.24. (13

4
=§(Z+Zm), Z —E

LEVITATION AND STABILITY; NUMERICAL SIMULATION OF
A FALLING DROPLET

has been derivédor estimating this time: eccentricity approximation is stable if the following condi-
113 tion holds:

AL 14

R (wD ( q goEZR

In the initial stages of descent we can assume that 4meglbmaR’ 4o ’
v~g7,. For R=1 mm we then have 162

R/ p \13102 b=§. (17
~| —| — ~ —3
LA

On the other hand, the droplet can rise under the condi-

Inasmuch as the characteristic relaxation times of theion
velocity are much longer than the above-estimated time, con-
vective diffusion for a variable droplet velocity can be re-
garded as a quasisteady-state process, and the wind factor
JRe can be retained as a constant in the charge equation
(12.

Studies of the evaporation of droplets in an airstrea

4
qE=mg= 3 7R’pg. (18)

It has been showrthat when a droplet is charged as the
result of several factors that do not depend directly on the

h h hat the wind f Q,fR_ o . Mexternal field, the simultaneous satisfaction of conditions
ave shown that the wind factafRe remains invariant over (17) and (18) is possible only for relatively small droplet

a wide range of Reynolds numbers. For example, th‘?adii such that
Fresling equation often used for the rate of evaporation of a
moving droplet has the fori? (Rla)=B<b'*=0.682, (19
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wherea=+/2a/p,g is the capillary constant of the liquid, 10}
andB is the Bond number.

Unfortunately, there is an error in the derivation of Eq.
(19 in Ref. 1, specifically the omission of a factor of 3, so
that the correct result instead ¢9) is

B<v3 b¥*=1.18=B, . (20) 2t

We now analyze the possibility of a droplet rising in the
presence of inductive charging mechanisms, assuming that
Z/Zn,=n<1 in this case. We then sgt=n(12mwe,EqR?) in
(17) and (18). Substituting this quantity into the latter equa- 05
tions, we readily obtain the droplet levitation condition

2 ° |

B<3 /g r=f(n) (21 o2l !
9n°+hb ' iy :

i

v, m/s

wheref, attains a maximum fon=0.717. .1 T i )
The corresponding critical Bond number is also equal to 0.01 002 0.05 01 0.2 0-58 1
(20): 3.8 mm
B, =1.18. FIG. 2. Steady-state rate of descent of falling droplets versus their radius

logarithmic scalg The values ok, (in kV/cm) are indicated alongside the

When the droplet is charged to the maximums 1, and cUrves.

expression21) gives
B, =1.15.

This Bond number corresponds to the minimum field The quantityr has the units of time and is defined as
required for the equilibrium shape of a water droplet to be-r=v/2ag. The droplet charge equatidh6) is now obtained

come unstable: in the form
_ d B3/2
Eom=7.2 kY/cm. | | d_?: B T—(l—go)\/a %+Qm . (26)
We now write the equation of motion of a droplet as a 5
whole in air, in projection onto the direction of motion: Here 75=27.8 s andQ,,=0.24 for Re<1, but if Re>1,
do then 75=7.35s andQ,=1. The external parameters of
ma=m9—Fc(U)—|Q|Eo: (22 problem (25), (26) are the relative humidityp, the droplet

radius BR), the external fieldv(Eg), and the initial values
whereF(v) is the resistance of the medium, which we cal- of the charge and velocity of the droplet.

culate for low numbers Re30 from Stokes’ law The system of equation(®5), (26) is integrated numeri-
cally for the initial conditionsu(t=0)=Q(t=0)=0. The

Fe(v)=67Ru, (23 steady-state solution f& andu are assumed to be known if
and for high Re-30 from Newton’s law of resistance the conditionsQ/Q,,=0.95 andu/u,,=0.95 are satisfied. In
this case, sinca,, is unknown, the following condition is set
Fc(v)zfpszZ, (24)  in the numerical program to satisfy the second condition
2 above:
wherep is the density of the air. Uiy 1= U;l/u;,,<3/19.

It follows from the experimertand the above theory o . . . .
that in predominantly downward evaporation the electrici€re i is the number of integration steps. This condition

force acting on the droplet is always directed upward andorresponds to triple the relaxation time of the velocity, since
therefore enters Eq22) with a minus sign. exp(—3)~0.05. All the calculations are carried out for a rela-

It is convenient to write Eq(22) in dimensionless form, Ve humidity ¢=0.8. , , ,
introducing the dimensionless radiugBond number We now discuss the integration results. Figure 2 shows
B=R/a. the dimensionless field/= (soE(Z,a/4a)1’2 the di-  9raphs of the steady-state rate of fall of droplets as a function
mensionless velocityu=2av/v, and the dimensionless Of their radius in fieldsEo=0,1,2,3 kv/cm(w=0,, 0.0012,
chargeQ=2B?, Z=q/(12ms,EoR?). Then in place of Eq. 0.0048, 0.0108, respectivelyn logarithmic scale. It is evi-

(22) we obtain dent that for a given field only droplets having radii to the
right of the vertical dashed lines continue to fall; all others

du 1 |Qlw? levitate. The total spectrum of the droplets is limited above
T A G by their instability against breakup in the airstream; in all the

P calculations, therefore, it is assumed that B The points
1.13x<10 °u/B®, Re=uB<=30, (25) represent experimental dattor E,=0. Typical curves rep-

F = . . .
2(W) [4.71>< 10 8u?/B, Re=uB>30. resenting the time dependence of the rate of fall of the drop-
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FIG. 3. Rate of descent of droplets versus time; B1. The values oE,
are the same as in Fig. 2. FIG. 5. Distance traversed by droplets up to the attainment of steady-state

descent versus their radius. Semilogarithmic scale; the valuds, din
kV/cm) are indicated alongside the curves.

lets for the same four field strengths and=8B.1
(R=0.38 mm for water are shown in Fig. 3. In a field for
which condition(18) begins to be satisfied, such droplets fall to move in an electric field and begins to build charge. The
faster at firstthe charge not yet reaching its maximyrand  charge increases, and the velocity decreases. Finally, a de-
then their velocity decreases to zero, i.e., eventually thegcent regime characteristic of the initial conditions-0,
move together with the airstream or, if the air itself is sta-Q=0 is established. The time for the change in motion to
tionary, they also remain stationary relative to the groundake place in this case is of the order of seconds or a fraction
(levitate, Fig. 3. Figure 4 shows the relaxation time to oOf a second.

steady-state descent of the droplets as a function of their radii

(semilogarithmic scaje We see from the graphs in Figs. 3

and 4 that the relaxation time to levitation is substantiallyCONCLUSIONS

shorter than the characteristic relaxation times to steady-state
descent{for w(E) =consi. Finally, Fig. 5 shows the dis- .
tance traversed by the droplets to attain steady-state descéﬂ
as a function of their radii. t

1. If nonuniform evaporation of an electrically conduct-
¢ droplet takes place in an electric field, a discharging of
e droplet can occur in a perfectly nonconducting medium.

: : 2. If the maximum of the water-content spectrum of rain
Th tem(25), (26) has b Ived lly with .
e system25), (26) has been solved numerically wi is assumed to occur at a droplet radRis 0.8 mm(Ref. 8),

other initial conditions. In one example the droplet velocityth : lectric field-2—3 kv/em th i i
at the initial time is set equal to the steady-state rate of de- en k;n an €electric Iet d int cm the teT Ire sptlacﬂrum.
scent, and zero charge is assumedt’AD a droplet begins can become segregated into approximately equal Tiows. a

flow of small droplets B<0.1 levitating or moving upward,
and a flow of large droplets descending. The latter flow can
20k be responsible for the so-called mirror effect observed by
G. Simpson(see, e.g, Ref.)9where the sign of the charge of
the falling precipitation is opposite to that of the electric field
(a positive field is assumed to be directed downward

3. Owing to the instability of the equilibrium shapes of
falling droplets in an airstream, their total spectrum is limited
above by the Bond number=B1. The field required to levi-
tate a water droplet for which 81 is Eq=6.8 kV/cm,
which is lower than the field required for the onset of insta-
bility, ~7.2 kV/cm. Consequently, the entire spectrum of
droplets in the atmosphere is capable, in principle, of levitat-
ing in the presence of the appropriate electric field.

4. Inasmuch as the average electric fields in a thunder-
8 storm and, moreover, in the absence of a thunderstorm are

3.8 mm lower than 0.2 kV/cm, and as a field of 2—3 kV/cm is re-

FIG. 4. Relaxation time to steady-state descent of droplets versus thelguwe_d for the phenomena desc”,bed above to be appreciably
radius. Semilogarithmic scale; the valuesf (in kvicm) are indicated ~Manifested, the short time required for the droplets to be-
alongside the curves. come charged and the short distance traversed by them dur-
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Characteristics of the capillary motions of surfactant solutions with a charged free
surface
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A dispersion relation is derived and analyzed for the spectrum of capillary motions on the
charged plane surface of a liquid in which a surfactant is dissolved. It is shown that two additional
wave motions are generated in this kind of system by bulk diffusion and surface diffusion

of the surfactant and are sensitive to the diffusion coefficients and elastic properties of the
surfactant films and to the viscosity of the solution and the presence of a surface charge.

In solutions of inactive surfactants the growth rate of Tonks—Frenkel instability increases as the
surfactant concentration increases. 1©98 American Institute of Physics.

[S1063-784298)00502-9

The influence of surfactants on the laws exhibited bytrationI'y. We assume that the surfactant is completely en-
various types of liquid motion have been abundantly investrained by the motion of the liquid. Let be the coefficient
tigated in connection with a multitude of potential applica- of surface tension of the free surface in the presence of the
tions(see, e.g., Refs. 1}6The possible influence of surfac- surfactant, and le,, and u, be the chemical potentials of
tants on the conditions underlying the onset of Tonks-the bulk and surface phases of the surfactant. We assume that
Frenkel instability has also been studitidowever, Ref. 3is  the relaxation time of the surfactant between the surface and
restricted to the special case of an insoluble surfactant, whicthe region of the bulk solution adjacent to the surface is
forms on the free surface of a liquid a continuous elastic filmsmall in comparison with the periodnZ w, of the perturba-
in which the wave motions can be described by equations dfon imparted to the equilibrium surface by a wave of fre-
the theory of elasticitythis is generally not obvioysZelazo ~ duencywg. This means that the surface and bulk solutions
and Melchet have investigated the influence of a tangentialare always in the equilibrium state. The electric fildt the
electric field on the motion of a liquid under a monomolecu-surface of the liquid depends on the interelectrode potential
lar surfactant film. difference, i.e., between the lower electrode, which is the

In the present article we analyze the influence of surfacconducting liquid itself, maintained at a potentidl, =0,
tants on the relations underlying the development of instabilz<0, and the upper electrode, which is situated parallel to
ity of a charged liquid surface, proceeding as in Refs. 1 andhe unperturbed surface of the liquid at a distabdeom it
4-7 and working from the solution of the self-consistentand has a potentiab,=V. . _ o
problem, when the free-surface concentration of the surfac- e set up Cartesian coordinates with thaxis oriented
tant dissolved in the liquid is governed by natural diffusion vertically upward,n,|—g (n; is the unit vector in the di-
processes. We interpret the tesurfactantin the twofold rect!or) and with thex_aX|s oriented alon_g the direction of
sense of either a substance that lowers the coefficient of suffotion of a plane capillary wave exp@t+ikx). We assume
face tension or one that raiseg(itactive surfactant speci-  hat the plane=0 coincides with the unperturbed free sur-
fying one or the other as the need arises. It has been Jhowifice of the liquid(s is the complex frequency is the wave
that these two types of surfactants influence the hydrody':'umber’t Is the t'm_e' and is Imaginary unity. The fgnchon
namic stability of the free surface of a liquid differently. It §(x,.t_) :_50 expt+ikx) describes a small perturbation of thg
has been determin&dhat inactive surfactants have a desta—equ'l'b”um pla_me surface of the I|qu_|d dueNto the”ﬂfl capil-
bilizing effect on the charged surface of a liquid. !ary wave mo,tlon of very smal! amplituagy~ (kT/7)" kg

1. We consider the problem of calculating the spectru is Boltzmann’s constant, ant is the absolute temperature.

of capillary motions in a highly conducting liquidor which m\Ne also assume that(r,t) is the velocity field of the liquid

the characteristic relaxation time of electric charge on thedue to th_e pgrturbaﬂoﬁ(x,t) af“? Is of the same order &.
To simplify what follows, it is useful to reduce all quan-

liquid surface is much shorter than the characteristic surfac

S . _tities to dimensionless form, referring them to characteristic
tant redistribution times and the characteristic hydrodynamlc\:/alues and assuming thgt= p=o=1, i.e., introducing the

time spale}:of infinite depth, with density and viscosityr, .- teristic scales of the principal quantities

in which a certain surfactant is dissolved with concentration

C. The entire system is immersed in the field of gragty

and in an electrostatic field normal to the free surface. On

account of diffusion the surfactant emerges to the surface d :<@)_1/2 =
* 1 *

0_3 1/4 P9 1/2
o L L k,=|—
and is distributed over it with an equilibrium surface concen- o ) o ( ) '

pg o
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po pgs\ V4 o3\ V4 2. The two-dimensionality of the problefthe perturbed
U,= E Sy = (T) , Du= (;rg) , surface profileg(x,t) and the fieldJ(r,t) are assumed to be
independent of the coordinaig enables us to scalarize the
pg a3\ 14 pY problem on the basis of the Helmholtz theorem, introducing
=770 Vi= bg) T T* o the potential of the velocity fielgh(r,t) and the stream func-

tion (r,t) (Ref. D:
The linearized system of viscous hydrodynamic equa- vy ( )

tions (the same notation is retained for all dimensionless  U=N;¢o+N,y,
guantitie$ describing the motion of the liquid in the ana-

lyzed system has the form N;=V, N,=[V,n], (14)
U : . . L - A
o~ 2 wheren, is the unit vector in the direction, andN; andN,
ot VPU)+»ViU+n, @ are vector differential operators, which satisfy orthogonality
div U=0 ) relations and commutation conditions with the Laplacian; the
' Hermitian operatom\; delineates the potential part of the
z—w: U=0, (€©)) motion, and the anti-Hermitian operatbk, does the same
IE(X.) for the rotational part.
z=0 - —+U,=0, (4) The substitution of the expansidid4) into the vector
at equationg1) and(2), subject to the condition that the eigen-
2=0: v[n(=V)U+1(n-V)U]+P.(£)=0, (5)  values of the operatoi$; - N, andN,- N, are nonzero, yields
the system of scalar equations
z=0: —PU)+£&+2vn(n-VI)U—-P(E)+P,(£€)=0,
(6) Yy 2,
E_ vV 1//—0, (15)
div Ei=0, Ei=—V(I>i (i:1,2), (7)
z=0: ®,=0, ®) VZp=0, (16)
=b: = J
z=b: ®,=V, 9 P(U):_ﬁ_ﬁto_z 17
z=0: (I)lzcl)z, (10)
c 2c 2¢ Equation(14) can be used to transform the boundary
'?_:D((Q_ZJr (9_2) (12) conditions(3)—(6) for the vector velocity fieldJ(r,t) into
ot ox 0z boundary conditions for the scalar functiongr,t) and
oT 9C T #(r,t). Condition(3) is transformed to the relations
z=§:E+dlv(F-u7)=D(E)+D*(W), (12 PP
2o —on — == =0, (18
un(I)=up(C),  Pe(§)=W(1+2ké coth(kb)),
eE2 a_(’D &_w_
W=""", Eg=Vib, izt X 19
47
Jo o Conditions(4)—(6) on the free surface of the liquid assume
1
P (&)=c(To)=c(Tok?; P.=r nxf = the form
& do Iy
Fo—— 1o, L:(ﬂ)/(%) SR A (20
" s+L\D(s+DK®) " 1o/ / [Co) Fo Py Py
(13 Rk N 4
"2z T a2 32" (21)

In these relationgin the electric part of the problenthe
subscript 1 refers to the liquid, and the subscript 2 refers to ® Re PPy
the region between the upper electrode and the perturbed —-+§&+ ZV( ﬁ—m] —Pe(§)+P,(§)=0. (22
liquid surface;P(U) is the internal pressure in the liquid,
P,(&) is the Laplace pressure under the plane surface dis- The system of equatior(85)—(17) subject to the bound-
torted by wave motionPg(£) is the electrostatic pressure ary conditiong18)—(22) represents the hydrodynamic part of
(which is derived in Appendix A P_(¢) is the tangential the problem in scalar form. To satisfy the dynamical bound-
force exerted on a unit area due=tthe variation of the co- ary condition for the normal and tangential components of
efficient of surface tension along the free surface in the preshe stress tensd21), (22), we need to use the expression
ence of the surfactariit is derived in Appendix B, n and+=  (A9) for Pg(£) derived in Appendix A, along with the ex-
are the unit vectors normal and tangential to the free surfacpression(B9) for the Laplacian pressure, in the presence
of the liquid, andD., is the surface diffusion coefficient of of the surfactant and the expressi@i0) for the tangential
the surfactant. force P, ; the latter two derived in Appendix B.
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3. Solutions of the systerfil5), (16) that are bounded, —s2(s+2vk?) 2~ wd(xk3— xk2 K2+ sl v+s?)
periodic inx, and decaying in the limiz— —c must be
sought in the forrh + 402432\ k2+ sl v+ 2k K2 +slv=0.  (31)
o=A,; expkz)exp(st—ikx), (23 For an inviscid liquid ¢=0) without the surfactant
(x=0) this equation reduces to the well-known dispersion
y=Az exd zVk?+ s/ v]exp(st—ikx), (24)  relation for the spectrum of capillary waves in an ideal, in-

whereA,, A,, ands are complex quantities. finitely deep liquid in a normal electric field"= wg (Ref.

The substitution of Eq923) and(24) into the boundary Qgifhethex?ressiorﬁBlo) for x can be used to rewrite EQ.
conditions(20)—(22) yields a homogeneous system of alge-( ) in the form

braic equations in the constars, A,, and&,: —s%(s+2vk?)%{s+D, k?+LD(s+Dk?)}
séo=kA;—ikA,, (25 + w2{ xok?s(k— K2+ s/ v)
Eowht (ks+2kv®)A;— 2ik? K+ 5/ vA,=0, (26) —%(s+D, k?+ L \D(s+DK?))}
—i(2vsK =k x)A;—[vsK+ vs(k’+s) +412%k3s%(s+ D, k2+L/D(s+Dk?)}
— k2 K2+ s/v]A,=0, x K2+ sl v— 3y k2 K2+ sl v=0. (32)
Xo Jo It follows from analytical calculations and from a nu-
ETRCCTR Capilary lqud motions encountered In the apsence of Sur-
wSEk3+ k— W1 cothkb), (27) factants are supplemented in the given situafiorthe pres-

ence of a surfactapby two additional damped waves: one
where L~ (aD?/pg®) Y has the significance of a charac- associated with wave motion in the elastic surfactant film on
teristic reciprocal linear scale of variation of the bulk surfac-the free surface, and the other associated with the flow of the
tant concentration near the surfacej has the physical surfactant as it diffuses toward the surface from the bulk of
meaning of the square of the dimensionless frequency of thehe liquid.
wave motion of the surface of an inviscid, infinitely deep, The results of the numerical analysis of the dispersion
conducting liquid in a normal electric field in the small- relation (32) are shown in Figs. 1-6. Curvdsdescribe the
amplitude wave approximation, al is the dimensionless capillary wave motion, curveg describe the wave motion
energy density of the electric field near the unperturbed surgenerated by the diffusion flow of surfactant in the bulk of
face, i.e., it characterizes the pressure exerted by the electnife liquid, and curve§ describe the wave motion associated
field on the free surface of the liquid. The dimensionlesswith the surfactant diffusion surface.
parametelyy, which is defined by EqB10) in Appendix B, It is readily discerned from Figs. 1 and 2 that when the
has the significance of an elastic constant of the surfactamarametery, (characterizing the elasticity of the surfactant
film and varies from—1 to + 1. Positive values 0k, cor-  film) passes through zero from the rangg<O into the
respond to inactive surfactants, which increase the surfaaeinge x,>0 (into the inactive surfactant rangehe wave
tension of the free boundary, and negative values corresportocess associated with diffusion of the surfactant in the bulk
to surfactants in the standard sense, i.e., those which reduganishes, and an aperiodic, unstable motion app@arse
surface tension. Substituting E@5) into (26), we obtain a  3). The corresponding instability is associated with the low-
system of two algebraic equations in the unknown constantsring of the coefficient of surface tensiorfor inactive sur-
A; andA;: factants at the crests of the capillary wavesere the sur-

factant concentration is diminishedince the oscillations of
2 2 2N 2 T VA —
(5°+2vk"s+ wp) Ay~ (g + 2vksyk®+ s/v)A,=0, the coefficiento as a function of the surfactant concentration

(28 does not exceed a few tenths of the average valug, tifie
i(— xk3+2vk?s)A; + (52 + 2vk?s— yk? k2 + s/ v)A,=0. corresponding instability does not break up the surface of the
(29 liquid, it merely produces on the surface a wave relief whose

amplitudes are commensurate with the wavelergthereas

The ngc;essary_and sufficient condition for the exIStenC(?he theory used in the calculations is valid only for waves of
of a nontrivial solution of the homogeneous system of equa-

. ; ) g infinitely small amplitud®. An increase in the surface
Eﬁrllicf/vt:i th:ngitert)rg ":aar:;f trgnsgrct;}/ the coefficients of thecharge densityincrease in the paramet®Y) to the critical

1 2 q ' value W=W,_ =2 produces the usual Tonks—Frenkel insta-
s+ 2vk?s+ 0] —i(wi+2vksyk?+s/v) bility (Fig. 2), but with a growth rate that increases gs

, =0. increases. The onset of this instability breaks up the surface
— 3 2 2 2c__ 2 1.2
|( )(k +2Vk S) s+ 2vk“s Xk ke+s/v (30) of the |IC1UId at once.

The curvesl characterizing capillary wave motion in the
From this condition we obtain a dispersion relation for presence of the surfactafite., the influence of the surfactant

the spectrum of capillary motions of the liquid in the ana-on the decay rate and the frequeheye shown on a larger

lyzed system: scale in Fig. 1b. It follows from the classical thetfthat the
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FIG. 1. Real and imaginary components of the frequenof capillary motion of the liquid versus the paramejgy, calculated for the uncharged liquid
surface, W=0, L=500, »=0.01, b=10, k=1, D=10"°, D, =10"%. The solid curves lie on the upper sheet of the Riemann sutface represent the
dependences actually obserygtie dashed curve@ cases where their presence can better depict the behavior of the observejllmiorethe lower sheets.

FIG. 2. The same as in Fig. 1, but calculated for a surface chatge!
above the critical value for the onset of Tonks—Frenkel instability.

dependence of the decay rate gg exhibits nonmonotonic
behavior in the rangg,<=0. In the rangey,>0, on the
other hand, the corresponding dependence is monotonic.

It is evident from Fig. 3 that as the bulk diffusion coef-
ficient D increases, the growth rate of the wave motbn
varies nonmonotonically, increasing at first and then, after
attaining a certain valu® =D, begins to decrease; how-
ever, the frequency of this motion decreases monotonically
as D increases. The variation d does not influence the
wave motionsl and>5.

Figure 4 shows the evolution of all three wave motions
in the given system as the surface charge dendityn-
creases. Figures 5 and 6 show the variations of the evolving
capillary motions of the liquid with the viscosity of the latter
v, both for the uncharged liquid surfa¢Eig. 5 and for a
critical charge on the surfac€ig. 6). It is interesting to note
the strong dependence erof the wave motior2 associated
with bulk diffusion of the surfactant.

In addition to the foregoing, the numerical calculations
indicate a slight(tenths of one percentincrease in the
growth rate of the instability of the charged liquid surface as
the bulk diffusion coefficienD increases and as the param-
eterL increasegover the full ranges of their variatipnThe
presence of the surfactant also affects the frequencies of the
wave motionl on the charged liquid surface; this motion
exists when the surfactant is preséhhas very low frequen-
cies and large decay rajamtil the onset of Tonks—Frenkel
instability at W, =2, but without the surfactant the wave
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Re §

FIG. 3. Real and imaginary components of the frequenggrsus the bulk
diffusion coefficient of the surfactanb, W=4, x,=-0.1, L=500,
v=0.01,b=10,k=1,D, =10"°.

FIG. 4. Real and imaginary components of the frequesayf capillary
motion of the liquid versu§V, x,=—0.5, L=500, »=0.01, b=10, k=1,
D=3%x10% D,=3x1075.

motion 1 vanishes at some valld'=W,<2.

The substitution of Eq(A4) into (A1), (A3), and(A5) leads

to the problems of finding the potentials of the zeroth ap-
proximation®(®) and the first approximatio®):

Here we determine the pressure exerted by the electric .

field on the surface of the liquid layer in the above-described Vepi=0,
geometry. The mathematical formulation of the problem of
calculating the interelectrode electric field has the f@mr-
(10). The well-known occurrence of zero electric field in a z=b: ®O=y,
conductor at once validates the assumption that the potential

APPENDIX A

z=0: ®0=0,

of the electric field in the liquid layer i$;=const=0. The VZo=0, (AB)
stated problem therefore reduces to the simpler problem of P
determining the electric potentid}, in the region between 7=0: ®dWV=— , (A7)
the perturbed surface of the liquid and the plane opposite Iz
electrode: s=b dM=0 (A8)
V20,=0, Al _ . o
2 A1) The solution of the problem in the zeroth approximation
z=¢: $,=0; (A2) has the form
z=bh: ®,=V. (A3) ®O=—Eyz, Ey,=-V/b.
It is natural to seekbP, in the form We seek a solution of the problem in the first approxi-
d,=dO+ M (Ad) mation in the form
where ®( is the steady-state solution obtained =0, dM(x,2,1) =D (x,z)expmt),

(1) i (0)
@*is a small increment t&™ due to, and of the same \ich yields the following result upon substitution into Egs.
order of smallness as, the deformation of the suricet). (A6)—(A8):

The expansion of the boundary conditiéA2) in the

vicinity of the unperturbed liquid surface=0 in the linear a_ Eoé _
approximation with respect t§ and®®) gives P=- Sinh(kb) sinf{k(z=b)].
P (0

The solution of problentA1)—(A3) to within small first-

-0 O Lp®4
2=0: @ ® ¢ order terms can be written in the final form

o7 =0 (A5)
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FIG. 5. Real and imaginary components of the frequesayf capillary ~ ©!G- 6. The same as Fig. 5, but calculated for a surface chalrgé above
motion of the liquid versug. W=0, yo=—0.1, L=500, »=0.01, b=10, the critical value for the onset of Tonks—Frenkel instability.

k=1,D=10° D, =106,

&
Eoé : l—IkyZHyzz l—IyyZO; = Eg|k§
=— —_— - 4

() Eqz+ SINt(kD) sinfk(z—Db)]. ™
The projections of the electric field vector onto the co- Ianzezgggli":n:jmggrfiz[ tI;?tuurEg dVT)CtC\I/“var\]/(()amr:]e:)lti?ntihse de-
ordinate axes are needed in order to write equations for th@'! ee lqut pertur 0y

S - scribed in the linear approximation with respect to the small
pressure of the electric field on the liquid surface and can bé S S
found with little difficulty: parameter¢ by the equationn=ikén,+n, and retaining

' terms of zeroth-order and first-order smallness, we readily

ikEoé obtain an expression for the momentum flux density into the

S sinh(kb) sinfik(z=D)], liquid (i.e., for the force on unit area of the surface
E,= Eot — % cosfik(z—b = SE (ikny (14 2k¢ cothikb
= Eot Gnirkp) COSk(z=b)]. k= g (ikén,+(1+2k¢ coth(kb)n,).

In the vicinity of the unperturbed liquid surfage=0 the The scalar multiplication of this vector by the normal
components of the electric field vector can be written in theyectorn in the linear approximation with respect foyields
form an expression for the pressure of the electric field on the free

E,=ikEqé surface of the liquid:

E,=Eo(1+ké¢ coth(kb)). Pe(&§)=W(1+2k¢ coth(kb)). (A9)

These quantities determine the components of the Max-
APPENDIX B
well voltage tensor

Equation (11) subject to the boundary conditior{$2)

&
Iy =eE{E— §E25ik and (13) is the mathematical formulation of the problem of
calculating the surface concentration of the surfactant.
on the perturbed liquid surface: Inasmuch as the variations BfandC are induced by the
E2 surface perturbatiod, it is natural to seek them in the form
M= o= = 4 ?O +E2ké coth(kb) |,

F:FO+F1, C:C0+Cl,
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whereI'® and C° are the surface and bulk concentrations of 10C, D, ¢°C, dCyq

the surfactant for the unperturbed surf4E&8= const, andC° z=0: Lot L a2 Pz~ I'o

can be a function ot), and the quantitie§'; andC, are of

first-order smallness ig. X (—Ak?+ Ayik Vk?+ s/ v)exp(st—ikx). (B6)

The series expansion of the boundary conditioh3 . e . .
b y ¢ng) We seek a solution of the diffusion relatigB1) in the

and(13) in the vicinity of z=0 enables us to write the dif- form C, = f(2) expt—ikx). The substitution of this expres
f ial ion(11) with th iti - 1~ B )
erential equation(11) with the boundary conditions sepa sion into(B1) yields a differential equation ifi(z):

rately for quantities of zeroth-order and first-order smallness?

S B k2+ f//
9*C° D f
—7z =0,
0z whose solutions bounded in the lindt> —o are the func-
tions
Flox
=0: 0y — 0 N s+k°D
=00 a7 =pp(C, 9z 0. f(z)=B exp{zx/ D }
iCy #C, N &2C1) . which determineC; to within a constant factoB:
ot T\ axZ T a2 BD s+k?D _
C,=Bexpz D exp(st—ikx). (B7)
7=0- (%)Flz (%)Cl, (B2) The factorB is determined by substituting E¢B7) into
al'y dCy (B6)
_ 2+ - 2+ _.
or, au, 52T, aC, Bo_ I'o(— Ak + Asik Vk“+s/v)exp(st—ikx)
z=0: ——+lo—"=Dy| 7|~ D|——-|. (B3 s/L+k2D, /L+D(s+Dk?)

The solution(B1) with the boundary conditiond2) and
The solution of the problem in the zeroth-approximation(B3) is finally written in the form

iS obvious: <TKD '
I'nG expz D exp(st—ikx)
[°=C%=Cy=T,. (B4) C,=—
o0 ! S/L+k?D, /L+ D (s+DK)
It follows from Egs.(B2) and(B4) that G=—AK2+A,ik K2+ s/v.
P P The expression for the surface concentration is now re-
I'=Cy/L, Lz( M") / (ﬂ> (B5)  Written
aly dCq
Io(—A K%+ Asik Vk2+ s/ v) i
_ - _ ry=- exp(st—ikx).
whereL has the significance of a characteristic reciprocal s+k?D, +LD(s+Dk?)
linear scale of variation of the bulk surfactant concentration (B8)

near the surface, i.el,~\/s'D~ (oD% pg®) ~Y* its charac-
teristic scale is the capillary constant of the liquid.
Relation(14) can be used to expresgs, /Jdx in terms of

Sinceo=0(T"), in the linear approximation foP ,(£)
we obtain(1)

the partial derivatives of and ¢ with respect to the coordi- P,(&)~a(Ty)k?E. (B9)
nates: To find the tangential forcB .= 7- V o, we can use the equa-
tion
y, J (&go (w/) Po Py
DrViialirwl Bl el g do
X oIX\dX 9z X JdZIX VU:(y_erl
Invoking Egs.(23) and (24), we can write and take advantage of the fact that in the assumed geometry
the vectorr can be written in the form
Ju _ -
220 — X = (= Ak Agik\KZ TS/ v) explst—ikx). 7= kX
Ultimately we have
Making use of this expression and takif5) into ac- do 'y

count, we transform conditio(B3) as follows:



158 Tech. Phys. 43 (2), February 1998 Shiryaeva et al.

By substituting relation(B8) into this equation, we can  2I. E. Nakhutin, P. P. Polugov, and Yu. G. RubezhtiyzZh. Tekh. Fiz55,

obtain an equation foP . in the first order of smallness: 415(1989 [Sov. Phys. Tech. Phy80, 246 (1985].
3. N. Aliev, Magn. Gidrodin. No. 1, 141988

X . . 4R. E. Zelazo and J. R. Melcher, Phys. Fluitls 61 (1974.
P.=- E(Al|k2+A2k2\/k2+ s/v)exp(st—ikx), SW. T. Tsai and D. K. P. Yue, J. Fluid MecB89, 315 (1995.
SE. A. Ryabitski, Izv. Ross. Akad. Nauk Mekh. Zhidk. Gaza, No. 1, 3
S P (1996.
- X0 Xo= 9 (B10) 'L M. Rabinovich, lzv. Akad. Nauk SSSR Mekh. Zhidk. Gaza, No. 6, 36
s+k?D, +D(s+Dk?) "% ar ° (1978.

8D. F. Belonozhko, S. O. Shiryaeva, and A. |. Grigor'ev, Pis’'ma Zh. Tekh.
Here xo has the significance of an elastic constant of the Fiz. 22(15), 60 (1996 [Tech. Phys. Lett22, 626 (1996].
surfactant film and is rendered dimensionless by referring itgL. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
10 xox = O 2nd ed.(rev. and enl., with L. P. PitaevskijiPergamon, Press, Oxford
* New York (1984; Nauka, Moscow(1982.

103, Lucassen, Trans. Faraday S64, 2221(1968.
1V. G. Levich, Physicochemical Hydrodynamifi Russiai (Fizmatgiz,
Moscow, 1959. Translated by James S. Wood



TECHNICAL PHYSICS VOLUME 43, NUMBER 2 FEBRUARY 1998

Turbulent cooling of the gas and dielectric recovery following a spark discharge
M. N. Shneider

High-Voltage Scientific-Research Center, 143500 Istra-2, Moscow District, Russia
(Submitted September 24, 1996
Zh. Tekh. Fiz68, 30—35(February 1998

A theoretical model is proposed for performing self-consistent calculations of the entire evolution
of a spark discharge and the subsequent cooling of the postdischarge channel and dielectric
recovery for a specified aperiodic discharge current pulse, taking into account the generation and
dissipation of turbulent motion of the gas. The results are compared with the well-known
experiments of E. P. Bel'’kov, where it was discovered that the dielectric recovery rate depends
on the characteristics of the discharge current pulse, which ultimately determine the

intensity of the turbulent motion arising in the cooling channel. 1898 American Institute of
Physics[S1063-784£98)00602-3

INTRODUCTION MODEL OF THE EVOLUTION OF THE SPARK (PULSED
ARC) CHANNEL

It is a well-known fact that turbulent gas motion devel-
ops in a cooling postdischarge channel, creating far more  'N€ results of the theory developed below are compared

rapid heat transfer than molecular heat conduction, so thatith experiment for a spark discharge in air at atmospheric
the rates of cooling and expansion of the channel increas@€SSure Iln a gapl=1 cm and for subsfequenté([:i?éscharge
dramatically. This cooling regime occurs, in particular, :;11‘tercurreﬂt Eu Se? CO\/Igrlng a broald rakrllge Ol parameters.

the termination of high-power spark discharges, pulsed All the pulses listed in Table | have in common a com-

arcs'~* and laser sparks® The cooling rate of the hot post- gz?/rgtivellég Zpichugent :se inlthe fir?t qur? r:je_r Eeriod,
discharge channel is a problem of major practical impor8!/dt> s. To date the evolution of such discharges

ind 413
tance, because the gas cooling time after passage of the Clmz_isvti/een Stutg'ed In detéﬂ. din Ref. 11 to obtai
rent pulse determines the most important characteristic of gus? € ?tpp;_roac(:j prqptqse fl?h er'] (I) obtain an
gas-filled spark gaps: the rate at which the dielectric strengtﬁsprox'ma € quaiitative description of the channel expansion

is restoreddielectric recovery raje Conceivably the dynam- hamics. Assuming that ?L" the parameter; in the channel
ics of decay of a natural lightning channel, like that of thedr® independent of the radius and disregarding the thickness

long-arc laboratory spark used to simulate it, is also gov—otf the enve:]cg)e(“whosir? rizte o\fvﬁ;](ﬂ?lns'%n 'T(tcelggaergmnpm
erned by the generation of turbulent motion iff it. stage essentially coincides € shock velgcand the

A simple theoretical model of the cooling of a postdis- influence of the self-magnetic field, we describe the evolu-

charge channel in a gas has been propdgeking into tion of a channel of unit length by the radially integrated

account the generation of turbulence and its influence on th%quatlons of motion and energy

channel cooling and expansion process. However, because of
the arbitrary specification of the initial conditions, the results —(
of Refs. 7 and 8 can only be regarded as preliminary and
qualitatively consistent with experiment. The validity of the d 7r2p d

model for practical calculations cannot be decided until its &Tl+pmwrZZW(t)—CD(p,T,t)wrz, 2
results have been compared with experiment. The paramount Y

requirement in this endeavor is to know the characteristics ofnere P.. andp., are the pressure and density of the unper-

the st.ate of the gas immediately prior_ to the onset of thgrpeq gasW=12(t)/7r2a(T) is the power of the electric

experimentally observed turbulent cooling. current,o(T) is the conductivity of the plasma as defined by
In the pres_ent article we discuss a model that can be usgle Spitzer equation, anBl(p, T,t) denotes the energy losses

for a given discharge current pulse to carry out a selfin radiation from unit volumethe form of the functiond

consistent analysis of the entire process of the spark disy; pe specified below.

charge and subsequent cooling of the postdischarge channel Equations(1) and (2) are augmented with the equation

with allowance for the generation and dissipation of turbu-gf state of the gas in the channel

lent motion of the gas. The results are compared with the

celebrated experiments of Bel'’kdv,where the dielectric re- y—1

covery rate was found to depend on the characteristics of the P=(y—1)pe= TPh’ v T)=cp/c,, ©)

discharge current pulse, which ultimately determine the in-

tensity of the turbulent motion generated in the cooling chanwheree andh are the energy and enthalpy per unit mass of

nel. the gas.

dr
TP g | =271 (P~ Pae), (1)

1063-7842/98/43(2)/6/$15.00 159 © 1998 American Institute of Physics
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a

TABLE |. Characteristics of the current pulses for a spark discharge in air. 20[.

$(T)>0

Pulse No. I, KA f, kHz T2, 10°%s toy, 10°8s
" 2 pu —— == $(T)=0

Pulsel 60 200 0.926 15 15
Pulse2 20 600 0.5 10

Pulse3 4 1600 0.136 3 T

decay time of the currenthe latter determined from the experimentally

b 4
”
*
-
Note: Herel,, f, and r, are the amplitude, frequency, and characteristic " 101
4
observed logarithmic decay rate,, is the pulse duration. &
.

To obtain a closed discharge model, we need one more
equation for the density or the internal energy (tempera- 0 L A n !
ture T) of the plasma in the channel.

Detailed numerical calculations of the evolution of a
pulsed arc have shown that for a current rise rate
I=10°-10'° A/s the plasma temperature depends mainly on
the equilibrium of the Joule heat release and the radiative
energy loss with subsequent, essentially total absorption in
the envelopé?*3we therefore assume that the following re-
lation holds in the first quarter peridde., att<t,=1/4f ),
as in the model of Ref. 13:

27rEa, T4=12(t) 7r2a(T), (4)

where o, is the Stefan—Boltzmann constaitjs the gray-
body emissivity factor of the plasmor typical characteris-
tics of the current rise stage/p..>1 andT>2x10* K we
have ¢é~1). In the energy balance equatigh) we can as-
sume thatb (p,T,t) =0 in this case. If the current and initial
conditions are given, the system of equatiéhs-(4) is com-
p|ete|y defined. In our situation the density of the p|asma igIG. 1. Evolution of a pulsed arc in the cyIindric.:aI' explqsion'model fOr
determined from the equation of sta(é) as a function pulsel. The dashed curves correspond to nonradiative adiabatic expansion.
plp.e(p,T)].

For typical discharge circuit parametdgmshich govern
the decay rate of the current pulselarge part of the elec- tain the degree to which radiation influences the channel pa-
trical energy in the spark discharge evolves in the first quarrameters, we consider two models: dompletely adiabatic
ter periods. The temperature and pressure in the channel thegpansion without radiation losses, i®(p,T,t)=0; 2) the
drop sharply, the envelope becomes partially transmissive tpclusion of radiative coolingwithout absorption in the ad-

radiation, and the approximatid#) is no longer valid. How-  jacent cold gas layerswith a specified rate of bulk energy
ever, since essentially all the discharge energy has been rgyss from the hot air plasma,

leased at the timé, = 1/4f and since the pressure and tem-
perature of the gas in the channel satisfy the conditions & (p,T)=d(p..,T)(p/p.)?, (5)
p(ty)>p., andT(t,)>T.,, the subsequent expansion of the
channel up to the onset of the isobaric stage can be regardeghere < a<2; the values ofP(p..,T) are taken from Ref.
as a cylindrically symmetric explosion in a medium with 15,
counterpressure. It can be assumed here that all the electric In the calculations it is assumed that 1.2; the conduc-
current energy evolved in the dischargb,:fng(t)dt, is tivity of the plasma is approximated by the expresion
imparted instantaneously to a thin cylindgwith radius  o(T)=0T%*=1.7251%*S/cm (T in K). A good means
ro<r(t;)] of unperturbed cold gas of densjty,, drastically ~ of determininge(p,T) in the channel is the interpolation
increasing the specific internal energy and, hence, the preformula  for  the  specific internal  energy  of
sure of the gad. It is convenient to seek a solution in La- air'® £=8.3(T[x;/10%10%) "X p/ p..) °*? eV/molecule
grangian mass coordinates within the framework of standare27.7- Tjy; - (p/p..) ®*? J/kg, which is valid af > 10" K. As
one-dimensional gasdynamic equations. Problems of thian example, Fig. 1 shows the results of calculations of the
kind have been solved by many authdss comprehensive evolution of the parameters of a pulsed arc, labeled pulse
survey of the current status of the field is given in (for this case Eqs(1)—(4) yield E=3.17 J/cm. Figure la
Korobenikov's book?). We therefore omit the details of the shows the temperature and pressure on the channel axis, and
numerical model. Fig. 1b shows the thermal energy per unit lengththe ra-
The correct treatment of radiation during the explosiondius of the rarefied channe}, and the radius of the shock
process poses a separate, rather complex problem. To ascemverg,. The calculations show that the expansion of the

Tg s Pe s CTU
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TABLE Il. Results of calculations of the initial conditions for the isobaric 12000} a
stage.

Tty alt),  relty),  Teulty),  Telty), 10000
Pulse No. to, 106s K Jicm cm cm cm ’
Pulsel ~20 10800 2.1 1.1 2.1 1.27 8000
Pulse2 ~10 11200 124 0628 1.24 0.79 x
Pulse3 ~45 9700 0.08 0.23 0.415 0.25 e 6000

4000

postdischarge channel up to the onset of the isobaric stage 2000
can be regarded as an adiabatic process, i.e., the influence of
radiation is slight. P) .

At a later time the pressure and temperature of the gas in
the channel decrease. We assume that the initial stage ends at
the timet=t,, when the pressure in the channel becomes
equal to the ambient pressure(t,)=p... The calculated
main parameters of the onset of the isobaric stage are sum-
marized in Table II.

The last column of Table Il gives the approximate values 2r h
of the initial radius of the isobaric stage, which are evaluated /)
|
!

W,

for the calculated quantities of heq(tp)za-rrzps from the /
equatiod® /

/
Te(tp)=Va(y—1)/mp..~0.25/d/p... (6)

e o .’ LA N ] ’
The radial distributions of the temperature and density of
the gas for pulses 1-3 up to the onset of the isobaric stage
are shown in Fig. 2. - 4 .
The subsequent cooling process accompanied by gas 0 05 1.0 » :,i 20 29
*

flow in the channel and the development of turbulent motion
in it takes place at constant pressure. FIG. 2. Radial distributions of the temperature and the density of the gas up
to the onset of the quasi-isobaric stage.

plp=

[IEXEX X )

-ooooco....
oo
*e
-

ISOBARIC STAGE OF TURBULENT COOLING

We anglyze the functional relgtions of turbulent cooling ¢, o564 free turbulencée.g., a submerged turbulent jet, a
on the ba_15|s of the cor_rected and_ |mp_r0ved m0(_je| of Refs. ?urbulent wake, etg, for which it has been established ex-
alnd 8 using the following ap_prgxmitmns) _G:OOI;Ing takes perimentally that the surface separating the turbulent region
place at constant pressure, 1.p= pm—copst, 3 all macro- from the laminar region, on the average, moves into the un-
scopic parameters are |.nhomogeneous In .the channel and HRturbed medium at a velocity of the order of the rms ve-
gqualfto the gr%ssl,(—jsectmnalhavelraga?trrt]é ideal-gas equa- oty of the turbulent fluctuations. Consequently, for the rate
tion of state(3) holds at each value of the temperatire of expansion of the channel boundary it is assumed in Refs.

The pressure in the cooling channel becomes equal t © . .
the ambient pressure at an even higher temperature of the g and 8 thar~3\(u)~ yK/2, whereK is the kinetic en-
in it, T~10* K. The subsequent drop in temperature occurs™ %Y of th‘? turbulfent f_Iuctuatlons per unit mass of_the gas.
at almost constant pressure, accompanied by an increase "I?W?/er’ 'T the t'mel:n;ert‘)’a"pftsﬂnslt the; expansion of
the density, which requires an influx of gas from the periph-t e channel is controlie vy slow molecuiar transport pro-
esses. Consequently, taking into account the delay of turbu-

ery of the channel. This radial flow is unstable, resulting inI . ite the ch | .
the development of turbulent motion of the gas in the chan-"'¢© generation, we can write the channel expansion rate

nel. A possible mechanism of the experimentally observe&md the associated turbulent thermal diffusivity in the form

hydrodynamic stability could be Rayleigh—Taylor instability :

in the high-density-gradient zone at the boundary of the pre- r=~0(t— 7ins) VK/2, @)

dominantly radiation-cooled chanrél*® The characteristic

time 7,5 Of evolution of this instability for typical param- _ } - I~va

eters of the onset of the isobaric cooling stage in the postdis- X'~ 3 FO(t=7ing) V2K. ®

charge channel in air, p=1atm, r~1cm, and

T~(1.1-15X10* K, is 7ps~10"%s, which agrees with where®(t— 7;,s) is the Heaviside unit step function.

experiment=® As for the kinetic energ\, its corresponding delay is
Since the cooling postdischarge channel is not boundeahsignificant, because the kinetic energy of radial flow of the

by walls, the turbulence generated in it closely resemblegas toward the center of the channel is ultimately converted
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into kinetic energy of turbulent fluctuation@xcept for a u/u,
fraction of it that is converted into heat as a result of viscos- -
ity).

Allowing for the fact that thermal diffusion from the
cooling channel takes place through the combined effect of
molecular transport and the far more intense turbulent trans-
port processes, we introduce the effective thermal diffusivity
xeff and the effective thermal conductiviby.:

A XtP At
=txyi=—— |1+ —|=—,
Xeff— Xa T Xt Cpp< 7\/Cp Cop
XtP
= + —

where y, and \ are the corresponding molecular transport
coefficients.

The variation of the internal and kinetic energies of the
gas, averaged over the channel cross section, is described by
the following equations in the general case of variable vol-
ume and mas5®

\
:.\

-

epV+e(pV+pV)+pV
= p0sheS—Ae( T—To) SIr = B(T)V+pQV,
(10
KpV+K(pV+pV)=p..vy(V52)S—pQV. (12)

HereV andS are the instantaneous volume and area of the
lateral surface of the channdl) is a term that takes into
account the viscosity-induced dissipation of kinetic energy
into heat,vgzvs—f is the radial velocity of the cold gas
entering the channel relative to a fixed afitsdletermines the
kinetic energy flux into the channelanduv, is the flow ve-
locity of the cold gas through the lateral surfa@edeter-
mines the mass influx into the channdiom the equation of

continuity we havevs=(pV+ pV)/p..S. Consequently, for

,.ol]"’

-

the turbulent motion in a cylindrical channel, takif®) and SIS
i i .'.j.lllllhll Aot a il At asul,
(7) into account, from Eq9.10) and(11) we obtain 00.1 r 7 s
e=¢F,

K=—Q+(v52-K)[O(t—Tins) V2KIT —F], (12)

F={Q+0O(t— 7ins) (h.— ) V2K/r
—[®+2Ne(T—T.)/r2])/ p}/ N,

1
ng—E[er/px‘f‘@(t_Tinst)(l_p/px)\/ﬁ]' (13

As mentioned, the turbulent motion generated in the
cooling channel is more like free jet flow than pipe flow. But
then jet flows are distinguished by significantly lower critical
Reynolds numbers (Rel0) than pipe flows. Consequently,
even at the relatively low Reynmds.numbers OT the channe IG. 3. Curves of dielectric recovef), the temperature of the gas in the
turbulence, Re-10%, fluctuations having the maximum scale channel(b), the channel radiugc), and the turbulent diffusion coefficient
(~r) and subsequent smaller scales can break up, transfagy. The point symbols in graphs a and b represent experimental-8iata.
ring their kinetic energy along the spectrum without any ap-
preciable decay, to smaller-scale fluctuations, where the ef-
fective viscous dissipation of kinetic energy into heat takesknown Richardson—Kolmogorov—Obukhov cascade pro-
place(the phenomenon is actually a modification of the well-ces$. To take the cascade dissipation mechani&bM)
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TABLE Ill. Comparison of calculated and corresponding experimental val-
ues of the timer;, 1073 s.

Pulse No. Theory Experimert
Pulsel 25 13
Pulse2 8.5 10
Pulse3 3.4 2.8

into account, it is necessary to replace the single equation
(13) for the turbulent fluctuations df by deriving a system
of analogous equations for the kinetic energy with the inclu-
sion of various scales in the fluctuations, taking into account
the spectral cascade of energy transfer. In the present article
we investigate the CDM on the basis of the discrete spectral
theory of isotropic turbulence in an incompressible fitfids 00_1 1 10
proposed in Refs. 7 and 8. t,ms

In our case the fluctuations of each scale decay not only
as a result of the cascade transfer of kinetic energy and ifslG. 4. Evolution of the turbulence spectrum in a postdischarge channel for
viscous dissipation in the small-scale region as in the case Spisel
isotropic turbulence, but also as a result of an increase in the
mass of the gas drawn into turbulent motion as the channel
cools. As is the convention for all macroscopic parameterspendence of the breakdown criterion is taken into account
we assume that the characteristics of all the scales are urfessentially by changing the produetl to p(T../T)d. Con-
formly distributed in the channel and are equal to their crosssequently, for the gas temperattirgt) obtained in our cal-
sectional averages, e.g,(t)=U.(r.t). Here the total energy culations the Paschen breakdown critefforan be used to
per unit mass of the turbulent fluctuatioKsand its rate of ~Plot the dielectric recovery curves
viscous dissipation into he& are equal to U T. Ins, Apd

_— f Sgcz ~
Ug T In(s,.T./T) In(1+1/y)

100

1 n (14
K== > u? and Q=v> Kk2u?,
2= i=1 whereU, andU (t) are the breakdown voltages of the given
respectively, where(T) is the kinematic viscosity, andis  discharge gap for the cold and hot gases, respectideiy,a
the number of cascades included in the calculation. We agParameterA=15 cm * torr* for air, andy~10"°-10""is
sume that the kinetic energy of the gas flowing into the coolthe secondary emission coefficient; for definiteness we as-
ing channel is transferred by the maximum-scale fluctuasume thaty=0.01.
tions, and not until then is it spectrally transferred by the  Figure 3 shows the main results of the calculations of the
cascade mechanism. The inclusion of spectral cascade trarmoling dynamics of the postdischarge channel and dielectric
fer reduces Eq(13) to a system oh equations foith-scale recovery for pulsed-3. All the dielectric recovery curves
fluctuations’® agree with experimeht within the measurement error lim-
The initial conditions for the given syste(h?2), (13) are  its. The theoretical and experimental values of the dielectric
r(t,), e[T(ty)], evaluated for a given current pulse, andrecovery time 7; corresponding to the time at which
ui(tp)=0, i=1,..n, corresponding to the condition U(t)/U,=0.9 are given in Table III.
K(tp)=0. A significant result is the abrupt drop of the turbulent
Turbulent cooling calculations for a postdischarge chandiffusion coefficienty; (Fig. 3d, which characterizes the rate
nel have been carried out for pulsés3 with the initial  of cooling and expansion of the channel, in the final stage of
conditions att=t, in Table Il. Since the characteristic time cooling (t=7*~1 ms; the timer* for pulsel is indicated
of evolution of instability satisfies the conditiafyg< 7 (7q by an arrow. This behavior is associated one-to-one with the
is a characteristic dielectric recovery tilme¢he same value rapid decay of turbulence due to the formation of a well-
Tns= 1074 s is adopted for all cases in the calculations. Thedeveloped spectrum of turbulent fluctuations at the time
numbern of cascades included in the process is chosen sb~7* (Fig. 4) and the rapid viscous dissipation of kinetic
that any further increase imhas no effect on the results. The energy in small-scale “harmonics.”
upper limitn<15 is sufficient for all the cases treated here. However, if the velocity of the resulting vortex motion is
The temperaturd is determined in the form of the function comparatively low in the cooling channel, during the entire
T(e) by the interpolation of tabulated dethThe depen- characteristic cooling timédielectric recovery timethe ki-
dencey(T) is also taken into account. netic energy is concentrated in fluctuations having the maxi-
In Paschen'’s theory the breakdown voltage depends onlgnum scale, of the order of the channel radius, for which
on the productpd for a given gas and a given electrode viscosity is insignificant. Here the turbulence kinetic energy
material. ForpepT=const andT # T, the temperature de- density decreases mainly as a result of an increase in the
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The luminescence of XéRB2I1,,,) molecules from a zone formed in the injection of;3fas

into a freely flowing xenon plasma jet is investigated. The experiments show that both

the energy characteristics of the luminescence and the geometrical dimensions of the plasma-
chemical reaction zone can be controlled by varying the power input to the plasmatron

and the mass flow rates of S&nd the xenon plasma. It is shown that the main contribution to
the production of XeF(B?Il,;,) excimer molecules under the given experimental

conditions is from two-particle ion—ion reactions involving Xe ions ang @Rd SE molecular
ions. © 1998 American Institute of Physid$1063-784£98)00702-§

INTRODUCTION ity varied between the limits 1000—2000 m/s and was mini-
Studies of the formation and luminescence of excimelm'Im at high xenon mass flow rates and maximum at the

molecules during the injection of halogen-containing sub-TiNIMuM xenon mass flow rate. . .
stances into a plasma jet flowing freely into vacdafhave The Sk was injected into the xenon plasma in a bilateral
demonstrated the highly efficient conversion of plasma flowf0-Stream mixing configuratiotFig. 1) symmetrical about
energy into the narrowband emission of ultraviolet radiationth€ axis of the plasma jet at a distance of 250 mm from the
from excimer molecules. The highest radiated output powef'ifice of the plasmatron anode. ThegSfjector consisted of
is reported in Refs. 2 and 3 for the injection of halides oftwo graphite tubes of length 230 mm, diameter 16 mm, and
alkali metals into a xenon or krypton plasma jet. In the samavall thickness 3 mm situated perpendicular to the axis of the
papers it is assumed that the high efficiency of formation oflasma jet in such a way as to pass the plasma jet between
excimer molecules in the experiments is attributable to théhem. The distance between the tubes was about 60 mm.
identical ground-level electronic structure of the alkali-metalHoles of diameter 0.7 mm pointing toward the axis of the
halides and excimer molecules. plasma jet were drilled into the side of the walls at 5-mm
Consequently, it would be of utmost interest to investi-intervals.
gate the processes of formation of excimer molecules using Over the entire range of plasma parameters ang SF
halogen carriers whose molecules have an electronic struenass flow rates used in the experiments a plasma-chemical
ture different from that of alkali-metal halides. The halogenreaction zone was formed within the mixing zone of the xe-
carrier chosen for the present study is a dielectric(gaur ~ non plasma and $Flows, the formation of XefF(B2I1,,,)

hexafluoride S widely used in excimer lasefs. molecules taking place in this reaction zone; a typical lumi-
nescence spectrum of these molecules is shown in Fig. 2.
EXPERIMENT The XeP (B?Il,,) luminescence spectrum were re-

The production of XeE(B2II,,,) excimer molecules in ¢orded by th3e standard technique for the reported
the interaction of a supersonic xenon plasma flow with dnvest|gat|on§1.‘ The recorded plasma luminescence spectra
subsonic dielectric gas ($Fjet injected into it was investi- Were normalized to the spectral sensitivity curve of the mea-
gated on apparatus described in detail in Refs. 1 and 5. Thgirement system.
plasma source was a magnetoplasma-dynamic accelerator The spatial distribution of the luminescence intensity
with a plasma beam of diameter 60 mm at the orifice of thedistribution of the XeF (B?I1,,,—X?%) along the plasma jet
accelerator anode. The residual pressure in the vacuuffrig. 3 had the same form as in experiments aimed at study-
chamber was- 1 Pa. The xenon plasma ion temperature during the luminescence of XeClmolecules during the injec-
ing the experiments varied in the interigl=2000—2500 K,  tion of CCl, into a xenon plasm&The luminescence inten-
and the electron temperature had valligs 1-1.5 eV. The Sity (concentration distribution curves of XeF molecules
concentration of the xenon plasma at the, 8ffection point  along the axis of the plasma flow were typical in all the
was between 1@ and 5x< 10'° cm™3. The mass flow rate of experimental series: Beginning at the orifice of the plasma-
SK;, in the experiment varied in the interval tron anode, the background radiation level corresponding to
G[SK;]=0.5-2 g/s, and the flow rate of xenon through thecontinuous emission from the plasma was recordégl. 3.
plasmatron wa&[Xeg]=0.5-5 g/s. The plasma flow veloc- Farther downstream in the plasma, in line with the axis of

1063-7842/98/43(2)/6/$15.00 165 © 1998 American Institute of Physics
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FIG. 1. Diagram of the bilateral two-stream injection ofgSfto a xenon a9
plasma.l) Plasmatron anode2) magnetic coil of the plasmatrord) SF; C
injectors;4) gap between the anode and the magnetic &ihormal com- arsE
pression shock$) plasma jet;7) plasma-chemical reaction zone. i
- C
.s 0.6
observation of the optical measurement system, the Iumine:gg -
cence intensity of the plasma at the wavelength351 nm § 0451
(B?I1,,—X23 transition of the XeF moleculg began to < :
increase abruptly, corresponding to the initiation of plasma§ 23}
chemical reactions in the mixing zone of the xenon plasm: s
flow with the cold Sk gas. Farther downstream in the o015
plasma the emission level in tH#11,,,—X23 band of the -
XeF molecule reached its maximum, whereupon the lumi- 0oL '_é L1 15' - 'é' i 'é
nescence intensity of the X&MB2I1,,— X%3) molecular z, om
band began to fall off more or less gradually. .
The length of the plasma-chemical reaction zgRigs. Ly, (Wfem*)-nm c

3b and 3¢ where the XeF(B?I1,,,) molecules were formed,
measured along the half-maximum boundary of the
XeF* (B?I1,,,) luminescence at the wavelength=351 nm,
varied along the plasma flow in the ranyé&,=20-60 mm.
The transverse width of the mixing zone was
AL,=55-50 mm in the injection cross section and de-
creased by 35-40% toward its downstream boundary in th
plasma. In this case the lengi , of the zone of lumines-
cence of the XeF(B2Il,,) molecules increased as the
power input to the plasmatron was increased. The lengt
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FIG. 2. Luminescence spectrum of Xefnolecules in the center of the g/s_; 3 2.0495s; ¢ t_he coor_dinates of the gfinjection poi
foint 0 on the ordinate axi§[Xe]=>5 g/s,1 =1500 A, Ny,

plasma-chemical reaction zone during the mixing of a xenon plasma jet witl
a SRk gas flow injected perpendicularly into itN;=5x10"cm3,
T,=2200 K, T,=1.4 eV.

J -2

-1

FIG. 3. Distribution of the luminescence intensity of Xefnolecules
(A=351 nm) along the xenon plasma flow in the plasma-chemical reaction
zone. a The coordinates of the Gfnjection point correspond to point 2 on
the ordinate axis;G[SF;]=2.0 g/s, G[Xe]=1 g/s, Ny,=8x10"cm3
T;=2000 K, T,=1.2 eV: 1) luminescence of the Xé&Fmolecular band to-
gether with the continuous luminescence of the plasth&yminescence of
the XeP molecular band; pthe coordinates of the $Fnjection point
correspond to point 1 on the ordinate ax@[Xe]=0.5g/s, 1=1000 A,
Nye=5%x10"cm™3, T;=2300 K, T,=1.4 eV: 1) G[SK;]=0.57 g/s;2) 1.0
nt correspond to
=5x10"%cm 3,
T;=2000 K, T,=1.0 eV: 1) G[SK;]=2.0 g/s;2) 1.0 g/s;3) 0.5 gs.
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FIG. 4. Luminescence intensity of the XefA =351 nm) at the peak of the molecular band versus the mass flow ratg ¢)Sid versus the xenon plasma
flow rate atG[SFK;]=2 g/s(b). a: 1,4 W= 32 kW; 2,5) 42 kW; 3,6) 48 kW; 1-3) G[Xe]=0.5 g/s;4-6) 1.0 g/s. b:1) W=32 kW, T;=1800 K, T,=0.8 eV;
2) 48 kW, 2000 K, 1.0 eV3) 74 kW, 2300 K, 1.3 eV.

AL, of the plasma-chemical reaction zone was influenced/apor} at high Sk flow rates a gas target is formed in the
only slightly by variation of the xenon flow rate through the jnjection zone, where the generation of a normal compres-
plasmatron, whereasL, decreased substantially when the sion shock is accompanied by slowing of the incident plasma
mass flow rate of Sfinjected into the plasma jet was re- fiow, Plasma-chemical reactions then take place behind the
duced. This fact indicates that the length, of the plasma-  spock front as a result of diffusion of the xenon plasma into
chemical reaction zone depends not only on the ;‘burnout”the SF, gas target under subsonic gas flow conditions. At low
of xenon ions in the reactions of formation of XeB°Il1,)  najogen-carrier flow rates the gas target is diffused by the
excimer molecules, but also quite strongly on the gasdyj,gigent plasma flow, and plasma-chemical reactions take

hamic mixing pattern of the supersonic xenon plasma fIOV\f:)lace with diffusion of the subsonic §How into the super-
with the Sk gas flow injected perpendicularly into it. The sonic xenon plasma flofv

rate of decrease of the luminescence intensity of the The maximum brightness of the mixing zone in the

2 i if-
Xer (B7I1,) molecules downstream in the plasma also dif B2I1,,,— X?3 band of the XeF molecule increased with the

fered, depending on the experimental conditions, and for xe- . . . .
non flow rates of 5 g/s and SFow rates of 0.5 g/s a plateau mass flow rate of the ghelectnc gas, irrespective of the power
was recorded in the distribution of the luminescence intenlnput to the plasma jet and the flow rate of the working

sity of the B2IT,;,— X3, transition of the XeF molecule medium through the plasmatra@hRig. 4. For a fixed power
along the plasma flowFig. 30 input to the plasmatron and low xenon flow rates

The spatial position of the luminescence intensity maxi-(G[X€]<19/s) the luminescence intensity of the plasma-
mum of the XeF(anllz) molecules in the flow mixing chemical reaction zone increased with the xenon flow rate,

zone differed, depending mainly on the mass flow rate of th&tf@ining a maximum valug,~18 wicnt at G[Xe]=1g/s
injected halogen carrier. For example, for high 8w rates ~ (G[SFsl=2 g/s). With a further increase in the xenon flow
(G[SF;]=1 g/s) the luminescence maximum shifted down-rate atG[Xe]=1g/s (Fig. 4h the maximum luminescence
stream along the plasma flow toward the plasmatron relativétensity —of the plasma-chemical reaction zone at
to the point of injection of the halogen carrier. The maximumG[Xe]=5 g/s for a power input to the plasmatrdi=74 kW
shift encountered in the experiments wA$~10 mm at dropped tol,~4 W/cnr.

G[SF;]=2 g/s. At medium flow rates of the halogen carrier Measurements of the power characteristics of the radia-
(G[SF;]=1 g/s) the position of the luminescence maximumtion from the XeF (B?I1,,,) molecules at the point in space
of the XeP (B2I1,,,) molecules roughly coincided with the corresponding to maximum luminescence of the excimer
coordinates of the point of injection of the halogen carrier.molecules showed that for high xenon flow rates through the
With a further reduction in the $Flow rate the lumines- plasmatron G[Xe]=2-5 g/s) the output luminescence inten-
cence maximum of the X&RB2II,;,) excimer molecules sity increased almost linearly as the power input to the
shifted along the xenon plasma flow below the halogen carplasma was increasé#ig. 5a, curve® and3). On the other
rier injection point. Consequently, as in the injection of £Cl hand, at a Xe flow rat&[Xe]=1 g/s and a power input to



168 Tech. Phys. 43 (2), February 1998 Alekhin et al.

1% a - b
y _“\6—0/
14 ar
13 i
12 i _v
~N
g s
§11 S 4
20 x - :
8 R
7
5 r—\
0
§ B \+
Gbaaa b Vet )egadl poa b et le e gl
3o 40 50 50 Y/ /] Jo 35 40 45 50
W, kW W, kw

FIG. 5. Luminescence intensity of the XefA =351 nm) at the peak of the molecular band versus power input to the plasmat@pSk]=2 g/s: 1)
G[Xe]=1.0g/s;2) 2.5 g/s;3) 5.0 g/s. b:1,4) G[SK;]=0.57 g/s;2,5 1.0 g/s;3,6) 2.0 g/s;1-3) G[Xe]=0.5 g/s;4-6) 1.0 g/s.

the plasmatrorn>55 kW the luminescence intensity of the the reported experiments is more than an order of magnitude
XeF* (B?I1,,) excimer molecules began to drop abruptly lower than the parameters achieved in the injection of NaCl
(curvel in Fig. 59. (Ref. 2. A qualitative analysis of the main processes in-
Experiments performed at low xenon flow ratesVvolved in such a medium is carried out below to ascertain the
G[Xe]=0.5-1 g/s showed that in the range of power inputscauses of such a distinct difference.
to the plasmaw=30-50 kW and forG[Xe]=0.5g/s a The kinetics of the processes in the zone of injection of
slight reduction in the brightness of XefB?I1,,,) was ob- SFs into the xenon plasma flow and the mechanism underly-
served as the power input was increased, irrespective of tHgg the formation of excimer molecules differ significantly
flow rates of the halogen carriécurves1-3 in Fig. 5b. At from the plasma-chemical processes in earlier studiés-
G[Xe]=1 g/s for each fixed value of the halogen-carrier flowdeed, in the mixing zone of the §’ith the xenon plasma
rate (curves4—6 in Fig. 5b), irrespective of the power input, flow, the first one or two collisions of an electron with a
the luminescence intensity of the XefB2I1,,) molecules sulfur hexafluoride Sfmolecule as a result of the dissocia-
changed insignificantly, tending to increase very slightly. Al-tive attachment reactions
lowing for the fact that the length of the plasma-chemical

reaction zone increases as the power input to the plasmatron SFe+e—(Sk)*—SF @)
is increased, we can .stqte that_the total _output energy in- SFy+e—(SF;)* —SF, +F, )
creases only slightly with increasing power input at moderate

xenon flow ratesG[Xe]~1 g/s), definitely increases at high SFy+e—(SF; )* —SR+F ", 3)
xenon flow rates G[Xe]=2 g/s, and decreases at low xenon

flow rates G[Xe]<1 g/s through the plasmatron. which take place af,=0.1—1 eV with large cross sectiohs,

The maximum integrated luminescence power of thecause plasma electrons to bind to fluorine-containing compo-
plasma-chemical reaction zone, equal to 270 W at a spectrakents. The rate constant of electron attachment togar®i
luminescence intensity of X&FB?I1,,,) molecules from the ecule with the production of an excited negative {$Fion
surface of the plasma-chemical reaction zbpre 21 Wicn?,  is high, k,=1.5x10 ®-9x10 8 cm’¥s at T,=0.1-1eV
was attained for a power input to the plasmatviér- 55 kW, (Ref. 8. The attachment rate constdgtdepends weakly on
a xenon flow rateG[Xe]=1g/s, and a halide flow rate the Sk temperaturdl,. The temperaturg&, affects only the
G[SK]=2 g/s. balance of S and SE yields in the reaction$l) and (2).

For example, the reactiofl) prevails forT,~0.1 eV, and
the reaction(2) prevails forT,~1 eV (Ref. 8.

It is essential to note that the excited state of the negative

The above-described experiments have shown that botimolecular ion (SE)* has a long lifetime, and the reaction
the brightness characteristics of the emitted radiation and th@l) proceeds in two stages, i.e., the deactivation of the inter-
dimensions of the luminescence zone can be controlled bghediate (SE)* complex takes place predominantly as a re-
varying the mass flow rates of the components and the powejult of collisions with a second particle:
input to the plasmatron. On the other hand, the integrated
luminescence power of the plasma-chemical reaction zone in  (SFg)* +M—SF; +M, 4

DISCUSSION OF THE RESULTS
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and the radiative deexcitation of the (QF complex is of Xe* +SF, +M—XeF* (B2I1,,) + M+products
minor status. Under the experimental conditions, therefore,
there must be a large quantity of (F in the zone of X(m=5.6). (7)

luminescence of the excimer moleculgke density of the

i <10%cm2 . : : -
mediumN=10"° cm °). unquestionably contributes to the integrated luminescence

The formation of free electrons in the zone of Iummes-i_)ower of the flow mixing zone, but for the actual densities of
cence of the components due to the ionization of neutral, " odium in our experiment$y<104 cm2, and cer-

components and negative plasma ions by electron impact Céiglinly under the experimental conditions reported in Ref. 13,

be ignored by virtue of the small cross section of such réac nare N< 104 cm3, binary collisions are prevalent in the

tions and rapid cooling of the electrons in the excitation of i . . . . .
vibrational states of the SFnolecules medium, and three-particle reactions are impossible candi-
' dates for the production of X&FB2I1,,).

. The_ vanation of the component constituency of the lu- Moreover, the experimentally determined graphs of the
minescing regions on account of charge-transfer reactions (?ijminescence intensity of XéEBZH ») show (Fig. 5b
l/ . b

neggtlve lons at_ neutral cognponents of the plasma can aIScourve 1) that for low xenon flow rates through the plasma-
be disregarded in our cagé’

tron the luminescence intensity of XefB?I1,,,) begins to
wer;:rr::’laor;:?: I)lﬁ\rNerzt)ee?is:;z;nggnsl:%?c?snatgigfﬁge decrease as th_e power input to th(_e plasma increases, causing
in a zone of area amounting t,o Ies?s than 20% of the crosthe degree of ionization ar_1d the ion and glectron .tempera-
section of the plasma flow at the injection point, so that thePures of the plasma ﬂO\.N 1o Increase acc_:ordlngly. This beh_av-
. ' ..~ Jor completely contradicts the assumption of a three-particle
partial flow rate of free plasma electrons through the INj€C o chanism underlving the oproduction of XdB2I,,,) in
tion zone was always lower than the partial flow rate of.SF ying P Y

: . . lasma-chemical r ion he r nstant of
Consequently, mainly the reactiofly and(2) with the for- plasma-chemica 'eact_o S becau§e the rate constant o
. : : three-particle reactions increases with the temperature.
mation of negative molecular ions gkand Sk and an ex-

cited negative (SB* ion take place in the medium at the tion;n contrast with Refs. 2 and 3, the ion—molecular reac-
start of mixing, and these particles begin to interact with the

plasma components Xeand Xe, the halogen carrier §F Xe" +SF,— (XeSk,) — XeF* (B2I1,,) + 2 (AB),, (8
and the neutral products of dissociation ofsSFE should be

noted that the presence of a large number of negative mdvhere AB), denotes the reaction productss 1, m<6, and
lecular ions in the luminescing medium leads to the absorptXeSF,) is an intermediate ion complex, do not take place in

tion the radiation from the excimer molecules in processes ofhe medium, being ruled out by energy considerations.

The stated assumption seems dubious. The rea€fion

photodissociation of the molecular iohghis is one of the Thez most  probable channel of production of
factors that degrades the spectral characteristics of radiatioh€F* (B“Il1;) molecules in plasma-chemical reactions un-
from the plasma-chemical reaction zone. der the given experimental conditions could be the two-

We now consider possible channels of formation of ex-particle reactions

cimer molecules in such a medium. The traditional 4 N . 5
assumptiofis that excimer molecules can be produced from <& +(SFs)" —(XeSk)* —XeF* (BIL;,) (v=1)

two principal reactions: the three-particle reaction +3(AB),, 9
Xe' +F +M—XeF* (B’Ily;) +M (5) Xe* +SF; —(XeSFy)—XeP* (B2I1,,) (v=1)

and the two-particle harpoon reaction +3(AB),, (10
Xe* (3P, o) + SFs—XeF* (B2I1,,) + products. (6) Xe* +SF; —(XeSk)—XeF* (B2I1 ) (v=1)
Under the conditions established in experiments with a +3(AB),, (11

degree of ionizationa=~1 the density of metastable
Xe* (3P2.0) atoms in the medium is |0\R‘/Ihe rate constant of in which v is the vibrational quantum number, and the for-
the reaction6) is also smalt}2and the contribution of the Mation of XeP (B®Il,) (v=1) takes place through the in-
reaction(6) to the production of excimer molecules is insig- termediate neutral complex (XegF m=5,6.
nificant. The cross sections of the formation of intermediate com-
Bearing in mind that primarily negative molecular ions Plexes in the reaction®)—(11) are determined on the basis
SF, and SE and excited negative ($F* ions are gener- of an ion—ion recombination mod&.The decay of the in-
ated by the attachment reaction(i8—(3), the F~ concentra- termediate complexes by the chann@s-(11) with the for-
tion in the mixing zone is low, and the reactioﬁi) is inca- mation of an excited X&F molecule is estimated USing a
pabie of Sustaining the experimenta”y Observedstatistical model of tWO-partiCle reaCtiOlﬁ and the prOb'
luminescence intensity of the excimer molecules. It hagbility of such decay i®,~0.01(Ref. 13. The rate constant
therefore been assumédhat the main contribution to the Of the reactiong9)—(11) is calculated from the equation
production of excimer molecules in the medium formed by 4
the injection of Sk into an inert-gas plasma flow is from the ko=

RN . 722 (3kT) %2, (12
three-particle ion—ion reactions Amp~ey
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whereg, is the dielectric constant, andis the reduced mass We have shown that the main channel of production of
of the ion—ion reaction; the values of the rate constant ar&eF* (B2I1,,,) excimer molecules under the given experi-
ko=2x10"° cm¥/s atT;=0.1 eV anck,=5x10"° cm®/sat mental conditions comprises two-particle ion—ion reactions

Ti=1eV. involving Xe ions and molecular ions gFand SEk.

The results of estimates from E(L2) are close to the We have shown that the degradation of the integrated
experimentally measurét!? rate constants for reactions and spectral characteristics of luminescence from the Xe-
similar to (9)—(11). plasma—SEmixing zone in comparison with the injection of

The rate constants of the ion—ion reactions decrease adkali-metal halides is attributable to the presence of a large
the temperature increases, consistent with the experimentalmber of negative ions of molecular gases in the medium
results(Fig. 5b, curvel). Moreover, the half-width of the and the lower rate constant for the production of excimer
luminescence band of the X&Fnolecules isAA~15 mm,  molecules.
and the molecular band has a lofig\ ~70 nm tail on the
short-wavelength sidéFig. 2). This profile implies that the
production of XeF (B?I1,,,) molecules takes place in high 12\'3(3' gle(kfggé\f- A fariQOVéSYg- \(/-gggaaS‘koet al, Zh. Tekh. Fiz.

; ; e _ ,65(1 Tech. Phys38, 91 (1 .
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forms to _twojpartlcle reactions, where _the_ energy defl_cn iN 63(2), 43(1993 [ Tech. Phys38, 80 (1993].
the reaction is spent mainly in the excitation of vibrational *A. A. Alekhin, V. A. Barinov, Yu. V. Geraskoet al, Zh. Tekh. Fiz.
states. 65(5), 9 (1995 [ Tech. Phys.40, 409 (1993]
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Characteristics of the clustered structure of Pb (Li, La)(Zry-,Ti,)Og in the
antiferroelectric—ferroelectric transition region
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Mesoscopic inhomogeneities and their influence on the behavior of the physical properties
(optical reflectivity, dielectric constant, and Curie temperagtafea system of lead
zirconate—titanate Blag(Lilayp)o15Zr; -, Tiy)O5 solid solutions are investigated. It is
established that the disruptions of long-range order have a mesoscopic scale and generate ion
groups in the form of interlayers of elements of binary-oxide planes coherently embedded

in the crystal structure of the host phase. It is shown that the clustering of the structure is
manifested in nonlinearity of the physical properties of the lead zirconate—titanate solid
solutions, where the most pronounced variations are characteristic of the coexistence region of
the antiferroelectric and ferroelectric phases. 1@98 American Institute of Physics.
[S1063-78498)00802-7

INTRODUCTION optical reflectivityr, the dielectric constant, and the Curie
temperaturer .
One of the most timely problems in solid state physics is
the study of inhomogeneities of real structures and their ingxpeRIMENTAL PROCEDURE
fluence on the physical properties of matter. Of special inter- ]
est in this regard are mesoscopic-scale inhomogeneities, |"€ Mesoscopic structure was analyzed by an x-ray tech-
which in recent times have been observed experimentally iffidue utilizing Debye-Scherrer powder-pattern photography
metal-oxide magnet€ and in disordered amorphous alldys. I Cr-filtered Ko rgd|at|or_1. An RKD x-ray diffraction cam-
Here we give the results of an investigation of mesos€ra was us_ed. Thin sections were used for the photography;
copic inhomogeneities in a system of solid solutions based€ diffraction patterns of each sample were recorded twice:
on lead zirconate—titanate P(Li1;lay)0.14Zr1,Ti,)Os once with the sample t||t(_ad at the .ang}@_= 25° and again at
(we designate the composition of the solid solution bythe angley,=45°, focusing the diffraction orders in the in-
PLLZT 15/100-y/y), wherey is the percent content of tita- tervals®,=20°-30° andd, =40°-50°.
nium. A composition—temperaturey ¢ T) diagram of the Each photograph was made with a 1-h exposure. The
phase states of this PLLZT series is shown in Figtide Profiles and Fotal intensities of the lines and diffuse bands
results of a detailed investigation of the phase diagrams of/€ré determined by microphotometry of the x-ray photo-
the PLLZT system of solid solutions are given in Refs. §—7 9raphs. The x-ray photographs contain narrow Debye lines
For a titanium conteny<20% the low-temperature state of cor_respondmg to the perovsklte Ia_ttlce of the investigated
the solid solutions is antiferroelectricegion AFE in Fig.  Solid solutions, along with weaker diffuse bar{ialos I and
1), and fory>25% it is ferroelectric(FEg in Fig. 1). At !l) situated in the intervals of angle®,=25°-29° and
temperatures below the phase transition point, solid solution®1=45°—51° after th&220) and(422) lines, respectively.
in the first interval of titanium compositions are character-  Adopting the volume of all coherently scattered centers
ized by tetragonal distortions of the unit cell, and those in the®f €ach of the indicated families of planes as 100%, we in-
second interval are characterized by rhombohedrayestigated the degree of disordg?) by estimating the vol-
distortions?—6-8 ume fraction of clustered ions situated in the corresponding
Solid solutions in the intermediate range of titanium families of (220 and(422) planes and manifested by halos |
compositiong20<y< 25, hatched region in Fig)re char- and Il, using the relations
acterized by a small energy difference between the ferroelec- o lgif 1
tric and antiferroelectric states, and transitions between these &= (220 = ;—=— 100%
states can be easily induced by external means: the applica- 2207 Tdif |
tion of an electric field or pressure. Coexistence of the ferroand, similarly,
electric and antiferroelectric phases is also characteristic of Ngj it 1
these solutions. fH :W(422) = T 100%.
Our objective is to investigate mesoscopic inhomogene- 4227 Tdif 1
ities in solid solutions of the indicated composition and their ~ The cluster dimensions were calculated by the proce-
influence on the behavior of certain physical properties: thalure of Ref. 9, using the most distinct diffuse maxima of

1063-7842/98/43(2)/5/$15.00 171 © 1998 American Institute of Physics
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FIG. 1. Diagram of phase states of lead zirconate—titanate solid sol@fions. . . * g e .
.k‘:..":..’o ) '..'.::'.::.c
. i 1 1 -
halo I. For a focal spot of radiug=1.5 mm on the sample
and a diameter of the x-ray camer®257 mm we use the _f‘\.-..
expression AR s Ry
2.7 * .'-.'. "“..’-. o
B UN 19 0 046 @ .’:0 . 9% o
15 0.004+0.084 cos® ' o i 35%Ti
o [o,00
(Wherer,=1.5, Rir,=19, B is the width of the diffuse |’ I ' I l
. . arr . . .y L 1 i A H
maximum in millimeters, and® is its angular positionto 25 26 27 26 8°

calculate the dimensionless coefficiemt which relates the
width B of the diffuse maximum to the cluster lengtihfor  FIG. 2. Variations of the profile and position of the halos in the interval of
the Cr Ka radiation used here, through the formula angles®=25°-29°.1) Poled samples?) annealed samples. The bottom
m=0.182% (A) graph shows nomograms of characteristic structural reflections of ZrO
An analysis of the fine structure of the diffuse bands jn(25°~27) and TiG, (27°-29).
the angular interval®, and ®,, for both halos according to
tsf;:)eorc]:gii;act:(t)e;Egcpg;si;rlot;gloor} ?g;ﬁigir:gnss;zi?gz Za”eWhere the Debye—Scherrer line 422 occurs next to a diffuse
. S § tterin k, which w Il halo II. The lin nd th

abled us to trace the concentration redistribution of clustereﬁCa enng peak, ch we call haio e lines and the

: . . alos are both the result of coherent x-ray scattering by scat-
groups of chemical elements in the domains of the CrySta%erer ions with long-range positional ordgthe (220 and
structure as the total composition of the solid solution

. ) L . (422 planeg in the first case and with imperfect long-range
E?;S;(ilé/él_awo'w(zrl_yTIy)03 was varied in the interval order (cluster in the second case.

. - To study the latter, we have performed a detailed analy-
The optical reflectivityr was measured by means of an sis of the diffuse scattering for both halos. It is evident from
FOU photometer within error limitddr =+1.5%. The di- g '

; . . Fig. 2 that the fine structure of the diffuse band in the inter-
electric constant and the Curie temperature, were esti- oo o A .
val of angles®,=25°-29° changes significantly both in the
mated by standard proceduris. : ) , ; L
profile and in the position of the maximum as the titanium
concentration of the sample is increased and also when the
sample is subjected to a depoling ann@#o0 °C, 1 h, cool-

A fragment of a typical diffraction pattern for the inves- ing in the furnacg It must be borne in mind here that as the
tigated pattern exhibiting the Debye—Scherrer line 220 andi concentrationy is increased in the depoled samples, the
halo | is shown in Fig. 1. A qualitatively similar diffraction halo shifts from the small-angle interv& =25°-27° for
pattern is obtained in the interval of intermediate angdes vy,25 to large-angle interva® =27°-28° fory>25. The

RESULTS AND DISCUSSION
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ionic radius of Tt" (0.64 A) is 21.95% smaller than that of 1a
Zr** (0.82 A), i.e., by a factor much greater than the critical e
15% required for the formation of a continuous series of P 20‘; ,”
solid solutions of ionic substitution. This means, first of all, 2‘_ -~ 13_.
that the shift of the halo toward larger angl@gor y>25 is o 10F -TTeTT
evidence of an increase in the concentration fraction of tita- =
nium ions relative to zirconium in the corresponding clusters - A
and, second, that these structural formations are influenced %’;
by high stresses as a result of local lattice distortions, all of a: 6.24——- N2
which is conducive to the onset of relaxation processes, dur- ‘3 5.8 - / \\.
ing annealing in particular, and is manifested in variations of 3 R ,’
the interplanar spacings in the clusters. a 5.4 [

The behavior just described is reflected in a decrease of 5.0
the differences in the angular shifts of the halos of annealed o ,_E\
samples, as is evident from the changedifrom curvesl ~ b0F 1_-
and?2 in Fig. 3. Moreover, as new structural ion groupings B 4 0 - ————gee——eg
evolve in the host solid solution, according to Ref. 10, pro- 20 / == =
cesses of concentration and topological ordering of different- 2.68F
sized ions must take place with the imposition of new chemi- 2.6 - /
cal bonds with altered crystallographic parameters in these o «FVE S 2
local regions, which most likely have a quasiplanar geometry ™ 2-50‘:/ é —-——=0=—=="°
[since the radii of the Ti", zr*", and G~ (1.36 A) ionst 3.56 —,,"' 2
differ by more than 2%; Ref. 121t is logical to assume that 2.52L /;/ # bl YO I
clusters of constitutionally simpler—binary—systems of the 20k N
metal-oxygen type will take shape in these formations with s 50 ‘:___J/ . ~—e~—-—
ion packing in the form of a small family of planes of cor- "\“ R // ‘\\
responding oxides, for which reflection nomograms are ) // I
shown in Fig. 2. It can be assumed in light of these consid- 10— ///
erations that in poled samples, clusters with ion packing in w gl ,n-//
the form of a group of planes specific to Ti@re predomi- w ,5‘:__,,’45 -
nant in the ferroelectric rangey € 30— 35), and those with e / g TT ===
ion packing in the form of a group of planes specific to ZrO 10 /) / it St
are predominant in antiferroelectric samples=(15—20) 5 7 7
(Fig. 2. In the ferroelectric—antiferroelectric transition re- o 180 - / / 1,‘
gion (y=20-25) we encounter groups of planes of both ° 170 . // P
oxides. A regrouping of bonds takes place during annealing, (R 150 : \1’4‘/ /’
reversing the relative shares of the oxide planes; now the 130LC iy L.
planes specific to ZrOprevail in the ferroelectric range, and 15 20 25 3o 35
those associated with TiOprevail in the antiferroelectric Ti,%

range.
. . . . FIG. 3. Influence of the composition of P&(Liylay g Zr-Tiy)O;
This result underscores the mobile state of ionic order Molid solutions on their physical parameters. The hatched area indicates the

the clustered planes of the crystal structure and bears witnegsjion of two-phase (FEAFE) states1,2) The same as in Fig. 2.
to the absence of sharp boundaries between the disordered
group of ions from the family of planes with broken long-
range positional ordefclusters and host-lattice ions that and¢,; =10 aty=22. The similarity of the functional depen-
preserve this order. The investigation of the linear dimen-dence<(y) and&,(y) indicates that they reflect the onset of
sionsm of the clusters forming halo | reveals that a sharpthe same FESAFE structural phase transition, and their nu-
fragmentation—from 60 A to 23—30 A—of the clusters of merical difference indicates the significantly greater crystal-
poled and annealed samplgsspectively takes place in the lographic distortions of the long-range order structure in the
interval of titanium concentrationg= 20— 25 (Fig. 3. family of (422 planes than in th€220 family, as reflected
Consequently, the diffraction pattern reveals regions ofn the corresponding diffraction pattern fragmefitse 220
distorted crystal structure, spanningd=15—20 interpla- line and halo | in contrast with the 422 line and halg. Il
nar spacings of the family 220 planes. In the investigated Indeed, the more complex pattern of the fine structure of halo
samples the volume fraction of such regigfisvhich char- |l relative to halo I(Figs. 2 and #requires that all possible
acterizes the degree of disorder in the family of correspondgroupings of the ions detectable in the experimental x-ray
ing crystallographic planes, according to our estimates, isechnique be brought into the analysis.
7-10% for halo | and 15—-20% for halo (Fig. 3). Here the The several different intensity variations of the discrete
dependence of on the Ti concentration in the interval fluctuation maximgwith normalization of the integrated in-
20<y< 25 exhibits an extremal character with minidya=5  tensities of the halos of each sample to unaye illustrated
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FIG. 5. Intensity distributions of diffuse-scattering fragments in the interval
45°-51° for poled(@ and annealedb) samples with respect to the pro-
posed cluster groups of oxidek. O — La,05; 2, © — ZrO,; 3, —- — —
TiOy; 4, + — PbO.

tion is reversedJ ,,0,=0.55, andJp,o=0.10.

They continue to compete in the range of high concen-
trations. It must be inferred from the results shown in Figs. 4
and 5 that La and Pb, having sharply pronounced extrema,
are the main contributors to the AEE-E structural phase
transitions. To test this assumption we obtained and analyzed
X-ray emission spectra of LaS, 5, which are sensitive to
the exchange interaction of lanthanum with its nearest neigh-
bors in the solid solution. The extremal reduction of the
width vy of the LaL B, 5 spectral band in an annealed sample

FIG. 4. Fine structure of diffuse x-ray scattering in the interval of anglesOf cqmp05|t_|ony:25 (Fig. 3), Wh'Ch corresponds to t_he In-
®=45°-51°. The graphs show the fluctuation maxima of the intensity fortensity maximum of La- containing group@g 5), confirms

postulated cluster groups. The bottom graph shows nomograms of charagur assumption of the maximum chemical activity of lantha-
teristic structural reflectiond.,2) The same as in Fig. 2.

num in the given structural state. According to Ref. 4, an
increase in the concentration of La substituting for P& at
sites of the perovskite cell within the limits of several lattice

in Fig. 5. It is noticeable that for both poled and annealedconstants tends to lower the Curie temperatlireand to

samples in the concentration range<ip<20 the Ti-

increase the reflectivity, in agreement with our results

containing and Zr-containing ion groups compete with eachFigs. 3 and b
other,
25<y=<35 the same is true of Pb-containing and La-at the center of an oxygen octahedron, are largely shielded,
containing ions. The competition between Pb-containing an@nd their interaction with the environment is not as effective

La-containing groups in the range 29 <25 exhibits an ex-

and in the concentration ranges<306<25 and

lons of theB sublattice(Ti*" and Zf*), being situated

as for the PB" and L2 ions? so that the role of FsZr

tremal character with extremum points corresponding tcsubstitution in the crystal structure is most clearly manifested

y=22 for poled samples ang=25 for annealed samples.

in the creation of mesocopic stressed regions, whose forma-

The role of specific elements in the given structural statesion and redistribution are reflected in prominent features of
also changes. For example, in poled samples Pb clusters hatree curves representing the interplanar spact{g3 and the
the maximum intensityJp,o=0.5), and La clusters have the dielectric constant(y) (Fig. 3.

minimum intensity in the extremal region of the two-phase  The data from the investigation provide a basis for the

state (La,0,=

0.08), whereas in annealed samples the situafollowing pattern of local disruptions of the long-range order
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structure in Phgg(Liy/lay/)0 14 Zr;—y Tiy) O3 solid solutions. ferroelectric and ferroelectric regions, but tetragonal distor-
The crystal structure exhibits two groups of families of tions of the perovskite sublattice due to clusters of the family
planes with enhanced defect densiti€220) and (422). of (220 planes dominate in the antiferroelectric region,

In the family of (220) planes the most conspicuous re- While distortions due to clusters of the family @22 planes
gions are those having a linear dimension of 20—-60 A with edominate in the ferroelectric region.
nonuniform distribution of titanium and zirconium ions, We have established that the disruptions of long-range
which create planar formatior{slusters with a new crystal- order have a mesoscopic scalé—20 interplanar spacings
lographic order emerging in the form of a small group ofand generate groups of ions organized into a new, incipient
planes of either predominantly Ti oxides or predominantlycrystallographic order in the form of interlayers of elements
Zr oxides, which are coherently linked to the lattice structureof binary-oxide planes coherently embedded in the crystal
of the host phase. lattice structure of the host phase.

The family of (422 planes exhibits concentration non- We have shown that the clustering of the structure is
uniformity in the distribution of all the chemical elements manifested in nonlinearity of the physical properties of lead
among the cationic sites of the perovskite lattice. ClusteZirconate—titanate solid solutions as functions of the titanium
formations of La and Pb oxides similar to those describedoncentratiory.
above bear the greatest responsibility for the variations of the
properties, manifesting an extremal dependence on composi-
tion. V. P. Pashchenko, A. M. Nesterov, V. |. Arkharet al, Dokl. Akad.

. . . - Nauk SSSR318 371(199).
The influence of size differences between thé Tand 2V. I. Arkharov, Z. A. Samtlenko, V. P. Pashchenlet al, Neorg. Mater.

Zr** cations in theB sublattice is dominant in the clustered 29, 827 (1993
structure. On the other hand, the influence of ch&dgeor— 37. A. Samdlenko, Cluster Materials[in Russiad, UrO RAN, Izhevsk,
acceptoy differences between the $aand PB* ions in the (1992, pp. 37-49.

. . . . . “E. A. Zavadski and V. M. Ishchuk Metastable States in Ferroelectrics
A sublattice of the perovskite structure is dominant in the [ g\ csia Naukova Dumka, Kiev, 1987.

clustered structure of the family ¢#22) planes. 5V. M. Ishchuk, N. I. Ivashkova, V. L. Sobolest al, Ferroelectricsl31,
177(1992.
CONCLUSIONS 6G. A. Smolenski, V. A. Bokov, V. A. Isupovet al, Ferroelectrics and

Antiferroelectrics[in Russian Nauka, Leningrad, 1971.
The investigations of the defect state of the structure of A. R. Shternberg, irElectrooptical Ferroelectric Ceramici [Russiaf
; T ; ; ; ; _ Latv. Univ., Riga,(1977), pp. 5-104.
lead zwconatc_a. titanate solid .SO|utI.OI’IS reveal in their struc 5. M. Ishchuk. V. P. Pashchenko, Z. A. Safienko, and O. P.
ture two fam|I|_es of planes in yvh|ch the positional 10ng-  cherenkov, Ferroelectrical, 161 (1996.
range order of ions is the most disrupted. These planes are di.. I. Kitaigorodski, X-Ray Structural Analysis of Fine-Crystalline and
the type(220) and(422). Disruptions of the statistical distri-  Amorphous Solidfin Russiai (GITTL, Moscow-Leningrad, 1952

: - . : ) OM. A. Krivoglaz (Naukova Dumka, Kiev, 1988pp. 3—-39.
< 1 ’
bution of TiSZr are predominant in the first case, and thosellI. I. Kornikov, N. M. Matveeva, L. |. Pryakhinat al, Metallochemical

of La=Pb are predominant_ in the second case. _ Properties of Elements of the Periodic Table. SupplenienRussian
The clusters of the family of422 planes promote diag-  Nauka, Moscow, 1966.

onal distortions of the perovskite sublattice, and the clusters K. Meer, Physicochemical Crystallizatiofiin Russiai Metallurgiya,

of the family of (220) planes are conducive to distortions M°SeOW: 1972

along the edge. Both types of clusters coexist in the anti- Translated by James S. Wood
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Macrostructure of high-temperature superconducting YBaCuO thin films grown by laser
ablation

K. N. Yugali, G. M. Seropyan, A. A. Skutin, K. K. Yugal, and A. B. Murav'ev
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The superconducting parameters and macrostructure of YBaCuO thin films grown by laser
ablation on SrTiQ substrates are influenced by the substrate temperature during growth. In a study
of this influence it is found that the macrostructure has significant bearing on the
superconducting parameters of the films and on the critical current, in particular. For

J.=<10° Alcm? the films have a distinctly pronounced granular structure, whiledfor10° A/cm?

the films do not have any kind of block structure. 1®98 American Institute of Physics.
[S1063-78428/00902-1

INTRODUCTION significant influence on the growth of lodg and highd,
films.
The application of high-temperatufkigh-T.) supercon-
ducting thin films in the construction of superconducting EXPERIMENT
electronics element$sensors, SQUIDs, flux transformgrs .
has prompted investigations of the interaction of macrostruc- Thin “films _of YBaCuO,_, were grown by laser

: : “ablation’ An LTI-403 pulsed solid-state YAG-rod laser with
tural elements with the superconducting parameters of thi .
) . . . ) a wavelengtih =1.06 um, pulse durationr=20 ns, and a
films. At this point we have a fairly clear picture of the

. . pulse repetition rate of 14 Hz was used to deposit the films.
macrogranular structure of highs superconducting ceram- The substrates were SITIQLOO) single crystals with dimen-
ics, which accounts for their low current-carrying capacity, 3 9 y

whereas the temperaturl, at which the superconducting Slr?ar;ljfezitlo?r]m t:]—ZiE:rfbvgfgi Z?Sﬁfjdviétjtna;;iron
transition begins and the widtAT of the superconducting P '

transition can be extremely high both for ceramics and for-gggnri?gugc?z 218°taa[rg1]e;[ew?ll'?1em;lurmeetisdl:rbescigténsth:cliise\:vas
thin films. This consideration suggests that the critical cur- gie. ! arg €SP 9
=3 cm, and the deposition time wats=3 min. Upon

rent densityJ, must depend directly on macrostructural ele- ! " )
. o completion of the deposition process, the pressure in the
ments of the superconductontergranular boundaries, inter- . :
chamber was raised to 1 atm, and the film was cooled to

crystallite layers, twinning boundaries, dislocation networks, . .
room temperature over a 30-min period. The substrate tem-
etc). In other words, the macrostructure of a superconductor

of a superconducting thin film in particular, determines thepera_l;;:re-r was var(;ed from 700°Cto 90f0 hC'f'l AT

form of the weak links and the types of Josephson junctionsé ndJ )ewseurgi:](;%r;ul:ggng ?ﬁéasr?;rfggsr dofotuf rloﬁtfgytech,ni e

in them: SIS, SNS, SS, etc. The properties of the inter- The f/alue of . corres gnded 0 a LV outp ut volta eq ’

granular boundaries have been investigated in sever@ d - brid b havi idths f b M go'

papers:— Experiments on the growth of highs supercon- uperconducting bridges aving wi t.s rom A to

ducting thin films by laser ablation demonstrate a considert™ Were cut by laser sc_rlbmg. The f"".‘ thicknesses were
. . > measured on an MII-4-0 interference microscope and were

able spread of critical current densitids, from 16 A/lcm

to 10" A/cm? (for ceramic samples 1—3®/cm?). ~100 nm.

Numerous studies of the structure of yttrium barium cu-
prate (YBaCuO ceramics have revealed a certain macro-
structure hierarchy: grains-subgrains-crystallites-twin ~ The formation of the structure of YBaCuO thin films is
structure® In the present article we hypothesize that the largeknown to depend significantly on the substrate temperature
spread ofJ; is also attributable to salient features of their during deposition. Consequently, with a view toward obtain-
macrostructure, where a macrostructure hierarchy similar ting films with different structures and with different values
that in ceramic samples is possible in films with low critical of the superconducting parameters, the substrate temperature
current densitied <10° Alcm? (low-J,, films), whereas ep- was varied T=700—900 °C), while all the other deposition
itaxial films with high critical current densities parameters were held constant. The experimental results are
J.>10° Alem? (high-J, films) approaching the maximum summarized in Table I.
possible for hight. superconductors have a low-defect, The lower limit of T, when the film goes over com-
single-crystalline macrostructure. The experimental resultpletely to the superconducting state at a temperature of 77 K
obtained in the study show that, all other conditions beingi.e., when an orthorhombic structure is formetbrresponds
equal, the substrate temperatireduring deposition has a to 730 °C. The upper limit, or highest substrate temperature

RESULTS AND DISCUSSION

1063-7842/98/43(2)/4/$15.00 176 © 1998 American Institute of Physics
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TABLE I.
9
Type of C °
T,°C R conductivity T, K AT, K  J., Alen? wlE °_«
700 3400 semiconductor - - - o o o ©
720 500 metal 84.2 >7.2 * -
730 200 metal 84.0 4.2 3.40° x 88
740 90 metal 89.0 3.8 6.00° o F
760 80 metal 89.0 2.2 2.80° sl
780 80 metal 90.0 1.8 2.10° -
800 60 metal 89.6 1.8 3.a0° [
800 40 metal 89.0 2.4 1.50° 84 o
820 80 metal 90.2 1.8 4.90° -
820 90 metal 89.0 2.2 3.30° | n | |
840 200 metal 90.6 1.8 1.50° T2 A0 T 0 O T S O W B v o
860 260 metal 90.4 28 700 700 750 g0 6% 500
880 290 metal 89.6 2.8 7.00° T
890 300 metal 88.2 5.6 3.90° -
900 400 metal 85.0 ~8 * FIG. 2. Critical temperaturdc versus substrate temperature.

Note The values ofl.. for these films are not determined by the four-probe
technique; Ry, denotes the resistance at room temperature; the type of

conductivity also pertains to room temperature. It follows from these considerations that the influence of

the characteristic oxygen deficiency associated with the te-

tragonal structure primarily affects the intermediate layer be-

tween the elements of the film structure. We know from
at which films with good superconducting parameters campundant published date.g., Refs. 8 and)dthat asé is
still be obtained, corresponds te880 °C. At higher tem-  yaried from 0 to 1, the YB£Lu,0;_ 5 film undergoes a series
peraturesT considerable broadening of the superconductinggf major changes. In the interval<0s<0.4 YBaCuO is a
transition temperature is observed, along with a sharp drop i§yperconductor with an orthorhombic phase. The coexistence
Jc relative to the optimum deposition temperatureof tetragonal and orthorhombic phases is observed for
(T~820 °C). An unexpected result was the insignificantg 4< 5<0.9. Whens=0.9, the main volume of the film has
variation of the superconducting parameters over a ratheg tetragonal structure.
broad temperature intervédf00—840 °Q. Graphs ofJ¢(T), Films exhibiting a large spread of superconducting pa-
Tc(T), andAT(T) are shown in Figs. 1-3, respectively. It is rameters were selected for the investigation of YBaCuO thin
evident that the critical temperature, unliBg andAT, re-  fims in a Neophot-2 optical microscope. The surfaces of the
mains high over a broad temperature intefi@0-890 °C.  fiims were etched to reveal their macrostructure. A granular
Obviously, the orthorhombic phase is highly prevalent instructure with grain diameters-2—3um is clearly dis-
films at substrate temperatures from 760 °C to 840 °C. Aterned on a film withd,=3.4x 10° Alcm? (Fig. 4), the
temperatures below 740 °C the fraction of tetragonal phasgrains in this case consisting of finer subgrains with dimen-
begins to increase, and at temperatures above 890 °C ngfons smaller than m. No order of any kind is observed in
only does the fraction of orthorhombic phase decrease, byke grains. A slight variation of the grain packing density
the substrate material begins to react with the YBaCuO, S§om 10 cn? to 1.5X 107 cr? takes place over the entire

that oxygen is lost. area of the film.
)
10’
5
10° 4B °
N
g Y
< S o °
. o
™ 2 ) 5 o
70* 1
ot vt v b g bortr gt
ot by bl 700 750 800 850 900
700 750 800 850 900 7%

T,°C
FIG. 3. Width of the superconducting transitiddT versus substrate tem-
FIG. 1. Critical current density, versus substrate temperature. perature.
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FIG. 4. Photomicrograph of the surface
of a film with J.=3.4x 10° Alcm?.

Neither grains nor crystallites are observed for films with The following scheme of macrostructure evolution can
J.=7.0x10° A/em? and J.=1.5x 10° A/lcm? (Fig. 5. The  be inferred from the results of the investigations, progressing
surface is smooth except for sparse droplets comprising sdrom low-J. to highJ. films: emergence of islands of
lidified blobs of the molten target material. Unfortunately, orthorhombic  phasegrowth  of the ortho-phase
the resolving power of the microscope was not good enougfslands—bridging of the islands and the formation of a
to investigate macrostructural defects at the level of twinninggranular structure with channels for the passage of supercur-
boundaries. It is obvious, however, that the high critical cur-rent(despite the greatly diminished current-carrying capacity
rent densities of high, films (J.>10° A/cm? are associated of the films as a result of the relatively thick interlayers be-
with the low count of macrostructural defects or, in othertween grains—coalescence of grains, so that higher-quality
words, with the closeness to a single-crystalline macrostrucand thinner intercrystallite layers begin to act as the weak
ture throughout the entire volume of the film. link (the small angles of misorientation of the adjacent crys-

FIG. 5. Photomicrograph of the surface
of a film with J,=1.5x 10° Alc?.
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The characteristics of ion and electron fluxes to the surface of a growing silicon film are
investigated in various rf discharge regimes in silane at frequencies of 13.56 MHz and 58 MHz

in plasma-enhanced chemical vapor-depositlECVD) apparatus. The energy spectra of

the ions and electrons bombarding the growing film are measured. The electronic properties of
films grown under various degrees of ion bombardment are studied. The correlation of

these properties with the ion parameters in the rf discharge plasma during film growth is discussed.
© 1998 American Institute of Physidss1063-784£98)01002-3

INTRODUCTION ratus at frequencies of 13.56 MHz and 58 MHz in various
regimes used for the deposition of hydrogenated amorphous
The growth mechanism, structure, and properties osilicon layers. We also give the results of an investigation of
films grown by plasma-enhanced chemical vapor depositiothe electronic properties of amorphous silicon films grown
(PECVD) are determined by the temperature regime and padander various ion bombardment conditions and discuss the
rameters of the gas-discharge plasma. The composition argbrrelation of these properties with the characteristics of the
properties of the vapor-phase particles and the bombardmefgns.
of the film surface with ions and electrons play important
roles in the process of film growth. The influence of ion
bombardment on the growth and properties of hydrogenategdy perIMENTAL APPARATUS AND PROCEDURE
amorphous silicon films has been observed, for example, in
Refs. 1-4. The application of a constant negative bias The reactor used in the study is shown schematically in
25 V<U,<75 V to the substrate has been found to lowerFig. 1. The characteristics of the ions and electrons in the rf
the density of defects in silicon filnfsThis fact has been discharge were measured by means of a flat, four-grid
attributed to an increase in the energy of the ions bombardretarding-field energy analyzer. The analyzer was placed in
ing the growing film. However, the cited paper does not giveline with the substrate on the grounded electrode. The pow-
any quantitative data on the energy and flux of the ions, noered electrode, with a diameter of 220 mm, was positioned at
is it known what fraction of the applied bias is dedicated toa distance of 25 mm from the 23®30-mm grounded elec-
accelerating the ions bombarding the film. The obsetvVed trode, whose central aréaf diameter 75 mmwas occupied
increase in the growth rate and improvement in the quality oby the substrate. The construction of the energy analyzer and
films when the frequency of the applied field is raised arethe fine points of the measurement procedure have been de-
most likely also associated with changes in the ion bombardscribed earlie?:'° The input aperture of the energy analyzer
ment parametef§put there is no direct experimental cor- had a diameter of 5 mm. All parts of the energy analyzer,
roboration to that effect. except the stainless steel casing, were made of nickel. The
Information about the nature of the electron and iongrids had a 148 140-um mesh size and 80% transmission.
fluxes to the substrate in a radio-frequency discharge used thhe first grid of the analyzer was grounded. For measure-
grow silicon films and their influence on the properties of thements of the ion parameters the potential of the second,
films is given in Ref. 4, but only for a 13.56-MHz discharge. electron-retarding grid was maintainedls= — 100 V, the
The comparison of results from different studies is ham-potential of the third grid was varied over the rangg=0 to
pered by the complex dependence of the ion fluxes, like the-300 V for ion energy analysis, and the potential of the
dependence of the film properties, on external hardware pdeurth grid was set high enough to suppress the secondary-
rameters such as the reactor geometry and the power input &ectron current from the collectot,= —18 V (Ref. 11);
the dischargédi.e., the rate of energy depositipras well as  the collector had zero potentidl, = 0. The following poten-
the gas mixtures used and the external parameters of th&ls were supplied for measurement of the electron param-
discharge(pressure, flow rate, ejc. eters: U,=+300V, Uz=0 to -—-100V, U,=0,
Here we give the results of measurements of the energy,= + 18 V. The energy scanning time was approximately 5
spectra of ions and electrons in an industrial PECVD appas.

1063-7842/98/43(2)/8/$15.00 180 © 1998 American Institute of Physics
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The ion and electron characteristics were measured in I
the following regimes: 1 with the powered electrode dc-
shorted to grounddirect-current short-circuitdcSQ re- 1 +
gime]; 2) with the powered electrode insulated from ground + I
[direct-current open-circuitdcOQ regimd; 3) with a con- 2 —
stant bias applied to the powered electrode. ' +
The difference between these regidfe&’is illustrated at +
in Fig. 2, which shows the position of the plasma—layer in- -
terface in an asymmetric discharge. In the dcOC regime no <—j1 jz e
direct current flows between the electrodes, so that the elec-
tron and ion fluxes to each electrode must be equal. Only x

when the plasma comes into contact with an electrode dogse. 2. Schematic diagram of an rf discharge with different electrode areas
an electron current flow to the electrode, so that the plasmain the dc open-circuit(@ and dc short-circuit(b) regimes.1) Plasma;
layer interface must touch an electrode in the dcOC regime? Powered electrode.
Since the grounded electrode has greater area, the current
density and, accordingly, the thickness of the layer next to it
are smaller. As a result, the constant potential difference be=13.56 MHz (hf) and 58 MHz(vhf). The discharge buring
tween the grounded electrode and the plasma is lower thaconditions in the silane were the chosen the same as for the
between the plasma and the powered electrode. Consélm deposition: substrate temperatufe=250 °C, silane
guently, a self-bias voltagtly, is generated. In the dcSC flux Q=28 sccm, pressur®=0.17 torr atf=13.56 MHz
regime the constant electrode potentials are equal, so that tliead P=0.056 Torr atf =58 MHz. The rf (vhf) power W
potential differences in the layers must also be equal. As avas varied fron 5 W to 30 W. Theprimary concern was to
result, the boundary of the plasma does not reach theneasure the ion and electron characteristics as functions of
grounded electrode, and only ion current flows to the latterthe rf power and the voltage applied to the powered elec-
If the thicknesses of the layers and the power released itrode.
them are small, the transition from dcOC to dcSC should not  Films of hydrogenated amorphous silicon were depos-
significantly alter the parameters of the positive column andted on silicon, quartz, and glass-ceramic substrates in a
the layer next to the powered electrode. In this case the iosingle pass. The configuration of the electrodes in the form
flux to the electrodes remains constant, and the energy af strips with a 2-mm gap between them made it possible to
ions bombarding the grounded electrode increases by thmeasure the electrical conductivity, the photoconductivity,
amount of the self-bias voltage. The ion energy can bend the carrier diffusion length by the dynamic interference
gradually increased relative to the dcOC regime by applyingyrating method? The following procedure was used to char-
various voltages to the powered electrode. A reduction in thecterize the electronic properties of the films: rheasure-
ion energy or a change in the ion flux is possible only wherment of the temperature dependence of the electrical conduc-
the parameters of the positive column of the plasma changeivity o(T); 2) measurement of the optical absorption due to
The measurements were carried out for discharges itransitions from localized states in the mobility gap into the
argon, hydrogen, and silane at two frequenciés conduction band by the constant photocurrent method
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0.00 20.00 40.00 energy. In an argon discharge the transition to the dcSC re-
u,v gime produces a substantial reduction in the ion flux,
_ _ _ whereas in silane and hydrogen it remains essentially con-
FIG. 3. Collection currenk; versus retarding voltagd in the dcSCa) and stant
dcOC(b) regimes. 1Ar, f=13.56 MHz,P=0.12 torr, W= 14 W; 2 SiH,, y . o .
f=58 MHz, P=0.056 torr,W=17 W; 3 H,, f=58 MHz, P=0.36 Tor, Figure 4 shows the ion energy distribution functions ob-
W=10 W. tained by differentiation of the retardation cur\&$g. 3) for

a discharge in silane at two frequencies in the dcSC and

_ o dcOC regimes. In comparing these curves, it must be borne
(CPM); 3) measurement of the diffusion lengths of eIectronsin mind that the hf discharge at 13.56 MHz burned at a

Le and holed, by the dynamic interference grating method, higher pressure than the vhf discharge at 58 MHz. In the
4) optical measurements, including laser interferometry durgg 17 discharge the majority of the ions have near-
ing growth of the films, measurement of the Raman spectigy ayimum energy. This result indicates that the ions are gen-
and mfrared_ spectroscopy. i erated in the positive column and are accelerated by the total
Processing of the measurement results yielded the roon, 546 across the layer with almost no collision losses. The
temperature electrical conductivity,,, the preexponential - g\ numper of collisions in the layer causes a broadening
facior oo, ~ the  conductivity —activation —energy o yhe spectrum of the ions on the low-energy side. Upon
Ea=(Ec—Ef)lr-o (Ec is the edge of the conduction band, yansition to 13.56 MHz the thickness of the layer increases,
andE; is the position of the Fermi levgland the coefficient it 5 simultaneous increase in the number of ion—atom col-
y characterizing the temperature shift of the Fermi level. Theions as a result of the increase in pressure. As a result, the
results of the CPM optlcgl absorption mea;urements Werﬁmjority of the ions undergo collisions in the layer and do
used to calculaté the density of defect states in the bandgapy, gain energy until the final mean free path. The result is a
Ng, the characteristic energy of exponential decay of thg, 54 jon spectrum with a maximum at medium energies.

density of states near the valence bad, the Urbach en- If we assume that the parameters of the layer at the pow-
ergy Ey, and the position of the peak of the defect statesg oy glectrode and the positive column do not change upon
Eq. transition to the dcSC regime, as is probably true for dis-
charges in silane and hydrogen, we can estimate the power
PARAMETERS OF THE PLASMA AND FLUX OF CHARGED input W; to the ions in the electrode sheaths. In fact, the ion

PARTICLES TO THE SUBSTRATE current in the layer is equal to the short-circuit current, and

Figure 3 shows the ion retardation curves, i.e., the colthe constant voltage drop is equal to the maximum ion en-
lector ion current in the energy analyzer as a function of theergy in the dcSC regime. AccordinglyV;=1s{ E; max/€),
voltage on the third gridJ for discharges in argon, hydro- whereE; .« iS the maximum ion energy, aralis the elec-
gen, and silane, obtained in the dcOC and dcSC regimes fdron charge. This estimate &%, as a function of the total
close values of the power input. Clearly, the changeover tpower for argon and silane discharges at various frequencies
the dcSC regime has the effect of raising the maximum ioris shown in Fig. 5. Also shown here is the calculatf®gdW)
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700

0 layer thickness\, becomes shorter thdn. In this case the

heating of electrons and ionization depend on the electric

1 g field in the layer, even though they take place in the body of
0.1k // the plasma! In argon, on the other hand, stochastic heating
Ve associated with collisions of electrons with the moving
a.a1 ; 1 plasma—layer interface must be taken into account in calcu-
1 w1,0w 100 lating the ionizatiort®

Figure 6 shows the electron retardation curves in semi-
FIG. 5. lon power inpuWV, versus total power inpudV to the discharge.)a log scale. _It i_S e_\/ident that in the first appro_ximation the
Argon at a frequency=13.56 MHz; B silanef=13.56 MHz; ¢ silane at  €lectron distribution function can be approximated by a
f=58 MHz. Maxwellian distribution with temperatur@,. It must be
borne in mind that the energy spectrum of the electrons can
be recorded only in the dcOC regime. The dependendg, of
curve obtained on the assumption of a constant ion density inn the power input is shown in Fig. 7. The electron tempera-
the layer'! It is evident from the figure that for silane the ture = T,~3.25+1.0eV at f=13.56 MHz, and
experimental values A, are close to the calculated values T,~2.5+0.5 eV atf =58 MHz.
in order of magnitude. In silang/, is a small fraction of the We have chosen the maximum enerBy,,.x and the
total power, whereas in argon at 13.56 MHz it is clos&\to  total ion current; .., to characterize ion bombardment. Fig-
The power input to the ions increases by an order of magniure 8 shows; ,ax andl; ., @s functions of the rf power at
tude itself upon transition to the dcSC regime, because it is frequency of 13.56 MHz. It is readily perceived &gty
augmented by the losses in the layer next to the groundeidicreases with the rf power in both regimes, the difference
electrode; it follows, therefore, that the discharge regime irbetweenE; . in the dcSC and dcOC regimes increasing as
argon must undergo a significant change. This conjecture e rf power is increased. At low rf power levels . IS
supported by the fact that the ion flux to the grounded elecidentical for both regimes, but the difference Hj 5, be-
trode increases upon transition to the dcSC redirig. 3). It  comes substantial at higher power levels. This result can be
also follows from the calculations that the discharge regimesttributed to the fact that the discharge does not go beyond
in the three cases represented in Fig. 5 are different. In silarthe boundaries of the grounded electrode at low rf power,
at 13.56 MHz, owing to the large fraction of the electronand we therefore have a situation where the electrode areas
energy lost in the excitation of molecular vibrational levels,are equal, and there is no difference between the dcSC and
the energy relaxation length, is smaller than the dimen- dcOC regimes. In the dcSC regirhg, .« also increases more
sions of the layer. In this regime we observeaadischarge, rapidly with the power than in the dcOC regime.
in which the ionization depends on the local value of the  Graphs of; axandl; haxas functions of the rf power at
electric field and takes place in the layéAt a frequency of ~ a frequency of 58 MHz are shown in Fig. 9. It is evident
58 MHz, because of the decrease in the pressure and tfimm a comparison of Figs. 8 and 9 that in the same power
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the ion currents in the dcSC and dcOC regimes increases as
the power is increased.

FILM GROWTH UNDER DIFFERENT ION BOMBARDMENTS

A practical way to determine the influence of the ion
energy and flux on the growth and characteristics of the film
is to vary E; nax and l; max independently. Figures 8 and 9
ShoWE; hax @andl; nax @s functions of the power input. The
ion energy can be increased with little change in their flux by
varying the potential of the powered electrode. The ion flux
increases as the power is increased. On this basis films were
deposited for comparison under the following conditions:
three sample$136-01, 136-02, and 136-D3vere deposited
at f=58 MHz at low power with identical ion fluxes, three
different biases and, hence, three different valuek;gf,.

For the next samplél36-04 the power was increased until

E; max attained the values OE; ,ax encountered for low-
power, positive-bias discharg€$36-01. The ion flux in-
creased in this case. Sample 136-05 was prepared at high
power with negative bias to lowét; .. Samples of the 137
series were prepared analogously fat 13.56 MHz. We
have thus investigated samples obtained for various energies
Ei max @ndl;=~const and other samples obtained for various
fluxes I; and E;~const. The parameters of the sample
growth processes are summarized in Table I. It is evident
from this table that the rate of growth of hydrogenated amor-
phous silicon films prepared &t=58 MHz is 2-5 times the
rate of deposition at 13.56 MHz. As the power is raised
(without the application of additional biad,), the film
growth rate increases from 1.2 A/ls to 2.4 Als at
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TABLE I. Parameters of the deposition process and ions.

Abramov et al.

Sample f, P, Q, W, Ugy, Uy, d, Vv, Ei max: 1§ maxs
No. MHz torr sccm  mWien? \% Vv pum Als ev arb. units
136-01 58 0.056 29.2 11 0 - 173 54 22 0.14
136-02 58 0.56 29.2 11 - —-20 193 49 13 0.14
136-03 58 0.056 29.2 11 +20 1.46 6.03 40 0.24
136-04 58 0.056 29.2 70 -14 - 164 7.0 33 1.0
136-05 58 0.056 29.2 70 - -79 154 7.3 26 0.21
137-02 1356  0.17 26.7 22 0 1.08 1.2 25 0.14
137-03 1356 0.17 26.7 102 —69 - 139 24 40 1.0
137-04 1356 0.17 26.7 32 +60 1.6 4.4 65 0.15
137-05 1356 0.17 26.7 96 —-198 145 56 32 0.51

185

f=13.56 MHz and from 5.4 A/s to 7 A/s @=58 MHz. At  f=13.56 MHz and atf =58 MHz. The increase irE; nax

low power the film growth rate is observed to increase wherdue to the application of a constant bias to the powered elec-
the positive bias is increasédf. samples 136-01 and 136-03 trode causes the activation enerfy to increase and the

at f=58 MHz and samples 137-02 and 137-04 atroom-temperature conductivity, to decreas¢samples 136-
f=13.56 MH2 and to decrease when the negative bias i91, 136-03, 137-02, and 13704 he difference in the con-
increased(samples 136-01 and 136J02At high power a ductivities is not as significant in comparing samples pre-
negative bias causes the film growth rate to increas@ared with close values d; . and different ion fluxes
(samples 136-04 and 136-05; 137-03 and 13y &%l leads (samples 136-03 and 136-04 at 58 MHz, 137-03 and 137-04
to degradation of the electronic properties, which is dis-at 13.56 MH2. The reduction of ion bombardment by the
cussed in the next section. An increase in the ion energypplication of a constant bias to the powered electrode at
(Ei max atlj~const causes the film growth rate to increasenhigh rf power (samples 136-04 and 136-05 at 58 MHz,

(samples 136-01 and 136-02; 137-02 and 13;-0thereas  137-03 and 137-05 at 13.56 MMzlecrease€, and in-
an increase in the ion flux without any appreciable change iRreasesr,,.

the ion energy does not increase the film growth rate

The CPM characteristics also vary with the degree of ion
(samples 136-04 and 136-05; 137-03 and 13)(-04

bombardment. It is instructive to compare the CPM curves
for samples prepared &t 58 MHz (series 136 sampleand
at f=13.56 MHz (series 137 samplesinder identical ion
bombardment conditions. The CPM curves for “better” and
“worse” samples are shown in Fig. 10. It is evident that the
According to the IR spectroscopy data, assuming a conseries 136 samples have lower absorption at phonon energies
stantA=1.6x 10'° cm™2, the hydrogen concentration in the smaller than the width of the bandgapy<E,, and there-
hydrogenated amorphous silicon films in the vicinity of fore small values ofg,, E,;, and Ny. Moreover, these
640 cm'! lies in the interval 5.2—6.6 at. %. The Raman samples are characterized by a shorter electron diffusion
spectra of films deposited on various substrates have peakslangthL., but a longer hole diffusion lengthy, . It is inter-
v~475-485 cm! with half-widths Ar=60-70 cm®. esting to note that the reduction of ion bombardment by the
These values are typical of hydrogenated amorphous silicoapplication of a constant bias to the powered electrode at
layers. high rf power leads to significant degradation of the film
Some of the electronic properties of the films are showrproperties(from a comparison of samples 136-04 and 136-
in Table Il. It is evident from the table that a variation of the 05; 137-03 and 137-05
ion parameters alters the electrical conductivity of hydroge- The power transferred by ions to the surface of the grow-
nated amorphous silicon films prepared both ating film can be estimated as the product of the maximum ion

ELECTRONIC PROPERTIES OF HYDROGENATED
AMORPHOUS SILICON FILMS PREPARED IN DISCHARGES
WITH VARIOUS ION PARAMETERS

TABLE II. Electronic properties of the films.

o X 10,

Sample 0oX1073,  E., Ef, E,, E,u, Wy, Ngx101% L., L,

No. S/cm S/cm ev eV meV meV eV cm3 um pum
136-01 15 6.0 0.63 048 594 546 0.18 0.53 0.14 011
136-02 0.1 33 0.62 055 637 544 0.07 1.2 0.17 011
136-03 0.003 16.3 0.75 065 535 504 0.16 0.15 0.17 0.17
136-04 0.035 4.45 0.77 058 56.1 533 0.08 0.69 0.37 0.10
136-05 1.0 3.0 058 049 656 573 0.11 1.3 0.19 0.09
137-02 0.52 0.99 059 051 672 593 0.12 1.0 0.20 0.03
137-03 0.017 4.45 074 059 779 731 011 0.34 0.32 0.06
137-04 0.002 4.47 0.76 0.64 61.0 550 0.12 0.36 0.32 0.05
137-05 0.03 9.0 071 058 710 620 0.12 1.2
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FIG. 12. Density of defectsNy versus W;. 1) f=13.56 MHz; 2

FIG. 10. Spectral dependence of the absorption coefficightr), mea- f=58 MHz.
sured by the constant photocurrent methgdsdmple 136-03; 2136-05; 3
137-02; 4 137-04.

Consequently, within the range of discharge parameters

used in the experiments discussed here we have observed an

energy and the ion current, whereupon the growthvaged ~ improvement in the electronic properties of hydrogenated
density of defectdNy as functions ofW,, i.e., V(W;) and amorphous silicon films prepared with the application of a
N4(W;), can be plotted. The corresponding curves are showpositive bias to the powered electrode; the bias creates con-
in Figs. 11 and 12. Clearly, the film growth rate increasedlitions of moderate ion bombardment of the growing film.
with W;. The behavior olN4(W;) is more complex. It has This fact confirms previously published results for a 13.56-
two branches. The upper branch hdg increasing asw, MHz dischargé.
increases. The points on this branch correspond to films pre-
pared either at low power without a biased powered eleczoncLusion
trode or at high power with a negative bias. The lower
branch of theNd(Wl) curve descends aA/i increases. The In PECVD apparatus we have investigated the character-
points of this branch correspond to samples prepared eithéstics of ion and electron streams incident on a growing film
at high power without a biased powered electrode or at lown @ discharge in silane at frequencies of 13.56 MHz and 58
or high power with a positive bias on the electrode. In otheMHz using various power inputs. We have grown films of
words, the increase of rf power by the application of a posihydrogenated amorphous silicon, bombarding the growing

tive bias to the powered electrode produces approximately 8urface by ions of various energies and fluxes. We have stud-
sixfold reduction in the density of defects in the film. ied the electronic properties of these films and the correlation

of the properties with the characteristics of the ions.
The main results of the study are summarized below:
1) As the power input to the discharge is increased at the

8.1)17L +1 given frequencies, the maximum ion energy,., and the
.2 . ion currentl; to the substrate have been observed to increase,
i d the greatest variation &, ,,, being observed in a discharge
s.o0l . at 13.56 MHz, and the greatest variationlpfn a discharge
at 58 MHz.
8 IS 2) It has been shown that the energy and flux of ions to
the surface of the growing film depend on the constant bias
voltage applied to the powered electrode.
- 3) The growth rate of a silicon film has been observed to
+ increase(approximately fivefold when deposited in a 58-
2.00F MHz discharge in comparison with deposition in a 13.56-
+ MHz discharge.
.00 4) The average electron temperatdrg, determined on

: —_‘—'-'-m“’-—‘—’-mm‘—-‘—wuﬂl—u-wuﬂ— the assumption of a Maxwellian energy distribution function,

1.00e-4 1.005.;/ 1'5105/5”1,1‘0”5-1 1.00+0 is lower in a 58-MHz dischargeT=2.5€eV) than in a

i 13.56-MHz dischargeT,=3.25 eV).

FIG. 11. Deposition rat¥ of a hydrogenated amorphous silicon film versus 5) In the investigated discharges at both frequencies
power fractionW, . 1) f=13.56 MHz; 2 f=58 MHz. moderate ion bombardment of a growing silicon film has

V,A/s
+
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improved the electronic properti¢bwered the defect den-

sity, increased the carrier diffusion lengths, etf.the films;

a reduction of ion bombardment, particularly at a high dis-
charge power input, has resulted in considerable degradatio

of the film properties.
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approximation

Yu. |. Gorobets and S. A. Reshetnyak

Institute of Magnetism, Ukrainian National Academy of Sciences, 252142 Kiev, Ukraine
(Submitted August 8, 1996; resubmitted April 16, 1997
Zh. Tekh. Fiz68, 60—63(February 1998

The laws governing the propagation of magnetization waves are investigated in the geometrical-
optics approximation, in which a spin wave can be treated as a ray. The refractive index

for a spin wave on the interface between two magnets with different exchange coupling constants
and magnetic anisotropy constants is determined. The dependences of the intensity of the
reflected wave and the refractive index on the spin-wave frequency and the strength of the external
uniform magnetic field are calculated. Estimates of the dimensions of inhomogeneous

inclusions that perform functions analogous to the functions of lenses and mirrors in optics are
presented. The possibility of using the same inhomogeneities both as lenses and as mirrors,
depending on the magnetic field strength, is pointed out.19®8 American Institute of Physics.
[S1063-784298)01102-1

INTRODUCTION where ¥ denotes the quasiclassical wave functions, which
lay the role of the order parameter of the spin densitig,

Recent  advances in nanotechnologies  an : . . . .
. . . e he radius vector in the Cartesian coordinate systeisithe
nanoelectronicscall for the creation of new devices utilizing . : . X
fime, ande is a vector of Pauli matrices.

the characteristic features of spin waves. Under these cir- The Lagrange equations faf have the form
cumstances it is of interest to use the geometrical-optics ap-
proximation to describe the behavior of spin waves propa- . J¥(r,t)
gating in a medium with an inhomogeneous distribution of Tt
magnetic parameters. ) ) ,
One of the most important advantages of this approaci/N€re #o is the Bohr magneton, anH. is the effective
over the electrodynamic approach is the formation of spifnadnetic field, which has the following form in the exchange
rays, which, first, renders the propagation of spin wave@pproximatiorr
more graphic and, second, permits the use of spin-wave H(r,t)=[aV?—B]M(r,t)+e[BMq+H,]. (3)
analogies of optical devices formed by creating artificial in- . . : o
homogeneities of the magnetic parameters of a medium o'f'e."_aez IS azuplt vector d|r§cted along the casy magne’uzaﬂon
assigned configuration and an external magnetic field to créXIs: andv |s_th§ LapIaC|ar_1 operator. Tak_mg Into account
ate inhomogeneities of the spin-wave intensityparticular, that the mate_rlal '25 magnetized paralleldpin the _ground
to accomplish the focusing of spin wayeBinally, it makes _state and settiny1“(r,t)=const, we seek the solution ()
it possible to create wave packets, which do not lead to sig'—n the form
nificant diffraction, scattering, etc. on interfaces, for the pur- ) 1
pose of employing these structures as filters, switches, etc. in ¥ (F:1)=exfiuo(Ho+ M O)t/ﬁ](x(r,t))’ 4
ractice. . . . .
i Such a possibility is illustrated in this paper in the caseWhe_re_X(r’t) IS a small_ ad_d|t|0n, which characterizes the
of uniaxial magnetic materials. dewa_tlon c_)f_the magnet.lzatlon f_rom t_he ground state.
Linearizing Eq.(2) with consideration of3) and(4), we
obtain

=— uoHe(r,t)- oW (r,t), 2

EQUATIONS OF MAGNETIZATION DYNAMICS .
_ o 3 if aX(r,t)_ 2 T

Let us consider a system of two semi-infinite magnets 2uoMg  at =(aV=B—Hg)x(r,t), 6)
with exchange coupling constants and a, and magnetic _
anisotropy constantg8; and 3,, which come into contact in whereHy=Hy/Mj.
theyz plane. The easy magnetization axis of each magnetis Equation(5) describes the magnetization dynamics in
parallel to theZ axis. We direct a constant uniform magnetic the short-wavelengtfexchangg approximation.
field Hy along this axis. The saturation magnetizathdyg is
assumed to be constant for the entire structure. REFLECTION AND TRANSMISSION AMPLITUDES

Following Ref. 2, we represent the distribution of the
magnetization in the material in the form

Let a spin wave impinge on the interface from the ho-
mogeneous magnet with the parametessand B, in the
M(r,t)=MoP " (r,t)o¥(r,t), (1) positive direction of thex axis at an arbitrary angle. Here

1063-7842/98/43(2)/4/$15.00 188 © 1998 American Institute of Physics
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xi=expl(k,-r—wt)) corresponds to the incident wave,
xr=Rexpli(k;- r—owt)) to the reflected wave, and
xqa=D expl(ks-r—wt)) to the transmitted wave, whefe

is the complex amplitude describing the reflection of the spin’Y
wave from the interface, the square of whose modulus is th

reflection coefficientD is the complex transmission ampli-
tude; k; and k; are the wave vectors of the incident and
reflected waves, respectivell; is the wave vector of the
transmitted wave; ané is the frequency. Inasmuch‘as

ki=ki*=(Q—pB1—Ho)lay,

ko=(Q—By—Ho)lay,
whereQ = wh/2ugMg,

kixz_ kl_kly_klzv k2x=\/k2_k2y_k22

(the minus sign in the expression fkf, corresponds to a
wave moving away from the interfagendk,; = ky; =ky; for

i=y,z on the interface, we find that the incident, reflected,

and transmitted waves, as well as the normal constructed

the point of incidence, lie in one plane and that the angle o
incidence equals the angle of reflection. This statement i

analogous to the law of the reflection of light waves in
optics?

Whenk,, is real, i.e., when the conditiok§>k3, +k3,
holds, which is equivalent to

a; Q—B,—H
@2 Q-pB1—Hp

a1 Q— B~ ﬁoz N
a2 O—pB;—Hy
where 6, is the angle of incidence, is the angle of reflec-

tion, andn the refractive index.

If k3<k3,+Kk3, (this corresponds to the case kf>0
andk3<0), then

kox=—iKi, +ki,—ks=—i/2h,

Xa(r,t)=D exp(—x/2h)exp(i(Kayy +Kp,z— wt)),

we have

sin 0, B k, B
Ky

(6)

sin 6,

i.e., h plays the role of the penetration depth of the spin wave

in the second material and equals
he 1
kl\lsiii 01_n2 .

The limiting angle for total reflection is specified by the
expression

. [a1 Q- B,—Ho
sin 6= _—
a ()— Bl_ HO

Using the following boundary conditions for(r,t) on

the interface between the layers

X(_O!yizat):X(+01yvzrt)v

Yu. |. Gorobets and S. A. Reshetnyak 189

Ix dx
alﬁ( -0y,z,t)= aza_x( +0y,z,1),

e obtain the expressions for the reflection and transmission
gmplitudes of a spin wave

R @y €0S 6;— ay\n?—sir? 6,
@y COS 01+ aynZ—sir? 6,
2a4 COS 6,
D= = .
ay CoS O+ az\/nz—sﬁ 0,1

We note that expressiai®) can also be obtained on the
basis of other arguments using the Wentzel-Kramers—
Brillouin—Jeffreys(WKB) approximatiorf

@)

THE WKB APPROXIMATION

The WKB approximation allows us to go from the prob-
m of the propagation of spin waves, which can be solved in
e electrodynamic approach, to the geometrical optics of
gpin waves by going from the functiog(r,t), which de-
scribes the behavior of a wave, to a function known as an
eikonal, which characterizes the behavior of a “localized”
wave packet like a ray. It should be noted that, as in the
optics of light waves, we can refer to manifestations of wave
or ray properties only when a wave interacts with an obstacle
encountered along its path. A ray type of propagation is pos-
sible only if the characteristic dimension of the obstacles,
which are inhomogeneities of the medium, greatly exceeds
the wavelength.
Defining y=exdi(s(r) — wt) ] in (5), under the condition

A<l (8

where is the spin wavelength,is the characteristic dimen-
sion of the inhomogeneities, argdr) is an eikonal, we ob-
tain an analog of the classical Hamilton-Jacobi equation

(Vs)?+(B+Hy—Q)/a=0. 9)

In our caséVs plays the role ok, and Hamilton’s equa-
tion is equivalent to the system of equations

k

or, with consideration of the constancy of the wave fre-

r=dwl ok

—dwldr,

guency,

k=const, r=4uMoak/. (10)

When a wave impinges on an interface, fr¢gd and
(10) we obtain

kq sin 6,=k, sin 6,,

K2+ (B+H—-Q)/a;=0, i=1,2

whence follows Eq(6).

The inequality(8) is the condition for going over to the
geometrical optics of spin waves. In the present case the role
of the inhomogeneities is played by the interface between the
media, which has the form of an infinite plane and thus sat-
isfies EQ.(8).
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FIG. 2. Dependence of the refractive index on the frequency$dir, =3,

FIG. 1. Dependence of the intensity of the reflected wave on the frequency= /10, B1=5, B,=10, andH,=3.
for ay/a,=3, 6=/10, B,=5, B,=10, andH,=3.

As is seen from(6) and(11), selection of the parameters
for constructing a lens or a mirror does not present any dif-
ficulty for an extensive list of magnetic materiél$n par-

Drawing the analogy between the propagation of lightticular, in the case of yttrium-iron garnet, it follows from
and the propagation of spin waves which satisfy requirementondition (11) for a thin lens that=10"*-106 cm.

(8), we can apply the geometrical-optics approximation to
spin rays. In particular, we can devise spin-wave analogs 0ANALYSIS OF RESULTS
optical lenses and various configurations of mirrors using
mqtenals W't.h different valqes af and . The construction _intensity 1g=|R|? (or the reflection coefficient, which is
of images will obey laws like those of geometrical optics; . T :

L equivalent and the refractive inder on the spin-wave fre-
however, the refractive index on the boundary between twg h . | h h
media will depend not only on the frequency of the incidentquenc.y for. characteristic values of t.e pargmeters of the

material’ It is clearly seen that the required ratio between the

wave and the parameters of the material, but also on the ", .
. L tensities of the reflected and transmitted waves for the fre-
strength of the external constant uniform magnetic field.

We present estimates of the parameters of the materia dency cho;en can be. gchleved by adjusting .the parameters
of the material. In addition, as follows from Fig. 3, the re-

in the case of a thin lens and small angles of incidence of thﬁ o . L
. . . . . ection intensity depends significantly on the strength of the
spin rays relative to the optical axis of the lens, which ensure

the necessary transparency of the lens. Since the intensity of
a reflected wave is determined by the square of the modulus 1+ —
of the reflection amplitude and, as follows from EH®), .
IR|2~[(a1— an)/(a;+ ayn)]? (for small angles of inci-

dence, then if we require fulfilment of the condition

|R|?< 7, wherep is the necessary degree of smallness of the
reflection coefficient, we obtain a constraint nrand, con-

sequently, orw, 8, Q, andHy:

1-Vn _a,  1+\p i
<—n< .
1+\/; ay 1—\/;

The corresponding constraints in the case of a mirror
have the following form:

(2% 1_\/; (2%)] 1+\/;

ESTIMATES OF THE PARAMETERS

Figures 1 and 2 show the dependence of the reflection

—n< or —n> .
a1+ \/; ar 1-— \/; ]
) . _ _ 0 5 0
For fulfilment of the condition for geometrical optics A
(8), the thickness of the lens or mirror is restricted by the ?
inequality FIG. 3. Dependence of the intensity of the reflected wave on the external

uniform magnetic field fora,/a,=3, §==/10, B,=5, B,=10, and

I>2m\al(Q—B—Hy). (11) Q=20
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06F ficient for an inclusion that has the shape of a l@ramirror)

n in a homogeneous material and valuesaoénd B differing

from the corresponding values in the homogeneous part and
thus plays the role of a lens or mirror by varying the strength
of the external magnetic field. The reflection coefficient can
- be varied practically from zero to unitfig. 3) without vary-

ing the parameters of the medium, making it possible to use
the same inhomogeneity as a spin-wave lens and as a mirror
without alteration of the parameters of the structure.

5 We thank B. A. Ivanov for participating in the discus-
sion of this work.
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The results of investigations of the emission of glow discharges in mixtures of inert gases and
halogens in cylindrical tubes of various dimensions are presented. Glow-discharge-pumped

XeCl* and KrCF excimer lamps with a homogeneous spatial distribution of the radiation and
powers up to 100 W are created. It is shown that the high efficiency of excimer lamps of

this type is achieved as a result of the effective formation of exciplexes in a harpoon reaction and
the slow rate of their quenching in the glow-discharge plasma at low pressures of the

working mixture. © 1998 American Institute of Physids$$1063-784£98)01202-1

INTRODUCTION EXCIMER LAMP DESIGNS AND EXPERIMENTAL METHOD

A great deal of attention has been focused on the devel- EXcimer lamps similar to those in Refs. 2 and 3 were
opment of sources of incoherefgpontaneoysultraviolet I?bncated frotm rlgh—qtuallltquutargz tubfes, "?‘t Whohse en;j_i
radiation(excimer lampy which can find extensive applica- o o ore SIaNess-Siee’ electiodes ot varous shape. 1he
o . - . internal diameter of the tubes was 9, 32, 40, or 60 mm, and
tion in photolithography, medicine, ecology, &t€xcimer

| dbyal low disch hich their length varied in the range 20—80 cm. The maximum
amps pumped by a low-pressure giow discharge, Which arg ;e yolume of the excimer lamps was 1 liter, and the area

distinguished by the simplicity of their design and have thegs (1o radiating surface was as large as 1008. cthe emis-
highest mean radiated powelgreater than 100 Wand ef-  gjon of gas mixtures of Xe, Kr, and He with Gr HCI was
ficiencies(up to ~15%) known at the present time, are very jnvestigated. A high-voltage source, which provided for a
promising in this context? It should be noted that pulsed discharge current up to 200 mA and a pump power up to
and continuous glow discharges in mixtures of inert gases kW, was used to ignite and sustain the glow discharge. The
and halogen-containing molecules have been studied amean radiated power was recorded by an IMO-2H calorim-
sources of ultraviolet radiation to a comparatively small ex-eter or an FE-22SPU photodiode. The latter was addition-
tent. Low-pressure Xe—ghnd Xe—HCI discharges were in- ally calibrated using the output of XeCl or KrCl lasers before
vestigated in Ref. 4, and a fluorescence conversion efficienciie measurements. The measurements were performed in the

for XeCl* below 1% was obtained. The same efficiency wasfollowing manner. A diaphragm with a squate d opening,

obtained in Ref. 5 for KrC1, KrF*, XeCF, and XeP upon whered is the diameter of the discharge tube, was placed

excitation by a discharge with a high current density. Thetightly against the excimer lamp. The radiation detector was
positioned at a distance>10d from the diaphragm. The

low output of ultraviolet radiation was attributed to excess' . " o
) . o radiating area was assumed to be a point light source that
heating of the gas and quenching of the radiating molecules

by elect In Refs. 6 and 7 the fl . radia}tes uniformly ?ntp a sollid _angle equal ter &r. The .
y.e'ec rons. in X €ls. b an € uorescer?ce C,Onvers'oﬁlactlonk of the radiation impinging on the photodetector in
efficiency was raised to 12%, but great nonuniformity of thethis case equals

output of ultraviolet radiation along the axis of the discharge

tube was noted. The work in Refs. 8 and 9 was devoted to
the study of the emission of X&F XeCF, and KrCF in
tubes of small diameter with pumping by a low-pressure

glow discharge. In the high-power coaxial excimer |ampswh§r<e_a=arctanN2L andA is the entrance aperture of the
radiation detector.

i in Refs. 2 h ifficulties in filling th . .
described in Refs. 2 and 3 there were difficulties in filling the Next, the mean radiated power was calculated with con-

entire working volume with the discharge, which also de-_. : : o
: . =T sideration of the length of the excimer lamps and the distri-
stroyed the uniformity of the spatial distribution of the output bution of the radiation along its axis. The distribution of the

rad|at|9n. ] o radiation across the diameter of the excimer lamps was ho-
This report presents the results of an investigation of themogeneous in each cross section.

emission of a glow discharge in cylindrical discharge tubes,  The spontaneous emission spectra were recorded by an
including tubes with a large working volume, and the param{Sp-30 spectrograph on RF-3 film or by an MDR-23 mono-
eters of cylindrical excimer lamps with a homogeneous spachromator with 1200 lines/mm grating equipped with an
tial distribution of the radiation, which were developed on FEU-100 photomultiplier, whose signal was fed into a plotter
the basis of this research. through an amplifier.

k=sin"2 a/2, (1)

1063-7842/98/43(2)/5/$15.00 192 © 1998 American Institute of Physics
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FIG. 2. Current—voltage characteristics of a glow discharge in a tube with a
length of 23 cm and a diameter of 9 mm. a—Mixture with Xe:€8:1; p,

torr: 1—6; 2—9; 3—15; 4—21 (contracted dischar@eb—Mixture with
Kr:Cl,=15:1; p, Torr: 1—9, 2—15 (contracted dischargeand mixture
with Kr:Cl,=3:1; Torr: 3—9, 4—12.

P, arb. units
=)

1.0+ HK"CL* b
- 8-x
- nance of the uniformity of the discharge. Therefore, in the
- subsequent experiments the discharge length was increased

to 80 cm. The replacement of HCI by £las in Refs. 6 and
7, led to significant increases in the efficiency and power of
the ultraviolet radiation. However, the maximum efficiencies
in the mixtures with HCI were several times greater than in
Ref. 6. The increases in the efficiency and power of the ul-
traviolet radiation in the mixtures with €hre attributed to
the small rate of formation of exciplexes through the ionic
== channel in a low-pressure dischafgén addition, as we
o0 x4 JB M wE @20 54 know, in mixtures with HCI the harpoon channel makes only
a small contribution because of the large binding energy of
FIG. 1. Emission spectra of continuous glow discharges in Xe4@land ~ HCI molecules in the ground state and the ineffective vibra-
Kr—Cl, (b) gas mixtures. tional excitation of HCI molecules under the conditions of a
glow discharge due to the high energy of the electrons in the
plasmat? At the same time, in mixtures with Cthe forma-
tion of exciplexes in the harpoon reaction is very
Figure 1 presents the emission spectra of glow-efficient?"1%0nly mixtures with C} were used in the sub-
discharge-pumped XeTland KrCF excimer lamps in the sequent experiments.
wavelength range from 200 to 600 nm. As in Refs. 2, 3, 6,  Figure 2 presents the current—voltage characteristics of
and 7, the most intense signals in the ultraviolet region arglow discharges in Xe—glnd Kr—C} mixtures. In contrast
theD — X andB— X bands of XeCi (the maxima at 235 and to Refs. 6 and 7, in our experiments the voltage needed to
308 nm and KrCF (199 and 222 ninand the broad-band sustain the discharge 45 depended weakly on the current
emission in theCA band of XeCt. In addition, the emission and was determined by the concentration of chlorine in the
spectrum of the KrCl excimer lamp exhibits an intense gas mixture and its pressure. Descending current—voltage
band of the CJ] molecules §a—258 nm). The radiated characteristics were observed in a contracted discharge,
intensity at this wavelength was significantly smaller in thewhere the positive column narrowed to a thin bright filament
output of the XeC! lamp. This is attributable to rapid or such a filament developed on a background of the bulk
quenching of the Cl ions and excited ¢l atoms® which  fluorescence. Contraction of the discharge usually occurred
are involved in the formatid of CI% , in collisions with Xe ~ when the pressure of the mixture was raised or as a result of
atoms. The half-width of théB— X transitions of XeCi excessive heating of the tube after prolonged operation of the
and KrCF usually did not exceed-15 nm. As is seen from excimer lamp at a high pump power. Intense heating of the
Fig. 1, the radiated intensity of the glow discharge in thetube also restricted the service life of the mixture to 1-2 h
visible region is very low, and its value does not exceedbecause of the rapid absorption of chlorine by the hot cath-
~20% of the total radiated power of the glow discharge. ode. We note that the fluorescence intensity of the exciplexes
The emission of XeCl and KrCF in a glow discharge varied only slightly along the discharge tube under the ex-
in tubes of small diameter was investigated inperimental conditions described in Fig. 2, decreasing appre-
Xe(Kr)—HCI(Cl,) mixtures. When HCI was employed as the ciably only in the first 3—4 cm from the cathode.
halogen carrier, the radiated power)at222 and 308 nm The measurements of the time dependence of the power
did not exceed-5 W, and the efficiency was no greater than of the ultraviolet radiation from three portions in the dis-
2—-3%. The efficiency did not vary, but the radiated powercharge, viz., near the anode, near the cathode, and at the
increased proportionally to the increase in the dischargeniddle of the discharge tube, demonstrated the following.
length in the range from 23 to 60 cm, attesting to mainte-The drop in the intensity of the ultraviolet radiation from

EXPERIMENTAL RESULTS
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FIG. 3. Distribution of the voltagél) and the radiation at~222 nm(2)
along the axis of an excimer lamp. Tube with a length of 45 cm and a
diameter of 40 mm, a mixture with Kr:gE6:1 atp=3torr, and a dis-
charge current equal to 30 mA; 0 corresponds to the cathode.

these points occurs at approximately the same rate and is
accompanied by a decrease in the voltage needed to sustain
the discharge, which occurs because of the lowering of the
chlorine concentration in the mixture. Hence it can be con-
cluded that cathophoresis has a weak influence on the distri-
bution of the output power along the axis of the excimer
lamp. Therefore, the drop in the output of ultraviolet radia-
tion near the cathode is not due to the depletion of chlorine
from this region, as was conjectured in Refs. 6 and 7. Mea-
surements performed using a movable electrode placed in the I,mA

working volume of the excimer lamp showed that the VOItéu;’(_:‘FIG. 4. Dependence of the mean power and efficiency of Xg@l and

drIOp n th_e cathode region of a glow discharge in a Mixtur& = () excimer lamps on the discharge current. Tube with a length of 23
with chlorine amounts to about half of the voltage on thecm and a diameter of 9 mm; a—mixture with Xe;€13:1 atp=6 (1) and

discharge tubéFig. 3). Therefore, the high value of the field 9 Torr (2). Curve 3 was obtained with pumping of the gas through the
strength can be the cause of the low efficiency of the outpufischarge tube: b—mixture with Kr:gt15:1 atp=9 Torr (1), mixture
. P . with Kr:Cl,=3:1 atp=9 torr (2).

of ultraviolet radiation from the near-cathode region of a
glow discharge.

The dependence of the radiated power and efficiency of
small-diameter KrCl and XeCf excimer lamps on the dis- cathodes with a cavity, whose dimensions were selected ex-
charge current is shown in Fig. 4. The power of the ultravio-perimentally, were used to reduce the drop in radiated power
let radiation increases at discharge currents up=t80 mA, in the near-cathode region. As a result, the radiated power
but at a certain value of the currehy, the rate of increase varied by no more than 10-15% along the axis of the exci-
decreases appreciably, and the efficiency of the excimamer lamp, and the dip in power near the cathode vanished
lamp begins to drop simultaneously. The diameter of thecompletely. The transverse power distribution of the ultra-
discharge increases as the current is increaseti=At, the  violet radiation in an excimer lamp with a diameter of the
diameter of the discharge column is comparable to the intemworking region equal to 60 mm was also measufieéd. 5).
nal diameter of the tube. Therefore, this break can be attribThe observations were made through a quartz window with a
uted to the increase in the rate of diffusion of charged pardiameter of 40 mm in the endplate of the anode. When the
ticles to the walls of the tube d&=1.,. In addition, as the discharge current equals 10 mA, the near-axial region of the
discharge current increases, the temperature of the workindischarge radiates more intensely. When the discharge cur-
mixture rises because of the increase in the pump power. Thent is increased to 30 mA, the distribution of the radiated
maximum radiated power at~222 and 308 nm was ap- power over a cross section of the tube, as we have already
proximately 12 W with an efficiency equal to 5-6%. When noted above, becomes more even. In addition, because of the
the mixture was pumped through the discharge tube, thishoice of an electrode material that does not interact with
break was not observed up to a discharge current of 100 mAchlorine and the cooling of the electrodes by flowing water,
and the radiated power reached 20 B =1 Wi/cn?) with  the lifetime of the mixture increased t0100 h.
maintenance of the efficiency at the 7—10% level, which is  Figure 6 presents the dependence of the power and effi-
lower than in Refs. 2, 6, and 7. This can also be caused bgiency of XeCt and KrCF excimer lamps with a length of
the large diffusion losses in thin tubes. 80 cm and a diameter of 32 mm on the discharge current. As

As expected, the power and efficiency of the excimerin the case of the small-diameter excimer lamps, the radiated
lamps increased significantly after switching to dischargepower at\ ~308 nm increased nonlinearly. A break was ob-
tubes of large diamet€B0—40 mm). In these excimer lamps served at the point where the diameter of the discharge col-
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a P/ Prag > @.u. b equal to 40 and 60 mm. In addition, the emission of @t
1.0 \~258 nm was obtained in a He—Ghixture with a power
R as high as 30 W ang~2%.
Since about half of the power imparted to the gas is
0.5 absorbed by the cathode layer of the glow discharge in tubes

with a length ~40 cm, the fluorescence conversion effi-
ciency of the exciplexes in the positive column is close to

-2 -1 0 ; 2 -2 ~1 0 1 2 30%. To account for such a high efficiency, we shall evalu-
c z,em ate the rates of formation d®X*, dNgx«/dt, in a glow-
Ny g 1.0 discharge plasma in the case of X&Cl

The constants of the corresponding reactions were taken
from Refs. 10 and 12. The results of the experimental and
theoretical investigations of the processes in a glow-
discharge plasma which we are presently conducting will be
presented in our forthcoming reports. As was noted above,

0.5

rVrr Ty rerrrygl

-2 -1 0 1 2 XeCl* molecules form in a Xe—Glmixture mainly in the
x,cm harpoon reaction
FIG. 5. Histograms of the power distribution of the ultraviolet radiation in a
transverse section of an excimer lamp with a diameter of 60 mm and a Xe*+C|2=XeCI*+CI_ (2)
length of 40 cm. Mixture with Xe:G=6:1; p=2 torr. Discharge current, o . 1 _3
mA: a—10, b—20, c—30. The electron density in the discharyg~ 10 cm™3 can

be calculated from the measured current density of the dis-
charge and data on the drift velocity of electrons in inert

umn became comparable to the tube diameter. The power GRS€S in Ref. 13, and the concentration of metastables of the
the KrCF excimer lamp increased linearly, since the diam-IN€rt gasNxex can be estimated from the relation

eter of the discharge in the Kr—Qhixture was smaller than

the diameter of the discharge tube in the range of currents N,.=Kpg-Nye- No/Kj;- Nc:|2~5>< 10" cm3, 3)
investigated. A radiated power up to 100 W was obtained

with an efficiency up to 15% at~222 and 308 nm. Similar WhereKg andKj, are the constants for the excitation of xe-

results were obtained for the excimer lamps with diameter§on by electron impact and by harpoon reacti@n
Hence, for the conditions of our experiment

dNyecr /dt=Kp- Nyex - Ngy,~10cm™3.s7%. The equilib-
rium concentration of XeClin a discharge for this value of
dNyecp /dt amounts tdNyecpx ~10° cm™3, which coincides
with the data from the measurements in Refs. 6 and 7.

The specific radiated power of a X&Céxcimer lamp in
our experiments reached 1 W/cfy which corresponds to
the de-excitation of 4~10'® XeCl* molecules per cubic
centimeter per second. The agreement between the rates of
the creation and de-excitation of the exciplexes is an indica-
tion of the low rate of their nonradiative decay in a glow-
discharge plasma. Accordingly, the high efficiency of exci-
mer lamps pumped by a discharge of the type under
consideration can be associated with the high efficiency of
the formation of XeCi and KrCF in the harpoon reaction
with Cl, and the slow rate of quenching of the exciplexes at
low working pressures.

CONCLUSIONS

Thus, the results of an investigation of glow discharges
in mixtures of inert gases and halogens in tubes of various
diameters have been presented in this report. Cylindrical
XeClF (A=~308 nm) and KrCi (A=~222 nm) excimer
lamps with an active volume up to 1 liter, a long mixture

I,mA lifetime, a radiated power up to 100 W, and an efficiency up
FIG. 6. Dependence of the mean power and efficiency of Xe@l and to 15%, as well as a gllamp (\~258 nm) with a power ,Up .
KICl* (b) excimer lamps on the discharge current. Mixtures with 10 30 W, have been developed. A homogeneous spatial dis-
Xe(Kr):Cl,=5:1; p, Torr: 1—1.5; 2—3. tribution of the radiated power has been obtained by select-
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Determination of the depth of formation of magnetooptical effects in CoNi films
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The optical constants of CoNi films with magnetic properties that are nonuniform across their
thickness are determined in reflected light by two methods, viz., optical and
magnetooptical measurements. The values of the parametexé4mk andZy,=\/8n, one of
which (specifically, the one which has the smaller value at a given valug détermines

the depth of formation of reflective magnetooptical effed¢ts,) according to the current theories,
are calculated on the basis of the values obtained for the optical constantsk of the

films (\ is the wavelength of the light used, andandk are the refractive index and the absorption
coefficient of the magngtlt is established for the CoNi films investigated thag is

determined byL and varies from about 200 to 300 A in the range Qu38<\<0.83um. In

CoNi films, which are inhomogeneous across their thickness and are characterized by
significant variation of the magnetic properties over distanegs,, variation of the form of the
magnetization curves determined by measuring the equatorial Kerr effect is obseived as
increases. ©1998 American Institute of Physids$1063-78428)01302-9

INTRODUCTION deposited at a varying angle on polyethylene terephthalate
It was first shown in Ref. 1 that the depth of formation of Substrates, were investigated. It was shown in Ref. 5 that the

reflective magnetooptical effects,{) in transparent ferro- Magnetic properties on opposite sides of such films differ
magnets is significantly smaller than the penetration deptgignificantly. The deposition angle, which is measured
(L) of light into such crystals and th&,, does not exceed from a normal to the plane of the film, can be varied either in
tenths of a micron. Huberét al? established in computer the downward directiorimethod 1 or in the upward direc-
experiments that in the region of weak absorption by ferrotion (method 2 during deposition of the films. The initial
magnets| mo is determined by the parametEB: A/8n and and final depOSition angleS for the films prepared by method
that in the region of strong absorption it is determined by thel Were equal to 90° and 578300 A) and to 90° and 70°
parametet = N/4mk, where\ is the wavelength, and and ~ (d=300 A). For the films prepared by method 2, the initial
k are the refractive index and the optical absorption coeffiand final angles were 55° and 9@=500, 600, and 800 A
cient of the magnet. Sinc&, amounts to hundredths of a The density of the films amounts to about 80% of the density
micron, it completely accounts for the result indicated in Ref.0f the CoNi ingots employed as sputtering targets, in agree-
1. It was established in Refs. 3 and 4 thag is determined ment with the data of other investigatdrs.

by L in the region of strong absorption. Sinteand Z,, The hysteresis loops and the coercive force on opposite
which determind,,,, depend on, the thickness of the near- sides of the CoNi films were measured by a new method for
surface layer of the ferromagnet probed can be varied in #vestigating the magnetic properties of near-surface layers
magnetooptical experiment by varying This hypothesis Of ferromagnets, which is based on the use of the meridional
can be tested in a magnetooptical investigation of magnetétense effect. The range of optical wavelengths used in the
whose magnetic properties vary across their thickness. In thigeasurements was 0.5-0ufn and was stipulated by the
case significant variation of the magnetic properties shouldarameters of the structural elements comprising the experi-
occur over distances comparablel Q. mental apparatus.

In the present work the magnetic properties of CoNithin ~ The magnetization curves of the near-surface layers of
films deposited at a varying angle, which are inhomogeneouthe films were investigated by measuring the equatorial Kerr
across their thickness, were investigated by determining theffect in the spectral modulation magnetooptical apparatus
equatorial Kerr effect at various values &f The optical ~described in Ref. 8. The equatorial Kerr effect, which is pro-
constants and the corresponding values.oénd Z, were  portional to the magnetization of the near-surface layer of the
obtained from the angular dependences of the equatorial Kefample, was measured on both surfaces of the films in the
effect by self-consistent determination of the optical andspectral range 15E<3.8 eV with a frequency of the mag-
magnetooptical constants, as well as by an optical methoitizing field equal to 130 Hz. The sensitivity of the mea-

from the angular dependences of the reflection coefficient. surements of the equatorial Kerr effect wa$§x 10" °, and
the error in the determination of the magnitude of the equa-

SAMPLES AND EXPERIMENTAL METHOD torial Kerr effect was 5%. The measurement method used
Cobalt—nickel films with a Co—30% Ni composition and enabled us to obtain magnetization curves of each safimple
a thickness q) from 300 to 700 A, which were vacuum- relative unit3 which pass through the corners of the dynamic

1063-7842/98/43(2)/4/$15.00 197 © 1998 American Institute of Physics
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TABLE |. Values of the refractive index and the absorption coefficient
obtained from the angular dependences of the equatorial Kerr effect for the
CoNi films investigated and the corresponding value& @ndZ;.

E, eV N um n k L, A Zy, A

3.8 0.33 1.55 1.20 220 265
3.0 0.41 1.85 1.40 230 280
2.5 0.50 2.0 1.55 255 310
2.0 0.62 2.30 1.65 300 340
15 0.83 2.75 2.10 315 380

same composition. The spectral dependence ahdk ob-
served in the CoNi films investigated, specifically the de-
crease inn andk with increasingE, is consistent with the
behavior of these parametersdrtransition metals and their
alloys, in which the opticat and magnetoopticH properties

in the visible and ultraviolet regions of the spectrum are de-
FIG. 1. Spectral curves of the equatorial Kerr effect for various valugs of  tarmined by interband electronic transitions.

¢, deg:1—45, 2—60, 363, 4—65, 5—67,6—70, 7—73,8—75. The second method used to determine the optical con-
stants involved measuring the angular dependence of the in-

hysteresis loops. Measurements on the substrate side We}r:are]r:l% ct);(ath:r?glceozpé)n ngtv?;i;me tLicleniitﬁ%t?:ﬂé% aril;j
min p

possible owing to transparency of the substrate material. achieved for a given value &. The minimum on the angu-

To determine the optical constants of the CoNi films, weI r dependence df. () corresponds to the minimum on the
measured a set of spectral curves of the equatorial Kerr effedd 9P P\ P

for various values of the angle of incidengeof the light. angular dependence of the optical reflection coefficiey) {

The values ofn andk were obtained from these curves by The_ anglg of mcm_lence at Wh'(.:h the minimum B, is
: - achieved is a function of the optical constants of the reflect-
the self-consistent method for determining the components L . S
. ; . ing medium: ¢ hin=emin(n, K). There is an infinite set of
of the dielectric tensor and the optical constantsThe op- airs of values ofh and K that satisfy this relation. These
tical constants were determined on a CoNi film with a thick-" '

. . . ._pairs form a curve in then, k) plane. This curve can be
ness of 300 A, since the anisotropy of the physical propertie . . .
: o . . . etermined using calculated plots Rf(¢) for various val-
is weakly expressed in it, permitting an increase in the accu-

racy of the determination af andk. The influence of light ues ofn andk. For this purpose we used the plotsRyf(¢)

. - o resented in Fig. 5 of Ref. 13.
reflected from the other side of the film is negligibly small, P . .
since the intensity of light which has been transmitted. As an example, Fig. 2 shows the plotlof-k(n) which

through the film twice is weakened by more than two ordersgdlcate.}S pairs of values af andk for which a minimum of
of magnitude o(®) is achieved atp,,=68°. Such a value ofpy, is

The optical constants of the CoNi films were also de’[er-Observed on the plot dR,(¢) for a CoNi film with a thick-

mined from optical measurements by finding the minimum"'>S of 300 A aE=_2.5 eV. In Fig. 2 the filled triang|€A)
on the dependence of the intensity of thecomponent of shows the point which corresponds to the values ahdk

reflected light on the angle of incidence. (n=2, k=1.55 determined from the magnetooptical mea-
surements at the same value Bf(Table )). It can be seen

from the figure that the point on the () plane specified by

EXPERIMENTAL RESULTS AND DISCUSSION the optical constants found from the angular dependence of

Figure 1 presents spectral curves of the equatorial Kerr
effect measured on the free surface of a CoNi film with a
thickness of 300 A. The optical constants determined from
angular dependences of the equatorial Kerr effect are pre-
sented in Table I. The error in the determinatiomnoandk
from angular dependences of the equatorial Kerr effect in 2
ferromagnetic metals, i.e., in our case, amounts to about

10%, according to the results in Ref. 9, when the equatorial A

Kerr effect is measured to within 5%. The valuesnoindk R

outside the measurement range were determined by extrapo-

lation from the dependences anlt was necessary to deter-

mine the optical constants of the films, because, first, we did L .l I
not find the values oh andk for alloys of the composition 0 1 2 Jn

investigated in the literature and, second, the density of the;g. 2. curve indicating the values of and k which correspond to the
CoNi films was lower than the density of bulk alloys of the minimum of Ry(¢).
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TABLE Il. Parameters of the CoNi films investigated and values of the 1.0#
coercive force on the free surfacHK) and on the surface adjacent to the 1
substrate 5. 2
J
HIEA g
d, A a, deg HI', Oe HS™®, Oe S 051
700 90-57 186 273
800 55-90 591 130
[l 1 1
0 1 3

2
H,kOe

the equatorial Kerr effect is close to the curve found from theFIG. 3. Magnetization curves in a fiel| EA on the free surface of a CoNi

optical measurements. Similar results were obtained fofilm (prepared by method)1d=700 A; X, um: 1—0.33,2—0.503—0.83.

other values of in the spectral region investigated. Thus,

the results of the determination of the optical constants from....
. . . SIEIOI’I plane. As an example, Table Il presents the results of

the magnetooptical and optical measurements are consisten : ) )

. measurements dfl; on the two sides in a fieltH||EA for
with one another. The values bfandZ, calculated from the films with thicknesses of 700 and 800 A orepared by differ-
values ofn andk obtained are presented in Table I. The error prep y

in the determination of andZ, amounts to about 10%, as in ent me_thoqls. Itis seen from _Tab"? I th".it th_e valuesl g_bn
the case of andk opposite sides of the same film differ significant, being

The value ofl for a maanet is determined by the greater on the side of the film on which the deposition angle
smaller of the two m%\ramete(ls gndz ) of the ma net);t a was greater. Similar results were obtained for other films. It
iven value ofE (o? \). It is seen fro?n Table | tr?at in the is natural to suppose that the magnetic properties of different
given v : ) ' layers of a film vary continuously as we go from one side of
CoNi films investigated the value df, greater tharL at

0.33<A<0.83um. Therefore, in our caséy, coincides e glimutz t’?e rc:g:r:ts magnetization curves for various val-
with L, and its value increases by a factor of 1.5Nam- 9 P 9

creases from 0.33 to 0.83m. In films with an inhomoge- ues of\ on the free surface of a film with a thickness of 700
' ' ' 9 A, which were constructed from measurements of the equa-

neous distribution of the magnetic properties across the'{orial Kerr effect in a fieldH||[EA. The analogous curves for
thickness, the magnetization curves plotted from measurer .t o surface of a film withi=800 A are presented in

ments Of.the equatonal Kerr effect should vary lasin- Fig. 4. It is seen from Figs. 3 and 4 that the magnetization
creases, if significant changes in these properties occur at

depths differing by~1,,,. This condition is satisfied by the gﬂxgz V(\jﬁﬁ ?r?grec;r:i.n;?gr :/r?e“:ﬂggs r?af g:: drga?;fttﬁ]zﬁfq
CoNi films deposited at a varying angle with a thickness brep y

greater than 300 A. Such films have uniaxial magnetic an?nd 2 differ qualitatively. More specifically, as increases

. L i . he magnetization curves for the film with= 700 A become
isotropy, which is stipulated by the shape and orientation o ass steep. i.e. maanetization of the near-surface lavers in-
the crystallite$:* When the deposition angle>60°, the P, 1.€., mag y

easy magnetization axi&A) of the films lies in the deposi- vestigated occurs in stronger fields. Conversely, the curves

tion plane, and the strength of the effective uniaxial anisot—for the film with d=800 A become steeper, i.e., magnetiza-

ropy field (H,) and the coercive forcéH, for HIEA) in- it:]()cllejst:: near-surface layers occurs in weaker fields\ as
crease with increasing. Therefore, the CoNi films prepared ) ; o . .

. . S . . The behavior of the magnetization curves just described
with a varying deposition angle are characterized bymhomoéan be explained under the assumption that increases
geneous distributions df, andH, across their thickness. In P P

the films prepared by method 1 the valuethf on the free WEh increasing 7\.' In fact, in the case of the film \.N'th
fry : . d=700 A, asl,, increases, the equatorial Kerr effect is de-
surface H;) is smaller than the value on the surface adja-

. termin magnetization aver ver near-surf
cent to the substraté—l@”t). In the films prepared by method € ed by magnetization averaged over a near-surface

2 the situation is reversedi™> HS",

It was concluded in Ref. 15 as a result of an investiga- 10F
tion of CoNi thin films with a thickness of 300 A prepared
with variation of the deposition angle in both the downward
and upward directions that the crystallites are oriented prac-
tically perpendicularly to the plane of the film in both cases.
Consequently, the anisotropy of the magnetic properties in
the films with d~300 A is very small. In such films the
anisotropy of the optical and magnetooptical properties rela-
tive to the orientation in the plane of the films should also be i L
insignificant. 0 1 H kof

An investigation of the hysteresis loops on both sides of ’
the films showed that they have magnetic anisotropy with aig. 4. Magnetization curves in a fieHlEA on the free surface of a CoNi
easy axis lying in the plane of the film parallel to the depo-fim (prepared by method)2d=800 A, \, um: 1—0.33,2—0.50,3—0.83.
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An analytical expression for the magnitude of the “response” of surface acoustic Was&¥s)

to gases is obtained. It is tested experimentally. The main features of the detection of gases
by means of SAWs are predicted theoretically and confirmed experimentally. The SAWSs in coated
and uncoated gas sensors are compared. A technique for using SAWSs to determine the
relative changes in the density p/p) and the elastic moduliAC4,/C;; andAC,,/C,,) of

films upon the adsorptio(desorption of gases is proposed. The possibility of using this technique
to analyze adsorption and desorption processes is demonstrated. The adsorption properties

of polycrystalline, thermally deposited palladium films before and after low-temperature vacuum
annealing, as well as unannealed Pd and Pd:Ni films, are compared. The prospects of using
SAWSs to detect gases and to study surface processes induced by them are discussgé8 ©
American Institute of Physic§S1063-784208)01402-(

INTRODUCTION a polycrystalline film of small thickneds<<\ with crystal-

One of the newest approaches to designing sensors f(!)i;es having a small characteristic dimensid\, the film

analyzing the chemical composition of the environment haga" be considered elastically isotropic_, and it can be charac-
led to the creation of device@-ig. 1) whose operation is terized by the two second-order elastic modDjy and Cy,

based on the utilization of surface acoustic wal@aWs).* and the density alone. In this case the SAWSs in the basic

The operating principle of such sensors is based on the variz?—tmfturi.czn be calculatiz(:hbysgfvr\t/urbatlon théo?]zpoﬁgj i
tion of the wave propagation ra¥ in response to the ad- Ing to which we represent the response in the form

sorption of atoms or molecules of the gaseous adsorbate be-

ing tested by a sorbent film. The relative charigé/V (the AV [ wh Ap  ACy,
SAW “response’) is detected in the output of the device as v (X) -—

relative phase 4 ¢/¢) and frequency 4 f/f ) changes. The

frequency form of the “response” favorably distinguishes

p Cua

SAW sensors from the other already existing analogs, since AC,,\2

. - . . .. 44

it facilitates combining the sensors with digital data- ( - )

processing systems, as well as increases the accuracy and + = g, (1)
sensitivity of the measurements: at typical values of the _ ACyy

working frequency {~100 MHz), the linear dimensions Cn

(L=I=10 mm, A=~20um), and the total phase Here
(¢=360°L/\~200 000°) the minimum values of the SAW ) ) o
responses are at the 0:00.5x 107 level, and the threshold A={(A)+ (A +(A)}pV7

gas concentrations are at the 16-10"%% level. We note B={4(A)2+ (A.)2 _
that such a high sensitivity of SAWs is achieved under the {4(AD™+(A)7}Caa’
conditions of an acoustic wavelengththat is large com- C={4(A)%(Cus)?Cy1, 2

pared to the thickness of the sorbent filnth/A<1), i.e., at

) : : whereA,, A,, andA, are the normalized mechanical dis-
a low concentration of wave energy in the film.

placements of the SAWSs in the substrate in the geometry in
Fig. 1.

The first factor in(1) is proportional toh/\, i.e., the

In the general case the characteristics of the propagatiomormalized film thickness, and takes into account the depen-
of SAWs in a basic structur@-ig. 1) with piezoelectric and dence of the response on the fraction of the energy of the
anisotropic substrates and films are calculated using the macoustic wave that is concentrated in the ffinWhen
chanical equations of motion and Maxwell's equations.h/\<1, the fraction of the energy of the waves is practically
However, in the most widely encountered case in practice oproportional to the normalized film thickness.

1. BASIC EQUATION

1063-7842/98/43(2)/8/$15.00 201 © 1998 American Institute of Physics
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tions of the form Ap/p=at, AC4/Cy;=pBt, and
AC,4/C44= yt. When these functions are substituted iitp

and the expression obtained is linearized with respect to the
small time parametdr, we obtain the expression for the time
dependence of the nonequilibrium kinetic SAW response

AV
v

Y
— 4 Z
Z‘-/_/ / . \3// It is seen from(3) that, unlike the equilibrium SAW
/ > responsgl), the kinetic response depends not only on the

FIG. 1. Design of a typical SAW gas sensdr—piezoelectric substrate; param(_etery\, B, andC, ie, _On the values o¥, A AY’
2—sorbent film; 3—interdigital transducers for exciting and receiving @ndA, in the substrate material and the valuep.o€,,, and
SAWSs; L—distance between the transducets—film thickness; \—  Cy4 in the film material, but also on the values of the coef-
wavelength of the excited SAW;—width of the film along the wave propa-  ficients«, 8, andy, which reflect the rates of variation of the
32?23%3'?;22?’ y, z—axes of the Cartesian coordination system used in yansjty and the elastic moduli of the film during the estab-
lishment of equilibrium in the gas—film system. In the gen-
eral case these rates are different for different combinations
The dependence of the response on the changes in tifé gases being tested and films and must be determined in-
physical properties of the sorbent film is taken into accounglividually for each specific case. The procedure for experi-
in (1) by the second factor, which contains the quantitiesmentally determining the time dependences of the param-
Aplp, AC11/Cqy, and AC,,/Cy,. These quantities reflect etersAp/p, AC4;/Cyq, andACy4,/Cyy and the coefficients
the changes in the elastic properties of the film under ther, 8, andy is described below.
action of the adsorbed gas. If, not only the elastic properties, We note that Eq(3) is also valid for the time variation
but also other properties of the film, for example, its conduc-0f the SAW response under the influence of the environment,
tivity, vary, additional terms, which take into account thesei-€., for the “aging” of the response with time. In this case
changes, appear in E€L). AV/V should be construed as the equilibrium value of the
Since the combination of the three quantitidg/p, response at the respective valuetpfwheret is the time
AC4,/Cy;, andAC44/Cyy, is different for different fimgF), = measured from the beginning of the preparation of the film,
gases(G), concentrations(C), and temperature$T), this anda, B, andy are the rates of variation of the density and
combination can be regarded as a characteristic of an FGCthe elastic moduli of the film under the action of the envi-
system. In particular, the values éfp/p, AC,,/C,,, and  ronment. Of courseq, B8, and y have different physical
AC44/Cy, for the same film and temperature are, generallymeanings in this case.
speaking, different for different gases even at the same con-
T e valiiy of (1) wa tested experimentally on Pl fims 2, OCEDURE FOR DETERMINING THE CHANGES I THe
) . ; . DENSITY AND THE SECOND-ORDER ELASTIC MODULI
and a 1%H-+N, mixture® in the following manner. First, the OF A THIN FILM UPON THE ABSORPTION OF A GAS
values ofAp/p, AC41/C141, andAC,,/C,4 were determined
experimentally for the particular FGCT syste(fior further The adsorption of atoms and molecules from the gaseous
details, see Sec)2Then, these values were used to calculatgohase on the outer surface, as well as the penetration of
the values of the SAW responde//V for two test structures adsorbed particles into the crystal lattice of a film, their dif-
with identical films, but different substrates from Ed). fusion along intercrystallite boundaries, capillary condensa-
The calculated values differed only slightly from the experi-tion in the space between crystallites, and trapping on crys-
mental datgTable ). tallites and the film—substrate boundary can cause changes in
The expression for the SAW respongdeV/V corre- the mass, volume, density, forces of interatomic interaction,
sponding to the equilibrium state in a gas—film system isand, consequently, the second-order elastic moduli of the
easily transformed into the expression for the time depenfilm in the general case. The change in the mass of the film
dence ofAV/V in the period of the absence of equilibrium. can be determined by the familiar quartz microbalance
For this purpose, in a first approximation the time depentechnique’, which utilizes bulk acoustic modes.
dences ofAp/p, AC;,/Cy4, andAC4,/Cy, in the period of To determine the relative changes in the density and the
the absence of equilibrium are approximated by linear funcelastic moduli of a film we developed a procedfinghose
essential points can be briefly described as follows. A set of
' ' ' test structures is prepared. It contains at least three structures
TABLE I. Comparison of ex;;erlmental valugs of SAWoresponses with val-\ith identical sorbent films and different substrates or one
ues calculated from Ed1) (1%H,+N, gas mixture, 20 ¢ substrate and at least three different SAW propagation direc-

=t

h
%)[—aA+BB+(/¥—27)C]- ®
LLZ L.

AVIV, 1076 AV/IV, 1076 tions in the same film. The SAW responad//V is mea-
Test structure (calculated from Eq(1)) (experimenk sured for each of the structures after the establishment of
PAIZNO(00D—Si film —110 _115 equilibrium in the gas—film system. Substituting the mea-
Pd/ZnO(111)—Si film —375 _215 sured value ofAV/V for each of the structures and the tab-

lulated values of the coefficienss,, A,, A,, andV for the
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substrate material corresponding to the structure, as well d#BLE Il. Experimental values of the SAW responses for a single film and
the parameters of the film materi@C,;, andCyy, into (1),  different substrate€l%H,+N, gas mixture, 20 °C

we obtain a system of three equations with the thret_a un- AVIV, 106 Mass Elastic
knownsAp/p, AC1;/Cy;, andACy,/Cyy, Whose solutionis  Test structure (experimenk load, % load, %
unique. The temporal variationghe kineticg of Ap/p,

AC4,/C4q, andAC,4/C4,4 due to adsorption or “aging” are Eg%gl')‘”jffo;_%o :gg ii ‘Z‘é
determined from the solution of the same system of equapyyx_cds 67 17 83
tions, but with the values oAV/V measured at different pgisT- x—sio, ~104 27 73
times during the establishment of equilibrium between thePd/znO(111)-Si -215 5 95

film and the gas being tested or aging of the film. The dat&
thus obtained can be used to study the equilibrium and ki-
netic adsorptioridesorption characteristics, the mechanisms
for detecting gases using SAWSs, and the variation of thére optimal from the standpoint of achieving the greatest
respective density and elastic moduli of the film material. Sensitivity, the greatest speed, and the slowest aging are,
Since the film thicknesk was assumed to be small com- generally speaking, different. In view of the practical impor-
pared with the wavelengtk during the derivation ofl), the  tance of these results for developing a specific SAW sensor,
changes in the physical parameters of a film under the actiothey were verified experimentally.
of gases are considered to be averaged over the film thick- The experimental values of the SAW responses to the
ness. The accuracy of the valuesAgs/p determined by this ~action of the same 1%j+N, gas mixture on different struc-
method was+ 10%, and the accuracy of the determinationtures containing identical Pd films, but different substrates
of AC4;/Cy; andACy,/Cy, Was + 20%. are presented in Table Il. The data presented confirm that
even a tenfold increase in the signal and, therefore, in the
sensitivity of the sensor can be obtained by appropriately
3. ANALYSIS OF THE SAW RESPONSE IN THE DETECTION selecting the substrate.
OF GASES The possibility of obtaining both positive and negative
The analysis of the principal components of the SAWS_AW_responses on the same sub_strate with dif_fere_nt sorbe_nt
response, as well as its kinetics and aging, yielded the follllMs is demonstrated by the experimental data in Fig. 2. This
lowing results. 2The SAW response is a sum of three terms,ﬂgure presents th_e temporal variations of_ the kinetic re-
the first of which depends on the change in the film densityPPONSes for & X-SiO, substrate and a Pd film, where one
(the change in the mass Igadvhile the second and third CUTVe (a) corresponds to a structure with an unannealed Pd
depend on the changes in the elastic modiié change in film, and the oth(_ar cgrvéb) correqunds to the same struc-
the elastic loayl b) The mass and elastic loads do not dependUr®_after annealing in a vacuum with a residual pressure of

75 .
on one another and, in the general case, can make contribg? ~ Pa at a temperature of 423 K for 15 h. This anneal
tions of comparable magnitude to the resultant SAW reLlearly resulted in alteration of the adsorption properties of

sponse. £ The mass and elastic loads can be added or sub-
tracted, depending on the combination of values of the
elastic parameters C,,, andC,, of the film, the changes in
them under the action of the gas being testégd/p,
AC44/Cy4, and AC44/Cy4, and the characteristics of the
SAWs in the substrate materiéh,, A,, A,, andV). The
variation of any of these parameters permits control of the
magnitude and sign of the SAW response. For a chosen film,
gas, gas concentration, and temperature, i.e., for assigned
values ofp, Cq1, Caa, Ap/p, AC11/Cyq, and AC44/Cyy,

the SAW response can be increased, decreased, or “zeroed”
by appropriately selecting the substrate material and/or its
crystal cut(the values ofA,, A,, A,, andV). d) For iden-

tical substrates with different films the SAW responses can
be both positive and negative) €or assigned temporal
variations of Ap/p, AC4;/C41, and AC4,/C,, during the
establishment of equilibrium between the film and the gas
being tested, the corresponding temporal variations of the
SAW response, i.e., its kinetics, can be accelerated or slowed
by appropriately selecting the substrate material and/or its
orientation. j Similarly, for assigned temporal variations of FIG. 2. Temporal variations of the SAW phagdthe SAW responsefor a
Aplp, AC41/Cqq, andACy,/Cyy in the film under the ac- single substrateY(X-SiO,) and different fiImsh(Pd)=165 _nm,)\=42 pm,
tion of the environment, the corresponding temporal varial/-= 57%. ¢o=171430°, 1%H+N,, t,—time of completion of the supply

. . . . of dry air and beginning of the supply of the gas mixtutg,—time of
tions of the SAW response, i.e, its aging, can be accelerategmpietion of the supply of the gas mixture and beginning of the supply of
or slowed. g The substrate materials and crystal cuts whichdry air.

|
15 t, min
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FIG. 3. Temporal variations of the SAW phase for a single film
(PdyoNigoy) and different substrates. Solid curvé=xSiO, substrate -20+
(A=40 um, 1/L=48%, ¢,=1080009, A¢/¢p,=—25.1x10"%, dashed
curve—ST-, X-SiO, substrate (\=32 um, |/L=69%, ¢,=2250009, N
Aplpg=+36.2X10"5; «e—AT-SiO, substrate(\=40 um, |/L=48%,
©o=1080009, A@/py=—60.5<10"5  Gas mixture—1%bHN,,
h(Pdy oNig o) =125 nm,t;—time of completion of the supply of dry air and -4}

beginning of the supply of the gas mixtutg,—time of completion of the

supply of the gas mixture and beginning of the supply of dry air. FIG. 4. Relative change in the SAW response during agB)gof a sorbent

Pd fim after annealing(423 K, 10°°Pa, 15 h h=165 nm, 0—

immediately after depositiorl—after storage in air for 6 month&0 °C),
the Pd film and thus caused a strong change in the SAV¥—after holding the films in a vacuum (18 Pa) for 15 h to clean the
response, even to the point of its inversion. surface,3—after additional low-temperature annealing of the films in a

Figure 3 presents the temporal variaions of the SAWRGA (10 P 02351 &ter dons srege of e fine
responses of three structures containing identicgbfo o1 v x-sio, substrate.
films on different substratesy X-, ST-, X-, and AT-cut
quartz. A comparison of these variations of the kinetic re-
sponses demonstrates the possibility of altering the rise timehemical processes taking place on the surface of a solid.
and recovery time of an SAW sensor by selecting the subSurface acoustic waves have been used to determine the
strate. Figure 4 presents plots of the dependence of the relumber of adsorbed particlésthe specific surface aréd,
tive changes in the SAW response of identical Pd films oradsorption  isotherm$**? and the kinetics  of
different substrates due to aging. As is seen from these dattlermodesorptichand chemisorptiotf processes. As in the
selection of the substrate also permits acceleration or slowfamiliar quartz microbalance technigigvhich utilizes bulk
ing of the long-term changes in the SAW response. acoustic modes, in the research on SAW sensors and on the
It can be seen from the data presented in Figs. 2, 3, andse of SAWs for investigating processes on the surface of a
4 that among the structures which we investigated the sensgplid it has been assumed hitherto that the SAW response is
on theST-cut substrate has the shortest rise tif@@ 9, the  determined only by the mass changen of the adsorbed
sensor on thé\ T-cut substrate has the fastest recovery aftearticles. However, as follows frofl), this response, which
exposure to hydroge@ min), and the sensor oiv X-cut IS associated with the modification of the wave propagation
quartz exhibits the slowest agif@9% after 6 months and rate, is determined by the changes in the density/p) and
14% after another 2 months with additional vacuum andhe elastic moduli AC;; /C;;) of the propagation medium.
vacuum-heat treatment of the fijimThe sensor on the In this section we shall attempt to demonstrate experi-
Y X-cut substrate has a rise time of 40 s, a recovery time ofentally in concrete examples that consideration of both the
4.5 min, a reproducibility of the values of 10 successivemass and elastic loads provides new information on adsorp-
measurements equal t010%, and linearity of the response tion and desorption processes, viz., on the number of par-
for hydrogen concentrations from 0.1 to 2%. ticles adsorbeddesorbetlas determined from the magnitude
and sign ofAp/p, on changes in the forces of interatomic
interaction in the film as determined from the values of
AC;; IC;j, and on the kinetics of adsorptigdesorption and
the processes accompanying it as determined from the time
In recent years the high sensitivity of SAWs toward ex-dependences afp/p andAC;; /C;; .
ternal influences acting on their propagation medium has be- The experiments were performed on polycrystalline Pd
gun to be utilized not only to create sensors for variousand Pd:Ni films that were thermally deposited in a vacuum
physical quantities, but also to investigate physical andvith gas mixtures containing various concentrations of hy-

4. INVESTIGATION OF ADSORPTION AND DESORPTION
PROCESSES USING SURFACE ACOUSTIC WAVES



Tech. Phys. 43 (2), February 1998 Anisimkim et al. 205

?o TABLE lll. Relative changes in the density and elastic moduli of an unan-

g nealed Pd film upon the adsorption of hydroggf °C).

+3 . - — 2 — 2
Gas mixture Aplp, 10 AC4,/Cyq, 10 ACy4/Cyy, 10

0

0.1%H,+N, +0.17 +12.7 -5

K 0.5%H,+N, +0.33 +33.4 -30
1.0%H,+N, +0.26 +35 —-38

localized in the form of dipoles on crystallite surfaces and

gk ¢ it the film—substrate boundary.
NO 2 ; . L
: t { The goal of our experimental investigation was to deter-
-4H T -’ Hy-8 mine whether information on the processes accompanying
b i, Hg~5 ft, adsorption(desorption can be obtained from the changes in
;0 5;, the density and elastic moduli of the propagation medium. It
t,min was assumed that the changes in the density of the film

o ' should begin to be manifested when particles are adsorbed
FIG. 5. Temporal variations of the SAW phageunder the action of 1%  on, jts outer surface and that the changes in its elastic moduli

mixtures of H, CO, N,O, and NO with nitrogen. Film—annealed P4R23 . . . )
K, 105 Pa, 15 h h—120 nm. SubstrateST X-SiO, (=20 zum should be manifested from the onset of diffusion of the ad

I/L=86%, ¢q=2700009: t;—time of completion of the supply of dry ’air sorbed particles into the bulk.

and beginning of the supply of the gas mixturg—time of completion of Estimates of the contribution of one of the mechanisms

the supply of the gas mixture and beginning of the supply of dry ajr. H of the interaction of hydrogen with a Pd film to the penetra-

;_:_A;N fesponse éo :{dé‘fg\?\ffrzr: sﬁggs:égrtgxcﬁzd‘:;”?o':'}% :é‘con ,tion of hydrogen into the palladium lattice show@that the

gés'z E TR P P attendant changes in the density and elastic moduli of the
film are much smaller than the changes observed experimen-
tally at the same hydrogen concentration. For example, the

, . estimates for a 1%45H+N, mixture give
drogen and nitrogen. The experimental results are present%ip/p: +1.1x10°2, ACy;/Cyy=+7.7X107%, and

in Taples ", 1v, anq V_and in Figs. 5 anq 6. The results ACy4/Caq=+3.7X 1074, while the experimental values are
were interpreted using independent experimental Hafi much greate(Tables Il and I1). Therefore, the interaction of
acqordmg to which th_e overall physmal picture of the '”ter'hydrogen with oxygen impurities preadsorbed in the film,
action of hydrogen with a palladium film can take the fol- ather than its penetration into the crystal lattice, should be
lowing form. A hydrogen molecule adsorbed on the film sur-reqarded as the dominant factor in the modification of the

face dissociates into atoms, which penetrate into theyastic properties of palladium films upon the adsorption of
palladium crystal lattice and diffuse along intercrystallite hydrogen.

boundaries. On the surface and the crystallite boundaries hy- 15p1es 111 and IV present the values of the relative
drogen interacts with impurity oxygen which was adsorbedchanges in the densityAp/p) and the elastic moduli

in the film before the injection of hydrogen, i.e., during the(ACn/Cn and AC,,/C,, under the action of hydrogen in

growth of the film and its contact with air. The interaction of \arjos concentrations for identical Pd films before and after
hydrogen with oxygen results in the formation of water, 5 low-temperature anneal in a vacug4g0 K, 10°5 Pa, 15

which leaves the film, and hydroxyl group®H), which are h). It is seen that the values akp/p, ACy/Cy;, and
AC44/Cy4 for both films increase with the hydrogen concen-
tration. It is also seen that the unannealed films are charac-

+1.0% terized by greater alteration of the elastic moduli, while the
annealed films are characterized by greater alteration of the

-, density. This finding is consistent with the data obtained by
N 05% other investigative method$;%? according to which palla-
Q?.? % dium films can contain at least two types of |mpur|§y oxygen:
S weakly and strongly bound oxygen. On the basis of these
N data we assume that strongly bound oxygen can predominate
< -05%

TABLE IV. Relative changes in the density and elastic moduli of an an-
o nealed Pd film upon the adsorption of hydroggf °C).

FIG. 6. Temporal variation of the relative changes in the density and thesas mixture Aplp, 1072 ACy;/Cyy, 1072 ACyy/Cyy, 10
elastic moduli of an annealed Pd film during the adsorption of hydrogens-

Gas mixture—0.1%kHN,; C—Ap/p; @—AC;/Cyy; O—AC4y/Cus; 0.1%H,+N, +0.33 +1.0 +1.0
t=0—time of completion of the supply of dry air and beginning of the 0.5%H+N, +0.65 +1.75 +2.05
supply of the gas mixture;=30 min—time of completion of the supply of 1.0%H+N, +0.65 +1.95 +2.05

the gas mixture and beginning of the supply of dry air.
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TABLE V. Relative changes in the density and elastic moduli of an an-TABLE VI. Comparison of the relative changes in the density and the
nealed Pd film upon the adsorption of nitrogen mixtures of various gasesglastic moduli of as-grown Pd and Pd:Ni films upon the adsorption of hy-

(20 °0O (Y X-, ST-, andAT-SiO, substrates drogen(1%H,+N, gas mixture, 20 °C

Gas mixture Aplp, 1002 ACy;/Cyy, 1002 AC4y/Cyy, 10 Film Aplp, 1002 ACy;/Cyy, 1002 AC,4ICyy,, 1072
1.0%NO+N, +0.4 —0.02 +1.6 Pd +0.26 +35 —-38
1.0%NO+N, +0.6 +0.3 +2.1 Pdh sNig.03 -41 -26.1 -81
1.0%CO+N, +1.05 +3.0 +2.95

Aplp, AC,;/C4;, and AC4,/C,, for an annealed Pd film

in the unannealed films and that weakly bound oxygen ca@"d @ 0.1%BHN, gas mixture. It is noteworthy that the
predominate in the annealed films. When hydrogen reactd€nsity of the film increasesA(p/p<0) in the initial time
with weakly bound oxygen, it forms water vapor, which Period after the injection of hydrogeri<0—2 min) and in
leaves the film, its mass and density decreasing as a resuifi® final stage of complete recovery of the film
When hydrogen reacts with strongly bound oxygen, it forms(t=31—=34 min). In our opinion, this is because the forma-
charged OH hydroxyl groups, which are localized on crys-t'on of water molecules as a result of the reaction of hydro-
tallites and alter the force interaction in the space betweef€N With oxygen is faster than the desorption of these mol-
them and, therefore, the elastic moduli of the film. Since theecules from the film. This is supported by the fact that the
amount of strongly bound adsorbed oxygen in an anneabexperlmentally. observed increase in the den5|.ty of the film
film is smaller than in an unannealed film, the values ofduring desorptiont(=30—32 min) is faster than its decrease
AC11/Cyq; andAC4,/Cyy, are also smaller. Since the amount during adsorption {=2-6 min). Since the change in the

of weakly bound adsorbed oxygen increases in the annealdifnsity of the film is associated mainly with processes on the
film, the density change in it is greater. surface, while the changes in the elastic moduli are associ-

The concentration of weakly bound oxygen in each ofated with processes in the bulk of the film, information on
the films can be estimated from the relative density change1® Processes occurring on the surface and in the bulk of the
corresponding to the practically complete depletion offilm can be obtained from these change; For example, our
weakly bound oxygen from the filmg0.5%H,+N, gas measurements showed that the changes in the density and the
mixture):2® before annealing it was equal tox7.0'°, and elastic moduli of a Pd film under the action of a 1%#N,
after annealing it was equal to 1&20' cm 2. Thus, in mixture_ begin pr_actica_lly simultaneous{io within 1 9._ _
both cases the adsorption of weakly bound oxygen in the Pd A different p|cture_ is opserved when the same mixture is
films is polymolecularmultilayered. a_dsorbed by a R&:Nig o3 f_|Im. Table VI_ compares the rela-

The role of impurity oxygen is also manifested in experi- Ve changes in the densny and elastlc. moduli of as-grown
ments on the cleaning of a Pd film surface using dry air tdilms of Pd and the solid solution Bg:Ni o3 upon the ad-
“purge” adsorbed NO, NO and CO molecules, which have sorption of hydrogen. It is seen that even such an insignifi-
different chemical acti\’/ities with respect to oxy;)(é'rable vy, cantadmixture of nickel as 3% drastically alters not only the
Fig. 5. Since the chemical activity of JD toward oxygen is Magnitude, but also the sign afp/p andAC4,/Cy,. Figure
low, it scarcely reacts with oxygen adsorbed on the film sur- Presents the temporal variation of the SAW response fol-
face. Therefore, the density and elastic moduli of the filmlOWing shortinjections of a 1%## N, gas mixture. It can be
vary to only a small extent, and the SAW response to hydroS€en from the figure that the shape of the response undergoes
gen is restored already after a half hour of purging. Thesignificant changes as the duration of the interaction of the
species CO and NO, which are chemically more active tofilm with hydrogen i_ncreases. During the shortest injection
ward oxygen, can be retained on the surfaces of a Pd fil?0 9 hydrogen particles manage to be adsorbed on the outer
owing to their interaction with preadsorbed oxygen. In thisSurface of the film and increase its mass. At this point there

case the changes in the density and the elastic moduli af¥® still practically no changes in the elastic moduli of the

considerably greater. Recovery of the SAW response to hy-
drogen following exposure to CO requires a considerably e°r
greater purging time. After exposure to NO, the response L
desired cannot be achieved by prolonged purging with air, by 2k
vacuum treatment10 ° Pa, 15 h, or by annealing in a

vacuum(430 K, 10°° Pa, 15 h, apparently because of the
chemisorption of NO. 0 SN N

N A
The time dependences of the relative changes in the den- i
sity and each of the elastic moduli of a film during adsorp- -2kl1 2 ]3 4
[ 1 § | S 1 i
a0 40

tion can be obtained using SAWSs. These dependences can be
used to experimentally determine the kinetic coefficiemts .
B, and vy, which appear in Eq(3) and reflect the rates of t,min

V_a”atlon Of_Ap/p, AC.11/C.311, andAC44/C4_4dur|ng adsorp_— FIG. 7. Changes in the SAW response after brief injections of the gas
tion for various Comb|nat|0ns of gases b?mg tested and filmsyixture being tested. RgNiq s film, 1%Hy+N, mixture. Injection times:

As an example, Fig. 6 presents the time dependences af-20,2—65,3—125,4—185.
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film, and in accordance with Eql) the SAW response has a 5 1
positive value(AV/V>0, while Ap/p<0 andAC;,/C;4,
AC44/C4,=0). More prolonged injections of hydrogds5, 2

125, and 185 )sare associated with diffusion of the particles
adsorbed on the surface into the bulk of the film, and along
with an increase in density there are increases in the elastic
moduli of the film. In this case the elastic load of the surface
begins to “operate” along with the mass load. As a result, in

accordance with(1), both the magnitude and sign of the 3
SAW response change, and it becomes negative in the final ? ? t
stage of the interaction. The negative component of the re- 6 4

Sponse grows _aS the duration of the hydmgen injection InEIG. 8. Design of thermal-conductivity and calorimetric SAW sensbrs:
creases. The time delay bet\_Neen the bu'K processes and tRgdigital electromechanical transduceds-piezoelectric substrate—
surface processes was estimated experimentally from thein-fim heating element4—electrodes for applying a constant electric
time difference between the negative component of the rewoltage,5—SAW, 6—gas.

sponse and the positive component. For g d7iNig o3 film

and a 1%H+N, mixture the delay between these two pro-

cesses is about 90 s. conductivity SAW response is proportional to the change in
the thermal conductivity of the gas mixtufec and the tem-
perature coefficient of the SAW velocity in the acoustic
waveguide material. Therefore, the acoustic waveguides for
The results presented above show that the use of SAWsUch sensors must be fabricated from materials with a large
to detect gases provides a high sensitivity and is unique inalue for the temperature coefficient of the SAW velocity.
the sense of the possibility of controlling the magnitude,By selecting the working temperature and the substrate ma-
sign, steepness, decay, and aging of the SAW responsterial, we can increase, decrease, “zero,” and invert the re-
None of the other known types of gas sensors have this proponse. The gas being tested can also be selected on a back-
erty. The prototypes of SAW hydrogen sensors with sorbenground of another gas.
Pd films which we prepared operate in the range of hydrogen The thermal-conductivity detection of gases using SAWs
concentrations 0.1-2% with rise time equal to 30 s, a recovis free of the deficiencies of ordinary coated SAW sensors.
ery time equal 3 min, reproducibility of the values of succes-However, as in the case of thermal-conductivity cells of the
sive measurements equal 1010%, and aging amounting to resistive type? it has restricted applicability. Since the ther-
14% over the course of 8 months. At the same time, the higimal effect can be identical for gas mixtures consisting of
sensitivity of SAWSs to any disturbances of the surface playglifferent gases in different concentrations, the use of a
a negative role with respect to the reproducibility of the re-thermal-conductivity SAW sensor is possible only for deter-
sults and the aging of the sensor. Even trace amounts @hining the concentrations of each of tlaepriori known
impurities adsorbed by a film in the period between twogases comprising a binary mixture.
successive exposures or as a result of prolonged contact with Gases can also be detected using SAWSs on the basis of a
the environment are capable of markedly distorting the opealorimetric principl€’’ The design of such an SAW detector
erating characteristics of a sensor. scarcely differs from the design of a thermal-conductivity
The traditional way to overcome this deficiency is to SAW sensor(Fig. 8): here, too, there is no sorbent coating,
develop thin-film coatings that are selective, sensitive, andand detection is based on the observation of the change in the
at the same time, stable with time. However, despite manBAW phase(frequency because of the change in the SAW
years of efforts on the part of numerous researchers, thigelocity in the acoustic waveguide due to the change of its
approach has been ineffective, except for rare exceptionsemperature. However, in the design of a calorimetric SAW
The possibility noted above of optimizing the substrate masensor(Fig. 8 the thin-film heating element is fabricated
terial and/or its crystal cut somewhat facilitates the solutiorfrom a material, whose electrical resistance varies reversibly
of this problem. in the presence of the gas being tested in the environment.
Another approach is to eliminate the sorbent coating orSince a voltage of constant magnitude is applied to such a
the propagation path of the wave and, consequently, its ddieating element, the change in its resistaAé¢e under the
stabilizing influenc& ?®(Fig. 8). In this case the gas mixture action of the gas being tested leads successively to changes
under investigation is fed into a measuring chamber, irin the current, the power released, and the temperature of the
which there is an ordinary delay line heated to a temperaturacoustic waveguide. A calorimetric SAW sensor has all the
approximately 50 °C above the environment. If the compo-merits and deficiencies of ordinary resistive gas detectors.
sition of the gas mixture changes, the thermal conductivity ofThe fundamental feature distinguishing them is the form of
the medium«, the amount of heat transferred from the the output signal: while the output signal of a resistive sensor
heated delay line, its temperatufe and the SAW propaga- represents the relative change in the resistance of the film
tion rateV in the acoustic waveguide vary successively. TheAR/R, the output signal of an SAW sensor represents the
changes in the velocity of the SAWs are detected in the fornrelative phase changd¢/¢ or frequency change\f/f.
of phase(frequency changes. The magnitude of the thermal- Therefore, a calorimetric SAW sensor not only detects a gas,

5. DISCUSSION OF RESULTS
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but also performs analog-to-digital conversion of theenergies of surface chemical reactions. The possibility of
AR/R—Af/f type with all the advantages stemming from it. separately determining the temporal variations of the density
and the elastic moduli permits the individual investigation of
CONCLUSIONS the surface processes occurring within the medium. The rela-
Jlve changes in the elastic moduli can be used to simulate

The advantages of using SAWSs to detect gases are ass| o . . ; .
intercrystallite interaction potentials of various kinds.

ciated with their very high sensitivity to changes in the den-
sity and elastic moduli of the propagation medium
(Aplp~AC;; /Cijm5x10‘5) and with the possibility of
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Electromagnetic pulse compressors employing gratings of high breakdown strength in the
autocollimation regime at the center frequency of the pulsefpplarization are investigated
theoretically. A theory is devised on the basis of a numerical solution of the
electromagnetic field equations in an integral-equation formulation. The case of the aberrationless
approximation of the compression of a bell-shaped pulse with a quadratically modulated

phase is considered analytically. A numerical experiment demonstrates the presence of strong
distortions in the pulse after compression, which are caused by the cubic and higher

terms in the expansion of the frequency dependence of the phase acquired by the wave in the
compressor. The conditions for optimal pulse compression with allowance for aberrations

are investigated. ©1998 American Institute of Physids$$1063-784£98)01502-5

One of the ways to increase the radiated power is tdahe grating surfac& (x,y)|,—¢x =0, it has the form
compress frequency-modulated electromagnetic field pulses.

) : . . . . d
This can be accompllghed py using a_dslspersmg system in ds' XG(x—x',y—y’) F‘I’(X’,y'ﬂy:f(x)

the form of a set of diffraction gratinds® where maxima n

possessing dispersion are used in the radiation scattered by a +‘1’i(X,y)|y:f(x):0 (1)

grating. The simplest system employing such gratings is
shown in Fig. 1. A theoretical analysis of pulse compressiortiere ¥;(x,y) = exp(k.X—ikyny) is the field of the incident
in these gratings without a detailed analysis of their scatterwave, andf(x) is the surface profile, and the total field
ing coefficients was given in Ref. 1. Such investigations aré? (x,y) outside the surface can be represented by virtue of
usually performed with wave beams having an electric-fieldhe periodicity of the boundary conditions in the form of a
vector perpendicular to the edges of the grafisgolariza- ~ sum of diffraction harmonics of orden:
tion). Such gratings are known to have a low breakdown o
strength. In this respect there is an advantage to using wave (x y)= > R, expliKy X+ iKymy)
beams with an electric-field vector directed along the edges m=—o
(p polarization). Such gratings have a higher breakdown
strength. To obtain a high pulse compression efficiency it is
clearly desirable to use gratings which would have a singlavhere
maximum in the scattered radiation and for which this maxi-

. . . 2
mum would differ from the specular maximum. This prop- —k sin@®,,=k sin ® + m—,
erty is exhibited by gratings in the so-called autocollimation a
regime? in which all the scattered radiation is concentrated ©
in a single wave propagating toward the incident radiation kymzw/kZ_kim, k=

+explikyX—ikymy),

and the power in the specular maximum is equal to zero. ¢

This regime was investigated in Refs. 5 and 6, where it was 1 = 1
shown that a numerical solution of the problem of the dif-  G(x—x' y-y)=-— > ——
fraction of an electromagnetic wave in a grating is required 2ia m==x kym

to find the _con_dition for realizatioq of this regime in the case X exXp(ik (X —X') + Ky ]y —y'])

of p polarization. Electromagnetic pulse compressors em- y

ploying gratings in the autocollimation regime fprpolar- is the two-dimensional Green'’s function of an array of col-

ization are investigated theoretically in the present work. linear sources which are linear in tledirection and are
The theory is devised on the basis of a numerical soluarranged with a period in the x direction, » is the wave

tion of the electromagnetic field equations. An integral equafrequency, and is the speed of light.

tion which describes the diffraction of a monochromatic =~ The solution gave the complex scattering coefficiBnt

plane wave impinging at an angkonto an ideally conduct- into a single nonspecular minus first-order maximum. Its

ing grating that is homogeneous in thalirection, as shown characteristics, the modulyR| and the phaseg, are pre-

in Fig. 2, is written for this purpose. Fagrpolarization, with  sented in Fig. 3 as functions of the diffraction parameter

consideration of the boundary conditions for a zero value ofc<=a/\ (A =2wc/w is the wavelengthfor incidence of the

the tangential component of the electric fielg=¥(x,y) on  wave at values 00 from 45 to 75° near the total autocolli-

1063-7842/98/43(2)/7/$15.00 209 © 1998 American Institute of Physics
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NN 1IN
"\ z
FIG. 1. Simple electromagnetic pulse compressor employing a pair of dif-

fraction gratings.

. . . . . . FIG. 2. Diffraction of a monochromatic plane wave on a corrugated surface.
mation reflection regimes in the case of a sinusoidal corru-

gated surface. The figure shows that foipolarization the
width of the band for the existence of the nonspecular lobe
rapidly narrows as the angl@ increases, imposing an addi- the waveguide channels are not defined at the corresponding
tional constraint on the degree of pulse compressiop in depth level. The numerical investigations of the scattering
polarization. The high-reflectance relative frequency bandsroperties of the gratings performed for profiles having the
in the minus first order at the J& level near the total auto- form of sinusoids truncated at different depth levels com-
collimation reflection regimes as a function of the angle ofpletely confirm this. An example of one period of the “work-
incidence for both polarizations are compared in Fig. 4. Theng” profile of the surface for the angle of inciden€e=60°
narrower frequency band fqy polarization and its sharper is illustrated on the scale of the wavelength=1 by the
dependence on the angle are the price for the higher breakelid line in Fig. 5. The dashed line shows the corresponding
down strength. period of a sinusoidal grating profile with the same scattering
We note that the amplitude of the sinusoidal surfacegcharacteristics.
which is determined numerically from the conditions for the  The need to avoid the overlap of the incident and re-
achievement of the total autocollimation reflection regimesflected pulses during operation in the autocollimation regime
increases strongly at large anglege Table)l calls for physically separating the emitter and the receiver in
However, it is clear that the only working parts of such athe plane of the edges of the grating by a certain amgle
surface are its peaks, which are cut off by the condition tha{Fig. 6). This must be taken into account in calculating the

a P b
4t ©=75,70,60,65,%5,50,45°
IRI| 8=75,70,60,65, 55, 50,45° 8°7,
1'0— \
ﬂ |
08}
0-
0.6F
-ZP
0.4} 4
0.2- —6\.
1 i 1 1 - L i 1 I § 1
0550 0.60 0.70 0.80 065 8050 0.60 0.70 0.60 %

FIG. 3. a—Modulus of the scattering coefficient into a single nonspecular minus first-order maximum as a function of the diffraction parameter near the total
autocollimation reflection regimes for various angles of incidence of the wave; b—phase of the scattering coefficient into a single nonspecular minus
first-order maximum as a function of the diffraction parameter near the total autocollimation reflection regimes for various angles of incidence of the wave.
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FIG. 4. Relative frequency bands of the total autocollimation reflection v
regimes as a function of the angle of incidence $0r) and p(E) polar- \‘I
izations.

grating parameters for required Scattering regimeé:IG. 5. Profile of a surface corrugation providing for total autocollimation
s . reflection at® =60° on the wavelength scale,=1.
(wely=® COSa, \gy, =N/ COSa).

The structure of the output pulse of the compressor was

defined in the dimensionless variables=t%0, and | the di ionl tion lenath of th iral
w=0Y0d, (t% and w® are the dimensional quantities, and '> '€ @IMeNSION'ESS propagation fength ot the spectral com-

d - . . ponent with the frequency in the compressoffFigs. 1 and
h I f f th h : ; . :
wp IS the dimensional center frequency of the philsg the 6) (L=L9\J, L% is the dimensional quantitp,3=27c/ w3
following expression: .
is the center wavelength

o0

Aal0)= [ doF(wR el —iut+ig(@), @) (o -arcsifsno-+ ™

How

where is the scattering wavelength of a wave with the frequeacy

in the mth diffraction order(we are working atm=—1),
d=d¥\J is the dimensionless distance between gratings
along a perpendicular,.o=d/(cosa cos®) is the dimen-
is the frequency spectrum of the input puldg,t) is a func-  sjonless propagation length of a wave between gratings, and
tion which describes the time dependence of the input pulsg, js the number of repeated reflections from the gratings

e(w)=27mwl(w) is a function which characterizes the (n=2 for the single-pass compressor scheme, rmad for
phase trajectory in the compressor as a function of the frethe double-pass scheine

Fin(w) = % fj;thm(t)exm wt)

quency, The characteristic fort of the functiong(w) for sev-
n 1+cog®+0,(w)) n cos® eral characteristic values a&f, in the example case of the
L(w)=5d-on c0s0 (@) Lo 050 (@) angle of incidencé® = 60° is shown by the solid lines in Fig.
m m 7. It follows from these curves that pulse compression in
X[1+cogO+0,(w))] 3 such a compressor has an aberrational character. The influ-

ence of only the quadratic term in the expansionggtv)
near the center frequency of the pulse is significant for the

TABLE |. Parameters of the total autocollimation reflection regimes. compression of pulses with a fairly smooth be||-5haped pro-

Y: v Amplitude @—27) Amplitudein file (in the notation adopted_ the d|me|_15|onless cer_1ter fre-
quency of the puls@y=1; this is taken into account in the

45 0.707 6.0 0.68 ensuing mathematical manipulation¥he approximation in

50 0.653 83 0.86 which ¢(w) is given by the quadratic polynomiathe

55 0.610 115 1.12 dashed i Fin)7

60 0577 16.0 147 ashed curves in Fig.)

65 0.552 22.75 2.00 1

70 0.532 34.0 289 o(®)=¢(wo) + ¢, (wo)(w—1)+ 5 @}, (wo) (w—1)?,

75 0.518 55.9 4.61 2

4
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FIG. 7. Characteristic form of the frequency dependence of the phase tra-
jectory in the compressor.

has the half-width

Aw=l J1+02T2 )

where ¢(wg) =27L(wo), ¢, (wo)=27[L(we)+L,(wo)], T
¢! (wo)=2m[2L, (wg) +L" (wo)], and the scattering co-
efficient of the Gaussian diaphragm in the frequency range

FIG. 6. Spatial autocollimation compressor.

at the same level and the quadratic phase

(w_l)Z . ((1)—1)2 (a)_l)ZQTB
R(w):exp{ " 2(8wr? " 208w, © 21T
will be called the aberrationless approximation. It is VAlid Because of the phase modulation the spectrum is broad-

when the value of the nextubic) term in the expansion of ened by the a factor d T relative to the half-width I of
¢(w) satisfies the inequality the “intrinsic” spectrum of the unmodulated pulse. Under

strong modulationQ T>1) the half-width of the pulse spec-
trum is determined practically completely by the amount of
frequency modulationfw={}), and the contribution of the
intrinsic spectrum can be neglected in this case. The phase of
the pulse spectrum is then of the order of

1 hua A=,

where
mow=27[ 3L (wo) + L} ,,(w0)],

(Pu)a)w www

T
andAw corresponds to the half-width of the pulse spectrum, E(w_ 1)2.
i.e., to the characteristic scale{1).

Let there be a frequency-modulated pulse Under the operating condition of a grating in the auto-
t2 collimation regime® ,= — © [0 is the angle of incidence; in
An(t)=Ag exp‘ - ﬁ(l—iQT)—it] (6) the minus first order mh=-1) with the angle
® =arcsin(1/Z%) in the range of angles for the “two-wave”

at the entrance to the compressor with the duratiorregimé’ the parameters of the transmitted wave at the center
2T=2T%, at the 1¢ intensity level and with linear chirp- frequency of the complete path in the compressor are

ing of the frequency by @ =209 w, during its duration. Its L(wg)=nLg, L! (wg)=—2nL, tarf O, and
spectrum L” (wo) =6nL, tarf ©(1+2 tarf 0).
i The pulse duration after compression in the aberration-
AT exp[E arctamQT)] less approximation can be represented by the formula
0
Fin(w)=
viz 41+ (QT)? P Im(P))
Tou= V2 =\2RgP)\/1+ 8

(0—1)°T? .
><exp| S 2[1+(QT)F (1+i0T) Here the complex functiof® has the form
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P= 2(Aw)2 + 2(AwR)2 + i[ 2(Aw)2 - E(P,F,(a)w( wo) FIG. 9. Compressor efficiency in the aberrationless approximation.
1 14
- E (wa(wo) 1
where ing, the pulse can be compressed by a factd®f and the
©" (wg)=4mnL, tart O(1+6tart ©) (9) optimal compressor dimension can be represented in the ab-

. . errationless approximation by a very simple expression:
is the curvature of the phase trajectory of the wave at the

center frequency in the compressor.

The minimum of the output pulse duration
T

opt
Tmin_ \/ 1 + n _ 1 Lo 247n tarf OQ "
(Aw)? (AwR)2 Awn

1 nfAw
= E[ 1+ E(AwR Thus, the compressor dimension measured in terms of a
is achieved when the imaginary part vanishes: (0 number of wavelengths is determined in order of magnitude

(upon phase compensatjonUnder strong modulation by the number of oscillations in the original pulse.
(QT>1) and at large angle$)(>45°), which ensure strong The efficiency of the compressor can be estimated in the
angular-frequency dispersion upon reflection from the gratapproximation under consideration in the following manner:

2
] (10

)
70f a ol b an,
20

L =148

sof 601~ o - 1185

L,%1000

1.0
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e Y ), ot SAZNN
0.75000 40000 “5060 50000 53000 50000t ".:awa F5300 40000 45000 50000 55000 50000 t ﬂ“ 500 49000 49 500 50000 50500 51000 51500t

FIG. 10. a, b—Numerical simulation of pulse compression for various compressor dimensio®s=8145°, respectively; c—numerical simulation of the
compression of a short pulse.
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i} (0=1)?  (0-1)2
fxd(w—l)exp{— (B’ —n(AwR)2

] (0—1)?
fwd(w—l)exq' - —(Aw)2 ]

n( Aw)z
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The energy losses are associated here with partial emission
of waves into the specular order at frequencies which are
close to the center value but differ from it because of the
deviation of the reflectance from unity near the total autocol-
limation reflection regime in the minus first order. Figure 8
presents the typical form of the broadened spectrum of a
pulse (22=3%) and the value of the reflectance for each
spectral componenthe outer curvgfor the angle of inci-
dence®=60°. Although from the standpoint of increasing
the dispersion it is preferable to work at angles close to
glancing angles, the high-reflectance b&Ri). 3) A wg then
narrows drastically, making it impossible to obtain high ef-
ficiencies for those angles when broadening of the spectrum
is needed for compression even in the aberrationless approxi-
mation. The dependence of the efficiency on the angle of
incidence without consideration of the distortions is pre-
sented in Fig. 9 for the single-pass compressor2) and
various values of the modulation parameferClearly, when

20 =3-5%, »>90 is possible only a® <60°.

A numerical experiment performed on a model of a
pulse with a dimensionless duratiom 2 271000 (of the
order of 1000 oscillationsand broadening of the spectrum
20 =3% with consideration of aberrations for the single-
pass schemen=2) demonstrates the presence of strong dis-
tortions after compression, which are caused by cubic and
higher terms in the phase expansion.

These distortions are stronger at glancing angles
(65<®<75°) and are very significant & =60° (in Fig.
10a the dashed curve corresponds to the aberrationless ap-
proximation, the solid curve corresponds to consideration of
the distortions, and the solid thick curve corresponds to the
original pulsg, although transformation of a pulse is possible
over a distancé ;~ 100, which is reasonable for the micro-
wave range only at these angles. At smaller angks @5°)
the distortions decreasgig. 10b, but the compressor di-
mensions increase to,~ 1000.

It is noteworthy that the distortions are especially strong
at the point of maximum pulse compression in the aberra-
tionless approximation folt:gpt, are significantly weaker for
Lo<LSP, although the pulse achieves almost the same am-
plitude as at. 3", and are practically imperceptible at a small
compression factor of 2—2.5 and fairly compact compressor
dimensions.

The distortions can also be diminished by diminishing
the initial pulse duration, although the maximum compres-

FIG. 11. a—Time dependence of the amplitude of the optimized pulsesion factor decreases together with it. For example, when

b—frequency dependence of the phase of the optimized impulse, c—2T=27.100 (of the order of 100 oscillationsthere are
frequency modulation of the optimized pulse.

practically no distortions at the compression optimum even



Tech. Phys. 43 (2), February 1998 Vlasov et al. 215

for ®=60° (Fig. 109. However, the latter case is mainly of YThe function¢(w) is computed in the geometric-optics approximation.
theoretical interest for the microwave region. The distortion of the beam structure because of ray mixing is neglected.
To investigate the parameters of an input pulse which iSThis effect can be corrected when a two-pass compressor scheme employ-
transformed into a bell-shapé@aussianshort unmodulated ing a reflecting mirror after the passage of two gratings-4) s used
p. . . 1t is not difficult to see that the variation of the phase of the reflectance of
pulse at the compressor exit, we numerically simulated thethe gratinger(w) (Fig. 3 in the characteristic frequency bandd of the
inverse problem of the passage of a pulse through a comprespulse can be neglected for the typical values of the compressor parameters
sor. 2mwLy>1. Its magnitude and variation are three orders of magnitude
Figure 11a shows the form of the optimized pulse at the smaller than the corresponding values for the phase trajectory in the com-
. . . . pressor(Fig. 7).
c_ompressor_ entrance, which 'S_ compre_ssed without distobrrye “tyo-wave” regime is understood to be a regime in which only two
tions. The time dependence of its amplitude for the charac-waves, viz., the zeroth and minus first orders, exist as propagating waves.
teristic case of Z,,=27-20, 20=3%, n=2, ®=60°, The conditiorj fqr such a regime in the case of autocollimation is the range
andL$™ is represented by the solid line. The dashed curve is°f angles of incidence arcsin(18)9 < /2.
the same dependence obtained in the aberrationless approxi-———
mation. The short output pulse is represented by the thick's. A. Akhmanov, V. A. Vysloukh, and A. S. ChirkiOptics of Femto-
solid line. Figure 11b shows the deviation of the frequencyzsecond Laser Pulseémerican Institute of Physics, New Yo(d992.
L . M. B. Vinogradova, O. V. Rudenko, and A. P. Sukhoruk@é¥ave Theory
dependencg of the phase of. the optlmlzeq impulse from _the[in Russiai, Nauka, Moscow(1990.
corresponding dependence in the aberrationless approximaa. Penzkofer, Opt. Quantum Electro2s, 685 (1992).
tion. It is seen from the figure that the initial phase of such a*V. P. Shestopalov, A. A. Kirilenko, S. A. Masalov, and Yu. K. Sirenko,
[ i ignificantly non ratic. Figure 11 mpar h Diffraction Gratings[in Russian, Kiev (1986, Vol. 1.
?u S€ ?tshg fca tly no qugdl aitc ?l:he tho %a eslt %R. Petit (ed), Electromagnetic Theory of GratingsSpringer-Verlag,
Orm 0 e r?quen?y mo u_a on o e op |m|z¢ Pu S€  Berlin—Heidelberg—New York1980).
(solid curve with a linear chirp(dashed curve which is SE. V. Shénina, Radiofizika31, 885(1988.

needed to compress a pulse in the absence of aberrations. L. A-(VaTT‘)Shtén and A. . Sukov, Radiotekh. ElektroiMoscow 29,
1472(1984.
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Quasisurface magnetostatic waves propagating in a ferrite film along two magnetized channels
are simulated numerically. It is shown that the interaction between the channels is

manifested differently, depending on the wavelength. In the long-wavelength region the interaction
between the channels has a distributed character; in the short-wavelength region the

interaction between the channels appears as if it takes place at their boundary. The magnetized
region of the ferrite film between the channels behaves both as a conductor of the

alternating field and as a medium with eigenmodes, so that under certain conditions the waveguide
can be transformed into a three-channel structure. The dispersion curves of the magnetostatic
wave modes of a two-channel waveguide lie in zones bounded by the dispersion curves

of the corresponding modes of a one-channel waveguide of double width. As the gap between
the channels increases, the dispersion curves of the odd modes shift toward shorter
wavelengths, and those of the even modes shift toward longer wavelengthE99&®American
Institute of Physicg.S1063-7848)01602-X

INTRODUCTION the adjacent channel were investigated. The possibility of
effective coupling between the channels was demonstrated.
From the phenomenological standpoint, magnetostati¢t was concluded in Ref. 6 that this coupling has a frequency-
waves(MSWs) propagating in ferrite materials are basically dependent character, i.e., the coupling coefficient decreases
combinations of oscillations of the magnetic moment densityas the frequencywave vectoy of the surface MSW in-
of the magnet and an alternating magnetic field. In ferritecreases.
films and wave channels created on their basis, part of the This paper presents the results of a numerical simulation
alternating field propagates outside the ferrite, decaying asf quasisurface MSW modes propagating in a system of two
the distance from it increases. In the case of a flat film, thisnagnetic channels arranged side by side. A stepwise con-
decay has an exponential character. In channels with a twdiguration of a magnetization field directed tangentially to the
dimensional cross section the picture of the film is moreferromagnetic film and perpendicularly to the channel axis,
complicated and is most often not amenable to analyticai.e., they axis (Fig. 1), was chosen as the channel-forming
calculation. When there are two or more channels, not onlynodel. Such a field differs from a field induced by real mag-
can they interact with one another through the boundary benetic systenfs® in that, first, theH, component is equal to
tween them, but they can also influence one another througkero and, second its distribution is not smooth. However, the
the long-range alternating field, even if they are separated bgalculations performed for the stepwise model and for a field
a fairly great distance. The investigation of the magnetidnduced by two rectangular magnetic-field sources like the
modes in ferrite waveguides has been the subject of numepnes used in Ref. 6 showed that the distribution of the wave
ous theoretical and experimental studies. modes in a transverse section of a channel and their disper-
In Refs. 1-4 computer simulation was employed tosion characteristics differ only slightly. Therefore, the step-
study the distributions of the magnetostatic wave modes invise field model can apparently be used to analyze the gen-
waveguides formed by magnetizing ferromagnetic films witheral laws governing the interaction of fairly broad channels
a nonuniform magnetic field. Both cases in which the mag{w>h, whereh is the thickness of the ferrite film This
netizing field has an artificial distribution of the stepwise = model made it possible to separately study the influence of
parabolié type and cases in which the field is induced bysuch parameters as the distancbetween the channels and
real magnetic syster$ were investigated. A more detailed the barrier heighG on the coupling between the channels.
review of the work devoted to the propagation of MSWSs in
wave channels of various origin was presented in Ref. 4. A%ALCULATION METHOD
far as we know, the interaction of MSW modes
waveguides arranged side by side has been studied experl— As we know’ the propagation of magnetic moment pre-
mentally only in Ref. 5 for backward quasivolume modescession waves is described fairly well by the magnetostatic
and in Ref. 6 for quasisurface MSW modes. The movemenapproximation of the system of Maxwell's equation, which,
of the waves in each of the channels and their passage intogether with the equations of motion of the magnetic mo-
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rather than the coupling between the two channels. However,
the data obtained make it possible to interpret them as the
result of the interaction of modes of single channels.

NUMERICAL SIMULATION

As was noted above, the distribution of the wave poten-
tial in a single waveguide with a static field of smooth con-
figuration in its cross section was studied in Ref. 4. A qua-
sisurface wave in a rectangular magnetic channel with sharp
walls has a similar appearance. The distributions for the first
three modes are presented in Fig. 1. On the surface of the
ferrite film each mode has the form of a sinusoid, and some-
what less than a whole number of half waves fit across the
width of the channel. Outside the chann®# decays

] 1 ) z smoothly to zero. In the long-wavelength part of the spec-
~(d+w) -d 0 d d+w trum W extends far beyond the channel boundary; it has a
FIG. 1. Geometry of the structure investigated: a—arrangement of the ferl—arge value on the boundary and slowly decays_ Ou_tSIde the
fite film 1 relative to the coordinate axes; b—distribution of theompo-  Channel. In the short-wavelength frequency ralges virtu-

nent of the magnetization field of two-chann@) and one-channe(2) ally cut off at the channel boundary, and all the energy of the
waveguides3-5—distribution of ¥ for the first, second, and third modes, mode is concentrated within the channel.

respectively in thex=0 cross section of a one-channel waveguide . )
(H=450 Oe, d=1mm, 4mM—1857 Gs, f=3100 MHz, k,—76 crr L Let us now consider what the models of a two-channel

k,=94 cni'L, andks=115 cnmid). ' rectangular waveguide represent. The configurations of the
wave function¥ in a transverse section of such a waveguide
are presented in Figs. 2 and 3. We can see how MSWs be-
ment, lead to an equation for the magnetic potenfial have as the frequency increases in the example of the first
which determine the distribution of the alternating magnetictwo modes shown in Fig. 2. The first and second modes of
field of an MSW in space: the combined waveguide appear as if they are formed from
. the first modes of each single waveguide, which oscillate in
div (x,2)grad¥]=0, @ phase or in antiphase, respgectively.g
where u(x,z) is the dynamic magnetic susceptibility tensor, In the lower part of the spectrum the functidh of a
in which both the jumps of the magnetic parameters of thesingle waveguide extends to a large distance, its spreading
ferromagnet on the ferrite—insulator boundary and the inhotoward the neighboring channel being promoted by the mag-
mogeneities created by the static magnetic fi¢ldare taken netized state of the intermediate layer. The two channels in-
into account, while the anisotropic properties of the ferro-teract very strongly, and the potenti# of the combined
magnetic medium and the exchange interaction are disreshannel has the form of a single function, which barely re-
garded. sembles the original potentia{figs. 2a and 2d If the bar-
Despite the fact that, according to the model chosen, théer G is lowered, ¥ transforms into a mode of a single
static magnetic field within a channel is assumed to be uniehannel of width 2.
form, with consideration of the boundary conditions the  As the frequency increases, the mutual penetration of the
problem contained in Eq(l) is generally essentially two- alternating magnetic fields between the channels gradually
dimensional and has inseparable variables. Its solution wadecreases, the coupling between them wealfigs. 2b and
sought numerically by a finite-difference method. A rectan-2e), and we can now refer to the interaction of two separate
gular contour, on which the potentid is practically equal channels.
to zero, at a fairly large distance from a wave channel was In the short-wavelength part of the spectrum the interac-
selected. For this purpose, conditions of the “magnetic” ortion ceases, the wave functions correspond to the sum of the
“electric” wall type were written. The region investigated functions of the individual waveguides, and the wave vectors
was covered by a rectangular mesh. Then the pro§lBm of the first and second modes become equal. In order to
represented on this mesh in integral form, was reduced to theharacterize the interaction between the channels in greater
problem of a quadratic matrix operator, which was solved ordetail and to trace its evolution as the parameters of the sys-
a computer. This method was described in greater detail item vary, we introduce the quantity which is equal to the
Refs. 3 and 4. maximum of the functionV of the first mode in the central
As a result of the calculations, we obtained the wavecross section of the two-channel waveguidezatO. Since
numbers and distributions of the potenti#il of the MSW  the absolute maximum oF is normalized to unity, the con-
modes for various values of the frequencies and the parantition c<1 holds. In addition, as the coupling between the
etersd and G, i.e., strictly speaking, we investigated the channels increases, varies from 0 to 1. We shall accord-
configuration and dispersion characteristics of the modemgly call c the coupling parameter.
propagating in a magnetic waveguide with the complex, two-  Figure 3 shows the behavior of the coupling parameter
channel configuration of the internal field shown in Fig. 1,as a function of the wave vector and the distance between the
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FIG. 3. Variation of the coupling parameteras a function of the wave
numberk and the half distancd between the channels.

tance. The same thing occurs as the width or thickness of the
waveguide is diminished.

The dependence af on the heightG of the potential
barrier between the channels is presented in Fig. 4. Lowering
the barrier to values less than 5 Oe causés achieve val-
ues equal to unity in the low-frequency region. Strictly
speaking, the wave function of the two-channel system
ceases to “notice” the potential barrier and appears as the
function of a single channel of the form shown in Fig. 1, but
of width 2(d+w). As the intermediate magnetic fiellti— G
between the channels decreases, the penetration of the high-
frequency magnetic field through the barrier is impeded, and,
as follows from Fig. 4, the coupling between the channels
decreases. In addition, as in the preceding case, the decrease
is more precipitous at short wavelengths than at long wave-
lengths. A hump is also observed on i) curve at small
wave vectors. Its preseng®r assigned values af and G)
is attributed to the fact that, as was shown in Ref. 4, the

i..'imlll.i'qq
i
it

A

FIG. 2. Normalized distribution of the magnetic potentlal First(a, b, and

¢) and secondd, e, and f modes for 290da and d, 3100(b and ¢, and

3500 MHz (c and §. Wave numbers, cit: a—17.3, b—72.8, c—263,
d—19.1, e—73, -—263.
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channels. When the distance between the channels is sma *0 7
the value ofc is close to unity at the beginning of the spec-
trum and decays to zero as the wave vector increases. As tr
distanced rises,c decreases, the decreasecitbeing more 0.6 -
abrupt at short wavelengths than at long wavelengths. The 0.4
presence of a hump on tlegk) curve in the central part of
the figure is noteworthy. Its existence will be explained be- 0.2 -
low. In all other respects the behaviorotan be understood
from the standpoint of the penetration of the long-range al-

ooy
s e

-

Il

ternating magnetic field. This dynamic field is similar to the ' c;'&"'
static field which exists, for example, in stripe domain struc- 3 10 ,
tures. The distance to which this laterally diverging field sem™7 10

penetrates is determined by the thickness and width of the

channel. as well as by the wavelenath and number of thFIG. 4. Variation of the coupling parameteras a function of the wave
! y 9 ﬁumberk and the normalized height of the potential bar@iG., where

MSW mode. As the mode number or the wave Vector in-g ——2;M— JH(H+47M) is the maximum height of the barrier at
creases, this field is confined to an increasingly shorter diswhich MSW modes still exist in the central region.
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penetration of a quasisurface wave propagating in a single
channel beyond the channel boundary increases with de-
creasing frequency down to about the frequency at which the
wavelength becomes comparable to the channel width, rathel
than increasing without bound. At that frequency the wave
becomes a quasivolume wave in the sense that a sign revers:
occurs in the dependence of the wave functionxdiacross

the thickness of the film The effective width occupied by
the functionW begins to decrease. In a two-channel system
this effect leads to a decrease in the coupling between chan-
nels at long wavelengths.

The parameter for the second mode, which is deter-
mined precisely as that for the first mode, is meaningless,
sinceV is identically equal to zero in the cross section at
z=0. The behavior of the derivative¥/dz in this cross
section, which reflects the mutual influence of the channels
to some degree, could be traced, but identification of this
quantity with a characteristic of the coupling between the
channels is not so obvious as the parameter chosen for the
first mode. It would appear that energy characteristics like
the energy flux densityl (the Poynting vectgrmust be used
to determine the interchannel coupling; however, as we
know? the integral ofIl over a closed surface or over a
surface intersected by the energy flux, for example, the
y=const plane, rather than the flux itself, has physical mean-
ing. The integral ofll taken over the=0 plane is equal to
zero, since, according to the definition of a waveguide mode,
there cannot be an energy flux in a direction perpendicular to
its propagation. The description which was used for the first
mode in terms of the coupling parametemodes of single
channels, is likewise not suitable for the higher odd modes of
a two-channel waveguide.

Let us consider, as an example, the fifth mode, whose

form for different frequencies is presented in Fig. 5. At small _;1 ’

wave vectors the wave functiqfig. 53 appears as the fifth ’ \0\\/_/_<2
mode of a broad waveguide. It does not “feel” the potential ‘?,’0;0.1 ) 0 m
barrier because of the long-range action of the high- % z,™

frequency_ mggnetlc_f_le_ld specified by the Wavelength of thq:IG. 5. Normalized distribution of the magnetic potenti#al of the fifth
MSW. This “insensitivity” of the form of the function¥ mode.f, MHz: a—2900, b—3600, c—3672, d—3690, e—38&0;cm ™ *:

persists at higher values of the barrier heighand over a a—33.7, b—374, c—472, d—503, e—839.

broader range of wave numbers than for the first mode.

Then, as the frequency and the wave number increase, the

field penetration distance decreases, and it would appear thaerstand what occurs in the channels. As follows from Fig. 6,
as in the case of the first mode, the interaction between thne dispersion curves of the first mode of the central channel
two channels should weaken. However, the compound waveand the second mode of the lateral channels intersect in the
guide under consideration effectively splits into three chanrange of wave numbers 300—350 ¢cim A smooth transfor-
nels, which interact with one another virtually only at the mation of the wave function from the form in Fig. 5a to the
boundaries. In this case only the modes of these channeferm in Fig. 5b takes place in the multichannel system under
whose wave numbers coincide at the particular frequencinvestigation. Then the third lateral mode intersects the first
and whose overall form is topologically equivalent to the central mode in the vicinity of 620 cit in Fig. 6, and the
form of the fifth mode of a single channel are excit€dly.  calculated function of the entire waveguide acquires the form
5a). To find these modes, we turn to Fig. 6. It presents disshown in Fig. 5¢c. The disparity between the value of the
persion curves calculated from the Damon—Eshbachvave vector indicated and the value for which Fig. 5¢c was
formulas for such waves with a transverse component of theconstructed (472 cit) is attributed to the difference be-
propagation vectok,= wn/t, wheren is the mode number tween the numerically calculated mode and the mode in the
andt is the channel width. According to this model, the model used to construct Fig. @.5 instead of 3 half waves
function ¥ does not extend beyond the waveguide andacross the width of the lateral channels and a practically
therefore, does not fully describe the modes of singlehomogeneous distribution instead of a half wave across the
waveguides. However, this model helps to qualitatively un-width of the central channglFurthermore, the dashed curve
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field H—G in the central part is equal to zero. The figure
shows how the dispersion curves varydasaries from 0 to
« in the case of the first and second modes. Only the limiting
cases have been left for the modes from the third to the sixth.
Whend=0, there is one waveguide of double width instead
of the two-channel waveguide. The dispersion curves of the
modes for this situation are indicated by the dashed lines.
The other extreme configuration of dispersion curves corre-
sponds to the case of noninteracting channels,d=e (the
dotted line$. As the distance between the channels increases,
3800 Zz the curves move in the direction of the horizontal arrows.
= The area of the graph is divided into regions, within which
the dispersion curves of a symmetiodd) mode and the

f, MHz

X550 . .
next antisymmetridever) mode move toward one another,
3500 i.e., asd is increased at an assigned frequency, the wave
300 350 400 550 600 &0 numbers of the odd modes increase, while the wave numbers
k, 1/em of the even modes decrease. In the linhit © these modes

FIG. 6. Fragments of the dispersion curves of the first three modes of singil€generate into single mOdeS of channels that are not
waveguides with rigid walls. Solid lines—lateral channels of width coupled to one another with a mode number equal to half of

w=1mm, dashed lines—central channel of width=2mm. For each  the number of the original even modeurves consisting of
channel the mode numbers increase from left to rigit=450 Oe, pOiﬂtQ. The regions on the graph not marked by horizontal
G=80e. arrows remain “unused.” A&— o all the curves asymptoti-
cally tend to the upper limit for the existence of surface
MSWs? but the rate of ascent of the characteristics is slower,

of the first mode of the central waveguide diverges from the[he higher is the mode number

third mode of the lateral channels, and restructuringgab
the form in Fig. 5d and ultimately to the form in Fig. 5e takes
place. As expected, two practically independent lateral chaneONCLUSIONS

nels with the third mode in each are obtained as a result. It is . L
seen from such a simple model, for example, that the fifth 11US, the modes of quasisurface MSWs propagating in a

mode, which is composed of the first lateral modes, and thaystem consisting of two or three interacting channels have

third central mode cannot exist in this waveguide geometryP€€N investigated in the present work. It has been shown that

The behavior of other modes of this waveguide can be ané—he interaction between the channels is manifested differ-
lyzed in a similar manner. ently, depending on the wavelength. In the long-wavelength

In conclusion, let us consider how the dispersion Char_region the interaction between channels has a distributed

acteristics of the MSW modes of the waveguide structuréharaCter' since the dipolar magnetic field determining their

appear and how they vary as a function of the distance pdnteraction has a long-range effect in this part of the spec-
hgum. The magnetized region of the ferrite film between the

tween the channels. Figure 7 illustrates the case in which t i o
channels behaves both as a conductor of the alternating field
and as a medium with eigenmodes. When the difference be-
tween the magnetization of the central region and the lateral
regions is reduced to a certain threshold, a mode of a single
broad waveguide, which does not “notice” the boundaries
between the channels, is established. In the short-wavelength
region the high-frequency field penetrates to only a short
distance beyond the channel boundary, and, therefore, the
interaction between the channels takes place as if it occurs at
their boundary. The presence of a magnetized region in the
gap between the channels can lead to the excitation of MSW
eigenmodes in it, which transforms the waveguide into a
three-channel structure, and, from the standpoint of the in-
fluence of the lateral wave channels on one another, in-

r

1
1000

.. 1
0 200 a0 6001 500 creases their coupling constant. The wave functions of the

MSW modes then acquire very grotesque forms. The disper-
FIG. 7. Dispersion curves of the two-channel structure for various values oBiOn curves of the MSW modes of a two-channel waveguide
the interchannel distanced2(computer simulation w=0.1 mm; solid  lie in zones bounded by the dispersion curves of the corre-
curves: 1,2—first mode (d=0.002, 0.01 mm, respectively3,4—second sponding modes of a one-channel waveguide of double

mode (d=0.03, 0.01 mm, respectively The numbering of the dashed . . e
curves corresponds to the numbers of the modes of a single waveguide XYIdth' As the gap between the channelscreases, the dis

width 2w, and the numbering of the dotted curves corresponds to a waveP€rsion curves of the odd modes shift towalrd shorter wave-
guide of widthw. lengths, and those of the even modes shift toward longer
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The problem of the numerical analysis of the electrostatic field of individual elements in
complex three-dimensional electron-optical systems is consideredl998 American Institute of
Physics[S1063-784298)01702-4

INTRODUCTION sions. The latter is responsible for the short list of types of
electron-optical systems which can be numerically simulated

The synthesis of electron-optical systems which ad-on the basis of known numerical methods.
equately meet specified requirements is practically unachiev- One of the methods for expanding the region of applica-
able without a stage involving preliminary numerical simu-tion of boundary integral equations to the numerical solution
lation and analysis, since the latter permits the consideratioof boundary-value problems is to utilize the finite symmetry
of scores of variants of an electron-optical system desiggroups of the boundary surface. This method is implemented
within a realistic time frame without resorting to the con- most simply for finite Abelian groups;® since character
struction of experimental models, significantly expands theheory can be employed directly in this case. In the case of
boundaries of the region where it is possible to search for theoundary-value problems with a non-Abelian symmetry
optimum design of an electron-optical system, permits evalugroup®’ the basis for constructing computation schemes is a
ation of the parameters of electron-optical systems whosaoncommutative harmonic analysis in finite groups. In addi-
measurement is either tedious or impossible with the retion, a definite class of boundary-value problems can be rep-
quired accuracy, etc. resented in the form of two problems, one of which has a

The mathematical simulation of an electron-optical sys-boundary surface with a finite symmetry group, while the
tem can be regarded as a set of several problems, whosgher allows an effective numerical solutitf?® The symme-
numerical solution represents a computational model of atry of the individual components of the boundary surf&ce
initial electron-optical system. The most difficult problem to can also be taken into account in developing economical
solve numerically is the calculation of the electromagneticcomputational algorithms on the basis of the combined em-
field created by the electrodes of an electron-optical systenployment of the methods of Refs. 2—9 and the iterative meth-
The field of an electron-optical systeior, more precisely, of ods of Ref. 10. As the numerical experiments in Refs. 2—10
the physical model of an electron-optical sysjesatisfies a show, the utilization of finite groups permits the numerical
certain linear boundary-value problem with a set of boundaryanalysis of essentially three-dimensional problems, and the
points that form a surfac®. It is known that this boundary- corresponding computational algorithms are tens to hundreds
value problem can be represented in the form of a boundargf times more economical and significantly more stable to
integral equation on the surfa& the numerical solution of implement than the algorithms ordinarily used. The approach
which ultimately permits the determination of approximatedescribed in Refs. 2—-10 is also effective for the numerical
values of the field in the working region of the electron-analysis and synthesis of electron-optical systems of com-
optical system. The employment of such boundary integraplex structuré! consisting of tens of electrodes of different
equations has turned out to be one of the most effectiveonfiguration.
methods for the numerical simulation of electron-optical sys-
tems. MATHEMATICAL SIMULATION OF ELECTRON-OPTICAL

At the same time, if the surfac€ has a complicated sysTEMS
configuration and large relative dimensions and is multiply o )
connected, discretization of the corresponding boundary Let us assume that the initial electron-optical system cor-

equation leads to a mesh problem with a densely filled malesponds to the following physical model. The electrostatic

trix of large order(several thousand or highefThe numeri-  1€ld of the electron-optical system is determined only by a
cal solution of such a mesh problem by direct or iterativeSYStem OfN infinitely thin, ideally conducting electrodes
methods is associated with numerical instability and requiresSi» Which form a multiply connected surface:

great machine resources. Therefore, the list of boundary- N o

value problems that are subject to numerical analysis is con- S= U S, SN§=0 (i#]). @)
fined mainly to problems with cylindrical or axial symmetry, =1

under which the boundary integral equation is written for a  Each electrod&, € {S;} is supplied with either a known
certain contour, or problems with a singly connected boundpotentiakpiO or a known chargerio, or a given electrode is
ary surfaceS of canonical form and small relative dimen- immersed in the external field of the remaining electrodes.
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Then, if E={E;} (i=1,2,3) is the electric-field vector, 8(S) W (xD)
E(X)=—Veo(x)—E{(X)=—de(x)/dx;, where x={x;} is AP (x)= j dex(l), XeS§. (6)
the set of Cartesian coordinates in the three-dimensional Eu-

clidean spacé/;, and ¢(x) is the potential of the fielde The system of equatiorn{§), supplemented by conditions
which satisfies the Poisson equation (5), is closed. The numerical methods for solving Eg for

A —_4 a smooth boundary surface of simple structure are well
3¢(X) mH(X), known. At the same time, in the case of a multiply connected
A= %1 9x2+ 521 x5+ 521 9%3. (2)  surfaceS of complicated configuration, which arises in the
) _ ) analysis and synthesis of electron-optical systems, the use of
~ Here u(x) is the bulk charge density, which can be agyen the simplest type of approximation, viz., the piecewise
§|ngular genera_llzed function |r_1_the general case. The solysgnstant approximation followed by employment of a highly
tion of Eq. (1) with known conditions onu(x) has the form  economical collocation method, leads to the need to numeri-
o(X)= (PO(X)JF[A;l]M(X), cally _solve systems of Iinear algebraic equation_s of high or-
der with densely filled matrices. Because of the incorrectness
—1 of the initial equation, the latter leads to numerical instabil-
[As ]'“(X):f ity, whose suppression requires additional regularizing pro-
. . , ) cedures. As extensive practical experience in the numerical
Wgher?‘PO(X) is a certain solution of the equatidrsg(x) =0, ggution of mesh problems which approximaté) has
d°x '(‘Ci)a Euclldeap volume element of the sp'ace, ancEhown, when the discretization order is high, the known
)21_))( | is the Euclidean distance between the pointnd regularizing procedures are ineffective and require large ex-
X enditures of machine resources. Stable algorithms for the
umerical solution of these mesh problems, which are based

pu(x)
Ix—xY)|

d3x®), 3

In the case of the problem of the scattering of a potentiaE
field on the screes, the functiongo(X) is interpreted as the  j, the methods in Refs. 211, are presented below.
potential of the initial field, angy(x) =[A5 Ju(x) is inter- Thus, the solution of equatior($) with the additional
preted as the potential of the scattered field. Hergqnqitions(s), according to2), permits the determination of
,u(x)=_p(x) 6(S), whered(S) is a Dlrgc delta function with approximate values ob(x) and E(x) at any point in the
a carrier on the surfacg, andp(x) is the surface charge g cjigean space, including points in the working region of
density induced by the external field on the scréeSinceS o, gjectron-optical system. The latter, in turn, enables us to
is the multiply connected surfad@), i.e., the screen sought ,oe on to consideration of the properties of the image cre-
is formed by a system oW electrodes, we have ated by the instrument. The properties of this image will be

N studied under the assumption of the absence of noise in the
e(X)= (,DO(X)-G-Z {[Agl],ui(x)}, signal, the instrument, and the receiver.
=1 The most complete information on the properties of the
wi(X)=pi(x)8(S) (i=1,...N). (4)  image created by an instrument is provided by the instrumen-
) . tal function S(x,y), which describes the distribution of the
The function¢;(x) can be calculated, if thei(x) are  jjyminance in the image of a point sourteEor example, in

defined. For their part, thg;(x) can be determined by uti- gmjssion systems(x,y) describes the scattering of electrons
lizing relations(3) and(4) and the conditior’$ emitted by a point emitter on a screen. Various physical

e(X)=C;, XeS, characteristics of electron-optical systems, including the one-
dimensional instrumental function, the frequency—contrast
characteristic, etc., can easily be calculated figx,y). In
addition, if ¢(s,p) is the input signal, and(x,y) is the
iputput signal(the signal actually detectgdhen

| poasix=o® =1, N, )

whereC; is, in the general case, an unknown constant whic
determines the value of the potential at the p@non the %
screen, and?) is the assigned value of the surface charge at JixS(X—S,y— P)e(s,p)dsdp=f(x,y).
the same point.

In fact, introducing the functiorcpi(x)zxsl(x)go(x) and The relation enables us to study fairly general properties
¢§O):X§(X)¢0(X), WhereXs,(X) is the characteristic func- Of an image, for example, to consider the question of recon-

tion of the set of the surface poing, relation(3) can be  Structing the input signap(s,p) in accordance with the ex-
represented in the form perimental possibility of measuring the output sigh@t,y)

etc.
) N 1 The problem of determining the instrumental function
¢i(X)=¢i (X)JFXS.(X)JZl {[A5 1)}, S(x,y) in emission instruments reduces to a calculation of
the electron trajectories. The motion of a particle with a mass
and to determing;(x) we write the system of integral equa- m and a charge in an electrostatic field is specified by the

tions equation
N
d dr
_ 0
jzl Aiij—Ci_QDi( ) ﬁ(ma(x’t)>=_ev@(x)’ )
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wherer is the radius vector of the particle ah the time of Since the cells of the three-dimensional mesh have rela-

flight. tively large dimensions, the reduction of the expenditures of
The initial conditions for the escape of a particle aremachine resources for calculating the charged-particle trajec-

known, if the distribution functions of the initial velocities of tories by the method described can reach a factor of several

the electrons emitted from a point with respect to their magtens without a significant loss of accuracy in the calculations.

nitude and direction are assigned. These distribution func- Thus, the methods of mathematical simulation and the

tions, in turn, are individual characteristics of the cathodealgorithms described in this section permit the analysis and

and are usually determined experimentally. synthesis of electron-optical systems of complex structure
The Cauchy problem for the ordinary differential equa- provided a numerical solution of Eq&) with the additional

tion (7) with known right-hand sides is solved numerically conditions(5) is obtained to sufficient accuracy.

by standard procedures, such as the Runge—Kutta method,

the Adams method, etc. On the other hand, if the solution of\TE GROUPS IN THE NUMERICAL ANALYSIS OF

the boundary integral equatidf) with the additional condi- BoUNDARY INTEGRAL EQUATIONS

tions (5) has been obtained, the calculation of the right-hand

side of (7) at an assigned point in the Euclidean space To simplify the further presentation, we shall assume
x € V3/S reduces to ordinary numerical integration: that the surfac& formed by the system of electrodes in the

initial model of an electron-optical system is the set of

B 1 3u(1) boundary points of the first, second, or third boundary-value
Vo(x)=Veo(x)+ | p(x1)V IX—Xq]| d™, problem for the Laplace equation
Au(x)=0, xeV3/S, lu(x)=f(x), xeS, 9
) ) ) . wherel is the boundary operator defined by one of the rela-
At the same time, the algorithm described here for f'nd'tions of the form

ing the trajectories of charged particles in the electrostatic

field of an instrument of complex configuration is effective du(x)
lu(x)=u(x), lu(x)=

Xj_ES, XEV3/S. (8)

only for a small number of trajectoriéseveral hundredand on '

is generally used in preliminary calculations to estimate the

efficacy of the initial model. The analysis and synthesis of lu(x) = Ju(x) +au(x), a=const, xeS.
electron-optical systems calls for the determination of such an

characteristics as the instrumental function, the optimal foAIso, let

cusing surface, the resolution and magnification factor on the

screen, the time of flight of electrons, the sensitivity to di- _ _

vergence, etc. to sufficient accuracy, which requires the cal- Ap=e, [Au](x)—J AX X U(Xa)du(x0),

culation of about several thousand charged-particle trajecto- XX €S (10

ries. In this case the calculation of the right-hand side&@pf SLE

on the basis of8) leads to unjustifiably large expenditures of wheredu(x) is the narrowing of the Euclidean volume ele-

machine resources. ment on the surfac8, be the boundary integral equation of
One of the possible ways to reduce the expenditures dhe boundary-value problef8). In this case the symmetry of

machine resources for calculating the charged-particle trajed¢he boundary-value problert®) and the integral equation

tories is as follows. An auxiliary three-dimensional mesh is(10) follows directly from the symmetry of the boundary

introduced in the region of flight of the charged particlessurface. More specifically, ifr} (k=1,2,...N) is a finite

determined during the preliminary calculations @ and  group of symmetry transformations of the surf&ei.e., if

(8). The points of the cells of this mesh are located at théhe surfaceS allows a division of the form

vertices of hexahedrons, whose bases are rectangles that are N

parallel to an assigned plane. The potentiék) is calcu- S=US, SN§=0, i#]j,

lated on the basis of the numerical integration of relati@s i=1

only at the mesh points. Within the cells of the mesh, the N

potential ¢(x) at the pointx(x;,X,,X3) is approximated in 715=S, i=12,...N,—»S=U ri‘lsl 11

the form i=1

into the congruent component§;} (i=1,2,...N) relative

—a+bx,+ X+ dxXg+ + +
e(X)=atbxyt Xt dxst XXt XoXstgXxs to the group{;} (i=1,2,...N), then the operators; and|

+hx;XoX3, of the boundary-value proble®) and, therefore, the bound-
i ) ) ary integral equatior{10) are invariant with respect to the
and the field strengtk(x) = —V ¢(X) is, accordingly, transformations of the groum;} (i=1,2,...N),
Ex,(X)=—b—ex—hxxs, T 'AsT=45, T T =1-T AT =A,
E,,(X)=—c—ex;—hxXs, Tux)=u(r Xvre{rnt (k=12,...N), (12

which constitute a representation of the grdug} in terms

Ex ()= —d=Tx;—hxyX;. of the unitary shift operators acting in a space of functions
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defined in the entire Euclidian space or in a space of funcen the computational level more stable and, on the other
tions defined on the surfac Furthermore, if we introduce hand, permits a reduction of the amount of required random
the space of vector functionéxsl‘lf(x)} (i=12,...N), access memory by a factor df and a reduction of the ex-
wherexe S [xs is the characteristic function of the set of penditure of processor time by a factorif in comparison
surface pointss, corresponding to the division &into con- (O the direct numerical solution afl0). The case of non-
gruent component& 1)], on the surfacs, the representation Abelian symmetry groups was described in Refs. 6 and 7.

of the group{r;} will be assigned by the operator matrices _ Nevertheless, the surfadoes not always have a cer-
T/ (i=12,...N): tain symmetry. In that case a reduction method can be uti-
: 2,...N):

lized.
Let us consider the boundary-value probléd), whose

set of boundary points form the surfaBe which does not
W - , i have a symmetry group or has a symmetry group of low
where{P"} is a regular representation of the groli} in grder. We assume the existence of a surf@agith a sym-
terms of permutation matrices. metry group{r. (k=1,2,...N) of a finite orderN and

The_ integral equatiof10) of the_: bou_ndary-value prob- which is such thatSe S. Next, let the boundary operator
lem (9) in the space of vector functions, in turn, has the form = — — _
[(S): lu(x)=f(x), xe S of the initial boundary-value prob-

lem of type (9) with the boundaryS be capable of being
continued onto the surfacg I(§)—>I(S) in such a manner
that T, *1(S)T,=1(S). We note that these two conditions
can easily be satisfied in most cases. For example, the sur-
(T HAGIN =L (TH = 1A I 1 - face S with the boundary operato(S) appropriately as-

The latter, in turn, means that system of integral equa_S|gned on it can undergo mirror reflection relative to a cer-

. ; . . tain plane, etc. At the same time, under these two conditions
tions (14) can be brought into a diagonal form in the case of ' . o ,
k o the reduction method considered here, which is confined to
an Abelian symmetry group of finite order. In fact, let} ; - .
. ) . representing the initial boundary-value problem in the form
(i=1,2,...N) be an Abelian group with the symmetry L7 . -
. . of two problems, one of which is a problem with a finite
=77 (K,j=1,2,...N). We go from the basigp;(x)}, : . .
. f , N symmetry group, while the other allows a fairly simple solu-
XeS to the basis {pi(x)}, xeSy, pi(X)=pi(7 X) tion, will be effective in a numerical procedure only when
(i=1,2,...N), in which the representatiofiT,} of {7} '

transforms by virtue of13) into a regular representation in the area Of,s IS greater than that o/S. In fact, if the as-
terms of the permutation matricé®®} (k=1,2,...N), sumptions indicated above hold, then we can pass from the

and the matri>¢|Aij|| of the system of integral equatiors4) iﬂitial boundary-value probler®) with the boundary surface
transforms into the matrifA/j|| of the form S to a treatment of9) with S, provided that the values of

f(x): lu(x)=f(x), xeS for xe S/S are unknown. This
problem corresponds to the integral equati@f) with the

additional conditionp(x) =0, xe S/S. In this case Eq(10)
N can be represented in the form of a system of integral equa-
_ E TALLPRIN 172 tions (14), which can be reduced, in turn, to the uncoupled
k=1 o=t form (15). At the same time, in this case the right hand sides

Now, if [|F;jlI;_, is the Fourier transformation matrix {ei} (i=1.2,.. -N) in the expressiongls) are not defined

corresponding to the character table of the irreducible reprefor all xe S;, since the values of(x) for xe S/S are un-

sentations of the groufr} (k=1,2,...N), then in the basis known. To determine the unknown values of the'}, we

use the conditiom(x)=0, xe S/S. As a result, we have

N N
T.L*I’i(X)=i§1 P}Pqufi(x):;l PIOW (%), (13

N
jzlAiipi(X):(Pi(X)u xeS (i=1,2,...N). (149

By virtue of (12)—(14) we can write

N

”Aij ”_’”Ai,j Hi’\,ljzlz kgl Alka‘lll Pi(jk)”i'\,‘j =1

N
p‘((x>=§l Fip/(x) (i=12,...N)

N N
c 0 _ o -1
the matrix||A|| acquires a diagonal form. The system of _Z'l FkiPi(X)_ng Z«l FiFinAi “en(X),
equations(14) then transforms into uncoupled equations on

one of the congruent components ®f _
_ _ _ xeS;N7(SIS), nkeKkK, (16
Aipi,(x):\l,i’(x)v XESl (|:1121N)1 (15)
where whereK is a subset of the set of integdes 1,2, ... N which
Ai:A_‘i,i ZEEmFikAémﬁmiZEPﬂAljF_ijIE,N=1AJ1Fij , is such thatS;N 7 (S/S) # 0, and{;io(x)} is the sglution of
IF;jlIY;=1 is the inverse Fourier transformation matrix, and Egs.(15) with the condition thaf(x) =0 for x e §/S. There-
the bar denotes complex conjugation. fore, the initial boundary-value problem with the boundary

For its part, the diagonalization of the system of equasurfacegis reduced tdN independent integral equatio(ikb)
tions (14), on the one hand, renders the process of finding amand system of equatiori46). The latter, in turn, means that
approximate solution of the boundary integral equatib®  the reduction method considered here will have the same
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advantages in a numerical procedure as the approach de-
scribed above for problems with symmetry provided the area

of SIS is smaller than that o8.

SIMULATION OF INDIVIDUAL CASCADES OF ELECTRON-
OPTICAL SYSTEMS
Let us examine the possibilities of the method described
in the preceding section in greater detail in the case of the
simulation of concrete electron-optical systems or individual
cascades of electron-optical systems. Let the surface
formed either by all or by some of the electrodes of an

electron-optical system be described by the fourth Klein

symmetry group {7} (i=1,2,34): S=S;+1,'S,

+7518,+ 7, 'S, whereS, is one of the four congruent

components of the surfa& It is known that there are three FIG. 1.

symmetry point groups that are isomorphous to the fourth

Klein group: theC,,, group with the elements (the identity
transformation, C, (rotation by ), o}, (mirror reflection in
the plane orthogonal to the rotation axiandl (inversion;
the C,, group with the elements, C,, o, , ando,, , where ~ SOUrCes by a factor of 16. o

o, ando,, denote mirror reflection relative to planes passing T 19uré 1 presents a pair of diverging plates, each of
through the rotation axis: and ti®, group with the elements Whlch consists of t_hree rectangular sections oriented at as-
e, C,, C,, andC,, whereC,, C,, andC, are rotations by signed angles_ relative to one_another. Such systems are often
7 relative to the orthogonal axes. These symmetry groupgncountered n electron-opncallsy_stems of various 'pres.
are often used to describe cascades of divergent systen{:s',g“re 2 presents plots of the distribution of th(.a.densny of
diaphragms, etc. In this case the system of four boundar?'eCthtat'C charge for the case where the potefitialolts)

integral equation14) can be brought into the forth ¢1=2 is supplied to one plate, while,=1 is supplied to
the other. The order of the mesh problem is then equal to

renders the algorithms for finding the approximate solution
more stable and reduces the expenditures of machine re-

[A1+A2+A3+A4]p_1:$1, 800, i.e., regardless of the symmetry of the initial problem, a
_ densely filled matrix of dimension 860800 must be in-
[ArtAr—Az—Aylps= @3, verted.
— — Now let the surfaceS be described by the cyclic sym-
[A1=Az=AstAglp2= @2, metry group Cgfe,7,..., /" 1} of order N:
[Al—Az+A3—A4]EFa S=S,+ ™ 1S+ 7S;, whereS, is one of theN congruent

components of5, and 7 denotes rotation by 2/N. If N is
where

Ar1=A11, A=Aty Az=AisTs, As=Apl,,
p1=p1+Top2+T3ps+Tapa,
p2=p1— Topa—Taps+Typa,

p3=p1+T2p2—T3p3—Tupa,

p3=p1— T2p2+T3p3—Tapa,

P1= @1+ To@a+ T3+ Tyey,
0= 01— To@r =T33+ Ta04,
03= @1+ Topo—Tapz—Taey,

Pa= 1= To@a+T303—Tyey.

For example, in the case of th&,, group, the corre-
sponding shift operators have the forTmu(x)=u(r(1x),
wherer,=e, 7,=C,, 13=0y,, andr,=1. Thus, when we
go over to the mesh problem, consideration of the symmetry
of the boundary operator in this case permits fourfold reduc-
tion of the size of the matrices being inverted with mainte-
nance of the order of the approximation. The latter, in turnfiG. 2.

22217 2
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FIG. 3.

even, this group is isomorphous t8,{e,o,...,c" 1},

Demin et al. 227

FIG. 5.

whereo is a symmetry transformation of a Euclidean space

corresponding to rotation by72N and reflection in a plane

that is orthogonal to the rotation axis. Surfaces of revolution(j=1,2,...N), where T is a shift operator

are described, for example, by tke, symmetry group and,
therefore, by the&C,, group for anyn. Regulam-hedrons and
the like are also described by tlg, symmetry group. In this
case a system oN boundary integral equation&ld) is
brought into form(15), where, accordingly,

N

A=3 AN 07NN (=12, N),
P

Here e=exp(2ml/N), | is the unit imaginary number, and
I?=1. For the operatorsA;; we have Aj;=A; TV 17!

FIG. 4.

[Tu(x)=u(7 x) and, accordingly,
TNy =u(77x) (j=1,2,...N)], and A=, is
the operator matrix of the initial system of integral equations
on the surface.

Furthermore, if the initial surface does not have a sym-
metry group, but admits supplementation to a surfaegth
a Klein symmetry group or with the cyclic symmetry group
C, within the reduction method, the solution of the initial
problem reduces to the solution of the independent equations
presented above and to E¢$6), where the seX is specified

FIG. 6.
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. . — . 23, K. Demin and R. P. Tarasov, Zh. Vychisl. Mat. Mat. F29, 1308
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Surfacegwhich admits Supplementation to a Surface Of revo- 4E. V. Zakharov, S. I. Safronov, and R. P. Tarasov, Zh. VyChiS|. Mat. Mat.

. o . . Fiz. 30, 1661(1990.
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zero onS; and S,) obtained on the basis of the reduction 7R. P. Tarasov, Zh. Vychisl. Mat. Mat. Fi33, 1815(1993.
method. More specifically, Fig. 4 presents the distribution of 8E. V. Zakharov, S. I. Safronov, and R. P. Tarasov, Zh. Vychisl. Mat. Mat.
the charge density on the nearby bottom of the diaphragm, Fiz- 31 40(1992,
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for an order of discretization of the initial boundary equationiir. p. Tarasov, S. I. Safronov, and S. K. Dyomin,Tiwentieth Interna-
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Fairly simple electron-optical systems, which can be Canada1992.

simulated on the basis of the methods in the preceding sec-J A. Stratton Electromagnetic TheorjMcGraw-Hill, New York (1941);
tion, usually have a finite symmetry group or admit supple- ,G0Steknizdat, Moscod948]. _ . . .

. . - . A. G. Vlasov and Yu. A. Shapirdjn Russiai, Mashinostroenie, Lenin-
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The current flow regime between the tip and the sample during the supply of voltage pulses of
various duration, amplitude, shape, and polarity is investigated experimentally. Solid

silver and films of other materials of nanometer thickness are employed as samples. It is shown
that the tunneling gap decreases as the voltage across the tunneling contact increases due

to deformation of the tip and the sample until they come into mechanical contact. The resistance
of the contact is measured for various samples. Various mechanisms of deformation of the

tip and the sample are considered. It is concluded on the basis of estimates that solid metals are
deformed mainly as a result of thermal expansion. Experimental current—voltage
characteristics are compared with theoretical plots for the case of field emissioh99®

American Institute of Physic§S1063-784£98)01802-9

INTRODUCTION local maodification of the surface of a solid, generally on the
basis of calculations of the electric field strength and the
The investigation of a solid surface by means of a scansurface temperature of the tip and the sanipl&nowledge
ning tunneling microscopéSTM) calls not only for obtain-  of the current flowing in the regime selected is needed in this
ing the image of the surface in various scanning regimes, butase. The current flow regime clearly depends on the design
also for analyzing it by tunneling-spectroscopic methods. Irfeatures of the electrical circuit of the microscope, the rela-
this case abundant information is provided by the current-tive arrangement of the tip and the sample, the specific prop-
voltage characteristics of the tunneling contact of the microerties of the tip and sample materials, and the shape, ampli-
scope. The sweep of the voltage across the contact shoutdde, and duration of the voltage supplied to the tunneling
clearly be limited to values which do not lead to catastrophiqyap. Local influences can be applied to the sample surface
changes in the properties of the surface, unless such changg&ten the microscope feedback loop is closed or open; there-
are the investigator’'s goal. The value of the limiting voltagefore, the character of the current flow is also determined by
corresponding to the appearance of local changes on an STile dynamics of the changes in the geometric relief and
image depends mainly on the properties of the sample matghysical properties of the surface. This paper presents the
rial and the distance between the tip and the surface, which iesults of an experimental investigation of the dependence of
assigned by the tunneling currdpiand the tunneling voltage the current flowing between an STM tip and a sample on
U;. It should be expected that under the conditedd=¢#,  applied voltages of various amplitude, duration, shape, and
wheree, U, and ¢ are, respectively, the electron charge, thepolarity.
voltage applied to the tunneling contact, and the work func-
tion, the dependence of the current on the voltage betwee
the STM electrodes should acquire a field-emission form!&PER'MENTAL CONDITIONS
This is possible, because the electric field between the mi- The experimental setup is presented in Fig. 1. Pulse
croscope electrodes reaches values of uB4alC® V/icm at  shaperl included a square pulse generator, which permitted
such voltages. The high density of the field-emission currenvariation of the pulse duration in the range #6-1 s and of
corresponding to such fields can be a cause of heating arile amplitude up to 10 V with high accuracy, and an inte-
destruction of both the tunneling microscope tip and the surgrating circuit with a time constant equal to 10s for
face being investigated. The electric field produced upon themoothing the steep edges of the pulses from the generator.
increase in the voltage across the gap and also the fluctudhe experiments with large loads were carried out using an
tional electromagnetic field of the heated substance give risadditional power amplifier, whose output pulse was supplied
to a ponderomotive interaction in the tunneling contactto tunneling gap® of the STM. A special scheme based on a
which can lead to deformation of the electrode surfaces andliding temporal integrator, which produces a linearly in-
induce diffusion processes both on the surface and in thereasing voltage from 0 to 10 V on the tunneling gap, was
bulk of the material. This set of diverse factors ultimately used to create pulses of triangular shape, the sweep time
leads to local alteration of the properties of the sample surbeing regulable in the range from 19to 10 s. The current
face under the STM tip, as has been reported in numerou$owing was determined using an oscillograph from the sig-
publications, which were reviewed in Refs. 1-3. Variousnal from the load resistand®,,q. The measurements were
physical mechanisms have been proposed to account for theerformed in the following manner. The STM tip was posi-
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FIG. 1. Experimental setup. 10~7 I/
b
tioned at a definite distance from the sample surface with sl /
assignedJ,; andl,, whereupon the feedback circuit was bro- 10 0 4 Zl 1 11; L 2. 1 81 ‘410

ken with simultaneous recording of the voltage on the A

motor of the microscope and switching of reldyfrom the

input of STM preamplified to the load resistance. Depend- FIG. 3. Dependence of the maximum currérftowing through the tunnel-

; ; ; ; ; ing gap on the amplitude of the voltage pulde Points—experimental
Ny On.ItS level, the Slgnal frorﬁaload was fed either dlreCtly . values, dashed line—calculation based on the Fowler—Nordheim formula.
to the input of the storage oscillograph or through an ampli
fier with a 60 kHz transmission band.

The samples used were solid silver, a chromium film OfCurvel in this figure corresponds to a short-circuited contact

thickness 500 A deposited on a polished silicon substraté?e.t\'vei.rll the e(ljectrode; ' curQe/g?§ ot()jtaflne(:hfortft]he clhro-
and a three-layer carbon-nickel-carbon structure with Iayem'urn m, and curves was oblained tor the three-layer
thicknesses equal to 25, 30, and 25 A, respectively whicﬁarbon'n'Ckel structure with an initial distance between the
was also on a silicon substrate. The films were deposited b Iectrtohdes gorrespotnqllngr:q=0£1 yt.andltf'{lag@. A‘;.Wﬁ
laser sputtering in a vacuum, as was done in Ref. 7. Tungste €, there 1S a cerlain characteristic resis e whic
wire tips, which were fabricated by the standard method O]specmes the discontinuity on the curves. All of the voltage
’ H *
electrochemical etching in a potassium hydroxide solutioncr:early falls on tthe tunr?de%mg;ggtait Whﬂ]oﬁd<RF§ ! aﬂr]nd
were used in the work. The experiments were carried out irﬁ € converse IS rué wheiy - Apparently,R™ 1S the

air at atmospheric pressure under ordinary laborator condf—GSismnCe of the tipjsample contact at the end of the pulse.
tions P P y y For the chromium film we hav&®* ~420 ), and for the

three-layer structurdR* ~2000(). Thus, the resistance of
the gap varies by 5—-6 orders of magnitude during a pulse.
EXPERIMENTAL RESULTS We note that the character of the curves and the vall® of

The current flowing depends on the voltage supplied, thélid not vary when pulses of any duration in the range
resistance of the tunneling gap, and the load resistance. TH® °—1's were used.
conductance of the tunneling gap increases with increasing The real electrical circuit of the preamplifier of the tun-
voltage at a fixed distance between the microscope eledeling microscope used to perform the experiments on the
trodes, i.e., is a variable. For the values seledfget0.1 vV modification of multilayer structures in Refs. 7 and 8 is such
andl,=1nA, the initial resistance of the tunneling contactthat the equivalent resistand®y,q=10° Q. The current—
R, is of the order of 18 Q. Figure 2 presents the depen- Voltage characteristic of the tunneling contact formed by the
dence of the amplitude of the signl,q from the load tungsten tip and the three-layer structure thr=0.1 V and
resistanceR,,,q during a voltage pulse with a duration of It=1 nA was recorded with such a value for the load resis-
10 % s and an amplitude of 10 V on the load resistancetance. Figure 3 presents the dependence of the current on the
amplitude of the voltage pulse with a duration of £0s
supplied to the tunneling contact. Each time the measure-
ment was performed after the microscope tip was positioned
over a new portion of the surface of the multilayer structure.
The statistical spread of the values indicated in the figure
corresponds to falling in this range with a 96% probability.
As follows from our measurements, at typical voltage pulse
amplitudes, at which local modification of the multilayer
metal—carbon structure occurs, the maximum current does
not exceed 10° A with the load indicated. Of course, the
value of the maximum current increases with decreasing
Rioaq @s long asR,¢>R*. In the experiments with solid
silver and R5,q<10 Q) spot welding was presumably ob-
served in some cases, since a mechanical contact between the
tip and the sample, which could be broken with difficulty by

1 10 w 910’ w* v
Load » £ the piezoelectric micropositioners, could be detected after a

FIG. 2. Dependence of the amplitude of the signal from the load resistanc¥0ltage pulse was supplied and the feedback loop was re-
on the value of the latter. stored.
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tunneling current, displaces the tip in a certain range near the

mean value of the distance between the tip and the sample.

These current fluctuations and the corresponding changes in
10V the voltage on the piezoelectric micropositioner are easily
recorded. The causes of such current fluctuations can be as-
sociated both with physicochemical processes on the sur-
faces of the microscope electrodes in the electric field be-
tween them and with random modulation of the width of the
tunneling gap due to acoustic and temperature noise. At an
arbitrary moment in time the operator disrupts the feedback
loop of the microscope, recording the random value of the
voltage on the piezoelectric micropositioner and, therefore,
the random value of the distance of the tip from the surface.
Even if the tip is positioned above the same point on the
surface with assigned parameters, the measured values will
have a certain statistical spread. Contributions to this spread
are made by the dynamic changes in the contact associated
with heating and deformation of the tip and the sample, as
well as with the increase in the rates of diffusive processes
due to the increase in the current and the field during the
sweep of the voltage across the tunneling gap. The statistical
curves described below were obtained in an experiment with
the three-layer structure and a square voltage pulse with a
duration of 103 s and a rise time of I0° s. The maximum
signal from the load resistance had the same shape and du-
ration as the voltage pulse. At the same time, as the ampli-
tude of the voltage pulse was diminished, the frequency of
the appearance of a signal from the load resistance with a

A similar dependence was recorded during the Supp|y ofotally different Shape and a significantly smaller amplitude
a triangular pulse to the tunneling gap or a linear sweep ofcreased, the maximum of such a signal on the oscillogram
the voltage from 0 to 10 V of various duration. Figure 4 being capable of occupying any position within the duration
presents oscillograms of the signal from the load resistancef the voltage pulse. Figure 5a presents a plot of the appear-
(solid line) and the Shape of a Vo|tage pu]se of durationance of the maximum Signal from the load resistance as a
1072 s at the output of the pulse shageashed linesfor a  function of the amplitude of the voltage pulse on the tunnel-
relative arrangement of the tip and the sample which correing gap forU;=0.1 V andl;=1nA. The dependence was
sponds toU,;=0.1 V andl,=1 nA. The oscillogram in Fig. Obtained by computing the frequency of the appearance of
4a was obtained in an experiment with the three-layer structhe maximum signal in 100 experiments, the microscope tip
ture and clearly corresponds completely to the current-being displaced to a new position each time. Figure 5b shows
voltage characteristic in Fig. 3. In the case of a voltagethe dependence of the probability of the appearance of the
sweep, there is an abrupt, exponential increase in the curreAtaximum signal from the load on the tunneling voltdge
followed by a change in the character of its flow at the end ofor I;=1 nA and an amplitude of the voltage pulse equal to
the sweep. In some cases oscillograms similar to the one 0 V.
Fig. 4b with a sharp drop in the amplitude of the signal from  We specially note that within the statistical spread ob-
the load at the end of the sweep were observed and are protined the results of our experiments with the concrete
ably attributable to accidental rebound of the tip from thesamples described under the experimental conditions de-
sample surface. Figure 4c shows the oscillogram of the sigscribed did not depend on the sign of the voltage pulse sup-
nal obtained in an experiment with a solid silver sample. Weplied to the tunneling gap.
note that the form of the signal from the load resistance did
not depend on the duration of the sweep, but the repro@u%ISCUSSION OF RESULTS
ibility was better for short durations. This should be attrib-
uted to the smaller probability of random variation of the gap It can be concluded on the basis of the data obtained that
between the tip and the sample during a voltage sweep. closing of the gap between the tip and the sample occurs in

As we have already noted, with consideration of the asthe regime characteristic of surface modification, probably
signed values olU, and I, the electronic system of the because of their thermal expansion and a ponderomotive in-
microscope should keep the tip at a definite distance abovieraction. Corresponding estimates of the temperature, the
the sample surface. In a real situation, especially in an exthermal strain, and the field-induced strain will be per-
periment in air, there are fluctuations of the current betweefiormed, but now we shall estimate the width of the contact
the microscope electrodes, because of which the scanniran the basis of a measurement of its resistance at the end of
tunneling microscope, attempting to maintain the assigned voltage pulse. For the chromium film we haR&=420 ().

FIG. 4. Oscillograms of the signal from the load resistance.
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10+ a Boltzmann’s constant, an@l and T; are the temperature of
P s the emitter and the temperature at which reversal of the sign
Pacllt of the Nottingham effect occurs. F@r=300 K and the ex-
perimental value T;=700 K we have
q=5.5x10°—5.5x 10’ W/cn?. The temperature increment
is given by T(t)=q(4«t/7)Y\, where\ and « are the
thermal conductivity and the thermal diffusivity. For
A=1.7x10" erg/lcms-deg andx=0.65 cnt/s we find that
the tip is heated to a temperature of 310 after
7] S LA E R T S R t=10 °-107 s. We note that the contribution of the Not-
Vv tingham effect decreases until its sign changes during the
10k b heating and that the role of the Joule losses increases; there-
P fore, the exact heating dynamics can be given only by a
numerical calculation. However, even a very simple estimate
provides evidence that it is possible to heat the material to
high temperatures and that if a steady-state temperature is
possible at all, it is achieved on the leading edge of the
voltages pulses that we used in the experiments. Solving the
nonstationary thermal problem for the field of a space with a
thermally insulated boundary and a heat source that is con-
1 1 1 i1 1 stant with time, for example, like the one in Ref. 6, we can
0 0z 04 0§ 08 10 12 find the asymptotic law t(~) for the achievement of a
eV steady-state temperature on the sample surface under the mi-
FIG. 5. Dependence of the probability of achieving the maximum value ofcroscope tip, if it is possible under the specific conditions
the signal from the load resistance on the amplitude of the voltage pulse assigned:

(a) and on the value of the tunneling voltage for a fixed amplitude of the
voltage pulsgb).

a5t

05

T(0,0t)=To+Tg

- e ,

4kt
. L where T, is the initial temperatureT is the steady-state
The resistance of this film measured by the contact method mperature at the same poiffor a Joule heat source

equal to 302/cm. With consideration of the geometric fea- T~i2.2\o. andL.~10"5 cm is the characteristic dimen-
S a 1 a

tures of .the sample holder we find that the re_sistance of thgion of the bulk heat source.
contact is approximately _equal tp 210 Assuming tha‘.[ thg Hence it is seen that the characteristic time for the estab-
electron mean free pat n the tip and sample materials is lishment of a steady-state distribution of the temperature on
much greatgr than the w@th of the contaGtwe shall US€  the sample surface under the microscope tip is of the order of
the expression for the re5|st_1%nce of suct;lc a cgntact obtain ~7_10"8 5. The temperature also drops rapidly after the
by S_hsarvm and Wexlet"® R=16p\*/md?, where oo ooirceis switched off. The corresponding solution has
p~10"° Q- cm is the typical value of the resistivity for met- the form
als. Setting\* =107, we haved=14 A. We note that clos-
ing of the contact occurs after a very short time, apparently Lg L,
on the leading edge of the square pulse. T(0,04)=Ts 1—EXP< - m”‘b \/ﬁ :

As the experiments show, the local modification of an K
extensive list of samples does not depend on the sign of thehere® is an error function.
voltage pulse; therefore, we shall confine ourselves to the We estimate the thermal strain of the tip, assuming that
case in which the flow of electrons is directed from the tip toit is a cylinder, which is uniformly heated to the temperature
the sample. The corresponding estimates of the temperatufie For the characteristic value of the coefficient of thermal
of the tip apex and the time of the achievement of an asexpansionx=10"° andT=10° K, the relative elongation of
signed value are obtained most simply on the basis of théhe tip equals 10%, which amounts to about 10 A of abso-
known solution of the one-dimensional probléAs fol- lute elongation and, accordingly, shortening of the tunneling
lows from Fig. 3, the maximum curremtflowing between gap for a tip with a length of TOA. The thermal strain of a
the tip and the sample equalx30 ® A. Since the effective flat sample surface was estimated in Ref. 6. It is equal in
area of current flows=10"13—10"1% cn®, the current den- order of magnitude to (IF¢—10 3)L, whereL=10 A is
sity j=5x10"—5x10® Alcm?. In the initial stage of the the scale of thermal inhomogeneity. Hence it is seen that the
heating of a material with the electrical conductivity and bending of the surface under the tip is of the order of 1-10
thermal conductivity of tungsten, the Joule heating can bé\. Thus, very simple estimates show that thermal heating of
neglected. Heating as a result of the Nottingham effect ighe tip and the sample surfaceTe=10°—10° K can lead to
most efficient for a cold emitté® Assuming that it is a sur- shortening of the tunneling gap by a few or tens of angstroms
face effect, we can estimate the corresponding power densitp mechanical contact between the microscope electrodes.
q=m2kT? cot(wT/2T;)|/2eT, sin(#T/2T;)S, where k is  Shortening of the tunneling gap obviously leads to an in-
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crease in current and a further rise in temperature. As a re6). Hence it can be seen that the strain of a surface, for
sult, the form of the current—voltage characteristic in such a&xample, of tungsten will be negligibly small when the mi-
regime will be determined by the thermal-strain instability of croscope electrodes are separated by a distance of the order
the tip and sample surfaces. of I~10 " cm.

Along with thermal strain, ponderomotive forces can  The experimental data and the estimates obtained show
also act on the surfaces. These forces are associated with tgyt in a typical surface modification regime the form of the
presence of electromagnetic fields between the electrodegy rent—voltage characteristics depends on the heating dy-

First, an electric field is induced by a pulsed increase imhamics and the sample; therefore, the current through the
voltage. Second, at short distances between bodies the effe[ﬁ%neling contact rises not only because of an increase in

of the fluctuational electromagnetic field, whose density in-

X voltage, but also as a result of a decrease in the thickness of
creases sharply as the surfaces of the bodies are approach barrier down to mechanical contact between the tip and
must be taken into account. The strain of a surface can b,

i i fhe sample. This is why a direct comparison of experimental
calculated as the voltage across the tunneling gap increases - A
current—voltage characteristics and the theoretical depen-

by determining the Maxwell stress tensor. Strictly Speaking’dences for field emission must be made with consideration of
finding the ponderomotive forces acting on the surface of a . ; .
body requires finding the distribution of field in the spacethe dynamic changes described. In Fig. 3 the dashed curve
between the electrodes. This calls for solving the self.corresponds - to tt17e Fowler—Nordheim ~ formula for
consistent problem of the distribution of the field in the tip, #=0-2 €V,1=5X10"" cm, and an area for current flo@

the sample, and the space between them under the conditiof§ual © 10 cn?. Clearly, the agreement can be consid-
of strong emission in the three-dimensional case. This probered satisfactory only in the small range of voltages where
lem has not yet been solved. Therefore, we shall utilize théhe thermal strain can apparently be neglected. The small
results of the solution of the boundary-value problem formu-value of the work function obtained from a comparison of
lated in Ref. 6. In this case the strain can be estimated usindie experimental results with the theoretical dependences,
the formulau,=L;j?/10Ec?, whereL, is the characteristic which has been noted frequently in the literature, should be
dimension of the region where current floyyds the current  stressed here. A qualitative explanation for its small value
density, o is the conductance of the material, aBdis can be given on the basis of the phenomenon of the resonant
Young's modulus. FolE=10" dyn/cn? and 6=10'"®s™%,  tunneling of electrons through the complex potential relief
which are characteristic of solid tungsten, the magnitude obetween the tip and the sample, which includes both poten-
the strain of the surface is negligibly small even under contial wells and barriers. As we knotf,resonance of the bar-
ditions that are typical of the modification of the surface of arjer transparency to electrons appears in certain regions of
solid, wherej=3x10'" esu andL;=10"°—10"°cm. We  their energy spectrum in this case. Such a barrier can be
note that films of other materials, for example, graphiteformed by adsorbed atoms, molecules, films, etc. Because
films, have significantly smaller values for Young’s modulushe radius of curvature of the microscope tip is nonzero, the
and the conductivity; therefore, their deformation under th&,;rier petween the tip and the sample is nonuniform, and the
action of the field can !nfluence the dynamics of the flow Oftransparency regions for different groups of electrons can
current between the microscope tip and the sample. We Shacu/erlap in forming the total current. A comparison of an

est|mat_e the magnitude of _the_ stram_under the action of xperimental current—voltage characteristic obtained under
fluctuational electromagnetic field using the results of the o ) . L .

X : such conditions with a theoretical dependence which is valid
theory of molecular forces of attraction between solids sep

rated by a gag which is small compared with the Wave-afor one potential barrier in the one-dimensional case gives a

lengths specifying the absorption spectrum of those séfids. Iolw va]ue .fo; t|r|1e effecjuvcleb\l/volr)k f;:r,'cn(r)]n' The profposetlz: ex-
In this approximation we obtain an expression for the attracP'anation is fully permissible both in the range of small ap-

tive force per unit of surface for two identical bodies at thePlied voltages, i.e., U<, and foreU;= . o
same temperature The statistical character of the flow of current, which is

reflected in Fig. 5, can be attributed not only to the factors
3 2 already indicated, but also to the inhomogeneous distribution
FD=3.73 Jo &, of the value of the work function over the sample surface. In
fact, between a tip and a sample joined by a conductor to a

wheres(i £) is the dielectric constant, and the variallés source.Ut there is a.contact potential difference, which is
related to the frequency by the expressiom =i £. determined by the difference between the local work func-
Thus, the form of the functioe(i £) must be known in  tions of the sample and the tip. The magnitude of the contact

order to calculate the force. For an estimate we sePotential difference can be of the order of (Ref. 15.

e(w)=¢'(w)+idmolw. Using the Kramers—Kronig for- Therefore the real potential difference applied to a tunneling

mula, we can finde(i£) and obtain the expression for the gap is equal to the algebraic sumdf and the contact po-
force F(I) =% w /87?13, wherew,,=10—10"*s™%, in the tential difference. The values ¢f and the applied voltage

limit o> w. Knowing the expression for the Green’s tensorassign the distance between the microscope electrodes. This
and the characteristic dimensitp=10"°—10° of the re-  distance can vary over a locally inhomogeneous surface, as is
gion where the forc€, is applied, we can easily estimate the reflected in the form of the current—voltage characteristic
magnitude of the strain of the surfane=2F(I)L,/E (Ref.  and the statistical dependences.

©

e(i&)+1
g(i§)—1
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Control of the metal-semiconductor phase transition in a vanadium dioxide film
with the aid of a fast-acting thermoelectric cooler. 11l
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The pulsed-cooling dynamics of fast-acting thermoelectric coolers is analyzed. Good agreement
is obtained between the theory and the experimental results on information erasure with

an interference vanadium dioxide structure in the single-pulse and repetitive-pulse modes. It is
shown that the actually achievable overwrite frequency with thermoelectric erasure of

information is about 30 Hz, and a fast-acting thermoelectric cooler is capable of providing a
temperature difference of at least 10 °C between the cold and hot junctions under such conditions.
© 1998 American Institute of PhysidsS1063-7848)01902-3

INTRODUCTION The recorded information is erased by applying a cool-
ing pulse1-3 (Fig. 1). If the intensity (1) of the pulse is

m tTIhe ?Eitlcil dpatrarmert]ers (t): rt1hlirt1i-flrl1rr][ rknz?;cetrlalsthmrthl avsufficient for complete restoration of the semiconductor state
etal=semiconductor pnase transition taken together 1eavg.,p, g (i.e., reaching the valug), then the valuA R, is
no doubt that such materials hold promise for applications i

X ) > "hhtained once again after the cooling pulse is removed and
working optical memory systems. The problem of erasin

9T b is reached. However, if the cooling i [ i
! A ; T stab . , g intensit®,3 is
L%%?ifgif;zglrmat'on is solved by using the thermoeleCtr'cmadequate to reacR, then there arises at=Tg,,a low

) . reflectivity differenceAR’ or AR”, i.e., incomplete erasure
eratgrr]]azsésug:\ F;l;/gltlsgesds(tjiﬁ%?ohgswsotth:;ct:r;idspze—e::(j \‘;LhOp' of the information recordgd in the VDIS occurs. '
complete erasure of recorded informajioHowever, in “ro- : To estimate the_ quality of erasure we mtr_oduce the er-

Y . . T terion Q of the quality of erasure of recorded information
bot eye” type recognition systems employing an on-line op-
tical memory system it is necessary to work in real-time, i.e., _ R(Tsta) = Re(Tstan)
with a frequency of 25 Hz, since otherwise the system loses " Re(Tetan — Re( Tetan) |
its recognition capability for spatial evolutions of the object
of recognition® .

In an earlier work® we were able to increase the work- sented in Ref. 6.
ing frequency of the system from 3 to 10 Hz by producing a
fast-acting thermoelectric cooléFTEC). The present paper MEASUREMENT PROCEDURE AND EXPERIMENTAL

is a direct continuation of these investigations. In the preserRESULTS

paper, theoretical methods are given for analyzing & fast- g eynerimental arrangement was described in our ear-
acting thermoelectric cooler that controls the process of eraSiar work 45 The investigations were performed on two VDIS
ing information from an vanadium dioxide interference g, hjes with identical optical characteristics. The samples
structure(VDIS) in single- and repetitive-pulse modes, theqe deposited on substrates consisting of®thick mica
theory is compared with experiment and it is shown that the,,y 590,,m thick single-crystalline silicon. These samples
two are in good agreement with each other, and ways argqra secured to the cooled surface of the FTEC, which made
indicated fpr f%‘fther increasing the speed of operation of sysg possible to investigate the dependence of the information
tems of this kind. erasure qualityQ on the duration and amplitude of the cool-
ing pulse in the single-pulse mode in the time interval
0.04-1 s and in the repetitive-pulse mode with frequency
0-10 Hz and a off-duty factor of up to 1.2. The temperature
If the VDIS is stabilized at the temperature of the maxi- of the VDIS was stabilized with an external thermostatting
mum reflectivity differencA R, then when its surface is system, which was in thermal contact with the hot junctions
locally heated in the process of recording an image the prinef the FTEC.
cipal branch of the temperature hysteresis loop is traversed For both samples the measurements were performed in
up to either complete or partial metallizati¢gdlepending on the both the single- and repetitive-pulse modie single-
the intensity of the heating pulseafter heating stops the pulse mode is the mode in which the interval between the
principal (or secondary in the case of partial metallizajion erase pulses is longer than the time constant for establishing
cooling branch is traversed in the reverse direction down tdahermal equilibrium between the memory cell and the ther-
the stabilization temperaturB,;, (Fig. 1). mostaj. In the first case, a test image was recorded in the

where 0<Q<1, and the function®(T) have the form pre-

PRINCIPLE OF OPERATION OF A FTEC-VDIS SYSTEM
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experimental optical memory cell. Next, a cooling pulse wassingle-pulse mode the temperature of both the “hot” and
applied and the optical response was registered, after whictcold” junctions of the FTEC with the sample secured on it
the system was allowed to come to thermodynamic equilibequals the thermostat temperature. This requires a definite,
rium on its own, i.e., it was left undisturbed until the optical though short, time interval determined by the thermal con-
response of the cell assumed the value that it had before thg,ctivity of the material of the thermocouple branches, the
information was recorded. In the second case the followingyresence of a nonzero thermal resistance between the “hot”

operations were performed within each time interval equal t?unction and the thermostat, as well as a lag of heat propa-
one period of operation of the system: The image was '€gation into the thermostat,

corded with a 40 ns pulse from a neodymium laser; the re- Figure 3 shows curves of the intensity of the optical

corded image was erased by applying a 0.08 s cooling puls : . .
to the FTEC element; the system was allowed to stand unggnal probing the memory cell for different duration but

disturbed for about 0.02 s: and, the cycle was repeated. constant amplitude of the cooling pulse current in the case of

The results of the measurements@#ersus the cooling thg thin mica ;ample. AS 's obvious from this figure, sho.rt-
pulse duration in the single-pulse mode for mi@ and ening the c.opllng_ duration decreases the maximum _ach|ev-
silicon (b) substrates are presented in Fig. 2. We note that th8P!€ reflectivity difference of the VDIS, and the quality of
erasure quality for the thicker silicon substrate is less than grasure of the information recorded on the VDIS decreases.
for all experimental cooling pulse durations, while for a thin ~ The problem of reaching, over short time intervals deter-
mica substrate virtually complete erasure was observed fdhined by the duration of the cooling pulse in the single- and
durations longer than 0.1 s. repetitive-pulse modes, the temperature differences required

Without doubt, this difference is due to the high specificfor high-quality information erasure and the problem of find-
heat of the thick silicon substrate, in contrast to the thining the corresponding optimal current characteristics re-
microsubstrate whose temperature evolves identically to thaguired a theoretical analysis of the nonstationary thermal
of the cold junction of the FTEC. To a high degree of cer-processes occurring in the thermocouples. The next section is
tainty, it can be asserted that when the erase pulse ends in tHevoted to a discussion of the results.



Tech. Phys. 43 (2), February 1998 Gal'perin et al. 237

17T 1 a T T h o b < x>~ T - -
Tz . 3351
z - T b d : =
0" o I"i—-}’; L + *
b
FIG. 2. Information erasure quality versus
0.6 cooling pulse duration in the single-pulse
mode. 1—Experiment, 2—theory; a—40
pm thick mica substrate, b—20Qum
thick silicon substrate.
0.4
0.2
1 1 1 [ I i 1 1 L i
0.1 0.2 03 04 05 0.6 0.7 0.8 09 10
t,s
COMPUTATIONAL RESULTS Tp
. . . AT e ATmax\ — (1)
1. Single-pulse moddn Ref. 7 analytical expressions To

were obtained for calculating the maximum temperature dif-
ferencesA T . between the “cold” and “hot” junctions of

a thermocouple as well as the currehgg required for this lio=10" [ To )
for different supply pulse durations, ! Tp

L

AT o0
AT -

-~ and
- -
- -

U4
,’

R, % t

/

Re( Tot)
Ren

A

b
N

t

FIG. 3. Relative position of the pulses on the time scale. a—Tecording pulses; b—FTEC supply current pulses and cooling pulses; c—VDIS reflectivity
changes corresponding to the cooling pulses.



238 Tech. Phys. 43 (2), February 1998 Gal'perin et al.

FIG. 4. Temperature difference on

the cold junction of FTEC versus the
b duration of the supply current pulses
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couple branchega) and theoretical
erasure quality versus cooling degree
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experiment, curves—theoryr, mm:
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whereAT . is the maximum difference of the temperaturespulses per secondto be dissipated over the total time of the
on the thermocouple in the stationary statgtime constant intervals between the pulses. This results in substantial over-
of the thermocouple, antly is the optimal current of the heating of the system and a corresponding change in the
thermocouple in the stationary state. stabilization temperature of the VDIS, which once again be-
The maximum temperature differendd .., and the op- comes incapable of recording information, since it is driven
timal currentl, are universal characteristics of a thermo-out of the temperature hysteresis loop, but this time in the
couple in the stationary state and, as a rule, are known. Thdirection of high temperatures.
time constantry determines the rate of establishment of the  In summary, to ensure a high information erasure quality
stationary state and depends on the characteristic specificis necessary to choose an optimé&r each frequengy
heat of the thermocouple, the specific heat of the object beamplitude of the current of the cooling pulses and optimal
ing cooled, and the conditions of heat exchange with theconditions of heat removal that give the maximum possible
surrounding medium. The quantity, can be found by a temperature differences between the cold and hot junctions
computational metho®lIn the cases when this is difficult to of the FTEC while preserving the stabilization temperature
do, 7o can be found experimentally. Given the amplitudeof the VDIS.
AT max @and durationr, of the erase pulse, the required ther- The equationg2) and (3) make it possible to solve this
mocouple parameters and optimal current can be determinedroblem and obtain an expression for the optimal curtent
Conversely, for a specific thermocouple the maximumand the maximum temperature differenceT; in the
achievable temperature difference can be determined for @epetitive-pulse mode
prescribed supply pulse duration,. For example, for
AT =70 °C andry=1s the valueA T, =10 °C can be l=1o\/ -2, (4
attained withr,=20 ms and currenity;=30 A. Tpf
The pulsed cooling dynamics for one of the junctions of __ A singl _
a thermocouple as a function of the amplitugef the cool- AT =ATHIS 21— 1/ ). ©)
ing pulse of the supply current is described by the formula Specifically, using the same conditions of heat removal
into the surrounding medium when switching to the
ATy(7)=ATmal 21 7o/l o7ol *r2/1o70). ®) repetitive-pulse mode as in the single-pulse mode and only
2. Repetitive-pulse mod@&he repetitive-pulse operating optimizing the amplitude of the cooling pulse, it is possible
mode differs substantially from the single-pulse mode, sincéo attain with a frequency of 25 Hz a temperature difference
there is not enough time in the intervals between the coolindoT;=4.5 °C with a current;=5 A with no change in the
pulses for the system to return to the initial thermal statestabilization temperature of the VDIS. However, if the heat-
Two opposite cases are possiblg¢:Heat removal from the exchanger temperature is lowered, th&f,,,=13 °C can
hot junctions of the FETC is ideal, i.e., the temperature ofbe obtained by increasing the amplitude of the erasing cur-
these junctions is constant for any admissible currents flowrent pulse. This temperature difference is sufficient for
ing through the thermocouple; in this case, since the transiachieving information erasure quali@ the order of 0.92—
tion to the repetitive-pulse modevith no changes in the 0.94 operating with a VDIS with a small slope of the cooling
parameters of the erase pulsesinevitably accompanied by branch of the temperature-hysteresis loop. At the modern
the appearance of a constant component of the cooling cutevel of technological development synthesis of such VDISs
rent, the average temperature of the working surface of thdoes not present any difficultiés.
FTEC decreases and the VDIS is driven out of the
temperaturg-hysteress .Ioop in the dlrectl.on qf low tempera-COMPARISON OF THEORY WITH EXPERIMENT
tures, i.e., it becomes incapable of storing information. b
Heat removal is limited. In this case there is not enough time  To compare the proposed theory with experiment, we
for the heat released each secdrﬁtﬂ{rpf (f is the number of performed measurements of the temperature difference be-



Tech. Phys. 43 (2), February 1998 Gal'perin et al. 239

T,°C
a 751 b
4wt 20ms FIG. 5. Theoretical curves of the
5k © temperature difference on the cooled
o N ; surface of the FTEC versus the sup-
saor ) 04 06 08 10|% ply pulse repetition frequencya)
~ 1 %5 0.2 T,s and diagram of the temporal varia-
o0t tion of the temperatures of the cold
2 45 L and hot junctions of FTEC in the
3 repetitive-pulse mode(b). 1,2—
10 5 Optimal currents; 3,4—nonoptimal
4 sr current;h, m: 1,3—1; 2,4—2.
1 L 1 A i
0 5 10 15 20 25
f, Hz

tween the cold and thermostatted surfaces of the FTEC ashseating of the system is prevented by lowering the thermo-
function of the supply pulse duratiofi.e., the function stat temperature, then high erasure quality can be obtained at
AT(7p)] with 1 and 2 mm high thermocouple branches forthese frequencies for samples with a 10-12 °C wide hyster-
the optimal(for each pulse duratigramplitude of the supply esis loop. This is especially easy to do for 1 mm high ther-
current pulse and the temperature of the heat releasing sumocouples.

face of the FTEC equal to 60 °(Fig. 49. In these experi- We obtained the experimental val@e=0.7 when work-
ments the temperature of the cold surface of the FTEC waig at a frequency of 10 H@and with erase pulse duration 80
measured with a quick-response thermocouple. Figure 4ms). The computed value, calculated by the method de-
demonstrates good agreement between the computational igsribed above, was equal @=0.66.

sults and the experimental data. Figure 5b shows the character of the variation of the

We note that in studying the operation of the systemtemperatures of the cold and hot junctions of the FTEC in the
FTEC+VDIS we used a thermocouple with a working arearepetitive-pulse mode witli=10 Hz (erase pulse duration
of 12x14 mnt and a branch heighh=2 mm. Figure 2 80 ms. The exponential drift of the midpoint of the full
shows both the experimental and computed curves of themplitude of the temperature oscillations and the maximum
information erasure qualit§) versus the duration of the sup- value of the temperature of the cold juncti@re., the stabi-
ply pulse of the FTEC in the single-pulse mode. The calcudization temperature of VDISas well as its asymptotic ap-
lations were performed on the basis of the results presentggtoach to a new stationary value are clearly seen in this
in Fig. 4b, which in turn were obtained by analyzing the figure.
shape of the temperature-hysteresis loop of the reflectivity of
the VDIS. Figure 2 shows that the experimentally obtained
values of the information erasure quality agree, to within the"ONCLUSIONS
limits of error, with the computed values for the hysteresis 1. The dynamics of pu|sed Coo|ing processes in fast-
loop of the experimental sampl&ig. 1). The experiment acting thermoelectric coolers was analyzed.
was performed with a VDIS stabilization temperature of 2. |t was shown that the theoretical expressions obtained
52 °C. It should be noted that the stabilization temperaturgyre in good agreement with the experimenta| results on in-
has a large effect on the dependence of the erasure qualifgrmation erasure from a vanadium dioxide interference
factor on the magnitude of the cooling puldgg. 4b. structure in the single- and repetitive-pulse modes.

The data obtained make it possible to predict the ex- 3, |t was determined that the 10 Hz overwrite frequency
pected information erasure quality as a function of the erasgbtained is not the maximum possible value and an overwrite
pulse duration and to determine the minimum possible workfrequency of 25-30 Hz can actually be attained with the
ing duration of the erase pulse. current level of development of the technology for synthe-

Figure 5a shows the temperature differences versus th§izing VDISs. In addition, the FTEC gives in this mode a
repetition frequency of the erase pulses=0.8/f ) when  temperature difference of at least 10 °C.
operating in the repetitive-pulse mode. The curves 3 and 4 in
Fig. 5a were calculated according to E§). It is evident
from these curves that it is impossible to obtain the tempera-F. A. Chudnovskii, Sov. Phys. Tech. Phy, 999 (1978.
ture differences required for high-quality information erasure “A- A- Bugaev, B. P. Zakharchenya, and F. A. ChudnoysMetal-

. . . . . Semiconductor Phase Transition and Its Applicatifin®Russian, Nauka,
with working frequencies of 20—25 Hz by preventing heating | ¢pingrad. pplicatit L

of the system solely by lowering the amplitude of the supply 3E. A. Antonov,Optical Holography: Practical Applicationfin Russian,
pulses. However, as one can see from cudvaad?2 in Fig. S0V Raci'ioy Moscow, 1h97kf:]- hudnovsidand had

; ; ; o~ O V. L. Gal'perin, 1. A. Khakhaev, F. A. Chudnovskiand E. B. Shadrin,
53, if the amplitude of the supply pulses in the repetitive- z; "l "eo 'e110) “104 (1091 [Sov. Phys. Tech. Physs6, 1190
pulse mode is close to a value corresponding to the optimal 1999)].

value in the single-pulse mode and at the same time over2v. L. Gal'perin, I. A. Khakhaev, F. A. Chudnovskiand E. B. Shadrin,



240 Tech. Phys. 43 (2), February 1998 Gal'perin et al.

Pis’'ma zh. Tekh. Fiz18(10), 74 (1992 [Sov. Tech. Phys. Letfl8, 329 trics, St. Petersburg, 1995, pp. 446—-448.

(1992]. 8M. A. Kaganov and M. R. PrivinThermoelectric Heat Pumgsn Rus-
®1. A. Khakhaev, F. A. Chudnovskiand E. B. Shadrin, Fiz. Tverd. Tela  siar, Energiya, Leningrad, 1970.

(St. Petersbung36, 1643(1994 [Phys. Solid Stat@6, 898(1994].
V. L. Galperin, inFourteenth International Conference on Thermoelec- Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 43, NUMBER 2 FEBRUARY 1998

On the character of the destruction of a copper foil by intense x-ray irradiation
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The character of the destruction of copper foil by x-rays produced by a nuclear explosion is
investigated. Results on the removal of material from the front surface and on spallation fracture
are obtained. The latter results are compared with those obtained under different loading
conditions. © 1998 American Institute of Physids$51063-784£98)02002-9

The critical conditions of macroscopic spallation fracturemm from the back surface. The nonuniformity of energy
of copper foil were determined under conditions of nearlyrelease at these coordinates was characterized by the values
uniform* volume absorption and surfece absorption of 4.80 and 0.14 Mdkg-mm), whereas on the front surface it
electromagnetic radiation. The range of mechanical load duaad the value 1.64 (Kg-mm).
rations realized in these cases (#6107 s) was investi- The duration of the x-ray pulse was much shorter than
gated for copper under purely mechanical shock loaling.the transit time of an acoustic wave over the thickness of the
Different conditions of loading of copper foil obtain when sample so that the x-ray pulse duration could be neglected in
foil is irradiated with an intense flux of x-rays from a nuclear an initial analysis of the physicomechanical phenomena oc-
explosion? Volume heating of the sample in this case iscurring under a load. The properties of copper which are
strongly nonuniform. Some material on the front surface vayequired for such an analysis were taken from Ref. 7. Ac-
porizes and melts, whereas on the back surface the heatir(rg,rding to the estimates made, the absorbed energy 450
temperature remains far below the melting point. In they /g required for the copper to start melting was realized at
present paper we studied the problem of determining thg genth of 0.10 mm in the undamaged sample at the second
char_acter of t_h_e destruction of copper foil under such unique,5rker and the energy 660 kJ/kg required for complete melt-
loading conditions. ing was realized at a depth of 0.07 mm. The estimates made

Samples in the form of disks 14 mm in diameter WET€a1so showed that at the location of the macroscopic spallation

cutfrom a O._56 mm thick foil sheet and placed in APPropriat& ;- re the maximum negative pressure could reach a value
holders—casings in a manner so that the front surface faceqt « = spa over a time of 135108 s and the copper tem-

the nuclear explosmp and the back surface was supported brature at this location was equal to 170 °C.
a layer of low-density foam plastic. The casings with the : .
The result obtained on the removal of material from the

samples were positioned at two distances from the source ?Font surface of the samples indicates that in the case at hand

radiation, two casings for each marker. In the first case th . . .
X . e removal depth is characterized mainly by the absorbed
surface density of the total energy flux in the x-ray pulse was

chosen from the conditions of possible complete destructioff o' Y corresppndlng to the ;ohdus point for copper. The
of the sample and was equal to 9.0 M3/nin the second conditions requweq fc_)r spallation of the removed_ I_ayer are
case the surface energy flux density was equal to 2.9 fR13/m produced by a quite intense wave of fracture arriving from

The absorbed-energy profiles over the thickness of théhe front surface. The results on spallation fracture of copper

samples were determined by a computational method. Thagree well with the results obtained under different loading

cross sections of the interaction of the radiation with theconditions. Thus, under conditions close to uniform heéting

sample material which are required for the calculations werdN® characteristic loading time of 3.0 °s corresponds to
taken from Ref. 6. a critical negative pressure of 5.5 GPa and the estimated
After irradiation, the casings containing the testegtémperature of the sample equals 670 °C. In the case of sur-
samples were examined visually. The samples located at tHace absorption of the pulsed laser radiatida copper foil
first marker were strongly fractured and dispersed. Individuafhickness of 0.56 mm corresponds to a 0.04 mm thick spalled
sections of the copper layer, not more than 0.05 mm thicklayer. The maximum negative pressure at the location of
remained on the foam-plastic substrate. The samples locaté®allation reaches 6.0 GPa here. Under shock lodding
at the second marker remained largely undamaged, makinggitical negative pressure 6.7 GPa corresponds to a charac-
more detailed analysis possible. In performing a metalloteristic loading time of 1.5107%s. It can be concluded
graphic analysis of the samples the characteristic features #om an analysis of all results taken together that for the
their were examined with magnification up %500. The indicated characteristic load time heating copper up to a tem-
measurements showed that material was removed from thgerature of the order of 700 °C decreases the critical fracture
front surface to a depth of about 0.11 mm and the macroload by 8—18%. This decrease reaches 45% when the char-
scopic spallation fracture occurred at a distance of about 0.08cteristic load time increases by two orders of magnitude,
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The adsorption sensitivities of silicon—electrolyte and silicon—porous-silicon—electrolyte systems
with respect to organic molecules of different types are compared. It is shown that an
additional nanoporous layer on the silicon surface does not improve appreciably the adsorption
sensitivity of the silicon—electrolyte system, but it does make it possible in principle to

increase the selectivity of this system. 98 American Institute of Physics.
[S1063-78498)02102-3

1. INTRODUCTION capacitance were performed by a pulse method. The duration
of the charging pulse was equal to 48, the current density
electrolyte systems are very promising for monitoring len the pulse did not ex.ceed 50A/c?, and the repetition
and detecting different ionic and molecular impurities in lig- frequency of the charging p“_'s‘?s was equal to 10 Hz. The
uid media. However, up to now investigations directed to_currgnt—voltage charact.erlstlcs (IVCs) of the
ward the development of CSs based on the semiconductor‘iem'COndUCtor_GIECtrOIytfe interface were also meas_ured.
The electrolyte consisted of centinormal solutions of

electrolyte systems have been mainly limited to the detection, _ . ™ "~ .
of different ions or very complicated biological macro- KBr in distilled water and ethanol. The adsorbates consisted

moleculest? In systems intended for detection in liquid me- of parabenzoquinong8Q), diphenylamine(DPA), ghzarm,
dia the “intermediate link” between simple ions and biom- polyethylen_e glycol_(PEG-400, and the commercially pro-
acromolecules are organic molecules, such as, for examplgyced honionogenic surfacta(@UR—tretoctyl polyethyl-

different phenols, quinones, amines, and so on. The sens&hHe glycol monoeste(Triton-X-100. All measurements

possibilities of a new semiconductor material with an enor-Ver€ performed at room temperature.

mous specific surface aréaundreds rfig)—porous silicon
(PS—likewise have not been adequately ascertained. 3. RESULTS AND DISCUSSION

Earlier, we showed that information about the simulta- . . . )
neous presence of donor and acceptor impurities in an elec- 19ure 1 displays the IVCs of Si-electrolyte and Si-
trolytic solution can be obtained from the electrophysicalporous's'_Eflewo'yte systems for alcohol and water
characteristics of the Ge—alcohol electrolyte interface, an&leCtmeteSl' One_ can see that in the experimental range of
we proposed methods for controlling the adsorption sensitivElectrode poten_uals the density of the current ﬂO\_ng
ity of this systenﬁ*“ In the present paper, we examine andthrough the semiconductor—water electrolyte interface is ap-

compare the sensor possibilities of Si—electrolyte and Si_preciably higher than in the case of the alcohol electrolyte.
porous-Si—electrolyte systems This is due to the more intense electrochemical oxidation

(and, correspondingly, reductipof the silicon in the water
electrolyte® It is interesting to note that the IVCs of the
semiconductor—electrolyte systems for single-crystalline and
The measurements were performed msilicon single  porous silicon are virtually identical, despite the fact that the
crystals with resistivity~1 ()-cm. The crystals were pre- true surface area of the interface between the phases is much
treated in a HF-based etchant and alsope8i—PS struc- larger in the second case. Apparently, because of the low free
tures. Porous silicon layers of the order ofufin thick were  charge-carrier density in the walls of the porous framework,
produced on @-Si surface by anodization in a 24%HF so- the current through the Si—PS—electrolyte interface flowed
lution (the anodic current density was varied in the rangemainly near the “bottoms” of the pores, whose total surface
1-40 mA/cn?). The layers obtained under these anodizatiorarea, taking account of the roughness of the interface be-
conditions possess a porosity of 60—70% and are characteween the silicon and PS, does not differ much from the
ized by a narrow pore-diameter distributifrom 2 to 5 nn)  surface area of the initial silicon. The data on the differential
with a maximum in the region 3—4 nfn. capacitance also attest to this: The lowest measured values of
The potentialp, of the semiconductor electrode was Cg for Si—electrolyte and Si—PS—electrolyte systems were,
measured relative to a large-surface platinum reference elees a rule, virtually identical and differed by a factor of 2—3
trode, which also served as a field electrode. The voltage oanly in separate casébigs. 2—5.
the electrode was varied with frequency 0.005 Hz and the The curvesCq(¢,) for Si—alcohol electrolyte and Si—
differential capacitanc€ of the semiconductor—electrolyte PS—alcohol electrolyte systems in the initial state and after
interface was recorded. The measurements of the differentidhe addition of BQ, whose molecules exhibit electron-

Chemical sensors(CS9 based on semiconductor—

2. EXPERIMENTAL PROCEDURE

1063-7842/98/43(2)/4/$15.00 243 © 1998 American Institute of Physics
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FIG. 1. Current—voltage characteristics of the systems Si—electrdly@e “or
and Si—PS—electrolyté€?,4) in ethanol-based1,2) and water-base@3,4) -
electrolytes. 200k
acceptor propertiet? are displayed in Fig. 2. One can see or
that in the case of single-crystalline Si adding a small quan- _1:5 '_1'0 ‘_0:5 1 l; 1 0'5 L 1'0 L 1'5
tity of BQ (10 u mole/liten to the electrolytic solution de- ) P,V ) )

creases the slope of the cur@g( ¢.); this decrease is due to

the appearance of the electronic Sta_tes at the silicon Su_rfaCﬁG. 3. Curves of the differential capacitance versus electrode potential for
These surface states do not contribute to the capacitan@e systems Si—water electrolyt,2) and Si—PS—water electroly(8,4).
measured by the pulse meth@ck., they are “slow”), but 1,3—Initial state;2,4—after addition of alizarin to the electrolyte. The al-
they do lead to partial pinning of the Fermi level. The accep-22n concentration equals 0.2 mmole/liter.

}_ tor character of these states is clearly manifested as an in-
crease in the concentration of the BQ in solution up to 0.2 m

mole/liter; the entire curveC () shifts into the cathode

[_ region by Ap.~0.3—0.4 eV (compare curve® and 3 in

Fig. 2. The density of the electronic states that arise with the

B adsorption of BQ can be estimated if it is assumed that a

charge equal to the electron charge is transferred to a BQ

molecule which is a constituent of the donor-acceptor com-

B plex and it is also assumed that the specific capacitance of

“ 0l the Helmholtz layer Cy4=20 uF/cn? (Ref. 7:

E ) Nge~CpA ¢o/q~5x 10" cm 2.

% - 1 3 The adsorption of BQ molecules from an alcohol elec-

(2

700

00 - trolyte onto the Si—PS structure causes the c@yep.) to

2 shift into the region of negative electrode potentials; for the
same BQ concentration in solutioi®.2 u mole/liter) the

200 +- magnitude of the shift4 ¢.~0.2—0.25 V) is approximately

the same as for silicon without a porous layer. The absence
of a change in the form of the functid®y(¢.) as a result of

100 - the adsorption of BQ apparently shows that the rate of the
electronic exchange between the adsorption states and the
volume of the semiconductor is slower in a silicon—PS—

oF electrolyte system than in the silicon—electrolyte system

T I T DY T (there is not enough time for the surface states to be re-

-1 1.0 -05 0 05 10 15 charged during the measurements of the voltage on the field
?e:V electrodé. This is also indicated by the fact that the equilib-

rium charge is established more slowly on the surface of the

FIG. 2. Curves of the differential capacitance of the systems Si—alcoho ; ; ; _ ;
electrolyte(1-4) and Si—PS-alcohol electrolyt®,6) versus the electrode gemlconducmr with a porous Iayer than for Smgle CrySta”me

potential.1,5—Initial state;>—after addition of 10 m mole/liter of BQ into  SI- FOr the Silicon_PS_e'?Ctmlyf[e system a stationary depen-
the electrolyte3,6—0.2 m mole/liter;4—0.2 m mole/liter DPA. denceCy(¢c) was established in 15-20 h after adsorbate
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FIG. 4. Differential capacitance versus electrode potential for the systems ?”V

Si—water electrolyt€1,2) and Si—-PS—water electrolyi@,4). 1,3—Initial

state;2,4—after addition of the surfactant Triton to the solution. Surfactant FIG. 5. Curves of the differential capacitance of the system Si—water elec-

concentration, mmole/lite2—2, 4—0.2. trolyte versus electrode potential befd® and after(2) the addition of 2
mmole/liter PEG to the electrolytic solution.

was added to the solution, and for the silicon—electrolyte
system it was established within 20—30 min. Apparently, dif-cally more favorable. This is also confirmed by the character
fusion of adsorbate molecules through nanopores plays of the effect of the adsorption of DPA on a silicon surface on
definite role in limiting the rate of recharging of the which acceptor BQ molecules have already been adsorbed
silicon—PS interface. The threshold concentration for detect(Fig. 2, curve4). The donor DPA molecules completely
ing BQ in solution was of the order of 1gmole/liter for  compensate the cathodic shift of the dependé€\ge.) and,
both systems investigated. moreover, give rise to an additional shift into the region of
An important practical problem is detection of organic positive electrode potentials by approximately 0.5 V com-
impurities in water solutions. Figure 3 illustrates how addingpared with the initial dependence. Apparently, DPA and BQ
1.2—dihydrooxyanthroquinonélizarin), which on account molecules are adsorbed on the same active surface centers
of its structure can be both a donor and acceptor, to thand in the process the DPA molecules displace from these
electrolyte solution affects the depender@g ¢.) for Si—  centers the acceptor molecules which were adsorbed on
water electrolyte and Si—PS—water electrolyte systems. Fahem.
both systems the adsorption of alizarin caused the curves The Si—electrolyte and Si—PS—electrolyte systems can
Cs(pe) to shift into the region of positive electrode poten- be used to detect the presence of large moledinetuding
tials, which attests to the appearance of slow donor surfacgolymers in a water electrolyte. Figure 4 shows the curves
states. The magnitude of this shift with an alizarin concenCy(¢,) in the initial state and after the addition of the sur-
tration in solution of 0.2 mmole/liter was equal t60.25 V  factant Triton to the electrolyte. The addition of this adsor-
for single-crystalline silicon and in some cases reached 1.2 Wate to the solution causes the cug ¢.) to shift into the
for the Si—PS structure. An especially high sensitivity to do-region of negative electrode potentials. It is interesting to
nor impurity molecules in solution was observed for note that for the same concentration of adsorbates in solution
silicon—PS systems obtained with quite high anode currenthese shifts for Si and Si—PS structure differ very little and
densities(~40 mA/cn?; Fig. 3, curves3 and4). Such sys- at a concentration of 2 mmole/litekp,~0.1—0.12 V. In
tems in the initial state were characterized by a high negativéhe case of single-crystalline silicon, an appreciable shift of
charge on the silicon surface. Earlier, we observed fothe curveCy(¢.) (by A¢@.~0.04—0.05 V) was observed at
germanium—electrolyte systems a similar sensitization of tha surfactant concentration in solution of the order of 20
semiconductor surface to molecules of a definite /pe. p mole/liter. A stationary curveCy(¢,) was established
The fact that the adsorption of alizarin molecules lead20—30 min after the adsorbate was introduced. In the case of
to the appearance of donor surface states attests to the fabe Si—PS structure a stationary cur@g(¢,) was estab-
that the formation of surface states of this type is energetilished 15-20 h after the adsorbate was added to the electro-
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lytic solution. Comparing the kinetics of the variation of the detecting impurity molecules in solution by electrophysical
differential capacitance in time attests to the fact that themethods is~10—20 wmole/liter in both systems.
recharging of the semiconductor surface with the adsorption 2. The development of an additional nanoporous layer
of BQ occurs more quickly than with the adsorption of Tri- on the silicon surface does not give any appreciable gain in
ton: A shift of approximately by 1/3 of the steady-state valuethe adsorption sensitivity of the silicon—electrolyte system,
is reached in 30 min in the first case and by about 1/4 of théut it does make it possible in principle to increase the se-
steady-state value in 90 min in the second case. This is apectivity of the system with respect to different molecules,
parently explained by the much larger size of the Triton mol-since the recharging kinetics of the semiconductor surface
ecules and also by the micelle-formation properties of Tritonwith the addition of impurity molecules to the solution de-
which impedes transport of BQ through nanopores. pends on the type of molecules.

The structure of Triton molecules suggests that the sign
of the shift of the curveC,(¢.) under the influence of this bTh . . ,

. e current density in all cases was calculated per unit georrapigar-

adsorbate is apparently due to not the appearance of NeWy s face area of the sample.
slow acceptor-type surface states but rather a restructuring of
the Helmholtz layer(specifically, the displacement of posi- 1— _ _ _
tive ions away from the semiconductor—electrolyte inter- gérﬁe'i’ggr‘;a'pg‘clhfgca' Sensor Technolagyol. 1, Elsevier, Amster-
face. This is also confirmed by the fact that the adsorption 2y, Gopel, T. A. Jones, T. Seiyama, and N. J. Zersebsors: A Compre-
of polyethylene glycol, being a hydrophilic component of hensive Surveyol. 2, VCH, Weinheim, 1991, pp. 29-61.
Triton, also produces a cathodic shift of the cutvg ¢.) by 3V. M. Demidovich, G. B. Demidovich, V. R. Karib'yants, and S. N.

- - - - Kozlov, Poverkhnost’, No. 5, 371994.
a virtually identical amount for the same concentration of 4G. B. Demidovich, V. M. Demidovich, V. R. Karibyants, and S. N. Ko-

Triton and PEG in solutioriFig. 5). zlov, Solid State Commures, 189 (1996.
5A. Halimaoui, inPorous Silicon Science and Technolp@pringer, Ber-
4. CONCLUSIONS lin, 1995, pp. 34-52.

V. A. Myamlin and Yu. V. PleskovSemiconductor Electrochemistiyn
1. The silicon—electrolyte and silicon—porous-silicon— Russiaf, Nauka, Moscow, 1965.

electrolyte systems are characterized by a quite high sensilgigol%%yasmv N. Takeda, H. Sugahara, and H. Taubomura, J. PIgfs. C
tivity with respect to the presence of impurity organic mol- (1993
ecules in the liquid phase. The threshold concentration forranslated by M. E. Alferieff
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On microwave transition radiation
I. I. Kalikinskit

Astrakhan State Pedagogical University, 414050 Astrakhan, Russia
(Submitted October 23, 1996; resubmitted June 2, 1997
Zh. Tekh. Fiz68, 122—-123(February 1998

The energy of the radiation emitted by an ultrarelativigficGeV) electron at a transition from
vacuum into yttrium iron garnetfFe;0;, at the ferromagnetic resonance frequency

(vacuum wavelength 3 cnis estimated. The energy at this frequency was found to bé>éV-s.

If modern electron accelerators are ugpdrticle current 10 mA then fa 1 s the energy at

the ferromagnetic resonance frequency will be of the order o6,1sb that the effect could have
practical applications. ©1998 American Institute of Physids$S$1063-784£98)02202-9

Transition radiation was discovered theoretically inpedance tensor can be expressed in terms of the components
19461 Subsequently, many works concerning this questiorof the magnetic permeability tenstfor a ferrite magnetized
have appearetiCharged-particle counters utilizing transition in the direction of thez axis)®
radiation have been constructed, mainly by the Erevan

school of physicists. X-ray transition radiation was discov- R ’“ “lta 0O
ered by G. M. Garibyah(the work of K. A. Barsukof also u=\Tpa M 0 (5)
played a large role in this questipiThese investigations are 0 0 1

summarized in Refs. 5 and 6. However, it is too early to . .

make a final summary. There are still problems of the theor)?ccord'ng to the equations

of transition radiation which have not been studied. For ex- i 1

ample, the question of the generation of electromagnetic ~a11=2z=5_(N1~Nz), ap=axn=5_(N1+Nny), (6)
waves by means of transition radiation in the SHF and UHF

ranges remains open. This question is the subject of tw¥here

papers by _the pre_se_nt au_tH_c?r.‘I’h(_ase papers are concerned n%ZS(M+M3), n%zs(,u—,ua). )
with transition radiation arising with a transition of a charge
and a current filameffrom the vacuum into a medium char- Here

acterized by an anisotropic impedance. The boundary condi- = i = i 8
tions in this case at=0 have the form pERTH Ham B ®
where
Ex=—po(ajHx—asHy),
X po(aiHy 12 y) - (1_§2)m_2a2/m A
Ey=—po(@zH,—azH,), (1) Ly P R
where pg=377 () is the characteristic impedance of the "= (14 2) aA
vacuum. r =) AT A (1T o)
The charge moves along tlzeaxis, producing a current 122

with densityj=(0,0,—j), where '
Ha= (1=)?+ 4% (1+ %)

i=qué(x)8(y)S(z+ut). 2
he bound d d th d a 2oah 9
The boundary conditiongl) and the condition = .
y <) Ha Vit a?[(1— %)%+ 42a%(1+ a?)]

div 11 =0 @  The parameter is related with the magnetization of the
make it possible to find the field and its energy at frequenc;terrlte
. The Hertz electric vectofl was used as the potential: A A7Myg

= y,
=1 +mb, (@) N
wherey=1.76 10" Oe *.s 1 is the gyromagnetic ratio.

where II9=(0,0,11'%) is the Hertz electric vector of the The parametew characterizes losses in ferrite and is

field generated by the charge, abif” = (11} 11} T11{}))  related with the width AH of the ferromagnetic resonance
is the same for the radiation field. line; a=AH/Hy, whereHy=wg/y is the resonance value
The vacuum occupies the space0 and the magnetized of the constant magnetic field inside the ferrite medium;

ferrite occupies the spa@<0. The components of the im- {=wq/w IS a parameter characterizing the relative detuning

1063-7842/98/43(2)/2/$15.00 247 © 1998 American Institute of Physics
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from resonance;w, is the ferromagnetic resonance fre- reason, the radiation energy hf=10' particles at the fer-
guency; andw is the frequency of the radiation field. It is romagnetic resonance frequency~4 J-s for this case.
evident from Eqs(9) that for smalla and/=1 the magnetic It is known’ that radiation accompanying the transition
permeability of the ferrite is large and the ferrite mediumof an electron into a metak( =) occurs at the point where
differs sharply from vacuum. The case of ideal ferrite, forthe trajectory of the charge crosses the boundary of the me-
which «=0 and{ was assumed to be equal to 0.9999, wasdium, since the length of the radiation formation zone equals
studied in Refs. 7 and 8. However, if we take 1 ande=0  zero. This will also happen in our case, since the magnetic
(ideal ferrite at the ferromagnetic resonance frequgrtbgn  permeability is high and the radiation formation zone can be
the radiation energy is infinite. neglected.

As | later learned, nearly ideal ferrites are grown com- ) ) ) .
mercially. These are yttrium iron garnets. For example, for N closing, I thank B. M. Boltovskifor a discussion and
the garnet ¥Fe,0;, the resonance frequenay,=2mc/\, u. Yu. Tarasevich for §55|st|ng in the compute_r calcqla-
where A\=3cm. The width of the ferromagnetic line is tions, and | t_hanlf the reviewer for comments leading to im-
2AH=0.6 Oe, the resonance value of the constant magnetie"©vements in this paper.
field is HE=30000e and a=AH/H;=0.0001;
47M¢=1750 Js, so thatA=0.5 ande = 10.2° A quite com- )
plicated formula for the energy at frequeneys presented in V. L. Ginzburg and I. M. Frank, Zh. I&sp. Teor. Fiz16, 15 (1946.

Ref. 7. In the present work computer calculations of the ra-’L- A- Vardanyan and I. G. MelkumovaBibliography of Works on the

diation energy were performed using this formula for a 1 Transition Radlatlo_n of Charged Particles (1945982)[in Russian, Er-
evan Physical Institute, Erevan, 1983.

GeV electron andw=wg. In this case the radiation is 3N.M. Garibyan, Zh. Esp. Teor. Fiz37, 527(1959 [Sov. Phys. JETRO,

sharply directed and is virtually independent of This 372(1960].

makes it possible to estimate the energy of the radiation at f(')%??ggg’]"’ Zh. Esp. Teor. Fiz37, 1106(1959 [Sov. Phys. JETP

the frequencyw = wq (g: 1). . 5V. L. Ginzburg and V. N. TsytovichTransition Radiation and Transition
Let us now examine the results of these calculations. The Scattering[in Russiaf, Nauka, Moscow, 1984.
radiation is concentrated in the interval of angles 6G. M. Garibyan and Yan ShiX-Ray Transition Radiatiofin Russiad,

: : Erevan, 1983.
0<¢<0.0025. Integrating over angles, we find that the en-7I. I. Kalikinskii, “On SHF and UHF transition radiation{in Russiarn,

— 13
ergy at the frequencyw=w, equals 10°°eV-s per ul-  peposited in VINITI, May 15, 1995, No. 1361-V5.
trarelativistic electron. Therefore the radiation energy of one8l. I. Kalikinski, “Radiation from a current filament accompanying a tran-

electron is low, but it can be 7 orders of magnitude higher sition from vacuum into magnetized ferrite,” Deposited in VINITI, Feb-

- . ruary 2, 1995, No. 290-V95.
than at other frEquenCIeS' An appremable energy output CaBE. P. Kurushin, E. I. Nefedov, and A. T. FialkovsKDiffraction of Elec-

be obtained by using modern synchrotrdparticle current tromagnetic Waves by Anisotropic Structufes Russiai, Nauka, Mos-
J=10 mA). Let us fix the time, settingt=1s. Then cow, 1975.

N= 1016 electrons will pass through the interface. It is 1°N. D. Gorbunov and G. A. Matvee(Eds), Reference Data on Ferrites
known that the radiation energy of particles isN2 times and Magnetodielectriciin Russian, Sov. Radio, Moscow, 1968.
higher than the radiation energy of one particle. For thisTranslated by M. E. Alferieff
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Optical nonlinearity of azodye-doped polymer waveguides
A. V. Tomov, A. I. Voitenkov, and A. V. Khomchenko

Institute of Applied Optics, Academy of Sciences of Belarus, 212793 Mogilev, Belarus
(Submitted October 16, 1996
Zh. Tekh. Fiz68, 124—-126(February 1998

Results of investigations of the optical and photochromic properties of waveguides prepared by
chemical diffusion of the azodyes methyl red and Sudan G into polycarbonate are reported.
High optical nonlinearity of the layers is observed under conditions of self-actiar=@¥33 nm

laser radiation, and the mechanism of this effect is establishedl998 American

Institute of Physicg.S1063-784£8)02302-3

The potential applications of purely optical signal- also similar to those studied earlielthe samples are inten-
processing devices in information transmission systems hawavely bleached in the range 415-565 nm and they darken
stimulated in recent years broad investigations in nonlineaslightly in the yellow—red region of the spectrum. Only the
optics, the main focus being on the nonlinear optics ofshort-wavelength band is strongly dichroic.
waveguides. In this connection investigators are once again It was found that the layers studied are also sensitive to
showing interest in structures based on organic and polymexr=633 nm light. The changes induced in the absorption
materials, specifically, polymers doped with azod§2®©ne  spectrum of methyl redcurve 3) by such light are opposite
method for producing nonlinear optical waveguides is to dif-to the changes observed to occur with short-wavelength ra-
fuse a dye into a polymer matrfx. diation. Only the “red” band is dichroic. In both cases the

We report below the results of our investigations of thesample becomes clear in the range of the spectrum bordering
linear and nonlinear optical properties of waveguides obon the wavelength of the irradiating light. Additional illumi-
tained by diffusing dyes in polycarbonate. nation of the sample with unmodulatéd=515 nm radiation

The waveguides were produced by chemical diffusion with comparable intensity greatly intensifies the eff@ctrve
from saturated solutions of the azodyes methyl@&) and  4). The photosensitivity of the sample to green light can be
Sudan G in a multicomponent xylol-based solvent. Propagaincreased by irradiating the sample simultaneously with red
tion losses X =633 mn) were measured by the method oflight (curve 2). The magnitude of the additional response in
Ref. 6 and amounted to less than 1.5 dB/cm in single-modboth variants is virtually independent of the state of polariza-
and 3—4 dB/cm in multimode waveguides. tion of the third beam. We note that the average position of

The index profiles of waveguide layers calculated by thethe isobestic point neax~565 nm, which, as one can see
WKB method were found to be nearly step-shaped. The inby analyzing Fig. 1, is only approximately such, agrees with
crement An to the refractive index at the surface of the position indicated in Ref. 11 for ti# level of thetrans
waveguides obtained in the same solvent does not depend ¢gpmer of methyl red.
the diffusion timet, while their thickness increases €% The method described in Ref. 12 was used to estimate
Increasing the xylol fraction in the solution from 20 to 40%
approximately doubleAn, but in the process the losses due
to degradation of the optical quality of the waveguide surface
increase substantially. Similar trends are also observed with
increasing solution temperature. The maximum attainable
values ofAn with acceptable losses were equal to 0.012 for
methyl red and 0.007 for Sudan. The dye concentration was
estimated from the light absorption coefficient as 0.04 and
0.1 M, respectively.

It is known that the strong nonlinear optical properties of 0
polymer films containing methyl red are due to photoinduced
trans—cis isomerization of the dy&® The most informative
methods for studying this process are photomodulation of the
abso'rption. cogfficieﬁtand different waveggide methodfs. 0.10 200 460 6[30 00‘0 7000
The investigations showed that the absorption spectra of me- A, nm
thyl red in the diffused layers obtained are identical to those
of the monomeridrans isomer of methyl red in other poly- FIG. 1. Spectra of the photoinduced change in the transmittance of a sample

; 11 ; : with methyl red under the action of light with=515 (1,2) and 633 nm
mer matrices:™ The induced absorption spectra under the(y 20, "™ diional flumination withh—633 and 515 nm light,

aCtion.Of linearly pollarized.\=515 nm "ght(!:ig- 1, curve  respectively. The intensity of the green light equals in all cases 5 m@V/cm
1), which were obtained with photomodulation at 4 Hz, areand the intensity of the red light equals 100 mW#cm

ar/T7
2
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or 10 cis isomer absorbs light only witik shorter than 400 nm.
. The long-wavelength induced absorption band in the modu-
-20t ) -20 lation spectral and 2 in Fig. 1 evidently corresponds to a
o - n—7* transition in thecis isomer. When red light is ab-
e | 1 '9_ sorbed, the equilibrium density of thas isomer decreases
. “ 40 " and the sample becomes clear in this band. As a result of an
R ] increase in the relative fraction of theansisomer, absorp-
X d 1-60 tion in the band with a maximum at 495 nm increases
(7r— a* transition). The fact that these induced absorption
-80 1 L L 1 -80 bands are not simultaneously dichroic likewise indicates that
0016 002 0.02% 0.028 0032 003

they belong to different isomers of the dye. Thus, the role of

additional illumination in the spectra and4 (Fig. 1) is to

FIG. 2. Nonlinear optical constants (1) andk, (2) of diffused waveguides ~ shift the dynamic equilibrium in the system in the direction

versus the concentration of methyl red dye added. of the cis or transisomer, respectively. The sensitivity of the
experimental objects only to red light signifies that a definite
fraction of methyl red is initially in thecis form.

the nonlinear optical characteristics of waveguide layers at  The green light induced change in the absorption coeffi-

A=633 nm under the conditions of self-excitatitstation- cientAa~(1L/d)AT/T at A =633 nm equals tens of inverse

ary case¢ The method is based on ana|yzing the Changegentimeters with radiation intensity 10 mW/&I’nNhICh is

occurring in the intensity distribution in the ||ght beam, re- sufficient for effective external modulation of the intensity of

flected from the prismatic element exciting directd&  the light propagating in the waveguide. The contributed

modes, as its intensity varies. The intensRyof the light  losses in this case should reach 100 dB/cm.

introduced into the waveguide ranged from 0.01 to 1 Wicm To summarize, in the present work the optical properties

A photoinduced decrease in the refractive index and induce@f diffused polymer waveguides were studied. Curves mak-

bleaching of the layers under the action of the light propaing it possible to predict the nonlinear optical parameters of

gating in them were recorded. The dependences of the noft@veguides as a function of the dye concentration in the

linear optical constants,= An/P andk,=Ak/P on the me- Ppolymer were obtained. It was shown that on the basis of

thyl red concentration are presented in Fig. 2, wheneand  their properties these structures can be used for optical infor-

Ak=\Aa/4m are the changes induced in the refractive in-mation processing, specifically, for obtaining completely op-

dex and in the absorption coefficient, respectively. Close valtical modulation of light.

ues of the nonlinear coefficients were also obtained for

waveguides with SudafC=0.1 M, n,=4x10"° cm?/W,

k,=5X10"° cnm?/W). We note that in determining, the  1G. . Stegeman, J. Lightwave Techn6).953 (1988.

refractive index in the range of variation & was a linear ~ >G. J. Bjorklund, Appl. Opt26, 227 (1987.
function of the probe beam power 3K. K. Sharma, Rao K. Divahara, and G. R. Kumar, Opt. Quantum Elec-
. ’ . . . tron. 26, 1 (1994.
In our opinion, the observed saturationrof (Fig. 2) is 4C. Poda, M. G. Kuzyk, and C. W. Dirk, J. Opt. Soc. Afil, 80 (1994,

due to the long-wavelength shift of the absorption band with®a. v. Tomov, Pis'ma zh. Tekh. FiZ21(10), 25 (1995 [Tech. Phys. Lett.

a maximum at 610 nm accompanying an increase in the dye2% 362(1995]. . _

concentratior. The stabilization ok, with increasingC is in \th;; 'E‘Z?t E‘éetlgé'(fézg“]a Zh. Tekh. Fiz184), 14 (1992 [Sov. Tech.

all probability due to the operation of a number of factors 7, Egami, K. Nakagawa, and H. Fujiwara, Jpn. J. Appl. Piags.1544

influencing the kinetics of the photochromic process and de- (1990.

pending on the dye concentration. 3'AVI T\?”jovy f( Opb SXC-EA”‘% ﬁ477k(1991>d- A S Borbitkzh. Prik

The observed behavior can be explained by assumingSI'De'ktrg’s'E}g1 3?(;/5(1996 reshchenko, and A. S. Borbitskzh. Prikl.

that the inversecis—trans isomerization process can be in- o1 Luckemey'e, and H. Franke, Appl. Phys. L&, 2017 (1988.

duced not only by thermal activation but also by the action of*G. J. Lee, D. Kim, and M. Lee, Appl. Op&4, 138(1995.

red light, i.e., by assuming that thes isomer of the dye 12A. B. Sotski, A. V. Khomchenko, and L. I. Sotskaya, Pis'ma Zh. Tekh.
P ) : ; Fiz. 20, 49 (1994 [Tech. Phys. Lett20, 667 (1994].

possesses photochromic properties. According to the Ref. 11,

thetransisomer intensively absorbbs=565 nm light and the  Translated by M. E. Alferieff
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Multiple recording of rainbow holograms on the same section of a photosensitive

material
S. Ya. Gorelik

St. Petersburg Institute of Precision Mechanics and Optics (Technical University), St. Petersburg, Russia

(Submitted November 14, 1996
Zh. Tekh. Fiz68, 127-129(February 1998

A technology is proposed for multiple recording of holograms on the same section of thin
recording media using the technique for obtaining rainbow holograms. It is shown that in this case
the individual holograms can be reconstructed and read independently of one another.
Experimental results are presented. 1©98 American Institute of Physics.

[S1063-78498)02402-7

A method for recording and reconstructing images byachieved in conventionallyi.e., vertically arranged thin

means of pseudodeep holograms was proposed ekfller.

photosensitive layers by using the method for obtaining rain-

was shown that such holograms, which are recorded on olibow holograms.

liquely arranged thin photosensitive layers, admit multiple

The principle of recording such multiple holograms is as

recording on the same section of such photosensitive matéellows (Fig. 13. A linear objectAB is recorded with a
rials. Individual holograms in this case can be reconstructedeference wavdR on a photosensitive platd. Next, a ref-
and read independently of one anothén.the present paper erence wav&;, whose direction of propagation differs from
it is shown that multiple recording of holograms followed by that of the waveR by an angleA¢, records the objech;B;
independent reconstruction of the holograms can also bplaced at the location of the obje&B. If the hologram

a
| /
LN 0¥
AL
8
P
5,

/
/

FIG. 1. Principle of recordinga) and reconstructingb) of a multiple rain-
bow hologram.

1063-7842/98/43(2)/2/$15.00

recorded in this manner is illuminated with one of the waves,
which is a reference wave during the recording process, for
example, the wav®, then images of both recorded objects
will be reconstructed. The image of the objekB, corre-
sponding to the wav®, can be picked out by the output slit

D (Fig. 1b), in the manner as when reconstructing a multiple
pseudodeep hologram, and the image of the olje&; is

cut off by the slit. It is easy to see that if the waRg were
used at the reconstruction stage, then for the same position of
the output slit the image of the obje&;B, would be picked
out. It can be easily shown that the angular widtd of the
output slit will be determinedneglecting diffraction diver-

;‘/‘
{
f
AL
H
M /
./
. 3
Ly
fasc” s M

FIG. 2. Experimental arrangement for recording/reading multiple rainbow
holograms.M—mirror; BS—beam splitter;G—ground glass;0O—object
recorded;S—filtering slit; L, ,L ,—lensesH—photosensitive material. The
dot-dash line shows the position of the output Blit
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FIG. 4. Image of one of the recorded objects. The image was reconstructed
by a double hologram and picked out by the output slit.

A=0.4416um served as the source of radiation. Du Pont
photopolymer films were used as the recording medium.
The experimental results on recording and reconstructing
a double rainbow hologram are presented in the subsequent
figures. As expected, in accordance with what has been said
above, an image of two slits lying next to one anottfég.
3a) was observed in the plane conjugate to the plane of the
slit S, and an image consisting of a mixture of the two re-
corded images was observed in a plane conjugate to the
plane of the volumé (Fig. 3b. When an output slib was
placed in the plane conjugate to the pla®eeach recorded
image could be reathccording to the scheme described in,
for example, Ref. RindependentlyFig. 4).
FI(_;. 3. Image_reconstructed by a double _holqgram_ and observed i_n planes |n summary, the method for preparing rainbow holo-
‘S’,gf:(gr.e conjugate to the plane of the filtering ¢t and to the object - 1o makes possible multiple recording on thin recording
media with independent readout of the images recorded.
However, it should be noted that although multiple

gence by the changeAe in the angle of incidence of the pseudod_eep and _rainbow holograms operate in a similar
reference wave during the recording/reconstruction and@nner in separating the reconstructed images, the mecha-

should not exceed the value nism of this phenomenon for them is very different: In the
first case information about the spatial distribution of the
Ay~A¢ coso. (1) intensity of the recorded interference pattern is preserved

To confirm that the proposals made above are We"_(because of the incIinatior_1 of the reco_rding medjumhile
founded, a series of experiments on obtaining multiple rain!" the second case there is a change In_the spa_tlal frequency
bow holograms was performed in which the image of differ-Of the pattern in the plane of the recording medium.
ent sections of a transparency, consisting of a photographic
test object(focusing aid, was recorded. The recording pro-
cedure was done in a two-beam scheéh angle of inci-
dence of reference beam~40°) by a one-step methdd
(Fig. 2). The radiation scattered by the ground gl&snd
passing through the transparen©ywas filtered out by the  'yu. N. Denisyuk and N. M. Ganzherli, Zh. Tekh. F&0(11), 154 (1990
slit S, which had an angular width of about 1°. The léns ,LSov. Phys. Tech. Phy85, 1321(1990).
located at twice the focal distance from the Slitformed an ;ﬁysN'LEtfggy?'f’(SSg}a Zh. Tekh. FiZl8(2), 15 (1992 [Sov. Tech.
image of the object and the filtering slit in a manner so thatsy, N Denis’yuk and N. M. Ganzherli, Pisma zh. Tekh. FI5, 14
they were located behind the plane of the recording medium. (1989 [Sov. Tech. Phys. Letfl5(15), 585(1989].

The angle of incidence of the reference beam was changegﬁ- A. Benton, J. Opt. Soc. An&9, 1545A (1969.
(by the amount\ ¢~1°) by moving a diverging cylindrical T 0°nsan N- Tamura, Appl. Opit7, 3343(1978.
lens L,. A He-Cd laser with working wavelength Translated by M. E. Alferieff

In closing, | wish to thank Yu. N. Denisyuk and the staff
at his laboratory for their interest in this work and for kindly
providing the opportunity for performing the experiments.
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Calculation of the noise factor of a traveling-wave gyrotron
M. V. Oleinik and D. I. Trubetskov

Kolledzh State Educational-Scientific Center, Saratov State University, 410071 Saratov, Russia
(Submitted November 16, 1996
Zh. Tekh. Fiz68, 130-132(February 1998

The problem of calculating the noise factor of a traveling-wave gyrotron is solved for a model of
a thin annular multistart-helical electron flux taking into account the effect of the quasistatic
space-charge field. Plots of the gain and the noise factor of the traveling-wave gyrotron versus the
electrical parameters of the amplifier are obtained. 1898 American Institute of Physics.
[S1063-78428)02502-1

The interaction of electrons and microwave electromag- b
netic fields has been investigated many times in the theory of ¢5:TJO —cot(®)dI'r;
gyrodevices. However, thus far the problem of calculating
the noise factor of a traveling-wave gyrotrORWG) has not T'b
been studied. In the present paper this problem is solved for l/fasz 'R sin(@)dI'r;
the model of a thin annular multistart-helical electron flux 0
taking into account the effect of the quasistatic space-charge Io(TR)
field. The noise properties of a TWG in the linear regime T= W[IO(FR)KO(Fb)—IO(Fb)KO(FR)];
must be determined, for example, when building networks of 0

gyrodevices in which a wide-band TWG with a high gain in —il, he— he we o

the weak-signal regime must be incorporated. Moreover, itis A= m; &= h ; hc=v—: he=v—:
known from theory and experiment wiiB-type traveling- ¢ ! !

wave tubegTWTO) that, even in the strong-signal regime, B, v, v

only the weak noise signal is amplified during the pauses, 0= ﬂ_u; IBL:?; ,3||=€;

and it can happen that even that must be reddiced.
The calculation of the quasistatic space-charge fields i$, is the constant beam currerR; is the average beam ra-
based on a model described in detail in Ref. 2. We shall usdius; a is the Larmor radiusi,. is the cyclotron frequency;
the Green’s function methotsee, for example, Ref.)20 v, andv, are the longitudinal and transverse components of
solve the Poisson equation together with the boundary corthe unperturbed electron velocitly(I'R) and Ko(I'R) are
ditions on the waveguide walr &b). We shall employ the modified Bessel functions of the first and second kinds, re-
expressions obtained in Ref. 2 which relate the projections ofpectively;y is the angle between the radii of the elementary
the volume current density,, j,, andj, at a point with  current tube and the waveguide which are drawn from the
radial coordinate and the microwave displacements of the point where the current density is calculated;
electronsz; and®,. Then, according to Ref. 2, we have for

the projections of the first harmonic of the space-charge field o= [ 7lo
along an electron trajectory P 4mRav g

a0, is the plasma frequency; ang,is the specific charge of an
£z,+ —) Ey;En=0; electron.

q Let us consider a TWG with a cylindrical waveguide
where an electron beam with the described configuration in-
teracts with the microwave field of the workifge,; mode

. m of the waveguide. We shall neglect the effect of the micro-
Eo= —(szo cogy)cog0)dO — (5 wave magnetic field on the interaction processes.
To describe the electrodynamic part of the problem we

o 2031 By
01 77k§7T2

where

T _ employ the equation describing the excitation of a transmis-
+0s) o sin(y)sin(©)d® sion line by a curvilinear electron flikin dimensionless
units this equation is
7 R
+iqf 7 sin(®)sin(y)cos ©)do; dE i ,
0 L _E=—
d§+D E ika®q, (N
_ frb 'R cog®)cotly) where/=T"|Dz is the dimensionless length of the interaction
2 (T'r)? ’ space

1063-7842/98/43(2)/3/$15.00 253 © 1998 American Institute of Physics
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[I9R, sol&F
= +q? -
D=YV73g, (179 i

is the interaction parameter, and 00

_ CsEs, 017
DFSU”C

is the normalized amplitude of the wave.

In the equations of motion of electrons in an microwave
field, which are presented in Ref. 4, we shall study the terms a|
determined soley b®-type bunching. Then the equations of [
motion of electrons in a field which is the sum of the field of -

a synchronous wave and the quasistatic space-charge field, 7| N A S W
taking account of the one-to-one correspondence between 0.4 0.5 1.0 15 20
iAw, and the differential Operatar”(d/d 2)ti(w—wy), in FIG. 1. Noise factoF and gainG versus the dimensionless lengtlof the

the dimensionless variables are interaction space for different values of the desynchronization paraimeter
P01 aifbe 2] 991 [[pa L) e
——+2i| b+ =| ———|| b+ =| —h3Cee|€
dZ? D/ d¢ D) PTeeTt

merically by a fourth-order Runge—Kutta method. The noise

— E factor was calculated according to the formula
=—NCoz21+ 55810,
S

F—1 |CsEs,®1|2
— — =14+ ——F—
@+2i b+ 1) 92 _f(py L Z—HZC P2 KToAfT'SR,C’
dgz D dg D p~zz 1
where T;=290 K is the noise temperature of the source
_ matched with the amplifier input.
=— 0@+ —— . :
h:Cz001 DI'sa B @ The dependence of the noise fackoand the gairG on

the dimensionless lengthof the interaction space with dif-
ferent values of the desynchronization paramétemd the

whereb=w—w.—T'w,/T'sDv, is the desynchronization pa-
rameter,z,=2z,/a, h,=hy(I'sD) is the normalized plasma nteraction parameted is presented in Figs. 1 and 2. One

propagation constant, and can see from the figures that for certain values of the inter-
2,8, we 20, action p_arameteID ar_1d the desynchroniz_ation pargmdim _
Coo=——7—E§, C(;,Z:T,Bngg, weakening of the signal and a sharp increase in the noise
e factor occur on the initial section of the interaction space.
20, 20, ,Bf This happe_n_s because the valu_es of the pz_ara_meters are close
Corm 2 BiBLEES, Cro=——z ~Eb- to the conditions for a suppression effect, similar to the well-

known Kompfner suppression. Unfortunately, in the litera-

The equationg2) together with the excitation equation ture there is no information on the noise factor of TWGs, so
(1) comprise the working system of equations of the linearthat at present it is impossible to compare with experiments.
theory of a TWG in the model adopted for the flux.

Let us now analyze noise phenomena in a TWG. This
problem reduces to analysis of a gyroamplifier with pre-
modulation of the microwave displacements and beam veloc-
ity at the entrance into the interaction space, the modulation 100
being of a random, noise character. In determining the initial
conditions for solving the problem of calculating the noise
factor, the fluctuations of the azimuthal displacements at the 80
entrance into the interaction space were calculated according
to the formula presented in Ref. 5. The fluctuations of the
longitudinal displacements were assumed to be of the same 60
order of magnitude as the fluctuations of the azimuthal dis-
placements. The fluctuations of the velocities were assumed
to be approximately equal to the corresponding fluctuations
at the cathode of M-type beam devic Thus, values char-
acteristics for magnetron guns employed in gyrodevices were o i L l | :b
used in the calculations. L e e

The gainG and the noise factdF of a TWG were cal- 50 25 0.0 25 %0
culated by solving the system of equatiofi$ and (2) nu-  FIG. 2. Noise ratidc and gainG versus the desynchronization paraméter
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Expansion of spark channels in air and possibilities of plasma crowbar in high pulsed
current and magnetic field technique

A. K. Soika and I. M. Vashkevich

Institute of Solid-State and Semiconductor Physics, Academy of Sciences of Belarus, 220072 Minsk, Belarus
(Submitted December 23, 1996

Zh. Tekh. Fiz68, 133-136(February 1998

The radial expansion velocities and diameters of spark channels in air are measured by the
plasma—metal contact method. AC discharge circuit with energy up to 50 kJ and with current
frequencies ranging from-10? to ~10* Hz served as the source of the channels. It is
concluded on the basis of the results obtained that the previously proposed automatic plasma
crowbar based on the expansion of spark channels in gases is a universal switch for an
inductive load inLC discharge circuits that could find very wide applications in high pulsed
current and magnetic field technology. ®98 American Institute of Physics.
[S1063-78498)02602-9

In Refs. 1 ad 2 a new method is described for obtaining up to 5.5<10° V was discharged through a controllable
strong unipolar magnetic field pulses with different shapeshree-electrode air spark gépigatron) on a coil with induc-
and inductions of up to 100 T in oscillatotyC discharge tance L. The value ofL ranged from 1.X10 3 up to
circuits by means of the so-called automatic plasma crowbarn,.2x 10~7 H, which corresponded to a change in the fre-
which operates on the basis of the phenomenon of radiajuency of the_C circuit from 80 Hz up to 9 kHz, calculated
expansion of the spark discharge channels in gd$ew-  according to the formulé=1/T, whereT is the duration of
ever, the range of application of the proposed crowbar waghe first period of the discharge current obtained from its
limited to the frequencies dfC circuits ~ 10" Hz. oscillogram. The damping decremerfts RT/2L of the dis-

Our objective in the present work was to investigate excharge currents varied from 0.3f£80Hz) to 1.2
perimentally the expansion of spark channels in air by thgf=9 kHz) and the current amplitudes varied from several
method of contact of gas-discharge plasma with a metal fokjloamperes up te-4x 10° A, respectively.
discharge-current frequencies ranging from 107 to A fundamentally new element of the scheme shown in
~10* Hz and to determine the possibilities of wide applica- Fig. 1 is the fourti{crowbay electrode of the trigatron. In the
tions of the plasma crowbar in high pulsed current and magcase at hand it consists of a shéapproximately 2—3 cm
netic field technology. with an up to 7 mm long discharge galprass or steel tube

It should be noted that the existing works on the expanwith 3—5 mm thick walls, which is arranged symmetrically
sion of spark channels in gasesee, for example, Refs. 3-6 (Fig. 1) and coaxially with respect to the trigatron electrodes
and the references cited thgmploy essentially the same and is connected with one of the outputs of the coil by the
method of investigation. This method is based on studyingonductorab.
the temporal evolutions, obtained by one or another method, The main parameter of the crowbar electrode is its inner
of the photographic image of a spark discharge. A criterionradius. As soon as the expanding gas-discharge plasma
for the boundary of a channel was a definite photographigeaches the crowbar electrode, its contact with the metal
blackening density, depending on an entire series of factorshort-circuits the outputs of the cdiFig. 1), as a result of
not associated with the phenomenon under study. Appafvhich the further temporal evolution of the discharge current
ently, this explains in part the very large variance of datain the circuit changes, and this change is uniquely recorded
obtained by different authors on the expansion velocities anth its oscillogram(the character of this change depends on
diameters of plasma columns of spark discharges for thehe moment(phase of the discharge process in which the
same gaseous media and with identical or close parametetsowbar is actuated The distribution and sizes of the con-
of the discharge circuits. tact spots on the inner surface of the crowbar electrode make

In the present work we have performed the first meait possible to judge the electrical conductivity of the part of
surements of the expansion velocities and diameters of spatke plasma column that touches it, i.e., its form at the mo-
channels in air under conditions when the degree of ionizament the coil is shorted.
tion of gas perturbed by the discharge served as the criterion In summary, a crowbar electrode makes it possible not
of their boundary, i.e., a definite magnitude of the electricalonly to change radically the properties of b€ discharge
conductivity of the gas-discharge plasma, whose value in ougircuit as a source of currerftnagnetic fieldl pulses of a
experiments was close to the conductivity of a metal. definite shape but also to investigate in detail the spatiotem-

The experimental arrangement is shown in Fig. 1. Theporal picture of the expansion of the spark-discharge chan-
capacitorC with stored energy¢v=52x10° J and voltage nel.

1063-7842/98/43(2)/4/$15.00 256 © 1998 American Institute of Physics
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FIG. 1. Schematic diagram of the experimébC discharge circuit with
plasma crowbar 1,2—Trigatron electrodes3—crowbar electrode. FIG. 2. Diameter 2, of the crowbar electrode and the averdgeer the
first fourth of the first period of the discharge curpeakpansion velocity
Vg of the plasma column of the trigatron discharge verk@circuit
frequency for discharge enerdy=16 kJ.
From the standpoint of practical applications of the
plasma crowbar, the expansion of a discharge column is best
characterized by its radius, equal to the radiuef the crow-  ing surfaces of the electrodes are spherical with a radius not
bar electrode that shorts the coil at the moment of the firsexceeding 2—3 cm.
maximum of the current, and its average radial expansion It must be underscored, however, that the radius of the
velocity V,ig=r./ 7y over the timer,~T/4 during which  plasma column that corresponds to some moment in time of
the current reaches its maximum value. The usefulness dhe discharge process and for which the coil is short-circuited
this characterization is due to the fact that it is of greatesht this moment is stable and is reproduced from discharge to
interest(and most difficult to short-circuit the inductive load discharge, though the direction of the discharge can be dif-
in anL C discharge circuit or to supply additional energy to it ferent. This is indicated by the exceedingly high actuation
at the moment of the first maximum of the currént. stability of a plasma crowbar for fixeq and the fact that the
The main results that we obtained by the method deparameters of the discharge circuit, including the shape and
scribed above are as follows. Under conditions of an oscilstate of the working surfaces of the trigatron electrodes, as
latory discharge with weak damping, the column continueswvell as the length of the discharge gap remain unchanged.
to expand for at least two periods of the current, the expan- It should be noted that the spherical shape and state of
sion velocity decreasing, according to our estimates, monahe surfacegcleanliness, absence of irregularities, locations
tonically. The highest expansion velocity, several times anaf melting, and so onof the spark gap electrodes are espe-
more higher thaiV,,4, is observed at the initial stage of the cially important at low &3 kHz) discharge current frequen-
discharge. For example, fdr~10? Hz and W=16 kJ the cies. For discharges with,,<8X10 ° s the crowbar re-
average(over the timer,,/3 from the start of the discharge mains highly stable even with highly deformed and diidsg
expansion velocity of the column is four times higher thana result of charring and fusinglectrode surfaces.
Vmig=0.02 mmgs. By the first maximum of the current the Figure 2 shows for discharge energy= 16 kJ plots of
expansion of the column slows down substantially, but fur-V,q andr. versus the. C-circuit frequency, which, as indi-
ther expansion of the column is even slower. cated above, was found from oscillograms of the discharge
In the case of discharges with strong damping, when theurrent which were obtained using a Rogowski loop with an
oscillogram clearly records not more than one or two periodfR C integrator.
of the current, the plasma crowbar is actudtied any radius Up to f~3 kHz Vg grows almost linearly with fre-
of the crowbar electrodenly during the first period, i.e., the quency, as a result of which the diametey, &f the crowbar
plasma column already reaches its maximum transverse sizectrode remains unchanged. It is interesting that the first
during this period. appreciable deviation from linearity is observed whépq
For all of our discharges the column remained symmetreaches the speed of sound in @r33 mmgs). This could
ric (cylindrical) for not longer than X 10~ * s from the start be due to a decrease in the compressibility of air, which
of the discharge. We note that fey,<2Xx 10 * s the crow- depends on the ratio of the speed of the shock wave to the
bar electrode need not be cylindrical. It is only necessary thaipeed of soundthe Mach number
the initial streamer around which a discharge channel later The curves in Fig. 2 essentially show,q andr. as a
forms arose near the longitudinal axis of the trigatron elecfunction of the discharge power, determined as the ratio
trode. This conditions is satisfied automatically if the work-W/r,,,, which varies from~6x10° (f~10? Hz, r,=2.4
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accessible to a wide circle of experimentersitere are no
limits on the current amplitudérigatrons can be connected
in parallel, and it is not at all necessary that each one be
equipped with a crowbar electroge) the range ofr,, from
~10"3% to ~10 ° s includes the high pulsed current and
magnetic field durations most often used in practegpar-
ently, a plasma crowbar is also applicable in the widest range
of r,, but here additional investigations are requjred

The drawbacks of the plasma crowbar as an apparatus
are the same as for air-filled spark gagsoise during op-
eration(especially with high discharge powgrsharring and
fusing of crowbar electrodes, and so)oHlere it should be
noted that there is no doubt that the plasma crowbar can be
used in combination with vacuum or high-pressure spark
gaps, which have a number of advantages over air-filled

0L 1" il ‘1; Ll ‘2'0 L ‘;; L '3;, 1 '4‘4' 1 spark gaps. However, in this case, the main advantages of the

w,kJ “air’ crowbar—simplicity of operation and universality,

FIG. 3. Diameter 2, of the crowbar electrode short-circuiting a coil at the -6 appllpabllle(Wlt'h replacement of CrOWb.ar ele(.:trod.es
first-m.aximum of tche current versus the discharge energy for differentLC circuits with different parameters—will be inevitably

LC-circuit frequenciesf =100 Hz (1), 1.1 kHz (2), 2.1 kHz(3), 5.5 kHz  partially or completely lost.

(4), 9 kHz (5); 7,=2400(1); 110(2,3); 40 (4); and 23us (5). It should also be noted that the technical possibilities of
plasma crowbars are by no means exhausted by the scheme
shown in Fig. 1. Many other variants of a plasma crowbar

x10%s) to ~7x10® W (f=9kHz, 7,=2.3Xx10 °9). It  are possible on both a fundamental level and in regard to
is obvious that the growth oY,y with increasing power constructional details. For example, one variant is to use sev-
tends to saturate, at which poing would not dependor  eral crowbar electrodes or one trigatron and several uncon-
depend very weaklyon the discharge energy. The possibil- trolled spark gaps placed at certain distances from one an-
ity that the column expands in this manner duringis also  other so that when the trigatron is ignited, the other spark
supported by the curves af; versus energy for different gaps automatically kick in simultaneously or in series as the
frequencies of th& C circuit (Fig. 3. It is also evident from plasma expand@rogrammable dischardfe!y).

these curves that Saturation, if it eXiStS, is reached at dis- The even the Simp'est Variants Of the Scheme in F|g 1

charge powers much higher thar2x 10° W, for which the  make it possible to obtain in an inductive load of b&

Mach number folV,q already equals TFig. 3, curves). circuit the following current pulseémagnetic field pulsés

~ The dependence af; on frequency and energy of the 1) i, the form of a half wave or whole wave of a sinusoid—
d|scharge. circuit as seen in the plots can be represented t%}ﬁort-circuiting of the load in the first or second minimum of
the following empirical formula the current®!® 2) asymmetric pulses with sinusoidal front
60 ) and exponential cutoff—short-circuiting at the first maxi-
Fe=170 ¢V mum of the currentpassive crowbar“~163) pulses in the
form of a decaying sinusoid, whose half waves have flat
tops—short-circuiting of a coil at the first maximum of the
current with a capacitor bank and a small inductance con-
nected in series in the crowbar sectiah of the discharge
circuit (active crowbar (Fig. 1); 4) nearly square pulses—
gctive crowbar, as in crowbar 3, plus a second crowbar elec-
trode, short-circuiting the outputs of the coil at the end of the
electrode for short-circuiting the coil in the first minimum of first half wave”® (m ,th's case the first cr'owbar electrode
the discharge current. can be “half-trgnsmntlng” for the-plas.ma, i.e., for example,
Two conclusions can be drawn from the results pre_lt can be made in the form of a grid or it can have “through”
sented above. First, the plasma—metal contact method [§dial openings over the entire surface

completely workable and applicable for studying gas dis- In closing, we note several points which should be taken

charges. Second, and much more important from the stand2to account in any practical implementation of the scheme

point of the objective of the present work, an automaticshown in Fig. 1. A crowbar electrode must possess adequate
plasma crowbar is a universal switch for an inductive load;mechanical strength, depending on the power of the dis-
this could have wide applications in high pulsed current anccharge, and it must be strongly secured. Special attention
magnetic field technology. It has the following advantagesshould be devoted to the dynamic strength of the contacts at
over other switches described in the well-knownthe pointsa andb of the discharge circuifFig. 1) as well as
literature?’-? @) It is technically extremely simple and easily the strength of the conducta itself.X®

150

130

T T T T T T

70

whereW is in kJ, f in kHz, andr in cm.

The error of this formula in the ranges bfandW indi-
cated in Figs. 2 and 3 does not exceed 30% fo8 kHz and
15% for f >3 kHz, making this dependence useful for prac-
tical applications of the circuit shown in Fig.?£. The fol-
lowing experimentally established inequalities should also b
helpful:r.<r;<1.5., wherer is the radius of the crowbar
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Optical control of photopolymerization during stereolithographic synthesis
S. N. Mensov and A. V. Semenov

N. I. Lobachevski Nizhegorod State University, 603600 NiZlavogorod, Russia
(Submitted February 3, 1997
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The possibility of using the multiple-scattering spectrum of incident radiation to make a real-time
determination of the degree of conversion of compositions undergoing photopolymerization

in optical stereolithography is investigated. It is shown that the fluctuations arising in the refractive
index grow in amplitude in the course of photopolymerization. The extremal dependences of

the scattered radiation intensity on the degree of conversion are analyzed theoretically and
experimentally. ©1998 American Institute of Physids$$1063-784£98)02702-7

Real-time d_et(_erminat_ion (_)f the degree of conversion ofpoint r of the layer undergoing polymerization_(r) is the
two-phase media is required in order to solve the problem ofverage value over the volume undergoing polymerization,

stabilizing a number of physical and chemical processesy ) are the fluctuations of the index of refraction, andis

Specifically, this is important in layer-by-layer optical syn- {he amplitude of the fluctuatior(ntensity of the nonunifor-
thesis of three-dimensional objects from a photopolymer—mities)_

the most promising form of stereolithographyn this case,
the preparation of a model requires a completely determlneﬁje liquid phaseTm%1.5 (monome) increases at a transition

B e e e o 10 e ol prasepobmen by 2-3% the amplude of n
formed for each point of the object being formed, and itnonumformmes will lie in the range € a,,<0.04. Since lay-

. . ers of thicknes#$ ranging from 250 to 75@.m are ordinaril
should not affect the synthesis process. Since the photop(_)lxl-sed in stereolithogglprg?w must be aSSl?Lmed that the ra()jlia-

mer hardens under the action of the light incident on it, it is_. .
: . . : tion which has passed through the photopolymer layer has
convenient to use the method of optical diagnostics. In the

present work the possibility of obtaining information aboutundergone multiple scatterir
the degree of polymerization from the form of the scattering  h- o, 1, 2

spectrum of the laser light passed through the polymer layer . . . . :
ispinvestigated gntp g i y where o, IS the maximum possible effective scattering

A typical curve of the degree of conversih(fraction cross sectiow per unit volume, determined according to the

Since the average refractive index of the composition in

of the polymer in the compositigversus the polymerization relatior?

time with constant intensity of the incident radiation is pre- V2makll,

sented in Fig. 1. The nonlinearity of the sectiém intro- o= —"—"-—, 3)
duces a positive feedback into the two-phase system that can 4n

intensify polymer concentration fluctuations, which are char4nd the wave numbégy~ 10’ m 2.

acterized by the nonuniformity of the refractive index with To analyze the information characteristics of the
some correlation radii,, up to a macroscopic '?VélAS &  multiple-scattering spectrum under our conditions we em-
result of the diffraction of the incident radiation by this ploy the solution

“phase screen,” there arises in the layer undergoing poly-

merization a randomly-nonuniform distribution of light in- L Sirf(6) 4
tensity with the same correlation radils® and this in turn S_4gzofnaxex C0z6%,)’ @)
results in additional intensification of the nonuniformities of o R
the polymer concentration. of the transport equation in the small-angle approximation
Let us examine the scattering of a laser beaharacter- (z,p, 9 o
istic transverse size of the order of several millimeteby +(sVdl(z,p,9))=—0l(z,p, 9+ -—
. " 0z 4
nonuniformities of the photopolymél,, of the order of sev-
eral tens of microrf3. For simplicity, we shall assume that
there is no absorption and that the nonuniformities arising Xf j p(ss)l(z,p, 9ds’,
are described by a Gaussian correlation function ©)
TN e a2 _ﬁ wherel(z,p,s) is the radiation intensityk=(s+ yzy)kg is
Pa(=(n(n(r)=a, exp( 2Iﬁ)’ @D the wave vector of the scattered radiations 1; r=3)+ozzo

. _ is the radius vector of a point in spaqgg(s,s’) is the scat-
wheren(r)=n(r)+n(r) is the index of refraction at the tering phase function of a unit volumé,,,, is the width of

1063-7842/98/43(2)/3/$15.00 260 © 1998 American Institute of Physics



Tech. Phys. 43 (2), February 1998 S. N. Mensov and A. V. Semenov 261

|-
a
-
X 50k
Ql 8
-
- FIG. 2. Time dependence of the angular scattering spectrum in the process
A of polymerization of a 0.01 mm thick layer.
7
FIG. 1. Degree of conversion of a photopolymer versus polymerization oz sinz( 0)
time. p— 02 02 exq - O'Z) . (7)
™ max max

Measuring the density of the scattered field propagating
. . . at angles6=0.0125, 0.025, 0.0375, 0.05, 0.0625, 0.075,
the scattering phase function for one particle at the halfy ng75 and 0.1 rad with respect to the direction of the inci-
power level;d is the angle between the direction of the inci- dent wave, we obtained the time dependences presented in
dent () and scattered radiations; arig,is the intensity of g 5t is evident from these dependences that the angular
the incident beam, which can be assumed to be a plane wa®ecrym obtained is a Gaussian function with constant
within the nonuniformity. L ) width 6,,,~0.03 rad with the harmonics amplitude increas-
_ From Egs.(3) and (4) it is evident that for constant 'y monotonically with time. Correspondingly, the nonuni-
thicknessesh of the layer undergoing polymerization and {5 mities arising in the photopolymer have a Gaussian shape
sizel, of the Gaussian nonuniformities the scattering specy.q 4 constant sizl,~20 um, and their intensityampli-

trum | depends nonmonotonically on the ampliti@g of  y,4e of the refractive index fluctuationgrows monotoni-
the refractive index fluctuations. The position cally with the degree of polymerization.

The time dependences of the intensity of the scattered

22— 4n sir?() ©6) radiation(Fig. 3), recorded at the same angles as in the case
" 2mh6? K3, of single scattering, were obtained for a layer of thickness

h=0.5 mm (which corresponds to multiple scatteririg))
of the maximuml g ,,,,0f the scattering spectrum is virtually
proportional toé.

Since the polymerization process evolves in time, and
the degree of polymerization of the composition corresponds
to a definite intensitya,, of the nonuniformities, the degree of
conversion can be controlled according to the multiple-
scattering spectrum on the basis of the extremal dependencel,
of the functions I (a,(t),0)(4) as follows: Measuring
Is(t,6) continuously during polymerization, we determine
the time at which the function reaches an extremum as a -
function of 6. Using Eq.(6), it is easy to find the dependence
of the amplitude of the refractive index fluctuations arising in
the photopolymer and therefore also the degree of conver-
sion as a function of time.

We investigated experimentally the scattering spectrum
of the polymerizing radiation, which passed through a layer
of a photopolymerizing composite material based on oli-
goester acrylates with carbanil-containing photoinitiators.
The maximum value of the scattering cross section of ran-
dom nonuniformities of the photopolymer was found experi-
mentally to beo=70000 m ™.

On this basis, when a layer of thickneks-0.01 mm

UndergO?S p0|ym_erizati0n: th? angular S_F)eCt.rum can be anars. 3. Time dependence of the angular scattering spectrum in the process
lyzed using the single-scattering approximation of polymerization of a 0.5 mm thick layer.
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cess of polymerization the intensity of the scattered light
propagating at angl@ corresponding to the conditio(®).
Then the polymerization time will be determined by the time
2008+ at which the maximum is reached.

The method which we have proposed above can be used
to determine the degree of polymerization not only of pho-

2010

T

0.006 topolymers but also transparent polymers with chemical ini-
g B tiators (for example, methyl methacrylateHowever, it is
necessary to take into account the fact that in this case the
00041~ concentration nonuniformities arising in the course of the

reaction are much smaller in amplitude and partially rélax.
In other words, two degrees of polymerization will corre-

ooz - spond to one value of the refractive index fluctuations. For

| this reason, for purposes of diagnostics the dynamics of the

T T R T e variation of the scattered intensity must be followed not at

i} 10 2 X0 40 50 one angular frequency but rather over the entire angular
X spectrum simultaneously.

FIG. 4. Refractive-index fluctuation amplitudes versus polymerization time.

@—Experimental values.
P 13, P. Kruth, Ann. CIRRAO/2, 69 (1997.

2A. 1. D'yachkov, A. I. Levinski, and S. N. Mensov, Vysokomol. Soedin.
29, 1917(1987).

undergoing polymerization. The resuliig. 4) obtained by 38_. M. Rytov, Yu. A. Kravtsov, and V. . Tatarsikilptroduction to Statis-
analyzing these diagrams by the method proposed abovetlcal Radio Physics. Part 2. Random Fields Russian, Nauka, Moscow,
showed a monotonically increasing functiap(t) for the 4A. A. Berlin, Acrylic Oligomers and Materials Based on Th¢m Rus-
photopolymer employed. Therefore if we wish to obtain a sianl, Khimiya, Moscow, 1983.

photopolymer with a definite degree of conversion, corre- SA. Akira, Pr_opagat‘ion and Sc_attering of Waves in Randomly Inhomoge-
sponding to one value of the amplitude of the refractive in- "°US MedidRussian translatignMir, Moscow, 1981.

dex fluctuations, then it is necessary to measure in the profranslated by M. E. Alferieff
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Theory of heat and moisture transfer in a capillary-porous body
O. L. Reshetin and S. Yu. Orlov

Agrophysical Scientific-Research Institute of the Russian Academy of Agricultural Sciences,
195220 St. Petersburg, Russia
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Zh. Tekh. Fiz.68, 140—142(February 1998

New differential equations describing the dynamics of the formation of temperature and moisture
fields in capillary—porous media are derived on the basis of a complete analysis of the

physical processes occurring in a capillary—porous body. The derivation of the equations is based
on the well-known diffusion laws and functional relations between the temperature,

moisture content, and vapor content, which are physical characteristics of the body. The equations
obtained contain experimentally measurable physical quantities and dependences which
characterize a specific capillary-porous body. 1897 American Institute of Physics.
[S1063-78497)03110-3

The theory of mass and energy transfer in capillary-sented above for a specific capillary-porous body vyielded
porous bodies is important in power engineering, technologivery contradictory results. This is due primarily to the fun-
cal processes in the food, construction, chemical, and lighttamental impossibility of measuring the parameterFor
industries, and in agrophysics. At the present time, the syshis reason, the present work is devoted to the rigorous deri-
tem of differential equations obtained by Academician A. V.vation of differential equations which describe transfer pro-
Lykov is used for the theoretical description of heat andcesses in a capillary-porous body and are free of this short-
moisture transfer processes in capillary-porous mégia. coming.

A. V. Lykov proposed the following simplified physical A capillary-porous body contains two interacting phases:
model for the mathematical description of heat and moisturenoist air and liquid. The framework of a porous body is a
transfer processes in a capillary-porous body. The mass eigid solid which does not swell, absorb water, or dissolve in
the matter present in pores equals, to a high degree of accurater and does not enter into chemical interactions with wa-
racy, the mass of the liquid phagthe gas-phase mass is ter. We write the equation of conservation of energy and
negligibly smal). Transfer of only the part of the vapor that mass as
participates directly in a phase transition is important. There-
fore in studying mass transfer processes the transfer law for —H=_v.q, (1a)
only one phase, for example, the liquid phase, need be pos- t
ited and the entire effect of vapor transfer and phase transi-
tions can be taken into account by means of only one param- —(W,+W,)=-V-(J,+J), 2
eter — the phase-transformatian=dWg /dw. The phase t
transformation criteriore is determined as the ratio of the whereH is the entha|py of the System per unit volume of the
change in the moisture content by evaporation and condefeapillary-porous bodyenthalpy density q is the heat flux
sation to the change in the moisture content due to transfer Qfector; W, andW, are the mass of the vap6rapor content
liquid. This approach led to the following equations describ-and liquid (moisture content respectively, per unit volume

ing these processes in the capillary-porous bbdy: of the capillary-porous bodyJ, and J, are the vapor and
9 J liquid flux vectors, respectivelW is the del or nabla opera-
Cy o T—er - Wi=V(AVT) tor; and,t is the time.
The enthalpy density for the system under study is
—(C,D,VW,+C,DVT)VT,
(CDVW+CDnVT) H=H¢+h,W,+hW,, ®3)
d
(1—8)EW|:V(D|VW|)+V(DT|VT). (1)  whereHj is the enthalpy of the solid phase per unit volume

of the porous body ani, and h, are, respectively, the en-
This approach greatly simplifies the system of differen-thalpy of the vapor and liquid per unit mag&pecific enthal-
tial equations describing the heat and moisture transfer ipies.
capillary-porous media, but it creates certain difficulties in  Let us differentiate(3) with respect to time and take
the practical application of these equations since the phaseccount of the fact that the derivative of the specific enthalpy
transformation criteriore is a fictitious physical parameter. with respect to temperature at constant pressure is the spe-
The equationg1) have been used in many theoretical cific heat. This gives the expression
works to investigate heat and mass transfer in capillary-
porous media. However, a large number of attempts to mea- iH—C iT+h ﬁW +h iW (4)
sure correctly all coefficients appearing in the equations pre- dt =~ v e

1063-7842/98/43(2)/2/$15.00 263 © 1998 American Institute of Physics
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whereCy=C,+W,C,+W,C,; T is the temperature of the 9 ap, AW
system at a given poinC; is the specific heat per unit vol- EWUZ 0T( - E)ET
ume of the dry porous body; an@, andC, are the specific
heats of the vapor and liquid. ap, W p,\d
The first term on the right-hand side of expressidh +((?W, o) pi)at (12

describes the change in enthalpy due to a temperature change

and the two other terms take account of the change in en- Afs sh?wn n Refj'l,l qu 2, tge main laws %o_verrr]nnfg; the
thalpy due to a change in the amount of matter. transfer of vapor and liquid can be represented in the form

In the system under study, heat propagates by conduc- J,=—D,VW,—DVT, (13
tion and also by transfer of vapor and liquid. Therefore the
heat flux is J,=—-D,VW,-Dr, VT, (14)
q=—AVT+h,J,+hJ, (5) where the coefficient®,, D,, Dy, andDy, characterize

_ _ . the specific capillary-porous body. These coefficients can be
where is the effective thermal conductivity of the system. expressed in terms of experimentally determined physical
The divergence of the heat flux vector can be written agjuantities.

V.q=—AAT+h,V.J,+hV-J We substitute expressiof@), (13), and(14) into Eq.(8)
ARG ! and perform some elementary transformations. Then the en-
+(=VA+C,J,+CJ)- VT, (6)  ergy equation can be written in the final form as

whereA=V? is the Laplace operator.

J J
Using expressiori2) it can be shown that Cs ET—FEW|=)\AT+(kVW|+mVT)~VT
J 1%
hUva+h,ﬁw|+hUV-Ju+h|V~J|

—rV-(D,VW))—rV-(DVT), (15

N
wherek= (9_W|+ Cc,D,+C/Dy,
=—r

: @)

J

EW+V-J| I\
andm= T C,D1,+CDy.

wherer =h,—h, is the heat of the phase transition. Substituting expressiond2)—(14) into Eq. (2), we ob-

_ Substituting expressior@) and (6) into Eq.(1) and us-  ain 4 final expression for the mass transfer equation
ing Eq. (7) the energy equation assumes the form

J
CEET—I’

aWVJ
g

d d
RET+QEW|=V-((D|+DU)VW|)

+V-((Dy,+D3)VT), (16)
=MAT+(VA—-C,J,—CJ))-VT. ) ((Br D
o _where
The thermal conductivity of the system depends on the mois-

ture content and temperature. This gives a basis for repre- R= &(H— M) Q=1+ 3PU<H_ ﬂ) Py
' P P

sentingV\ in the form aT o] W,
I\ I\ The equation$15) and(16) comprise a system of equa-
V)\:a_V\/,VW'+a_TVT' (9 tions which describe heat and mass transfer in capillary-
_ porous bodies.
In the general case the vapor partial presspyeand The theory presented above makes it possible to estab-

vapor densityp, in capillary-porous bodies depend on tem- |ish the required set of specific, experimentally observable
perature and moisture contentp,=p,(T,W;) and physical quantities of the system under stu@( \, D,,

Pu=pu(T.W)). o o D+, D,, Dy, II, p,(T,W))) and it makes it possible to
Then the time derivative of the vapor density is investigate transfer processes in capillary-porous media theo-
P 9. T do. IW. retically in diverse situations.
Po_ %Py Py 770 (10) The idea for this work arose at the Agrophysical Institute

Jt gT gt~ dW dt in discussions between one of us and A. F. Chudn@sid

The porosity {I) of the capillary-porous body is the B. M. Mogilevskii, to whom we are deeply grateful.
ratio of the free volume, containing water and moist air, to
the total volume of the porous body calculated for an el'l)AII notations for physical quantities in Ref. 1 are reduced to the notations

ementary volume. Then we can write employed in the present paper.
[ -
W, = Pu( 11— _) ) (11) 1A, V. Lykov, Heat and Mass Transfer in Drying ProcesgiasRussiad,
P GEl, Moscow, 1956.
Wherep| is the density of the quuid phase. 2A. V. Lykov, Transport Phenomena in Capillary-Porous Bodjés Rus-

Let us differentiate the equatidal) with respect to time @ GITTL, Moscow, 1954.

and take account of E¢10). Then Translated by M. E. Alferieff
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