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An analysis is made of a method of reconstructing signals which parametrically modulate a
chaotic generator using a one-dimensional realization of its oscillation process. Test examples are
used to demonstrate the efficiency of this method for simultaneous independent transmission

of several information signals over a single communication channel19@8 American Institute

of Physics[S1063-7848)00112-3

INTRODUCTION This method of reconstruction envisages that the general
. . . . form of the functionf(x,X5, ... X,,u) must be defineé
One line of research in modern nonlinear dynamics is_. . : . :
) . o priori. In general, even an approximate form of this function
the reconstruction of dynamic systems. Interest in this probl . - . . . S
impossible to determine priori and thus, this function is

lem over the last seventeen years was stimulated by the abs- C )
pearance of Refs. 1 and 2. Packatdal® showed that the usually represented as an expansion in terms of a certain
phase portrait of the attractor of a dynamic system can b8asis and the expansion coefficients determined numerically.
reconstructed from the scalar time serigs-a(iAt) if data  In addition to the standard basisxi, X5, XiXy, . . . , thenon-
from the same series; , taken after some delay, are used aslinearity can also be approximated by an expansion in terms
the missing coordinates of the state vector. In Ref. 2 thef any set of orthogonal basis functiofsuch as Legendre
possibility of reconstructing the phase portrait of an attractopolynomials. In any case, however, the need to define the
using a one-dimensional time series was given theoreticdbrm of the functionf is a serious disadvantage of this
foundation in the form of the Takens theorem. ~ method of reconstructing the dynamic model of a system.
The appearance of Ref. 2 was the precursor to using this  » fyndamentally different situation arises when the ex-
theorem to predict system behavigrand to calculate the plicit form of the nonlinear functiori is knowna priori and

metric and dynami characteristics of an attractor using a nlv the expansion coefficients are unknowns. In this case
time series. In a study published in 1987, Cremers and™Y P ' '

Hubler’ proposed a method of reconstructing the equatior]ihe global '_’“00_'9"“9 pro_b'em can be solved to a _certa_m ac-
for a dynamic system using its one-dimensional realization®Uracy, which is determined by the number of points in the
The idea of this methodglobal reconstruction methpdhas ~ initial time series available for observation, the smaliness of
been developed in a wide range of studiésr instance, the discretization step, and the accuracy of writing the data.
Refs. 8—10. In Ref. 12 we showed that a consequence of solving the
Despite some differences in the global reconstruction alproblem of reconstructing the mathematical model may be
gorithms used by different researchers, they all propose tinteresting applications, one of which is the use of the recon-
solve the modeling problem in two stages. The first involvesstruction technique to obtain secure communications.
calculation of the embedding space dimensiorAfter the It should be noted that the appearance of wide range of
valug ofn has.been selected, thg phase portrajt of thg dyapplied problems in modern nonlinear dynamiirsluding
namic system is reconstructed using the scalar time series. . ;e communicationin recent years has been stimulated
addition to the delay methc, any of the methods proposed bﬁ/ the development of concepts of dynamic chaos, especially
e

in Ref. 11 can be used for this purpose. At the second sta . )
. . phenomenon of synchronized chaos. This effect was used
of the algorithm, the general form of the mathematical mode , . ) -
y the authors of pioneering work on the confidentiality of

is defined and the evolution equations specified. . i ) ) . o
When series differentiation of the initial time series is fansmitted information, using wide-band oscillations of a

7 =15 : H 6-18
used to reconstruct the phase portfalt the mathematical chaotic generator as a maskifig'® or carrier signat!
model has the form The first case was based on the principle of the synchroniza-

tion of chaotic systems proposed in Ref. 19. An alternative

%ZXZ %ZXS o method of securing transmitted information involved the ex-

dt ©oodt o perimental control of chad®:?*

dx Here we propose a new method of solving the problem
n

=f(X1,X2, « o X' M), (1) of secure communications based on the global reconstruction
of a dynamic system. Whereas in Ref. 12 this method was

wheref is the nonlinear function which needs to be deter-only illustrated for a single example, that is a modified gen-

mined andu is the vector of the parameters. erator with inertial nonlinearity??® we shall now present

dt
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results of its application using the Lorenz andsBler mod- g ator oscillationg2), i.e.,d,ui*/dt<dxj /dt for anyi andj,

els. We shall also report results obtained for this type OKNe can introduce the time interviy during which the values

gﬁg?&tg; which were not completely reflected in our PreVILt the parameters can permissibly be assumed to be almost

constant, i.e., for times of the order f we can neglect the
nonautonomy of the syste). This means that it is possible
METHOD to reconstruct instantaneous values of the system parameters
glsing short sections of its one-dimensional realization, i.e., to
reproduce the information signalg;(t) which parametri-
cally modulate the chaotic generator.

If the condition du;"/dt<dx;/dt is not satisfied, we
must take into account the time derivatives of the parameters
when transforming the systeri) to the form (1), which
makes the nonlinear functiohsubstantially more complex
and impedes the solution of the global reconstruction prob-
lem.

S By applying the reconstruction technique to the one-
dimensional realizatiow,(t) of the chaotic generator which
can be measured at the exit of the transmitting device, the
ur =,u?+ mi(t), 3 information receiver, knowing the general form of the math-
: C . .ematical model2), isolates the useful signajs;(t). To do
which allows several communications to be transmitted si-

multaneously. In this case, the signal transmitted by the co this, the receiver must differentiate the realizatof(t) n

S - ) . .__times, thus determining the left-hand sides of the model sys-
munication channel, comprising a one-dimensional realiza: .
. . . —tem(1). As a result, the problem of determining the values of
tion of the oscillatory process of the chaotic generator, is . .
. the parameters at a given time reduces to the need to solve an
generated by a honautonomous dynamic system

algebraic equation with a certain number of unknowwmlsen

We shall analyze a certain generator of dynamic chao
whose mathematical model is known

dx
a=|:(x,,10), xeR", uleR™ 2)

wherex is the vector of statef: is the vector of the right-
hand sides of the model system, gallis the vector of the
constant values of the parameters.

We shall implement relatively slow modulation of an
arbitrary number of parameters of the information signal
mi(t), i.e., we shall introduce the variables

dx 0 f can be represented in the fori®), these unknowns are the
g1~ Fxp+ (1), coefficientsC; .., andD . ,which are uniquely

o 0 0 0 related to the parameteys; of the system(4)). Since a
o= (12, ), discretized time dependencg(iAt) rather than an analog
(1) = (g (), mo(t), .o (D). (4)  signal is required for computer processing, the derivatives

o _ are clearly determined at discrete timest using approxi-
In order to solve the problem of synthesizing dynamic5te numerical differentiation formulas.

systems using an observable one-dimensional 'rer.;\Iiza'tion, the \we can approximate the unknown coefficients by writ-
system(4) shou_JId be redu_ced to the for@d). This implies ing a system oK algebraic equationsk(=[t,/At]) for L

t_hat by replgcmg the vanables, we need to transform the knowns L<K) and solving this by the least squares
right-hand sides such that instead of the vector funcon  method. Quite clearly, the approximation error decreases
there remains only a single scalar nonlinear function yith decreasing.. Thus, in order to implement the proposed

which may have a very complex form, such as method of secure communication in practice, the model sys-
p vy n tem must be simplified as far as possible. If the series of
f==, PX)= > Cinyn, ,nH ka, parameters of the systefd) remains unchanged, it is advis-
Q vl2dn k=1 able to assume that these are predefined and approximate for
n fewer unknowns.
2 h=vq,
k=1
vy n MODELS INVESTIGATED
QX= > Dy, 1l X We selected the Lorenz, Bsler, and generator with in-
1z n=0 K=t ertial nonlinearity models as chaotic oscillators.
n a) Lorenz systemWe shall analyze the equations from
k21 lksva, vo<<wy, (5)  the well-known Lorenz model
whereCy . 1y Dijiy. 1, 9enerally depends on time d_X:U(y_X), 3_yzrx_y_xz, Z_Z:_bzﬂ(y_ (6)
and is uniquely related to the parametes of the sys- t t
tem (4). We shall assume that thecoordinate of the systertit)

For the model systems considered here, i.e., Lorenzs selected as the carrier signal. It was shown in Ref. 8 that
Rossler, and a generator with inertial nonlinearity, thesefor this case, the transformation ¢) to the form (1) can
transformations will be made in the following section. Sincegive a simpler form of the functiohthan that for the other
it is assumed that the average rate of change in the paranwo coordinates of the Lorenz equations. As a result of this
eters is small compared with the base frequency of the gertransformation, which is made by the change of variables



Tech. Phys. 43 (12), December 1998 Anishchenko et al. 1403

X=x, Y=o(y—x), Z=o[(r+o)x—(o+1)y—xz], The model of a generator with inertial nonlinearity was

(7) used to illustrate the possibility of simultaneously transmit-
ting two independent information signals along a single com-
munication channel. For this purpose the parameigwas

dX dy dz modulated by a wide-band chaotic signal obtained by inte-

we obtain the system

@ @ g XYam, grating the Resler equation and the parameggwas modu-
lated by the harmonic signal
p=(o,r,b), (8)
dx dy
f=bo(r—1)X—b(o+1)Y—(b+o+1)Z =Mt dxxty—xz, 2 =-x,
Y[(oc+1)Y+Z
ey g TENEZ] x) ! 9 dz

= Yo(Ltkysin(wt))[2—0.5x+[x[)x],
which generally contains three unknown parameters. Using

the Lorenz model as an example we demonstrate that secure dx; dy;

transmission of information can be achieved by modulating gt ~K(7Y1~Z). ¢ Tk(xatayy),

only one of its parameters, for examgie In this case, for-

mula (9) is best rewritten as follows: dz
© St =k(b+zi0x-¢)), (15
F4 (ot 1)Z4 X2Y 4 oXP— LT DY+ 2] t
(o+1) g X wherek is a constant which renormalizes the time in the

Rossler model such that the process of variation of the pa-
=blo(r=1)X=(o+1)¥Y=2]. 19 rametem = mo+dx, is slower than the oscillations of the
Sinceo andr are assumed to be known, avidZ, andf  generator.
can be determined by numerical differentiation of the time A transformation of the equation for a generator with
seriesx(iAt) obtained by integrating the syste(®), where inertial nonlinearity to the forn{13) assuming slowly vary-
At is the discretization step, which is taken to be 0.025 foring parameters can give the functibm the form(14) pro-
all the models studied, Eq10) is merely a linear algebraic vided thatm, and g, are replaced byn* =my+dx; and
equation with a single unknown. g* =go(1+k,sin(wt)), respectively, i.e.,
Theoretically, in order to determine the instantaneous
value ofb, we need to know the phase coordinates and theig _ X(X+Y)
derivatives only at one moment of time. In practice, we need Z
to analyze a short section of the scalar time series and ap- (16)
proximate the value o using the results of calculations at If we introduce the notatios* =m* g*, Eq. (16) can be

different times in the interval, during which the value of considered to be a linear algebraic equation with two un-
the parameter can be considered to be almost constant jhownss* andg*, which are found using a short scalar time
order to improve the accuracy of calculating the parametergeries by the least squares method. The instantaneous value

b) Generator with inertial nonlinearityA modified gen- ¢ the parametem* can then be uniquely determined from a
erator with inertial nonlineari#>* was taken as the second knowledge ofs* andg*.

model system

+Z=m*g*Z—g*[X+Y+0.5|2Z|-2)Z?].

c) Rossler system.

dx dy We take they coordinates of the Rssler model as the
a=mox+y—XZ, at % carrier signal

dz dx dy N dz—b+ 1

Tt = 902+ 0.8go(x-+[x|)x. @ g YR gty gPraxee. @d

We shall assume that the signal emitted by the generator By analogy with the previous modél1), we transform
is a one-dimensional realizatiop(t). The system(11) is (17 to the form(13) by changing the variabls
transformed to the forngl) by changing the variables Y=y, Z=xtay, X=ax+(a2-1)y-z (18)

VY, ZEox X=omex—yExz, (12 We then obtain the following form of the nonlinear func-

as a result of which the generator equations have the formtion f:

dy dz dX f=—b+(a—c)X—cY+(ac—1)Z
mzzl azxi H:f(X!Y!Ziﬂ)i M:(mngO)f (a C) ¢ (aC )
(13) —aY?—azZ?—aXY+XZ+(a’+1)YZ (19
X(X+Y) We assume that the vectpr=(a,b,c) contains two un-
= TJr(mogo—l)Z known parameterd and c which are modulated by the in-

formation signals. Equatiofil9) can then be rewritten as
—go(X+Y)+0.594(|2| — 2)Z2. (14  follows:
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b attractor of a dynamic system, the assignment of the phase
2.8 trajectory to the attractor is not a necessary condition for the
modeling problem. We have already observed that because
of the relatively slow variation of the parameters, we can
introduce the time intervaly during which it is permissible
231 to assume that the values pf* in Eq. (3) are almost con-

stant and the systelfd) is autonomous. Since for the same
values of the parameters the motion along the attractor and

. . the transient processes are described by the same equations,
9250 2500 the transience of the signal in the communications channel

t during the timetg is not of fundamental importance for de-
termining the instantaneous valuesgf .

We also note that any method of transferring information
should be analyzed in terms of its performance under noise

L§

1.8
0

FIG. 1. Law of variation of the parametbrin a Lorenz system.

f—aX+Z+aY2+azZ?+aXY—-XZ—(a2+1)YZ conditions of varying origin. Thus, in all the examples ex-
amined below, a normally distributed random quantity with a
=—b—c(X+Y-az). (200 variance of 10* was added to the information signals per-

The unknownsb and ¢ of the linear algebraic equation forming the parametric modulation. o
(20) can again be obtained by applying the least squares a) Lorenz systemWe shall taI§e the law of var|at_|0r_1 of
method to the results of calculating the parameters at thE'€ Parameteb to be a stepped time dependence similar to
times iAt of the discretized signay;=y(iAt) within the that plotted in Fig. 1. This type of signal can be used to
short timet,. The Rasler model is used to illustrate the transmit graphical information. To illustrate this we shall
possibility of transmitting graphical information by modulat- Scan the well-known Raphael painting of the Sistine Ma-
ing two of its parameters with the information signals. donna(Fig. 23 with 200x 300 resolution. We shall divide
the range of variation of the parametee [2—3] into 256

subranges, each corresponding to a shading gradation of the
black and white image. The useful signal is a dependence
Before giving some specific results which confirm thesuch as that shown in Fig. 1, where each subrange of varia-
efficiency of the proposed method of secure communication of the parameter corresponds to a particular step height.
tions, we shall make a few observations. A characteristidhe carrier signalthe time dependence(t) of the Lorenz
feature of the global reconstruction method is that it can besystem, divided into the same number of subranges as the
applied not only to steady-state signals but also to transieninformation signal, is shown in Fig. 2b. By applying the
processes. Although the Takens theofemwhich reference global reconstruction method, we isolated the modulation
is usually made when reconstructing phase portraits, wasignal(Fig. 2¢. Similar results were obtained by modulating
demonstrated for the case where the signal is a onghe parameter in system(6).
dimensional projection of a phase trajectory assigned to the We note that having selected a stepped time dependence

RESULTS

FIG. 2.
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FIG. 3.

as the law of parametric modulation, we must recognize thaowever, two of its parameterb,andc, will now be modu-
we cannot use formulél0) for the switching time between lated by the useful signals. We take two fragments of Le-
subranges since it is abundantly clear that in the immediatenardo da Vinci's painting “Madonna of the RockgFigs.
vicinity of the switching time the system parameter cannot4a and 4 and scan them with 200250 resolution. The
be considered to be slowly varying. Thus, the derivativegange of variation of each parametére[0.1-0.3 and
du;/dt must be taken into account when transforming thece[8—12] is again divided into 256 subranges. Figure 4
system(4) to the form(1). This can be avoided by selecting shows the initial fragments of the paintiggigs. 4a and 4b
fairly large widths for each step and disregarding the smalteconstructed using the global reconstruction technique
sections near the switching times. (Figs. 4d and 4k and also the signal in the communication
b) Generator with inertial nonlinearityWe shall dem- channel(Fig. 40.
onstrate the possibility of transmitting two signals simulta- A disadvantage of this method of transmitting a graphi-
neously: a chaotic and a regular one. We turn our attention toal image is that the information receiver must know the
the systen(15) in which we select the following values for resolution which was used for scanning since the isolated
the constants:d=0.025, gy=0.2, my=1.5, »=0.006, signal is a single realization. This can be circumvented as
k,;=0.05,k=0.025,a=0.15,b=0.2, andc=10.0. The time follows. Let us assume that one of the parameters is modu-
dependences of the parametars andg* of this system are lated by a signal carrying information on the scanned graphi-
illustrated in Figs. 3a and 3b. The information receiver,cal image. Simultaneous modulation of a second parameter
knowing the form of the nonlinear functiqi6), receives the can transmit information on the resolution. If we introduce
signal (Fig. 39 and reconstructs the modulation signalsthe x andy coordinates of points on the transmitted fragment
(Figs. 3d and 3e of the painting, one method of transmitting the graphical
c) Ressler systemBy analogy with the Lorenz model, image is shown in Fig. 5. The number of stépgy. 5b will
we take a stepped time dependence as the parametric modtarry information on the resolution along thexis while the
lation law which allows us to transmit graphical information. resolution along the axis can be determined from the ratio
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FIG. 4.

of the step width to the corresponding value for Fig. 5a.  eters of the dynamic system can be enhanced by transmitting
The possibility of simultaneously modulating different only the coordinates of points corresponding to one particu-

parameters of a dynamic system by information signaldar color. Quite clearly, other methods of transmitting graphi-

means that the methods of transmitting a graphical image cazal information can also be suggested.

be varied. In the simplest case when some drawing is trans-

mitted using only two colorgblack and whitg i.e., the use- CONCLUSIONS

ful signal is a binary sequence of symb@sor 1), the rate of Here we have illustrated a new method for secure com-

transmission of the information by modulating two param-munication based on the global reconstruction of dynamic
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a These constraints can be ascribed to the purely technical
aspect of implementing the secure transmission of informa-
tion, on which we decided not to focus attention in the
present study, confining ourselves to demonstrating the fun-
damental possibility of simultaneously transmitting several
information signals independently in a single communication
channel using the global reconstruction technique.
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By analogy with an approach developed earlier for a neutral gas, it is shown that for a certain
class of external sources the linear kinetic theory of a nondegenerate collisionless plasma

is equivalent to a hydrodynamic description in which the constitutive relations are nonlocal in
space and time. The general algebraic properties of the nonlocal kernels were investigated.

A scheme for calculation of their explicit expression in terms of the error function is indicated.
An analysis is made of the dynamics of weak perturbations of the rest state and it is

shown that the results of the nonlocal hydrodynamic model agree with the effects obtained using
other theories. ©1998 American Institute of Physid$1063-784£8)00212-§

INTRODUCTION =f(x*,v°r), wherev? is the particle velocity and is a col-

It is known that the kinetic description of a gas for a lective parameter corresponding to the internal degrees of
certain class of external influences is equivalent to the hyfreedom(for instance, the component number, rotational and
drodynamic description in which the constitutive relationsvibrational motion, and so 9nin the parameter space?r)
are nonlocal in space and tinie® The corresponding nonlo- we introduce the measud, = dv*dv2dv3du(r) which can
cal kernels are calculated using the collision integral. Thée used to average microscopic gquantities. For example, if
method of converting from the kinetic theory to nonlocal the function of the microscopic paramet&ts=W(v?,r) ex-
hydrodynamics can also be applied to plasma physics. As fdsts, it is possible to calculate the macroscopic field
a gas, for a certain class of external sources this conversion is
accurate since the solution of the hydrodynamic problem can = (x®)= (W)= j W(va,r) f(x%v',r)dZ.
be used to reconstruct the solution of the initial rate equation.

The case of alcollisionless plasma is distinguished by the fact | ot us consider &-component collisionless plasma. In
that the Fourier transforms of the nonlocal kernels can bghis case, the parameterhas the composite formi ('),

calculated by using special functions. Thus, for a collisionyherei has values of 1 .. K, corresponding to the num-
less plasma the nonlocal hydrodynamic description is as COrsers of components and the parameteris related to the
structive as it is possible to get. In most other cases, thgiher internal degrees of freedom. Integratiba(r) is bro-
theory can only establish certain properties of the kernels angan, down into summation over the parametand integra-
in specific calculations approximate or model expressiongign over a certaid’ (r'). We further assume that the indi-
must be used for these. . _ . cesi andj have values of L .. K and the indices andJ

A system of units of measurement is used in which thengye values of (3),i=1,... K. If the indicesi, j andl,

velocity of light in vacuumc, Planck’s constank, and the 3 are used in the same formula, their values are related by
Boltzmann constark are unity. The units of measurement of | —j 3 j—j+3.

the electromagnetic quantities are determined in accordance \ye shall assume that; ande; are the mass and charge
with the Gauss approach. The Greek indices have values @ 5 particle of theith component antl)(r) is the potential

0, 1,2, and 3, corresponding to some inertial system of Measnergy of the possible particle states. We define the sets of
surement® (x* is the timg. The Latin indicesa, b, andc  fynctionsJ,(v2,r), S%(v?,r), and® (v r) by the follow-
have values of 1, 2, 3 and correspond to the spatial coording formulas in which no summation is performed over
nates. The Latin indice#, B, C, and D have values of

0, ...,k+3), wherek is th b f pl - 1
k+3), wherek is the number of plasma compo Jo(va,r)=—mivbvb+U(r),

nents. Unless stated otherwise, summation is performed over 2
recurrent indices. For an arbitrary functign=g(x®), g(k) . .
will denote its Fourier transform Ja(v°,r)=mpp?,  Jy(v°r)=4§;,

gF=gF(ka)=fexp(—ikaxo‘)g(xa)dX“- Mtn=em s, Xhn=em

PO(var)=g, Do r)=ev? r=(i,r').
NONLOCAL HYDRODYNAMIC EQUATIONS

FOR A COLLISIONLESS PLASMA The plasma dynamics are described by the Vlasov equa-
tion
In the kinetic description, the state of the system is
characterized by the single-particle distribution functibn dof +v29,f+T3D,f=S (1)

1063-7842/98/43(12)/6/$15.00 1408 © 1998 American Institute of Physics
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and the system of Maxwell equations mass-averaged velocityazpleg, the diffusion fluxes
_ _ d?=(Qf—n;u?), the kinetic energy of the medium
SabcdoEc="d0Ba,  JaBa=0, K, =(1/2)pu®u?, the internal energy of the mediutd,
EapcdpBe=4m|2+ 0gE,, ,E.=4mj°. (2)  =Q3-(1/2)pudu?, the stress tens@®’= (puu®—Q3), and
a_a ab, ,b__ a
The notations=g/9x" andD = /v is used in Eq(1), gt]feszetitatﬂti):a ;llg\(/:\}oégfi;itiQ()On+0F:‘ tI:Je vé%éi? Ko?)tl;]é n\wl\(la?dium
S=S(x*,v®r) is the source function which describes the y

a; . . B
interaction between the plasma and the surrounding mediunLnJ, Is consistent with the old one for the equilibrium sta@s

and¥? is the Lorentz force which is determined using theand (7). The syster(5) can then be rewritten as:
vectors of the electri€, and magneti®, fields Fo(U, + K, )+ d,(g3— p2PuP+ (U, +K, )u?d)

Wa:EOEa"'Sabcszc- =sq+EaLS,

The Vlasov equation is conventionally written with a
right-hand side of zero, implying a Cauchy problem formu-
lation. Equation(1) which contains sources is more general JoN; + a(d2+niud) =s, .
and embraces the Cauchy problem as a particular case.

3o pU%) + o — P2+ pURLP) = Sy + EoLE+ByM3,

The electric four-current® is broken down into the sum We shall now discuss the definition of the viscous stress
of the external currents, and the induced curreft tensor. For the equilibrium staté8) and(7) the stress tensor
e e e aw is reduced to the spherical forpi®= —p4&2®. In the class of
“=lactin. Jn=(®%). (3 equilibrium states the pressupecan then be expressed as a
q p pec p

The condition of total current conservation is requiredfunction of the internal energy and the densities; . This
for compatibility with the system of Maxwell equatiofid) functional relationship is used to extend the definition of
_ pressure to nonequilibrium states. The viscous stress tensor
3, “=0. 4 ;
@ is then calculated using the formula
The condition(3) will be interpreted as a constraint on 7ab= pab | sab
the external four-current,. Equation(1) yields the hydro- '
dynamic equations We shall analyze the dynamics of weak perturbations of
9,Q% = s+ E,L2+B,M2, the_rest state. Let us assume that=AQ, are I|r_1ear pertur-
bations of the hydrodynamic four-currents. Using B3], the

QXZQX(XE):@A), Q2=Q3(xP)=(v2,), equationg5) are reduced to the form
)= | 3awhn)seee o) o Pdi= S 1o
SA=Sa(XY) = v°,r)S(x*v°,r ,
AR A In order to close the problerf2) and (10), we need to
La=(3°D,Ja), Mi=—e,p <EbD Ja) (5) have constitutive relations, i.e., expressions for the three-
a 1 apc C .

currentsgi (or, which amounts to the same thing, expres-
The values ofL§, M, andM§ are obviously zero. In  sjons for the viscous stresse® and heat fluxg?), and also
the absence of an electromagnetic field and sources, the rai@ expression for the induced four-currgfitin terms of the
equation(1) is satisfied in the class of equilibrium states  componentg? and the electromagnetic field. These expres-

fo=fo(0?r)=expFAl,) (6) sions can be obtained by investigating the kinetic prob-
e e ’ ’

lem (2).
FO=—-B, F2=pu?, F'=pu, (7) Let us assume that the equilibrium rest distributfgris

perturbed by weak sourc& We shall take the usual repre-
sentation for a perturbed distributidr= fo(1+ ¢). Lineariz-
ing Eg. (1), we obtain

where 3 is the reciprocal temperatura? is the velocity of
the medium, andu;=(u;o— (1/2)m;uu?) is the dynamic
chemical potential.

In order to ensure that the equilibrium state satisfies the (5,4 125,)p=BE, ®2+s, s=f,'s. (12)
Maxwell equations(2) in the absence of external currents,
the additional constraint of electrical neutrality must be im- ~ The functionse considered in terms of the dependence

posed on the paramete(? on the arguments?, r, belong to the Hilbert spacd with
the scalar product
(®*)e=0. )
The equilibrium rest staté,=fq(v?r) is characterized ((pl,(pz)ZJ foe? @odl.
by the fact that the velocity of the mediund in Egs.(6) and
(7) is zero. Note that in the rest state we have Let us assume thdtl, is a subspace extended to the

a_ /<0 _ a_ b _ family of vectorsJ, andH, is the orthogonal complemen-
LA=(2"Dada)o=0, Ma=—eap2"DcJa)o=0. (9) tary minor toH, :H=H,®H,. Itis easily established that as

The hydrodynamic equation®) may be given a more a result of conditiong7), the equalities {, ,®?)=0 are sat-
conventional form if the hydrodynamic four-currel@s are  isfied and thus the function®? lie in H,. On the other
redefined in terms of different quantities. We introduce thehand,®°=3¢;J, is satisfied and thus the functiab’ lies in
particle densitiemi:Qf’, the mass densitp=3m;n;, the H,.
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The metric tensoryag=(Ja,Jg) is defined in the sub-
spaceH,, and can be used to increment and decrement th
indicesA andB. The following metric components are non-
Z€ro: Yoo, Yab= 0 Sap: 1= Yor = 10, 1= yn (N0 summation
is performed ovet!).

It is easily established that as a result of conditiéRs
the equalities {5, ®?*) =0 are satisfied and thus the func-
tions®? lie in H,. On the other handp®=3¢,J, is satisfied
and thus the functiod®? lies in Hy,. [sic]

In Egs.(2) and(11) we now convert to the Fourier trans-
forms

GQDF:SF‘l‘BEaF(I)a, G=ik0+ikava, (12)
8abcikbEcF:_ikoBaFv ikaBaF:O! (13)
EabdKpBer=47j2+ikoEqar, iKEap=4mj2. (14

We introduce the additional operatdpg:H—H,,,P,:

H—H — projection operators,,:H,—H, I,:H;—H —
telescopingG,,=P,,Gly,
Gah: PaGlh, Gha_ PhGla, Gaa: PaGIa.

The unknown function¢ is conveniently divided
into “hydrodynamic” h=Ppe and ‘“nonhydrodynamic”

O. Yu. Dinariev

Since the coefficients of the functioR&2 depend non-
polynomially on the wave four-vectdx, , the hydrodynamic
model is nonlocal in space and time.

The constitutive relation§l17)—(19) close the problem
(2) and(10). The conversion to the hydrodynamic problem is
accurate. If some solution of this problem is known, Egs.
(15) and(16) can be used to find the componehtand the
distribution functions, and to reconstruct the solution of the
problem in the kinetic formulation.

The matrixR3%, which characterizes the nonlocality of
the theory, satisfies various general conditions. Quite clearly,
for the real four-vectok, we have

Ra%(kg)* = Ra%(—kp).

Although the functionsl, are by definition linearly in-
dependent, the set of functiodg,v?J is linearly dependent.
Generally speaking, each identity of the type

AAJp+ ASv3I,=0,

(20

(21
where\” andAA are constant coefficients, yields relations
ALRE2=0, APBR32=0. (22)

It is easy to show that one identity of the ty(#l) is

a=P_,¢ components. By expanding in terms of the basis in

H,, we obtain the components,=(Ja,h). We can easily
calculate the perturbations of the hydrodynamic four-
currents

ga=Ja,@)=ha,  ga=(Jav%e). (15

We shall now assume by analogy with Refs. 1-4 that the

sourcess in Eq. (10), being functions of the parameter8
andr, belong to the spacdd, and thus are completely char-
acterized by the componerdg. This is a key assumption in
the method of converting from kinetics to hydrodynamics
proposed in Refs. 1-4. It is easy to see that @4) yields
the system

Ghhhg+ Ghadr =Sk,

Ganhp+ Gaaar = BELr P4

This last equation can be used to exprass a function
of h and the electric field

ar=E,BG,, P°~

(16)

For an accurate determination of the operaBf we
need to make the substitutidg— (kg—ie), wheree is an
infinitely small positive quantity. We introduce the matrices

Z35=(0%a,Jg), RA2=(Pw3a, G.lPw"Jp).

Now, using expression&), (15), and(16), we can find
the constitutive relations

“1G.he .

9ar=(ZAs—ikpRIY hE*',B; ejRigEbF- (17)
J%F=Ei ehie, (18
=2 e ﬁ; &R Epe—ikpRIPHE |. (19

> mpd—J,=0. (23
I

If there are no internal degrees of freedom another
identity also exists

033, —2J,=0. (24)

Introducing the notation v=kzk, and using the

Sokhotskii—Plemel formula, we can easily obtain
RA%+ R =(Pw®Ja (Gt + Gt )Pwdds)
=27 VAP w3,, 8(Kot+ kv ©)PwPIp).

From this it follows that for any nonzero set of complex
quantitiesCA the following inequality is satisfied

(R +R3& ) CcA* B> 0. (25)

It follows from the definitions that the coefficients of the
function R g are continued analytically in terms of the pa-
rameterk0 |n the lower complex half-plane. We divideg,
into complex and imaginary partky= w,+iw,, w><0. We
then have

Ras+

ab*

=(Pav®Ja, A Ky 0 Pav®Jp),
A==2w,(0j+ (01 +ko®)?)

From this it can be seen that inequal({B5b) is satisfied
in the entire half-plane»,<0.

We shall discuss the consequences of the reversibility of
the processes at the microlevel. Let us assumeltimthe
time reversal operator in the spake(Refs. 1-4. The op-
erator | reverses the sign of the particle velocitibs*l =
—v?. The integralsl, and the statd, are eigenfunctions of
the operatot

I‘]aZSA‘]A! 8A:i1, If():fo,
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whereeg=¢,=1, g,= — 1. The set of coefficientRi%(ka) can be conveniently ex-
This gives the reciprocity condition@nalog of the On- panded in terms of the basis of the quantiliﬁg(kc), which
sager relations have a polynomial dependence on the wave vektoand

satisfy the conditior 3%(k.)* =135 — k)

RAB(Ka) =138"(ke) Xn(Ko)- (29)
Equation(17) directly yields a representation for the vis- AP AB AT ) ) )
cous stresses, the heat flux, and the diffusion fluxes HereX,(k,) are scalar functions which by virtue of EQO)
satisfy the conditionX,(k,)* =X,(—k,). Thus, they are

Fourier transforms of certain real kern&ge=X,,. The ex-
plicit form of the expansiori29) is given in Appendix B.

Ra%(Ko. ko) = eaeaRBA(Ko, — ko). (26)

ab__ acp,B ac
TF —'chthF_B; & RpsEcr,

qg:_ikbROBhF"'ﬁz €jRosEbE
J DYNAMICS OF FREE OSCILLATIONS

We shall consider the problem of free plasma oscilla-

a _ _ ab pab
L 'kbR'BhFJrB; &Ry Epr- tions. From Eqgs(10), (13), and(14) we obtain the system

The identitieg23) and(22) for the diffusion fluxes yield iKoGar=0, (30)
the natural resulE;df-=0. In the absence of internal de- ; _ : _
iKpEce=—1KkoBar, 1kBae=0, 31
grees of freedom, it follows from the identitié22) and (24) “abcb=cF 0-aF a—aF @Y
that there is no second viscositf*=0. EapdKpBor=47]2 c+ikoEar, iKEar=4mjd .
(32)
We note that because of the electrical neutrality condi-
CALCULATION OF NONLOCAL KERNELS tion (8), the following equality is satisfied

It has been noted that for a collisionless plasma we can 2 eZ2 =0
- . - 1=1A .
calculate the dependence of the coefficients of the functions i

R;ibB on the four-vectok, . Note that the following equations Thus we havg®=3,e,g" and the compatibility condi-

are satisfied tion (4) of the Maxwell equationg31) and (32) follows au-
PaUaJszaJA_ZiBJB, Zzazzicysc_ 27 tomatically from Eq.(30). Sipcg the_ c_onstitL_Jt!ve rela_ltions
(17)—(19) contain no magnetic field, it is sufficient to inves-
We shall analyze the functions of the set of parametersigate the systeni29) and the equation for the electric field
A deduced from Eqg31) and(32)
o= (&M =exp M), i(47Ko) ~H(KGEar— VEar+KakpEpe) +ife=0. (33
Uab=U2ab(A) = (¢, (Ko—ie+ ko) toP), We shall interpret Eqs(30) and (33) as a system of
linear equations for a set of unknowhé, E.e. Let us as-
Va=V3(£Y = (¢,(kg—ie+ko®) 1v?), sume thatA=(A,,) is the matrix of the system. As the
A . o1 condition for the existence of a nontrivial solution we obtain
W=W(E™) = (@, (ko—Te+kev®) ), the dispersion equation
2yap % 9>VP detA=0. (34)
HAB=HAR(EY) = ~z3° -Z3¢ : . b
JERIEB JERIEC 9EBaEC The analytic expressions for the functioR&g obtained
) in Appendix A can be used to seek complex solutionk of
4 7aC7bD W We shall assume that the real wave vedtgris defined.
ATB 9eCoeD’ Equation(34) then defines the set of frequencies of the

plasma natural oscillations as a function of the wave number.
Using the Eq(27) and the definition of the coefficients The matrixA as a function of the frequends is continued
RAp. it is easily established that the valuesRffj are cal-  analytically into the lower complex half-plane ky<0 with
culated in terms of the function the isolated poink,=0. Let us assume tha" is an arbi-
Hab:Hab(é—A):Rab:i—lHab| N trary nonzero set of complex quantities. Using E(&5),
AB - TAB AB ABIER=0 (17), and(19), it is easily established that in the lower com-
Thus, the problem has been reduced to calculating thplex half-plane with the isolated point, the following inequal-
functions U3, V&, andW. The solution of this last purely ity is satisfied

techni_cal problem is given in Appendix A. o Re(A,,C™C™>0.
It is easy to see that fok,=0 a simple expression is _ _
obtained for the coefficients of the functions Thus for Imk,=<0 Eq.(34) has no solutions or, in other

ab 1 A b words, in the nonlocal hydrodynamic description all the
Rag=(iko) "(Pav®Ja,Pav°Jp). (28)  natural oscillations of a collisionless plasma are damped.
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From the right-hand side of E¢34) the factorQ,(k,)?, be seen from formuld28) that when taking the next limit
corresponding to the transverse waves is factorized. Fdt,—0, kg— 0, the expressions for the corresponding trans-
these waves we have port coefficients are unbounded.

ho=hl=0, ksh2=0, kyEar=0.

The functionQ(k,) can be expressed in terms of the ,ppenDiX A
scalar functionsx,,, using the representatiqi2)

Here, we shall calculate the function$*’=U3°(¢A),
Va=V3(&h), andW=W(&"). We recall that the integral in
the sense of the principal value

Qt=0104— 0203,

g,=ikgo+vXg, CI2:_VB; €jX1035 e
N:V.p.f x texp —ax?+ Bx)dx, a>0  (Al)

= e X111, . . . . .
Ge VﬁZ I is calculated in terms of a special function, i.e., the error

function
Aa=i(47ky) “HKE—v)+ B, €eXi3 ;. x
4 of ho T (I>(x)=277_1/2f exp(—t2) dt.
0
We shall now analyze the dynamics of long-wavelength ) ]
oscillations caused by a longitudinal electric field. In this ~ The necessary procedures are desgrllbefjl/m Ref. 5. The
case, we findE,-= —ik,p(k,). Expressiong30) and (32)  'esult of the calculations isN=m0(82" "« 9, where

yield the system of equations 0(9)=i"'(iz). . _
We shall make a detailed analysis of the procedure for
0=iKoYaghP ik ZAghE + kakpRARNE calculating the functiodV(&”) for v=kak,#0. We sete?
=p Y%, and assume thaj and e$ are two other unit
+kkoBY &R0, vectors such that all three vectoe§ form the orthogonal
J basisefe?= 6. Performing the substitution®=efw®, we
vo=4nSeh . reduce the expression for the functiov(¢*) to the form
In the limit k,— 0, formula(28) can be used to obtain an
equation fore W(&h) = V*WZ (Q—ie+wh)~1
0=(-k3+wd)e, wi=4wB(dL,dL). 1
This gives the usual spectrum of Langmuir oscillations Xex;{ - EAlwab’LbibWb‘LCi
ko= w_ +0(v).
Thus, the proposed nonlocal hydrodynamic description x dwrdwAdwidZ'(r'),
reproduces the results obtained previously by different

i=(— 0 ; a: -ba a: aAm.
approaches§?® Ai=(—B+&)m, bi=Bje,, Bi=¢'m;,

Ci=(=B+ &)+ Buigt &', Q=ker V2

Integration with respect ta?> andw? is reduced to tak-
CONCLUSIONS ing the Gaussian integrals. The integral owéris reduced to

] ) the integral(Al) by using the Sokhotskii—Plemel formula
It has been shown that in a certain class of sources thSnd shifting the argument. We finally obtain

nonlocal hydrodynamic description accurately corresponds
to the kinetic description. This distinguishes the proposed
approach from other hydrodynamic schemes. When solving
a nonlocal hydrodynamic problem, we can be certain that o _1p
each hydrodynamic process corresponds exactly to a certain Wi, r)=v "m(2mlA)

kinetic process. The investigation was confined to linear X exp(C; + BY(8ap— v~ tkakp) B/ (2A)))
theory but in fact this constraint is not significant. The

W=Z f\lf(i,r')dz'(r'),

method can be simply generalized to the nonlinear case when 9 La 1
the sources in Eq1) are not necessarily weak. Naturally, in xexp — EAik0+ Bikako | ¥
this last case the functional form of the constitutive relations
is substantially more complex. X (O((Bika+Aiko) v~ Y4 (2A) %) +i).
Note that the representatid@9) and (A2) does not de- The functionsU2P=U2P(£A) and Va=V3(£A) can be

pend on the fact that a collisionless plasma was analyzed. fajculated similarly. They can be expressed in the compact
will also be valid for a collisional plasma for instance. For form

long waves k,—0) and slow processe&{—0) terms cor-
responding to the normal viscosity, heat conduction, and dif- UabZE J WA r)dg' (1)
fusion can be isolated in the expansi@®). However, it can i ’ '
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ve=2 f‘I’a(i,r’)df’(r’),

Py

: _ Jv
Wab(i,r)= WA(i,r')=—

9B2BP’ B

APPENDIX B:

The purely algebraic structure of the c:oefficierﬁt%?3
allows us to write an expansion of the forf®8) which is

invariant with respect to the rotation group. For this we need

to bear in mind the symmetry conditions
REZ=RS.  RA=RI;
and the reciprocity condition&6). It is sufficient to write

the expressiori28) for the component®3;, R3?, R3%, R2Y,
ab ab
ci» andRy;

R36= SapXo+ KakpX1,

R3P=R3%= ik, 8, Xo+ (ikpSactiKeSap) X3
+iKaKokeXa,

R3Y = GavXs 1+ KakpXs 1 |
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RA8= 82c0paX7+ (BanOeat Scndac) XaT SackpkaXs
+ (kakb5Cd+ kckbéad"' I(akdécb"' kckd 5ab)x8
+kkpkckgXo,

Rgtl): (iKaOpctiKcap) X101 +iKpIacX1)
+ ikakbkcleI ,

ab

13~ 0apX131 3T KaKpX14) 5 - (B1)
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Initiated subcritical microwave streamer discharge and the problem of global
elimination of Freons from the Earth’s atmosphere
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An analysis is made of an initiated streamer discharge in a microwave wave beam at subcritical
field from the point of view of using this type of discharge for global elimination of

Freons, which are damaging to the ozone layer, from the Earth’s atmosphere. The various stages
of discharge evolution are illustrated with photographs and the physical factors determining

its properties at these stages are indicated.1998 American Institute of Physics.
[S1063-7848)00312-2

INTRODUCTION E,r. This condition determines the energy cost of the disso-

ciation of Freon moleculede. An estimate made in Ref. 3

The main anthropogenic factor responsible for reducinq:Or H=15km givesAe=20keV/mol. At lower altitude the
the ozone content in the Earth’s atmosphere and the forma- '

. . ; ) cost” merely increases. The power of the electromagnetic
tion of holes in the ozone layer is the buildup of Frebiise Y b 9

most active of which are GEI, and CFC}. The methods of radiation capable of igniting a discharge aF these aItitpdes
using Freons are such that sooner or later they enter thas alsp estimatédind was found to be con5|derab!e_yvh|ch,
atmosphere. Freons are chemically inert and persist in th& the view of the author%,(.:gsts. doubts on the feasibility of
atmosphere for many decades, gradually accumulating. Aftéfis method for global purification of the atmosphere.

rising to the stratosphere, they decompose under the action However, at comparatively high air pressuggsi.e., at

of the sun’s hard ultraviolet radiation. The product, atomiclow altitudes, the microwave discharge is a streamer and
chlorine Cl, acts as a catalyst for ozone decomposition reagropagates into the region of the electromagnetic beam
tions. The influence of Freons on thg®alance in the 0zo- whereEy<E,, (Ref. 5. This property means that a discharge
nosphere can only be reduced substantially by restrictingan be ignited with breakdown conditions only achieved
their productions and eliminating from the atmosphere thqoca||y_6—8 In a uniform field with cw radiationE,, for a
Freons already accumulated . freely localized discharge is the same as the so-called critical

_ Tsandetal” proposed a method of purification using fie|® £ and a discharge witE,<E,, may be described as
microwave radiation which heats the ionospheric eleCtron§ubcritical

and ultimately converts Cl atoms into Clons which do not In Ref. 6 we investigated a discharge initiated by a metal

participate in catalytic reactions with;O . B .
The authors of Ref. 3 pointed out that the Freon concen§phere' In this case, whepe=100Torr H=15km) a dis-

tration in the ionosphere is low and suggested using a freel§Narge can be ignited &y=(1/3)E,, i.e., the subcriticality
localized discharge in a microwave beam at lower altituded@ctor'V’=3 can be achieved. In the presence of a sphere, the
H where the concentration is substantially higher. Freons disenergy density flux of the electromagnetic radiatibp,
sociate in the discharge to form Chs a result of the “at- which is proportional t&3, required to ignite the discharge
tachment” of free electrons. The cross section of this procesmay be reduced by almost an order of magnitude. break-
for CFCL andCRCl, is highest at electron energies<@, down, Microwave breakdown can be achieved with consid-
<1eV. This reaction has almost no threshold and the role ogrably weaker fields if a “vibrator” is used to initiate it. For
the discharge essentially involves generating comparativeljzstance, the authors of Ref. 10 succeeded in achieving
“f:old” electrons with the required conc_entratim. Unde- =60 by placing a resonant vibrator parallelEg.

sirable compounds such as oxides of nitrogen may also form \yhen an initiated discharge is used as an electron sup-
In a microwave d|schar§anq i t_hese enter the st.ratosphere plier for the dissociation of Freons, the cdst is no longer
where the @ concentration is highest, the situation may bedetermined by the inequalitifo™E,, and may be lower. In

even worse. With this in mind, Askaryaet al® suggested . . .
igniting the discharge in the tropospherd £ 10—15 km). this case, all the ideas and work proposed in Refs. 2 and 3

At these altitudes, the chemically active Freon fragments and'® noyv being ‘?0”“”“30' _ahd the pos_glblllty 9f implementing
other discharge products will eventually fall to Earth throughth€Se is becoming a realistic proposition. It is extremely ex-
precipitation and will not enter the stratosphere. pensive to carry out experiments in the atmosphere at any

A necessary condition for the establishment of a freelyappreciable altitudes which makes laboratory studies of this
localized discharge is that the electrical component of thgprocess quite topical. There is a particular need for studies of
electromagnetic wave, should exceed the breakdown level a microwave discharge with > 1.

1063-7842/98/43(12)/10/$15.00 1414 © 1998 American Institute of Physics
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Here we generalize known information on this type of S o, (1)

discharge and report new experimental results which refine h is the el lecul llision f q
various properties of this discharge. wherew, is the electron—molecule collision frequency an

is the angular frequency of the field.
In a microwave discharge witle=E_, the average

EXPERIMENTAL CONDITIONS electron energ)?q is a few electronvolt.For the estimates

we také®
The experiments were carried out in air using the appa-
P g PP r.=5x10p, s . 2

ratus described in Ref. 11. Pulsed, linearly polarized
A =8.5cm microwave radiation with a rectangular envelope  |n formula(2) and the following formulas the pressyse
was focused into an anechoic hermetically sealed chambeis in torr and the gas is taken to be at room temperafure
At the focus in the plane perpendicular to the Poynting vecfact, the kinetic coefficients are functions of the molecular
tor Iy, the fieldE, had an approximately Gaussian distribu- concentratiom. Their known dependences on the pressure
tion with a characteristic scale of several centimeters. Paratan be converted to dependences on the concentratiand
lel to Il the field was almost uniform over a length of vice versa by using
approximately 10 cm.

To initiate the discharge a lead sphere of diameter _5 7% 1019& E cm3 3)
2a=2.5mm was positioned at the focus of the electromag- 760 T °

netic beam using 0.1 mm diameter Kapron thread, perpen- |, tne tropospherep varies between 760 and 100 Torr

dicular toEq or a microwave vibrator made of copper Wiré gnq relation(1) is valid for A\>0.4 cm. Under the experimen-

with hemispherically rounded ends, having a diametar 2 (5| conditions described, wheve=8.5cm it is satisfied for
=0.8mm and different lengthsl2 was placed parallel to p>4 Torr.

Eo. L ) o In analyses of the processes in a microwave plasma it is
These initiators were exposed to ultraviolet rad|at|0nimportant to estimate the relation betwedn, andw, where
from a special source to ensure that seed photoemission eleg-s the average relative electron energy lost in a collision

trons were present at the surfa-ce. i with  molecules. In air where E=E,, we find

The microwave pulse duratidg, was varied between 1 5_15-3_102 (Ref. 14. When a microwave discharge is
and 40us and the intervals between pulses were at leashnited in the proposed natural experiment, the wavelength
1 min. The field could be varied in different pulses. The am-qf the electromagnetic radiation will barely exceed a few
plitude of the microwave pulse envelope was measured iecimeters because of size constraints. If this wavelength is
experiments using a calibrated field detector. The measuref] ine centimeter range, it follows from formul8) that at

value was set to a specific valuetef at the beam focus. The onospheric pressurgsthe following condition will almost
value of E, at the focus was determined with an accuracyyjyways be satisfied in a microwave plasma

better than 10% in the range between 6.5 and 2 kV/cm. For

weaker fields the accuracy dropped substantially because of vVc<w. (4)
“induction” to the detector. For this reason, in this series of In the decimeter range and under the experimental con-
experiments no vibrator experiments were carried out folitions described where = 2.2x 10151, inequality (4) is
Eo<<2kv/cm. In the sphere experiments it was possible t0gatisfied for pressurgsof tens of torr and only very approxi-
make additional measurements of the field using a techniqugately for hundreds of Torr. Nevertheless, for our estimates
described in Ref. 12. These experiments were carried o4fe shall assume that under the experimental conditions this
using weaker fields. inequality is satisfied up to atmospheric presspren this

The discharge was photographed. In the photographgsse je., when inequaliti) is valid, it is conventional to
shown below, the vectok, is vertical andll, is directed | 5o the concept of an effective figd

from right to left. Unless stated otherwise, the photographs
were obtained for an exposure timg>t,,. The discharge Eer=Ea/ (V2 V(1 +(0/v)?)), %)

region was probed by =1 cm radiation along a line passing whereE, is the amplitude of the microwave field, and to use

through the axis of the main beam and perpendiCuldEdo 6 \a1yes of the kinetic coefficients measured in a dc plasma
andlIl,. The probing line was 1.5cm from the foc(@oser  y, oquatingE in this plasma tcE; in the microwave field.

to the emittey. The apertures of the receiving and transmit'Taking this observation into account, the equation for the

ting antennz_ie were _>33 cm. _Measu_rements were made of electron balance in an air plasma may be writtel? as
the attenuation of this radiation as it propagates through the

i i i an
Sgs:ch:r:?rzti)nrgethls was used to estimate the average electron 5 Te = (3 V)Nt DV, a2, ®)
wherev; and v, are the ionization and attachment frequen-
cies,D and «, are the diffusion and recombination coeffi-
cients, and is the time.

It is usually assumédhat only v; depends orE, while
A microwave streamer discharge is only established if atv,, D, and «, are constant at the chosen presspreNear
the initial stagé we have E we find™®

PRELIMINARY OBSERVATIONS ON THE PHYSICS OF A
MICROWAVE DISCHARGE
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v;=v,(Eg/Eg)?, (7) and w=2.2x10%s"! the concentratiom,, increases from
3% 10%to 2x 103 cm™3 (for information we note that when
where$=5.34, Ne=Neo the skin layer depth id =0.35\).
va=2X10%p, s~ % (8) 3 In order to assess the influence of.a plasma W_ith a spe-
cific value of n, on the electromagnetic field, we insert a
E.=40p, Vicm. (99  homogeneous plasma sphere of radissl/k=\/(2) and

i . _a<A in this field. For a uniform field, the field inside the

It can be seen from Ed7) thatE,, is the effective mi-  gphereE, remains uniform and parallel t&, (Ref. 18.
crowave field for whichv;=v,. In Eq.(7), E¢ should gen-  whenn,=n,, this field isE;,= 0.95E,. At the poles of this
erally be understood as the local value of the field which ISsphere ¢=0 andr =a) the external field i€ y,=1.35,. It
made up of the “unperturbed” field, of the electromag-  can pe seen that a small dropE, was accompanied by an
netic wave and the induced fields in the resulting d'SCharg%ppreciable increase iB,,. If an ionization process takes
plasma. In the microwave range, a (iomplete system of Maxp|ace in the fieldE,,, it follows from Eq.(7) that the ion-
well equations allowing for a “delay” effect must generally jzation frequencyw; will increase by more than a factor of
be solved to findEs (we shall subsequently use the symBol 1 5 in, this field[Eq. (7) indicates that whef shows a small
to dengte the effective value of the field, dropping the “ef” | 3 iation of x%, the frequency; varies by @By)%]. For a
subscrip}. o _ plasma ellipsoid elongated aloffg, this property shows up
~ Inaplasma, the ionization process described by(BU.  even more strongli As the eccentricity increases, we find
is acco_mpanl_ed by thg dissipation of electromagnetic energy. g, and the field at the poles begins to exc&gdjuite
Under isobaric conditions significantly. This characteristic of elongated plasmoids to

p=nT=const (10) :Vc;r;rlwg deiétcehn;rd?ermmes the properties of a streamer micro-

gé’

the heating of the air may be described by

7 0T 5
EHETZWUE s (11)
MICROWAVE BREAKDOWN IN AIR

where 7 is the relative fraction of the electron energy dissi-
pated in heating the gas within the characteristic times
the discharge process, andn,) is the plasma conductivity.

The coefficienty in Eqg. (11) depends strongly on the
parameterE/n (Ref. 14. For instance, forE./n=1.3
X107 1V.cn?, around 40% of the energy acquired by the
electrons in the electromagnetic field is initially transferred
to vibrations of N molecules and 60% is dissipated in the

electronic excitation of pand Q.. The vibrational reservoir that atmospheric air was successfully broken down with

:;:‘(r:s?lg? t?(lam;izz:h;rrozeegta Ot;/:rari?jeoﬁra:ﬁgtglasélt(r;oﬂirze:xg{g: 60 and this is the method which we shall analyze below.
9 9 y Figure 1 shows a discharge initiated at 760 Torr

tion energy relaxes into heat withir=10"°s. This initial b_(Ecr: 30kv/cm), Eo=3kviem (¥=10), and ty

energy _distribution Is a prerequisi?e for a highly nonequili_ =40us using a vibrator of lengthl2=10 mm and diameter
fium microwave plasma and stimulates plasma-chem|ca£a:0‘8 mm. The vibrator is positioned on the left of the
proiltilsésesshglth:uglsaesrzzhﬂ use cylindricak,g,¢) and figure. The distance between its luminous rings gives a geo-
) q y u yin R P metric scale. FOEy= 3 kV/cm the length 2=10 mm is the

matched spherical (6, ¢) cqordmates with th? origin at the shortest which ensures breakdown. For these values of the
focus of the electromagnetic beam and thaxis parallel to pressurep, initial field Ey, and vibrator diameter 2 no
Eo- . . discharge was ignited for lengthd 2 10 mm.

The properties of the plasma relative to the electromag- As E. decreases keeping the diameter e same. the
netic field can be characterized by its complex permittivity length 10 must be increazedg o ignite the discha(g'da,ra-

o Ne tors with 2a<0.8 mm were not used in the experiments since
e=l-i—=1-i——, (120 the shape of their ends was difficult to monjtoFigure 2
0 €0 shows a discharge initiated at 760 TorfEg=2 kV/cm
where eq=10"°/(36m), F/m; m, and g, are the electron (¥=15), and tou=3 us using a vibrator of length

The main problem involved in implementing a subcriti-
cal discharge is its ignition. The discharge must be initiated.
This has been achieved experimentally by using dielectric
and metal-dielectric platesa laser jet at a solid targéta
brush of thin wire$, a ring source of ionizing radiatiol¥, a
laser spark? a metal spher® or a microwave vibratot®
Most of these methods produced discharge ignition with
¥=<10. The use of a microwave vibrator was unitfum

mass and charge, and the concentration 2L =18 mm. This especially shows a photograph of a dis-
charge with short,,. It can be seen that the discharge is

_ €oMe _3 created at the ends of the vibrator where its near field is
Neo=" 5 Ve, M (13 strongest’ We shall estimate the initiation conditions typi-

e

cal of Fig. 1. From Ref. 10 the field at the poles of the
is the “scale” of n,. For ng=ng the conductivity is vibrator (z=*L), parallel to the vectog,, for ka<< /2
o=gow. As the pressurg increases from 100 to 760 Torr andkL< is given by
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FIG. 1. Subcritical microwave discharge
at p=760Torr, Eo=3 kV/cm, and
tou=40us initiated by a conductor with
2L=10mm and 2=0.8mm, ¥=9,
and calculated =27 kV /cm.

1+A

L cog kL) +sin

EoutE EO \/

Here the coefficient is

2 Zy hg
=3-7 &’ (15
Z,=1207 () is the wave impedance of free space

he= (4/7) L is the effective vibrator lengttZ, = \/RE2 + Xo2 is
the modulus of its vector impedance

12,

REGW

(khef)2
is the resistance of the vibrator radiation,

Zy
Xo=— ?[In(L/a)—l] cot(k/L)

is its reactance forl{/a)>1, and

. ZO hef

T 3ka?

Xo=

is its capacitive reactance far=a.

Equation(14) indicates that for fixed, Eps increases
to a resonant value equal }d2 as 4_ is approached. Equa-
tion (15) also indicates that the coefficieAt which deter-

mines the field at the vibrator tips is inversely proportional to

a. However, this does not mean that by reducingve can
break down air at a specific pressyreith an arbitrarily low

kL) |t +1{A (14)

1 2
P sm(kL)—cos{kL)H .

In order to findE,, we need to solve Ed6), neglecting
recombination but allowing for diffusion, for a specific field
geometry*® For a comparatively long duratiatp,, the con-
dition dn./dt=0 is taken as the breakdown criterion and the
corresponding value oOE, is taken asky,. It can be seen

'from Eq. (6) that in a uniform field, electron losses are only
caused by attachment and the breakdown criterion is satisfied
for vj=v,, or, taking account of E(.7) E,=E,,.

In Ref. 12 the problem of breakdown with#0 was
solved for a sphere witlka<7/2. At its poles the field is
E..i=3Ey, as is deduced from Eql4) for L=a. However,
as the sphere is moved away from the surfé€ejecays
rapidly 1° approximately as t7.

It was shown in Ref. 12 that to within 10% we obtain
Eo=E,=(1/3) E, in the presence of a sphere when

a>10%L,, (16)

where the attachment lengthlig=+D/v,.
A comparison between theory and experiment reveals
thatD must be taken as the coefficient of ambipolar diffusion

1.4x10
— cné/s

D, (Ref. 9. 17

For example, at 760 Torr the attachment length is
L,=10 3cm and criterior(16) has the forma=0.1cm, i.e.,
under these conditions breakdown only takes place in the

value ofEy. The near field of the vibrator only satisfies the polar regions of the sphere, as in a uniform figlglof three

conditionE>E, in very small regions near its ené.

times the value.
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this structure is a chaotic web of plasma channels of varying
thickness and brightness. Their diameter does not exceed
1 mm and the typical distance between the channels is tenths
of N. The direction of the channels is weakly correlated with
the direction ofEy. Their relative position is not reproduced

in different pulses and the discharge process is accompanied
by a sound shock.

In the range ¥ <15 being studied experimentally, an
important property of a microwave streamer discharge in
terms of the particular application being considered is its
capacity to separate from the initiator. This means that in a
natural experiment a discharge may be initiated in a large
volume having a few initiated vibrators. The maximum value
of ¥ at which the discharge still becomes detached from the
initiators has not yet been determined. This is one of the
most important problems for further laboratory research in
addition to determining the minimum value Bf, (note that
in Ref. 10, the authors did not follow the discharge evolution
and merely identified that breakdown had occurred from
flashes of light at the ends of the vibratprs

The experiments showed that a discharge detached from
the initiator develops according to a specific scheme. At each
FIG. 2. Subcritical microwave discharge jat 760 Torr, Eg=2 kV /cm, stage the plasma is generated under different conditions,
and tp,=3 us initiated by a conductor with 2=18mm and  \yhich must be taken into account when planning a natural
2a=0.8 mm, ¥ =15, and calculate&,,=41kV /cm. . .

experiment. We shall examine these stages subsequently.
The experiments were mainly carried out using an initi-

If condition (16) is not satisfied, aa decreases we find ating sphere. At the initial stage the discharge has the same
En— Ecr. The theory developed in Ref. 12 cannot be appliedgeometry in different pulses which simplifies its observation.
whenas<3L,, although the experiment showed that whenHowever, when comparatively long initiating vibrators are
as2L, the field is E,=E to within 10%. In this case, used, the axial symmetry of the discharge is impaired almost
breakdown takes place as if no sphere were present in thghmediately and a factor appears which randomizes the dis-
field Eo. charge geometry.

The problem of microwave breakdown in the presence  The experiments were carried out at pressures below tro-
of a vibrator with allowance for diffusion has not yet been pospheric. By varying the pressyse we were able to inves-
resolved. Quite clearly the solution for a sphere will dependigate the formation of complexities in the discharge struc-
on the ratio between andL,. However, for a vibrator with  ture. As the pressure increases, the rate of many ionization
L>a the field near the ends decreases more slowly wittprocesses increases and in the experiments some of these

increasing distance from the vibrator surface compared witlgould only be resolved in time and space at comparatively
a spheré® Thus, it may be predicted that the vibrator radius|ow pressures.

at which diffusion does not influence the breakdown process
will be smaller than that given by criteriail6).
For example, under the conditions obtaining in Fig. 1,P!FFUSE STAGE

Eq. (14) givesEqy/Eq=9. Thus, forEy=3 kV/cm, we ob- Figure 3 shows a discharge at 20 Td=0.7 kV/cm
tain Equ—=27KV/cm, which is the same ds; within ex- (¢ =1.1), andt,,=1 s, i.e., at the very beginning of its
perimental error, i.e., as is deduced experimentally, a disgyolution. This reaffirms that the discharge is generated in
charge should not be ignited with a vibrator of givea But  regions whereE>E,, and where an avalanche-like increase
smaller 2_. In this part|_cular_ case, the dlmensuans_ equal N is initiated in accordance with Eq&) and (7). This is

to (40L,). Thus, for this ratio ofa andL, the spatial non-  ap jonization-field process, i.e., as increases, the field un-
uniformity of the breakdown process still need not be takerHergoes rearrangement. As a result, regions &ithE,, be-

Into account. gin to move alongg, which then leads to displacement of

Nevertheless, for thin vibrators a criterion of the typeihe discharge boundary along this vector. Its velocity is
(16) still needs to be determined. Ultimately, the depth of

subcriticality at which air can be broken down in a micro- ~ V=2VD (vj—va). (18
wave field and thus to some extent, the feasibility of carrying  \we must not labor under the delusion of the simplicity
out natural experiments, depend on this criterion. of Eq.(18). In this equationy; as given by Eq(7) is a power

function of E which depends on the curvature of the plasma
boundary, then, profile at the boundary, and the entire con-

Let us now return to Fig. 1, which shows a typical figuration of the conducting channel with allowance for its
streamer structure. On the integrated photographs-€,.) relation toX.

DISCHARGE EVOLUTION PROCESS
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FIG. 4. Microwave discharge ap=30Torr, Eo=1kV/cm, and ty,

FIG. 3. Microwave discharge ab=20Torr, Eq=0.7kV/cm, andty, 7 us initiated by a sphere witha@=2.5 mm
=lu = 2. .

=1 us initiated by a sphere with&=2.5 mm.

From Eq.(12) the rate of the dissipative processes in theof the channel I is a few microseconds and its diameter
plasma is characterized by its uniform heating tifthes term  varied over the length. The channel appeared to taper toward
“uniform heating” will become clear from the following the end(Fig. 4). Its maximum diameter decreased with in-
analysis: creasingp but, as can be seen from Fig. 4, it did not exceed
fractions of a millimeter, even at 30 Torr.

iz W The formation of a channel is now interpreted as fol-

Yo  TNoTo ° lows. As a result of random fluctuation effectsmay de-
whereT, is the initial gas temperature, ang is the unper- ~ crease ina cer_tain thin cylindrical region of an initial diffuse
turbed molecular concentration in the gas. plasma formation witlE>E, elongated alonds,. In this

This value can be compared with the characteristic time¢@se, the value ok remains almost constant and in accor-
of the ionization processes 1f,) obtained from Eq(6). fjar_lce _W|th Eq.(9), the cr|t|_cal fieldE,, de_creases, i.e., the
Estimates show that for the discharge shown in Fig. 3 wdonization frequency; as given by Eq(7) increases. A,
find (v;— ) >y, and the heating of the gas can be ne-increases, the electron concentratigrand thus the gas tem-
glected. peratureT increase in this region at faster rates. Under the

The velocity of the plasma boundary given by formula conditions (10) this then leads to a further decreasenin
(18) is usually called the diffusion velocity and this type of Thus, & positive feedback “loop™ has been closed and in this
discharge evolution when heating of the gas in the plasm_éense;_thg effect is interpreted as ionization overheating
can be neglected is called the diffuse stage. Under the extstability:

perimental conditions at pressupe=20Torr, the diffuse This last term is in a certain sense arbitrary because
stage is also the final stafe. when E>E,,, the system has no equilibrium state. In the

It can be seen from Fig. 3 that as the plasma “columns”real effect, the channel is formed against an essentially tran-

grow alongE,, their transverse dimension increases. Thi5§ient plasma background. Nevertheless., the system Of equa-
combined with the electrodynamic characteristics of the mifions (6), (7), (10), and(11) can be investigated for stability
crowave range ultimately limits the total length of the diffusen the constant field approximation, using a conventional al-
discharge along th& axis to a length not exceeding/2 ~ 9orithm and assumirig

(R_gf. 6. The discharge remains, as it were, “locked” to the y>(vi—v,) and y= v,. (19)
initiator. Quite clearly the term ‘“streamer” discharge is

hardly suitable for this type of discharge. This approach in a linear local approximation yields a

natural result: the processes of variation mgf,n, and T

which were previously almost unrelated, begin to develop at

the same rate, having the increment
In the experiments the discharge structure became com-

plex at p=20Torr. Above these pressurgsa thin bright y=VB & vavo,

channel, elongated along the vecky, formed in the initial whereé=E/E,,.

diffuse region withE>E_, (as an example Fig. 4 shows such This interpretation explains most of the experimentally

a discharge at 30Torr,Eq=1kV/cm, ¥=1.2, and observed characteristics of channel formatisnbsequently

tou=7 us). For lowW¥ the characteristic time for evolution called ionization-overheating channeld-or instance, the

IONIZATION OVERHEATING STAGE

(20
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fundamental fluctuation principle is responsible for the ex-
perimentally observed irreproducibility of the discharge ge-
ometry in different pulses under the same initial conditions.

It can be seen from Eq&5) and(7) that ionization over-
heating effects have a “threshold” in terms pf which is
defined byv.>w (Whenv.<w, the ratioE/E,,, which es-
sentially determine®;, ceases to depend ar). Under the
experimental conditions this corresponds to the inequality
p>5 Torr. Channel formation is only determined experi-
mentally atp=20 Torr.

An ionization-overheating channel should be formed
such that it is immediately fairly elongated in the direction of
Ey. In this case, the field inside the channel is conserved as
the electron concentration, increases which incidentally
means that the constant field approximation can be used.

An analysis of the experiments reveals that an
ionization-overheating channel only develops against a cer-
tain initial diffuse background. Formally the, threshold for
the ionization overheating effect can be obtained, for ex-
ample, from the first inequality19). For the conditions in
Fig. 4 with £=1.1 inequality(19) yields a threshold degree
of ionization of the order of 10 or n,=10"cm 3.

Condition(10) allowing for Eq.(20) gives an ionization-
overheating channel sizeaZV,/vy, whereVg is the velocity
of sound in air, 6=10"2 cm), which does not contradict the
experimental data. Nevertheless, a sufficiently complete pic-
ture of the ionization-overheating stage has not yet been ob-
tained. Various model approaches to its nonlinear stage wergc. 5. Microwave discharge g=120 Torr, Eq=2.5KkV /cm, andt
analyzed in Refs. 23 and 24. These confirm the explosive 7 us initiated by a sphere witha=2.5 mm.
nature of the process, i.e., the solution has a singularity
within a finite time. The real increase in the electron concen-
tration n, and gas temperaturg€, and the drop in the gas
density in the ionization-overheating channel are naturallythe
limited. The main factors responsible for this limitation have
not yet been determined.

pul

From this it follows that at the pressurpaunder study,
velocity V¢, has a scale of £8-1C° cm/s. This velocity
does not depend oB, and is proportional to/p (compare
Figs. 4 and 5 for the santg,).
For an advanced streamer discha(gig. 1) we can in-
troduce the concept of a front. Assuming that the streamers
The existence of an ionization overheating effect signifi-forming the discharge grow predominantly toward each other
cantly alters the discharge pattern. A factor limiting the in-and perpendicular tbl,, its velocity i$°
crease in its transverse dimension appears as the diffuse re-
gion with E>E_ undergoes ionization-field displacement Vv _Vst_ (22)

STREAMER STAGE

along E, (plasma head In the presence of an ionization- " J3
overheating channel, the curvature of the boundary of the L . . N .
g y Note that the ionization conditions differ significantly in

| h icul he fiel hi . . . X .
plasma head perpendicular to the field aWid, at this chferent sections of the streamers. For instance, in the dif-

boundary increase. This leads to an increase in the induciuse sections at their heads we flBg E-.n-. whereas in the
field at this boundary and under the experimental conditions ™. . o . st 0 i
Incipient ionization-overheating channels we fine ny for

where p>50 Torr, results in the formation of a microwave

streamer propagating into the region of the electromagnetigonStir.]tE' tBheyo?d the her?di (iiecreafses r;['(Eﬁll At tfgje i

beam whereEy<E.. Figure 5 shows a discharge at same time, the streamer channel remains hignly conducting
at least for a few microseconds. Otherwise, the field at the

120 Torr,Ep=2.5kV/cm (W'=2), andt,,=7 us. It can be .
seen that this is the initial stage of a streamer discharggeads would not be sensitive to the structure of already

(compare with Fig. 1 Each of the streamers forming the quenched channels. The physics responsible for the length-

discharge has the structure of a bright channel which tapereénlng of the plasma decay times in these channel has not yet

toward the end and is surrounded by a diffuse *fur coat.” beez (rzllw?c“r?)?/\(/jéve streamer is a source of ultraviolet radiation
It has been noted that the main property of streamers is

their growth. In Ref. 25 an empirical formula is given for the Wlhlcth lonizes trle ts_urro.uncilrt'lrg]; &‘?.Cljn th;algzalo Ege pgo_tto-
average growth rate of a microwave streamer electron concentration, IS O the order o cm ~andis

decrease with increasing distance from the streamer channel
Vg=2yD, v,1/0.81p=3%x10* \/B cm/s. (22 has the characteristic dimensitg,=114p, cm.
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our estimates. This further confirms the conclusions reached
in Ref. 23. Thus, at the discharge front the number of reso-
nant streamer sections is sufficient to completely intercept
the electromagnetic beam energy.

The assumed conditioRy =R, presupposes a high de-
gree of ionization in the streamer channel. In Ref.rnL8s
estimated as 16-10"cm 3. At 330Torr this gives
o=2X(10-2)x 1% (Q/cm) or from

R,=(1/o)[het/(2a)?]=Ry

the diameter of the highly conducting channela 2
=4-1.3mm. It can be seen from Fig. 6 that the experimen-
tal value is 2=1 mm.

The branching property of microwave streamers is also
associated with their resonant sections. At the ends where the
induced field has an antinode, the size of the region with
E>Eg_ increases. This region is naturally filled with diffuse
discharge and may serve as the background for the formation
of ionization-overheating channels which form the begin-
nings of new streamer$ig. 5. We recall that the incipient
ionization overheating channel should immediately have a
specific length alonde, which imposes a constraint on the
minimum size of the initial diffuse formation parallel Ey,.

Its entire length participates in the growth of the already

formed channel and the diffuse “precursor” in front of the

RESONANT STAGE end of the growing ionization-overheating channel may be
unextended.

Although the ionization-overheating stage plays an im-  The newly formed ionization-overheating channel may
portant role in the formation of streamers, a short streamefigve contact with the initial channel, which resembles
(L<1Kk) absorbs no electromagnetic wave enéfgfiow-  pranching on an integrated photograiig. 5) or it may not
ever, resonance conditions may be satisfied for comparaave contact’ In a structurally advanced discharge resonant
tively long sections of streamers. This is accompanied by &ections may appear in the central part of the streamers, not
||ght flash and the formation of shock waves. An anaIySiS Ofadjacent to the ends1 since the streamer System is a multi-
the experiments reported by KhodatZeshows that almost mode electrodynamic system.
all the electromagnetic wave energy incident on a streamer \we shall estimate the time intervals characterizing the
discharge is absorbed in these sections. discharge. The quasistatic changes in its structure have a

Figure 6 shows a discharge initiated by a sphere afeometric scale no greater than R.1They are filled with
330 Torr (Eg=4.4kV/cm (¥'=3) andte,=15us<tyy).  plasma at the velocity, i.e., under the experimental con-
The photograph was taken i3 after the beginning of the ditions the time taken for these changes is\OM =1 s.
microwave pulse. On the right we can see five “flashed” The electrodynamic situation changes an order of magnitude
resonant sections with an average length of 3 cm, distributeghore slowly —\/V=10"°s. The energy “pumping” of
over the discharge front. The initiator, positioned approxi-the resonant sections takes place over a few hundred periods
mately 4cm to the left of the front and the entire dischargeof the microwave field, i.e., has a scale of 1G. Finally,
betWeen the initiator and the front dO not Iuminesce at th|%fter th|s pump|ng the re'ease Of energy into the expk)ding
time. Nonresonant streamer sections are visible near thﬁasma filament in the gasdynamic sense takes place over a

front. few microsecondé®
For the given value ok, the electromagnetic beam

power isP.,=1.2x10° W (the beam geometry is given in

FIG. 6. Initiated microwave discharge pt= 330 Torr andEy=4.4 kV/cm;
tex=1.5us, and time after beginning of discharge /8.

Ref. 13. Each section dissipates the power PLASMA DECAY
(Eq/ \/5)2 hzf In a subcritical discharge the active energy processes
diszTe. (23 only take place at its front. Behind this the plasma begins to
decay.
Here /3 reflects the arbitrary nature of their direction rela- Figure 7 shows an oscilloscope trace of the signal used

tive to Ey, he=M/ 7 is the effective length of the resonant to probe a discharge at 120 Torr with,=40us: tracel is
vibrator, Z=Ry + R, is its impedanceRy=73() is its ra-  the level in the absence of any probe signal and on tPace
diation resistance, and, characterizes the Ohmic losses in the characteristic induction denotes the beginning and end of
the streamer channel. Ry=R,, EqQ. (24) gives P43=3  the microwave pulse. Its initial horizontal section indicates
X 10° W or the five vibrators, which can be seen in Fig. 5, the signal level in the absence of a discharge. The descend-

intercept” the entire powerP,, to within the accuracy of ing leading edge is caused by the discharge gradually cover-
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are the streamer channels adjacent to the heads. These have
the structure of a thin plasma filament with a reduced mo-
lecular concentration surrounded by a diffuse sheath. The
field in the channels is almost the same as the initial value.
These are followed by the resonant streamer sections whose
system positioned at the discharge front dissipates almost all
the electromagnetic energy incident on the discharge. The
sections between the streamers are filled with plasma, ex-
cited by ionizing ultraviolet radiation from the streamers.
Finally, there is the region behind the discharge front which
is filled with decaying plasma.
| At the present time, we can estimate many characteris-
------— ticsof a subcrit!cal micrgwave discharge, such as the average
growth rate of its constituent streamers, the propagation ve-
FIG. 7. Oscilloscope trace af=1 cm radiation used to probe a microwave loCity of the discharge front, the number of resonant stream-
discharge ap=120 Torr, Eo=4 kV /cm, andt,,=40 us. ers at this front, and so on. Nevertheless, its investigation can
by no means be described as complete. For instance, the
question of the highest possible subcriticality and the wave-
ing the probe beam. This process lasts for approximatelyength range of the field in which it is achieved has not been
30us which, from Egs.(21) and (22 corresponds to resolved. Direct experiments to study the destruction of Fre-
Vy=10°cm/s. The maximum attenuation observed at thepns in this type of discharge as a function of the degree of
instant of complete overlap corresponds to,=5  subcriticality are also required and the energy cost of the
x 10'2cm™3. It should be noted that this value is arbitrary process needs to be determined.
because the discharge is initially extremely nonunifdfan

the calculations of, the dimension of the discharge along ) _ .
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A theoretical analysis is made of the dispersion properties of surface waves propagating along
the azimuth in magnetized cylindrical plasma waveguides. It is shown that surface
oscillations of the ion component may propagate in these waveguide4.998 American

Institute of Physics[S1063-78428)00412-1

INTRODUCTION we shall confine our analysis ©type waves. Since ASWs

Extraordinary electromagnetic waves propagating aziymh different azimuthal mode numbera propagate inde-

muthally along the plasma boundary in cylindrical pendently, on the basis of the symmetry of the problem, we

waveguides have been termed azimuthal surface wavesg]a" seek a solution of the Maxwell equations for the axial

(ASWs).1~* These waves have recently been actively studied ompo(?n()ant of the A SW magnetic field in the form
mainly because of their possible use for the development olf|Z: H; 7 (r)expime—iat). i

plasma and semiconductor electronics deviééghese stud- . The components of t.he ASW electric field are expressed
ies considered the case of a dense plasmﬁié w2, where in terms ofH, as follows:

wp, and o, are the plasma and cyclotron frequencies of k{ey,dH, m
a-species particles where=e for electrons andx=i for Er=—2(8— ar + THZ), 1)
ions) for which the frequency of the oscillations studied lies ko' &1
above the electron cyclotron frequency, so that the motion of

. . . i k (9HZ m €9
the plasma ion component can be neglected. This relation- E,=i | ——+——"H,|, 2
ship between the plasma and cyclotron frequencies can easily kg 9" re;

be satisfied in a semiconductor plasma which typically has a \\ herek= wlc, kal determines the depth of penetration
high concentratiom, pf free_electror?s. However, in a Iapo_— of the field in the plasmek§=(w/c)z(sg—si)/el, ande, ,
ratory gas plasma this relationship is frequently not satisfied . o components of the plasma permittivity tensor.

(a concentration of the order,~10"cm™ 2 is achieved in
the best controlled thermonuclear fusion experiments, but the

use of a strong magnetic field for plasma confinement yields

the inequalityw .= w?,). Here we investigate the dispersion PERIVATION OF THE DISPERSION EQUATION

properties of ASWs in magnetized plasma waveguides with

o We impose the constraint that the following boundar
wﬁes w2, and we show that surface oscillations caused by P d y

motion of the ion component mav exist in these waveguide conditions are satisfied for the components of the ASW field:
P y 9 the tangential component of the electric field of the wave is
zero at the metal surface

, . : _ Eg(r=b)=0; ©)
We shall investigate the propagation of electromagnetic . ) o
waves near the boundary of a homogeneous plasma cylindéi€e tangential components of the electric and magnetic fields
of radiusa separated from a coaxial ideally-conducting metalOf the wave are continuous at the plasma-vacuum interface

FORMULATION OF THE PROBLEM

chamber of radiub by a layer of dielectric with the permit- E (r=a+0)=E,(r=a-0), (4)
tivity e. We shall assume that the waveguide is homoge- ¢
neous along the axi& 9z=0 and an external static magnetic =~ Hz(r=a+0)=H,(r=a-0); %)

field is oriented along the waveguide afig|e,. We assume anq the wave fields are bounded in the entire waveguide
that the components of the electric induction and the electrigqume and particularly on the axis

field strength vectors of theE wave are related by the per-
mittivity tensor of a cold weakly collisional plasma. H,(r=0)<e. (6

In this case, the system of Maxwell equations is broken  From the Maxwell equations we obtain a Bessel equa-
down into_ two independent systems which describe aRion for the amplitude of the magnetic field(™ in the
E-wave with the component&, ,E,, and H,, and an  piasma region, whose solution which satisfies conditi®n

H-wave with the componentd, ,H,, andE,. The proper- _is expressed in terms of a modifie#th order Bessel function
ties of theH-wave do not depend on the external magnetic n(Kor)

field. A surfaceH-wave does not propagatn waveguides -
with a narrow dielectric gaph(—a<a, b—a<c/w). Thus, H;7=C1- Im(kor), (7)

1063-7842/98/43(12)/4/$15.00 1424 © 1998 American Institute of Physics
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parameters, the ASWs are essentially nonpotential: the elec-
tromagnetic energy stored in the magnetic component is not
small compared with the electric field energy of the wave.

_____ _:’:" Having imposed the constraint that the boundary condi-
. w % x % Ez tions (4) and(5) are satisfied, we obtain the ASW dispersion
r equation in the form
/ DP)=pvad, (10)
/|
) _ // where
\ (PI):i Im(kod) m-e2 (11)
\ ko Im(kod) ~ KkZa-e,’
3 ||
E \ D(Vac)zl Jl(ka) N/ (kb)—J/ (kb) N/ («xa) . 12
4 \\ K J! (kb) Np(ka) — Jn(ka) Npp(b)
ANALYSIS OF THE DISPERSION EQUATION
[T I RN AT AW AP I P
0.0 0.2 0.4 06 0.8 1.0 1.2 For a narrow dispersion gapnA <1, x(b—a)<|m|,
rym whereA=(b—a)/a), when the influence of the plasma pa-
FIG. 1. rameters on the dispersion properties of the ASWs is stron-
gest, the right-hand side of the dispersion equation is simpli-
fied
whereC; is a normalization factor. The solutigi@) has the (vag m?2
form of a surface wave whekg>0. D*~(b-a) et (13
From this it follows that ASWs may exist in the follow-
ing frequency ranges: From this it can be seen that ASWs do not propagate in
broad waveguides with a narrow gap since the left-hand side
w|h<w<w1 and whh<w<w2, (8)

of Eqg. (10) is positive because of the inequalitg,6>|m|),
which we shall call low-frequency and high-frequency, re-and the right-hand side is negative whem,
spectively. Heraw,, andwy,;, are the lower and upper hybrid >(|m|c)/(as) so that the dispersion equation has no solu-
frequencies: w; ;= + 0.5we+ 1/0.2505,— wgiweet ), are  tion (see also the numerical calculations plotted in Fig. 5
the cutoff frequencies of the bulk wavedn a rarefied A simple analytic solution of Eq10) for ASWSs in the
plasma withw,e<|w | the high-frequency range becomes low-frequency range may be obtained for the case of a thin
very narrow and is close to the electron cyclotron frequencyeylinder kb<1, kpa<1

and the ASW frequencies in this range depend weakly on the

2
plasma parameters. In this case, the lower hybrid frequency ﬂ~1+ ki @pi (14)
is of the order of the ion cyclotron frequency and conditions  @c;j |yl +e g ’
are created for the existence of surface oscillations of the h
plasma ion component. where
In the dielectric region, the magnetic field of the wave is (a/b)?™—1
expressed in terms of a linear combination rath-order Y= om A
Bessel J,,(xr) and NeumannN.(«r) functions, i.e., the (a/b)™"+1
ASWs are only surface waves in the plasma and are bulk For a narrow gap we havg~=m-A<1. In this case, as
waves in the dielectric can be seen from Eq14) the natural frequency of the wave-
m_ , , guide is determined not by the absolute width of the dielec-
HE™'=Co (Im( k1N (kD) + Iy (D) Nin( k1)), © tric gap (b—a) but by the relative width\. In this case, the
wherek(w/c) e andC, is a normalization factor. waves are unidirectional: the sign of the azimuthal wave

Figure 1 gives the ASW fields as a function of the wave-number can only be negativem&O0). The direction of
guide radius. The following values of the waveguide param{propagation of the ASWs is the same as the direction of ion
eters were used for the calculations,=2x10%cm 3, cyclotron rotation and their frequency may be of the order of
By=50kG,a=1m,b=1.1m,m=-3. the ion cyclotron frequency. The ASWSs propagate in a thin

We stress that the azimuthal component of the electricylinder (the dispersion equatiofl0) has a solution in the
field is nonzero in the bulk of the waveguide and becomedgorm of a surface waver> w,,,) if the plasma density is not
zero at the metal chamber. In this respect the field topologyoo low or the external magnetic field is not too strong
in a cylindrical plasma differs from the propagation of sur-m; /mg> wﬁi/w§i2{1+(s/|y|)2}.
face waves across a static magnetic field parallel to a planar A necessary condition for the existence of ASWs near a
plasma boundary For the selected values of the waveguidedense plasma—metal interfade={a) is the presence of an
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o _ _ numbers on the figures indicate the mode nuntbemd the
external magnetic field, although for a thin magnetized gashed lines denote the boundaries of the low-frequency
plasma cylinder the dispersion equation has no solution.  range,

For a thin plasma cylindeikga<|m|) the ASWs may be In waveguides with a wide dielectric gap the ASW prop-
considered to be potential and the magnetic field of the wavgties depend weakly on the plasma parameters and are
is muph §maller than the glectric figld. The amplitude of themgainly determined by the properties of the gap. For a given
electric fields of ASWs with the azimuthal number=—1 azimythal number it is possible for higher radial harmonics

remains almost constant even in the plasma region.  of the ASWs to exist and a solution of E(L.0) exists for
The results of a numerical solution of the dispersion
equation(10) are plotted in Figs. 2—4. The ASW frequency -

is plotted as a function of the parameters of the waveguiding (2n+1) <%(b—a)<(2n+2)g,
structure: Fig. 2 gives the density Fig. 3 the external mag-
netic fieldB,, and Fig. 4 the permittivity of the dielectric gap

e. The following values of the waveguide parameters were
taken: for all the figurea=10cm, A=0.1, for Fig. 2B,
=3000G, and the density is normalized to*4@m 3, for

Figs. 3 and 4n,=10fcm 3, and for Fig. 4B,=50G. The

2
n=1,2,3..., ka>|m|.

In this case, the ASWSs are essentially nonpotential.
In wide waveguides inserted in a strong magnetic field
koa>|m|, the depth of penetration of the field in the plasma
is small and the analytic expression for the frequency of the
nth radial mode has the form= wg,+ dw, where
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For waves with a small depth of penetration the fre-
quency dependence omis weaker and decreases even more
strongly as the plasma density increases. It can be seen from
Eq. (15) that Sw for positivem is greater than that for nega-
tive m and the difference in the frequency of waves with

—_— —_— opposite azimuthal numbers is greatest near the upper
boundary of the low-frequency range whergt+e,=0.
00' o '1'05' . '3'00" L 30'(;‘ . '4'0“7‘ . '5%' . 6;70 The results _of a _nume_rical solution of the d_ispersion
5, 0Gs equation for a wide dielectric gap are plotted in Fig. 5. The
4 following values of the parameters were usex=1 m,

FIG. 3. A=0.1,By=50kG, andm=3.
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As an example we have reported calculations of the
natural frequency of an ASW witm= —3 propagating in a
completely ionized helium plasma wita=10cm, B
=3000G,T=1¢eV, n,=10"%m 3, and A=0.1. For this
case the ASW frequency is= 19w =140x 10° s~ 1, which
is much higher than the collision frequencyw
~30n,T %?s 1 in a cold plasma.

These results may find applications in the design of
plasma electronics devices using a magnetized plasma as an
element of the waveguiding structui®ee Refs. 7 and 8, for
example.

The authors are grateful to V. A. Girka for useful dis-
cussions of the results.
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A description is given of an initiated microwave ball discharge generated at the end of an
antenna in a metal discharge chamber whose dimensions are substantially greater than those of
the glowing plasma zone. The experiments were carried in hydrogen at pressures of

1-15Torr. The double electric probe method was used to investigate the plasma structure. The
Boltzmann equation was used to estimate the microwave field strengths corresponding to

the measured values of the electron temperature near the glowing region of the discharge. It is
shown that the spatial structure of the field corresponds to the field structure of a surface

wave propagating along the discharge surface. The existence of such a wave can explain the
increase in the plasma radiation intensity at its boundary.1998 American Institute of
Physics[S1063-784£98)00512-1

INTRODUCTION steel tube. The 6 mm diameter tube was an element of a
H:oaxial waveguide junction which could be tuned by means

Initiated microwave discharges, i.e., discharges whic ovEd . . )
only exist in the presence of an initiator at powers below®f short-circuiting plungers. The dimensions of the discharge

those needed to sustain the discharge without such an initighamber were not specially selected. The discharge system
tor, have recently attracted considerable attention amonty@s Similar to that described in Ref. 6 except that the dis-
researchers? These initiators can be external sources of jon-t@nce between the lower end of the chamber and the antenna
ization, objects inserted in the discharge chamber, dust pa¥as more than 15cm and was kept constant. Hence, the dis-
ticles, and so on. These discharges possess various interegfiarge was generated at the end of an isolated antenna.
ing qualities: they can exist at anomalously low powers, they ~We used a microwave generator with an output power
can create a nonequilibrium plasma at pressures up to atmgp to 2.5kW and frequency 2.45 GHz. The absorbed power
spheric, and they provide the possibility of effectively con-was determined using a reflectometer by subtracting the re-
trolling the plasma parameters, and so on. At present this ilected power from the incident power. Straightaway we note
the least studied type of microwave discharge. No studiethat the power thus calculated cannot be defiaguiori as
have been made of the physical processes leading to its fothat absorbed by the plasma, since losses may occur in the
mation, its structure, and parameters. In some cases, it hasergy transmission elements in the chamber and at the
been assumed that when a passive initiator is used, this isvaalls.
self-sustained discharge surrounded by a region of nonself- We used a double electric probe to measure the param-
sustained discharde. eters of the plasma electron component. The measurement
Despite the lack of sufficient information on the nature method for a microwave plasma was described in detail in
of these discharges, their extensive possibilities have alreadyef. 8. Tungsten probes of 1p0n diameter in quartz cap-
been demonstrated in plasma chemistry, for exablEde  jljaries with an uninsulated section 1 mm long and spaced
properties of an initiated discharge are clearly observed i mm apart were inserted through a port in the side of the
the resultg of Ref. 5 Whiqh dempnstrated h'igh convgrsion Péhamber and could be moved along the radius of the dis-
methane into acetylene in a microwave discharge in a disgharge. Each probe was inserted in a metal screen. The mea-

charge chamber containing nickel plates. surements were made in the plane 3mm from the exciting
Here we report results of an investigation of the param—|ectrode and perpendicular to its axis.

eters of a microwave discharge generated at reduced pres- \ye shall now make some observations on the role of the

sures at the ends of a metal antenna. electrode in the microwave plasma. A fairly detailed study of
this problem has been made for rf dischargese, for ex-
ample, Ref. 9 As the frequency of the field increases, the
The apparatus is shown schematically in Fig. 1. The disthickness of the space charge layer at the electrode decreases,
charge chamber was a metal cylinder-e10 cm radius, ex- as does the energy of the ions bombarding the electrode. In
cited from the end of a pin antenna comprising a stainlesthe microwave range the conductivity of the layer is low and

EXPERIMENTAL SETUP

1063-7842/98/43(12)/4/$15.00 1428 © 1998 American Institute of Physics
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radiation intensity decreases and then increases toward the
edge of the spherical formation. The discharge boundary is
clearly defined. The glow along the surface of the discharge
sphere is inhomogeneous, being less bright near the antenna
surface on the side of the microwave generator and brighter
on the opposite side.

A dumbbell type of discharge structure could be ob-
tained, comprising two spheres connected by a faintly glow-
ing neck. One sphere was located at the end of the exciting
pin and the other was situated on the pin at a distance of
approximatelyA/4 (A\~12.2cm is the wavelength of the
electromagnetic radiation in free spacé distinguishing
feature from the frequently observed standing-wave structure
was that the plasma formation on the pin was a sphere of the
same size and had exactly the same luminescence structure
as the first(a brightly glowing film on the surface of the pin
FIG. 1. Experimental setud — unit for coupling electromagnetic energy at the center of the sphere and a sharply defined boundary on
into waveguide,2 — coaxial waveguide junction3 — short-circuiting ~ the side where energy is supplied along the).pin
plungers4 — discharge chamber, arfd— antenna. A probe positioned near the discharge may alter the
structure of the electromagnetic field and in many cases,
probe measurements could not be made because any dis-

lacement of the probe even outside the growing region led
6 changes in the discharge glow and even quenched it.
Under conditions when displacement of the probes out-
e the discharge caused no visible changes, the discharge

continuity of the current is provided by displacement cur-
rents through the layer. In this case, the electrode does n
play any role in generating the charged particles
(y-processes caused by secondary electron emission frog?d

the electrodes are unimportar@nd the discharge exists in behaved as a liquid droplet toward the probes. When the

the « form (volume ionization processes play a rol€his is . : . :
confirmed (b experimental dgta showinp t}/]e ?gck of eleC_probes came in contact with the glowing zone, the discharge

Dy exper wing began to move away from them and collapsed inward. When
trode erosion in a microwave plasma in a hydrogen—methan

. . . fhe glowing zone was pierced by the probes, the plasma
6 - 1
mixture.’ The electrode e_\/ld_ently only dete_rmlnes the struc wrapped round them and as they moved outward, the plasma
ture of the electromagnetic field and in particular, generates

nonuniform microwave field with increasing strength near its\%as dragged behind them, as if on a wettable surface. At a
9 9 certain distance from the center, the plasma became detached

surflr:ce. ¢ its obtained f hvd di from the probes and assumed a spherical shape, although the
chargire we present results obtained for a hydrogen disy; e nsions were not established immediately but after a few

oscillations(a few seconds
Two types of discharge exist, depending on the electro-
dynamic characteristics of the system used to transfer micro-

The main features of the discharge may be described a§ave energy into the gas. One type occurs with high reflec-

PHENOMENOLOGY OF THE DISCHARGE

follows. tion coefficients in the microwave channel, exists only for
The spherical discharge forms at the end of the exciting®n€e position of the matching plungers, pressure, and power,
pin, partially covering it. and is characterized by low energy inputs to the plasma. The

A discharge may form at the point where the exciting pinothe.r type has lower Ievgls of reflection from the discharge
enters the chamber and may be shifted toward its end b§ection and the energy input to the plasma can be varied
moving short-circuiting plungers in the waveguide channel awvhilst keeping the system geometry constant.
constant incident power. When the incident power was in-
creased, the discharge moved back to the_pomt where the PP SULTS OF PROBE MEASUREMENTS
enters the chamber and could only be displaced toward its
end by altering the position of the tuning plunger. Thus, the  The charged particle concentration can be estimated
microwave discharge and the chamifiecluding the exter-  from the saturation ion current using the well-known relation
nal tuning elemenjsare a strongly coupled microwave sys-
tem. |i:0.6]Nie%Ui, (1)

At low incident powers(insufficient to excite the dis- whereN; is the charged particle concentrati@is the elec-
charg¢ a discharge could be initiated at the end of the pintron charge,S,=7dl=4.7x10""m?, v;~10%(T¢/A)¥? is

using a Tesla coil. the average ion velocity in the plasma allowing for their
The diameter of the discharge increases with decreasingcceleration in the prelayer, ardis the ion mass number.
pressure and increasing incident power. The values of the saturation ion current plotted in Fig. 2

The discharge glow is inhomogeneous: the exciting pincorrespond to probe voltages of 50V and are averages over
at the center of the discharge is covered with a bright glowthe values calculated using both branches of the two-probe
ing film. With increasing distance from the axis, the plasmacharacteristic. In some cases, we used a single-probe system
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FIG. 2. Saturation ion current of probe as a function of distance from theFIG. 3. Electron temperature as a function of distance from the center of the
center of the discharge at pressures @i}l 3 (2), 8 (3), and 15 Torr(4). dischargeg(1-4 — as in Fig. 2.

in which the counterprobe was the metal discharge chambegharge the double-probe characteristic was shifted along the
The error in the determination of the ion current wa0%. Vvoltage axis, which indicates that the plasma is nonuniform
In calculations of the charged particle concentration it is im-2nd that a plasma potential difference exists at the locations
portant to know the plasma ion composition. In a hydrogerPf the probes. o _
plasma with degrees of dissociation less than 50%, the H  Figure 2 gives the saturation ion current as a function of
ion formed as a result of ion conversi@predominates, and the radial position of the probe. Most of the data refers to the
for order-of-magnitude estimates of the charged particle con©gion outside the glowing discharge zditiee first point on
centration ,~n;) from the saturation ion current we can the descending section approximately corresponds to the
use N;[cm 3]~2x10°l;[A], assuming thatT,~3eyv. boundary of the glowing zone and this dimension can be
The electron temperature was determined from the currentused to estimate the discharge raglius .
voltage characteristic of the double probe at the floating po- ~ These estimates showed that the electron concentration
tential using a conventional techniqusee, for example, (Ni~nNe) on the discharge axis at pressures of 1 and 3 Torr is
Ref. 11. close to critical(at 2.45 GHz we hav@e~7x10cm™3).

Most of the measurements were made in the discharggim”ar measurements could not be made at higher pressures
zone outside the plasma formation. This particularly appliePecause the probe distorted the plasma and the electrody-
to measurements of the electron temperattine absolute namics of the system so severely that the reflection from the
values were determined to within 25%). This is because, discharge section was altered. In some cases, the ion compo-
as we know, the probe measurements are exposed to tfgnt of the probe current—voltage characteristic was also dis-
action of the microwave field and the ion component of the torted and had the characteristic form described in Ref. 12.
probe current-voltage characteristic is distorted considerably ~1hese experimental results can be used to estimate the
less. Thus, whereas the charged particle concentration can B@Wer P absorbed by the plasma. For this we can use the
determined fairly reliably, the average electron enetgyn-  Well-known relation
peraturg¢ may be highly exaggerated. This first statement P=PabV=nc8_5Ver,
was checked out experimentally: the measured double-probe o
and single-probe characteristics were the same for the iowhere ¢ is the average electron energd,is the average
components. Since the microwave field differed in the layeifraction of the energy lost by an electron in a single collision,
near the probdin the first case, it was determined by the v is the effective electron—heavy particle collision fre-
difference in the strengths of the microwave field at thequency,P,, is the specific power absorbed by the plasma,
closely spaced probes whereas in the second case, it wasdV is the plasma volume. The values &fand v were
determined by the microwave field acting between the probebtained by self-consistent modeling of a hydrogen pla¥ha.
and the counterprobe or champehis indicates that the ion Estimates made at pressures of 1 and 3 Téw {3
component of the current—voltage characteristic is not sensix 10" and 6x 10’ s™1, respectively taking into account the
tive to the microwave action under the experimental condiplasma dimensiongetermined from Fig. Pshowed that the
tions described here. measured absorbed power agrees with the calculated value to

The space outside the glowing zone is isotropic withwithin 20%. This is within the error band of the estimates
respect to the potential and the double-probe characterist&nd we can say that the power dissipated in the system is the
passes through zero current at zero potential. Within the diggower absorbed by the plasma. Similar estimates could not
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" Nws proximations was used to fin(r) and the results are plot-

ted in Fig. 4. It can be seen that the electric field strength
i ?A\ decreases exponentially with increasingThe only type of
wave having this structure is a surface wav&@hus, a sur-
face wave concentrated in the near-surface layer propagates
along the surface of the plasma formation. This clearly ex-
plains the increase in the radiation intensity in this region of
the discharge.

The role of the surface wave in sustaining the discharge
is unclear. Is its existence necessary or is its presence simply
a consequence of different spatial modes of the electromag-
netic waves, including surface modes, being formed in the
plasma region when the homogeneity of the microwave
transmission line is impaired? Further experimental and the-
oretical investigations are required to answer this question.
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An investigation was made of the influence of a macroscopic crack on the mechanical strength
of NaCl, LiF, and CaC@ single crystals exposed to pulsed laser irradiation. The

probability of growth of the initial macrocrack being activated with optical breakdown of the
sample is estimated. A mechanism is proposed for the growth of an initial macroscopic

crack in which cavities, microcracks, and macrocracks formed as a result of the heating and
burnout of absorbing inclusions combine with the initial crack. 1@98 American Institute of
Physics[S1063-7848)00612-9

The presence of cracks in a transparent dielectric reduces By cleaving a 1% 30X 16 mm crystal, we obtained two
its optical strength for various reasons. First, as a result oidentical samples each measuring 30X 8 mm. In one of
the multiple reflection of light from the walls of the crack, these, a macroscopic crack 4—6 mm long was introduced in
the electric field strength at certain points in the material willthe {100 plane. Theg100 plane was oriented perpendicular
substantially exceed that of the incident wave, which in-to the direction of propagation of the radiation. The samples
creases the probability of multiphoton ionization, electronwere irradiated in pairs, one with a crack and one without.
avalanche, and so érSecond, after grinding and polishing, We used a GOS-1001 pulsed laser witk-1060 nm.
the surface of samples consists of relief-polycrystalline,The pulse energy was varied between 40 and 400J and the
cracked, and elastically strained layers. The surface layer irarea of the irradiated surface was varied between 12 and
evitably contains suspended particles. The cracked layer cod00 mn? (the pulse length varied between0.6ms at a
tains microcracks lying in different plané#\s a result of the pump energy of 40J ane=1.5ms at a pump energy of
surfaces of the cracks undergoing chemical reactions witd00J). The crystals were irradiated by pulses starting at
the surrounding medium, the absorption of light in theE=0.7E, whereE, is the threshold pulse energy, and the
cracked layer increasésthe emission of electrons by the energy of each successive pulse was increased by 10% until
growing cracks reduces the optical breakdown threshold ahe sample fractured.

the surface of the irradiated crystagnd crack growth in- The size of the absorbing inclusions in the group la
duced by thermal stresses created at absorbing inclusiomsystals did not exceed J0m. Figure 1 shows one large
may ultimately result in damage to the crystals. absorbing inclusion in a CaGCrystal.

However, in most transparent materials the optical
breakdown threshold is determined by the absorbing inclugexpeRIMENTAL RESULTS

sions. Determinations of their sizes and the results of laser h of the initial K der th . f
irradiation of these inclusions were reported in Refs. 1, 5, 1) Growth o t. e.|n|t|a MACTOCracks un er the act|_on °
and 6. pulsed laser radiation was observed in the experiments.

A consequence of optical breakdown is mechanical dam‘_l’able | gives experimental data on the probability of laser-

age to the material, but the contribution of initial cracks to
the damage process at this stage remains unclear.

The aim of the present study is to investigate the damage
to optically transparent crystals with an initial macroscopic
crack under the action of pulsed laser radiation.

EXPERIMENTAL METHOD

The investigations were carried out using the following
single crystals: NaCl, which were divided into three groups
according to their impurity content: 1a — 10wt % CrP*,
1b — 10 3wt% CP", and 1c — C&", Mg?®", and B&"
impurity contents each not exceeding £@vt %; LiF having

+ 2+ + : _ FIG. 1. Two absorbing inclusions consisting of filament-like veins in the
Ce » Mg™", and B& impurity contents each not exceed bulk of CaCQ. Their thickness at various points is 0.02—0.04 mm. In ad-

. 73 . . .
ing 10 °wt%, and CaCQ@ with an impurity content of gition to the inclusions shown the crystal also contains inclusions of be-
~10 2wt %. tween 5 and 2%m.

1063-7842/98/43(12)/4/$15.00 1432 © 1998 American Institute of Physics
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TABLE I. Statistics of initial macrocrack growth during laser-induced damage to samples.

During crystal damage During crystal damage Crystal damaged
Crystal initial crack grew initial crack grew without initial
group No. to form main crack by 2—3 mm crack growth P
NaCl (18 78.6% 7.14% 14.28% 0.88
NaCl (1b) 80% Not identified 20% 0.8
NaCl (1c) 37.5% 37.5% 25% 0.7
CaCQ 60% Not identified 40% 0.6

Note P is the probability of initial crack growth being activated during optical breakdown which caused the
damage to the sampléncluding the case where damage is caused only by initial crack growth

induced growth of an initial macrocrack when the sample®ISCUSSION OF RESULTS

are |rrz_;1d|ated. Tgble Il gives the statistics of damage tq VS The experimental results suggest that there is a range of
tals with and without macrocracks exposed to a series of

L . . stresses at absorbing inclusian <o, (Whereg, is the
laser pulses. The coefficie@t=n+/n, is used in the table to 9 p=o=0, ( In

. elastic limit ando, is the stress sufficient to fracture the
assess the degradation of the samples under exposure to_a . . . .

. S crysta) in which damage to the sample is caused by activa-
series of radiation pulses.

2) The damage to the samples is generally caused b ttion of initial crack growth. The nonlinear increase in the
. g€ P 9 y cat Y lYﬁermal stresses at absorbing inclusions above a certain criti-
formation of laser-induced cracks at absorbing inclusions

which combine with the initial crack. tal optical intensity indicates that the created stresses may

A laser-induced crack may be generated in the planebe both lower thanr, and higher thar, . In this case, 1
parallel to the plane of the initial crack and may combineapprecl{jlble damage to the sample is usually accompanied by

with it as a result of transition cracks in th#&10; and{100 |n|t.|al cragk growth, %!the pmb".’lb'“ty of initial crack growth
. ) . being activated during laser-induced damage to a sample
planes(Fig. 23. When a fairly advanced laser-induced crack X
o . ) L ._reaches 80%Table ), wheno>co,, damage is caused by
lying in the (001) plane combines with an initial crack, this . B
frequently results in part of the crvstal being clea edthe appearance of laser-induced cracks at absorbing inclu-
quently uts-in - p y N9 v sions, and in this case there is a high probability of these

(Fig. 39. . . - . - )
. . cracks interacting and combining with the initial crack; 3

The onset of appreciable dama(glge formation O.f large there is no clear indication that the strength of an irradiated

laser-induced cracks and, at the epicenter of optical break-

; . crystal tends to be reduced by an initial craCkable II,
down, a friable mass of material fragmentdmost always ysial y
) - oefficientC).
involves the initial crack. However, cases were observecf

g . : For NaCl crystals(Table Il) we established a specific
when an initial crack propagated to form a main crack in th . . .
. rend that as the impurity content in the sample decreases,
absence of any major damage centers.

If the crack changed its plane of propagation frétd0} the mgcrocrack plays a gre_ate_zr role in the degradation of the
. . (i . _material under pulsed irradiation.
to {110 during the growth process, this always resulted in a » L I
: . . L ) The probability of activation of initial crack growth de-
dislocation pile-up near its tip. However, these sections of

crack arowth are of nealiible lenath. Main cracks formed inpends on the thermal stresses created at absorbing inclusions
9 heglig gih. . and on the position of the absorbing inclusion relative to the
the{100 planes while the cracks located in thELG planes

were onlv fairly well-developed in the immediate vicinity of crack. If heating of an absorbing inclusion in front of the tip
Yy y P Y Ol of the initial crack gives rise to a laser-induced crack lying in
the optical breakdown zone.

the plane of the initial crack, these combine at the tip of the
initial crack. In generalFigs. 2a and 2h the plane of the
laser-induced crack will be situated at a certain distaBce
TABLE 1. Statistics of laser-induced damage to samples with and Withoutfrom the plane of the initial crack. When the laser-induced
an initial crack. crack reaches the cross sectiBriFig. 2b), there is a prob-
Crystal group No. 1 2 3 c ability that the growing crack will change its plane of propa-
gation to (110 or (010 and will combine with the initial

ng: 8‘3 ig gg gg (1)'32 crack. According to Gilmafi the probability of combining is
NaCl (10) 30 40 30 09 especially high if the distance §,<0.3S, (Ref. 8.
CaCQ 50 17 33 0.96 When optical breakdown occurs at an absorbing inclu-

o — ———— e th sion near the surface of the initial crack, this crack grows as
ote 1 — number of samples with and without cracks damaged under : :

same number of irradiation cyclé%); 2 — number of samples with cracks @ result of the pressure O,f the forming datasma acting on
damaged as a result of fewer irradiation cycles compared with correspondn€ surface of the craclEig. 4).

ing samples without crack®s) (see experimental methpd — number of Although there is a high probability of the cracks com-
samples without cracks damaged as a result of fewer irradiation cycles CO”bining when81< 0.35,, this condition is not sufficient. The

pared with samples with crack$o); C=ny/n, whereny is the number of o Jhilins of the cracks combining will increase with de-
irradiation cycles before damage for crystals with an initial crack mpds

the number of irradiation cycles before damage for crystals without an initiaC'€asingS; and incrgasing |er.‘9th of the |a§er'indUCEd crack.
crack. Crack growth in a solid is determined by=o,
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FIG. 3. a — Combining of a laser-induced crack with an initial one shown

FIG. 2. a — Combining of a laser-induced crack with an initial one shownb th . LIF010) tal surface- the absorbing inclusi t which th
by the arrow; LiF010) crystal surface; the laser-induced crack was formed | Y re_nadrrowa '5 K f Crxs alsur _atl_c(;, de ﬁ sgr ]'cnt% mf us:cotr}: a'r:N‘t' I(I: r ek.
as a result of heating of an absorbing inclusion positioned ahead of the tip gfiSer-inauced crack 1orms IS positioned anhead of the tp of the initial crack;

the initial crack; the initial and laser-induced cracks are located if16@ cracks located If100) plane b — schematic of laser-induced crack com-

plang b — schematic showing growth of an initial crack by combining with b'nmg. with initial cra}ck:l — crystal,2— |rrad|atlon'zone3 — absorbing
a laser-induced one; — crystal, 2 — laser-induced crack3 — absorbing inclusion,4 — laser-induced craclg — cleaved section of crystal, artd—

. A . ] . o initial macrocrack.
inclusion,4 — cross sectiors, 5 — irradiation zone, an® — initial mac-
rocrack.

=(a7E/|—max)1/2 (Ref. 9, wherea is a coefficient,y is the growth which helps to convert this crack into a main one.
effective surface energf is Young's modulus, andr, is The formation of a laser-induced cra@ an absorbing
the minimum stress required for crack growth which is in-inclusion positioned ahead of the tip of the initial cragk
versely proportional to the crack lengdth,.,. The growth of  the (001) plane(Figs. 3a and 3bcauses cleaving of part of

a laser-induced crack is accompanied by a reduction in ththe crystal.

mechanical stresses mainly as a result of cooling of the gas Under the action of radiation pulses of constant energy
or plasma formed by the heating of absorbing inclusions anthe cracks and cavities formed at an absorbing inclusion can
by the plastic deformation which accompanies crack growthbe stabilize®. The presence of an initial crack ensures that
As a result, the crack growth may ceasewas noted that there is a high probability of the resulting damage combining
fairly large cracks of up to 5-8 mm appeared and did not@nd interacting with the initial crack, which promotes dam-
turn into main cracks When a laser-induced crack combines age, i.e., the initial macrocrack destabilizes the macrodamage
with an initial one, this reduces the stresg required for its  formed in the bulk of the sample.
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clusion and on the position of the inclusion relative to its tip.

3) Laser-induced damage observed in the bulk of the
sample becomes destabilized as a result of combining with
the initial macrocrack.
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shown by the arrow.
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High-speed superplasticity of microcrystalline alloys under conditions of local grain
boundary melting
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A model is proposed for the high-speed superplasticity of materials under conditions of local
grain boundary melting at temperatures close to solidus. It is shown that the local melting

of grain boundaries containing segregations of impurity atoms, results in the formation of a
structure consisting of liquid-phase regions and solid intergranular bridges which provide

cohesion of the grains during the deformation process. The equilibrium concentration, dimensions,
and activation energy for the formation of solid bridges are determined as a function of the
temperature, initial impurity concentration in the boundary, and the boundary thickness. A
mechanism is proposed for grain-boundary slip under conditions of local grain boundary at
anomalously high strain rates. @98 American Institute of Physids$$1063-784£98)00712-(

INTRODUCTION include a description of local grain boundary melting pro-
It has long been assumed that the deformation of mateSeSses and an analysis of the material deformation mecha-

. - . nisms under these conditions. In Ref. 6 Perevezentsev pro-
rials under conditions of structural superplasticity takes place . X
perp v P osed an HSS model based on the premise that the main

at homologous temperatures in the range 0.4—0.6 and stra . . o :
A o g ) mechanism responsible for HSS is slip along grain bound-
rates e=10""-10 “s -. Recently, it was observed that

. . ) ; aries which comprise liquid layers containing a specific frac-
some microcrystalline aluminum alloys and composites demﬂon of solid bridges which are needed to sustain the cohe-
onstrate all the characteristic features of superplasticity

| h ¥ A | ajon of neighboring grains during the plastic flow process.
temperatures close to the solidus temperatit&Superplas- g gim of the present paper is to develop this model of the

tic c_jeformgtlon can then tak_e _place at anomalousl)_/ hlgrbrain boundary structure and grain boundary slip under con-
strain rates; =10P-10°s™*. This influence was called high- itions of local melting of the boundaries.

speed superplasticifyHSS. The behavior of materials under
HSS conditions is similar to that under conditions of normal
structural superplasticity although it has some characteristi/ODEL OF LOCAL GRAIN BOUNDARY MELTING
fe.atures. In .particu'lar,_ the thrgshold HSS stress increa;es It was suggested in Ref. 6 that A&t<T<Tg the grain
with decreasing grain size and is almost a linearly decreasmgoundary is a liquid layer containing islands of solid phase
function of temperature_. Op passing through a certain _te”‘\?vhich connect neighboring graingsubsequently called
peratureT=T,, the activation energy of the deformation Shridges.
process which is determined from the slope of the curve  The existence of these bridges may be explained on the
In &(1/T) shows an abrupt severalfold increase, and this i%asis of the following reasoning. We shall postulate that at
accompanied by a drop in the deforming stresses and am <T<Tgthe grain boundary is a liquid layer of thickne$s
increase in the rate sensitivity coefficient= ¢ log o/dloge. containing impurity atoms whose volume concentration is
It was observed experimentally that a material enters the C;. It is easy to see that this structure is unstable with re-
HSS state as a result of local grain boundary melting at temspect to fluctuations of the chemical composition. If, as a
peraturesT=T,, whereT; may differ from the solidus tem- result of fluctuations of the chemical composition, the impu-
perature by tens of degrees as a result of a difference in théty concentration decreases to a certain |e@eK C; in a
chemical composition of the boundaries and the body of theertain volume element of the boundafy V* (whereV* is
grains. For aluminum HSS alloys, the local melting effect isthe critical volume of a solid-phase nucleuthis volume of
caused by segregation at intercrystallite and interphaskquid is supercooled by a certain amoukT=Tg(C)—T,
boundaries of magnesium, silicon, and various other elewhere T¢(C) is the solidus temperature of the alloy at
ments. The optimum deformation regime corresponding ta€C=C’, and there is a probability that it will crystallize. &
the maximum rate sensitivity coefficient and the limiting is fairly small, the liquid crystallization process in local vol-
strain before rupture is achieved at temperatures within themes of the boundary may result in the formation of solid
rangeT; <T<Tg, where the optimum temperature at a givenbridges between grains. As an increasing number of new
strain rate correlates with the local melting temperature ofolid-phase bridges appear, the energy of the system reduces
the boundaries. as a result of the release of crystallization heat but at the
It follows from this reasoning that HSS theory should same time increases because of the increased chemical po-

1063-7842/98/43(12)/4/$15.00 1436 © 1998 American Institute of Physics
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Grai > AF=0 aAF& +&AF5 =0
ra|n1 25 =V, (3’75 Is ﬁ_ns Ng=
KL ?’s/l. is satisfied for values afi§ andrg given by
. /L S V/L S L _ksS3d L % =(\mpAT/Ts+ Ayl 6— CKT)¥27my2 kTG (5)
////;'s / ~7 r§=3yus/(\mpAT/Ts+ Ayl 5= CKKT), (6)
/ (A respectively, where
Sran2, %
Ay=2y,us— v, AT=Ts-T.
FIG. 1. Schematic of two-phagsolid—liquid boundary:L — liquid ph
andS — s%ﬁﬂ‘pa,ffsg Q“ﬁ;’g‘;;"‘e‘" 'quid boundary aHie phase The fraction occupied by solid bridges in the total vol-
ume of the boundary = nswré has the form
a=(AppAT/Tg+ Ayl 5—CkT)/3KT G . (7)

tential of the impurity atoms caused by their increased con- The maximum ofAFg on the curveAF(rg,ns=n%)

centration in the liquid sections of the bounddtie total L

. . ) ; may be taken to be the energy of formati@lisappearange
number of impurity atoms in the boundary is assumed to be . . ; .
constant. of crystalline bridges for a given boundary thickness and

We shall assume for simplicity th&bridges are only impurity concentration. The analytic expression Ad¥ 5 has

formed when all the impurity atoms leave the volume ofthe form

crystallizing liquid, and that each bridge is a tiny cylinder of ~ AFg= 9 y?s/(AmpAT/Tg+ Ayl 6— CKT), (8)
height § and radiug g (see Fig. 1L Then, the change in the ) ) o

Helmholtz energyAF per unit area of the boundary accom- Where» is a numerical coefficient

panying the formation o&bridges can be estimated from

3
_ - Y] T a2
AF=ng — 78\ mp(1—TITs) + 20 syuis 7= 16((V3= D+ (V3- 1)~ 12V3-1)).

+ 74y~ 2y0us) |+ AG; . (1) _ Physical concepts in_dicate that a (_:Iose cor_rela_\tion should
_ . . exist between the impurity concentrati@n, the liquid layer
Here ns is the number of bridges per unit area of the yhickness s, and the temperature of local grain-boundary

boundary A\, is the specific heat of solidificatiom is the  mejiing T,. We shall estimate the thickness of the liquid
density, andy,,s andy,, are the specific surface energies of jayer 5 for a given initial concentration of impurity atoms

the liquid/crystal interface and the grain boundary, respecci0 (Cio is the concentration for the initial boundary thick-
tively. The first term in expressiofl) describes the change ogqs= 8,) and temperatur& assuming that the total num-
in energy caused by the release of crystallization heat and thg, impurity atoms in the boundary remains unchanged as
creation(disappearangeof new interfaces accompanying the e houndary layers melt and the boundary expands. This last
formation of Sbridges. The second term describes the;sgymption s justifiable if the profile of the impurity atom
change in the chemical potential of the impurity atomscqncentration as a function of the distance along the normal
caused by an increase in their concentration in the liquidg the houndary decreases so rapidly that the contribution

phase surrounding the bridge. Using thesapproximation of @hade by impurity atoms in the bulk of the grains to the value
strongly diluted homogeneous solutio;@”<1), the quan- 4t ¢, can be neglected. The relation betwegnand & can
tity AG; can be estimated using the expression then be written as

whereC;é§ is the number of impurity atoms per unit area of Ci=C|07. ©

the boundary AC; is the increase in the concentration of ) o o _
impurity atoms in the liquid sections of the boundary caused 10 & first approximation, the driving force for expanding
by the formation of crystalline bridges, the liquid layer, acting per unit area of the boundary, is es-
timated from the expression

AC;=C;mring/(1—mring). 3)

Assuming that the fraction of the solid phase in the total Pi=— %( KTCigdgIn C—'
volume of the boundary is fairly smallr3ns<1), we can 10
use the approximate expressiondAC,;/C;= wréns(l where the first term in parentheses describes the reduction in
+ Trréns), In(1+AC;/C)~AGC;/C;. Substituting these ex- the chemical potential of the system caused by a decrease in
pressions into Eq(2) gives the concentration of impurity atoms and the second term

_ 2 2 describes the increase in energy caused by melting of the

AG~(Cio)kTargns(1+ mrens). @ boundary layers of grains as the liquid grain-boundary layer

By analyzing expressiond) and(4), we can easily con- expands.
firm that the condition of thermodynamic equilibrium be- At a given temperature and initial impurity concentra-
tween the solid bridges and the surrounding melt tion, the boundary stops expanding when the condition

AT
tAmp(6=8o)7—|, (10
s
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P,<0 is satisfied. Assuming tha&;=0, we find the depen- =r3y, as the relevant section of the boundary disappears.
dence of the liquid layer thickness on the temperafuesad  The activation energy of this procebg may be written as
the initial impurity concentratior;g

AT
8 CikTg T Fa=m(r§)? )\mpT_550+27LIS_ Yo (16)
8o Amp AT’ (12)
An estimate ofé for typical values of the parameters o
Ampa®~1.5%Tg, 55~ 2a, Cipa®~0.1 and typical tempera- .2 TS T
tures for HSST~(0.96-0.99T< (Ref. 1 gives 6~(3 Fa=m(rs)\mp oo — (17
—12)a, which correlates with the experimentally determined ) o
thicknesses of the liquid layer in various alldys. where the following notation is introduced
Using the conditions= &, and expressiofi11l), we find Yo— 2YLis
the temperaturé@ g, at which a liquid layer of boundary con- Tgb= TS( 1- )\—5) .
taining an initial impurity concentratiol€;, begins to ex- mP %0
pand It is easy to see that2, has the meaning of the melting
Ts point of a boundary of thicknes$, containing no segregated
Tsfﬁ- (12 impurity atoms. Using formul&l4), we write the expression
14 200 °S for F, in the form
)\mp 2 2 2 TO T
Using expressiongs), (6), and(11), we find the depen- E: W(E) ( KTs % Ci0a%)2 l) ( St )
dence of the equilibrium number and sizeSabridges on the  KTs Ay] \\pa®/la 0 AT Ts
temperature and initial impurity concentration (18
.1 / Ay 3N\ AT\? An estimate ofF, for typical values of the parameters
NS = 277! CrodokT ( ms) (T_s) , 13\ pa~1.5Tg,8~2a, Cipa®~0.05, Aya?

~0.1kTs, y1,58°~ 0. Tg, T2, ~0.996T 5 in the temperature
_37usCiodo kTs T range T~ (0.94-0.98Ts gives F,~(4-16kTs. It can be
B seen from Eq.(18) that the activation energy of grain-

NmpP Ay AT
. boundary slip initially increases with temperature and then
It can be seen from these expressions that as the tem- y sip y P

. . . . r zer when the liquid layer exten ver
perature increases, the radius of tbridges increases but decreases to zero agb’ en the liquid layer extends ove

their number decreases. In this case, the fraction of the solig]e entire length of the'boundary. .
The process of grain-boundary slip can be broadly rep-

phasea in the total volume of the boundary decreases resented as follows.In a field of external stresses, the

290s™ Yo thermally activated melting of a®&bridge in its region of
=3C 5kT (15) tact with f the grains leads t lative displace-
3Ci00oKT contact with one of the grains leads to a relative displace
) ) ment of the grains along a zone of characteristic dimensions
It can be seen from formul&l5) that the inequality

s ) A 2\ (where\ is the distance between tigbridges accom-
2y0.s> b must be satisfied for the existence of solid 'Sla”d_s'panied by a localized power shit=(\o)/G along the pe-
Otherwise, the boundary becomes completely wetted Withimeter of this zone which, for simplicity, will subsequently

liquid, so that the solid bridge_s disappear. An estimate of thgo considered to be a “dislocation loop” with the Burgers
valueg ofns , rs, anda for ty|03|cal values (2)f the parameters \octorB. Further expansion of this loop in the plane of the
)\mpa2~1.5kTs,_50~2a, Cipa’~0.1, Aya®~0.XkTs, and boundary may take place in two different regimes. The first
Yus@“~0.KTs in the temperature range~(0.96-0.98Ts  ig achieved when the external stress acting on the “disloca-

. 2 - -
gives nga®~(3x10 %) —~(4x10"°), r§/a~12-39, ande  yjop” js sufficiently high for it to propagate across the

*

s (14

o

~0.16. Sbridge by forcenonactivation regime The second regime

is observed at lower external stresses when the shear propa-
GRAIN-BOUNDARY SLIP UNDER LOCAL MELTING gates through th&bridge by a thermally activated mecha-
CONDITIONS nism. The first regime is the most interesting to explain the

In this model the rate of grain-boundary slip is limited experimentglly observed 'high sFrain r'ates. It was shown in
by the rate of propagation of the grain-boundary shear acrodRef. 6 that in order to achleve this regime, the external stress
the solid sections of the boundarg-pridges. One possible © Should exceed a certain threshatg
Irnechanlsm fo_r thls process is the. melting of.a monaFomlc oo=(GQ)1’2(n’S‘)3’4, (19)
ayer of material in any cross section of tBdridge. This
process will probably take place by thermally activated meltwhereG is the shear modulus ar@ is the energy needed to
ing of the grain boundary in the region of contact between aross a singlé bridge.
solid bridge and one of the grains. In this last case, the en- Assuming that theSbridge is crossed by the above
ergy dissipated as a result of the melting and formation ofnechanism and neglecting the work of the external stresses,
new interfaces between the liquid and solid phases will beo a first approximation we can writ®@~F,. Then, using
partially compensated by a decrease in the energy surfacexpressiong18) and(19), we obtain
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o0 T\ (Tg— T)llz(Tgb— T)2 grain-boundary slip can give the very high strain rates ob-
G- (-ITS) T : (200 served experimentally.
An additional analysis of the accommodation processes
where of grain-boundary slip at grain joirt€ and allowance for the
X pa’ / Ava? |54 influence of disperse second-phase particles on the threshold
K~6X%102 mPa va ) (21)  stressoy is required to obtain a more adequate description of
\/Ga3y,_|sa2\ Cioa’kTg the strain rate as a function of the stress, temperature, and

For typical values of the parameters used above anf§rain stze.
Ga®*~50kTs, Cjpa®~0.1, and the temperature T
=0.96T5, we obtain oy~1.2x10 3G. From expression CONCLUSIONS
(20), we can see that the threshold stress decreases with in-

. . . O .
creasing temperature until it reaches zerolatTsy,. This  grain poundaries containing an excess concentration of im-
may well explain the experimentally observed SUbS'[""”t'""I?)urity atoms. It has been shown that under conditions of

drop in the flow stress with increasing temperature in superyqg] melting, the grain boundary is a layer of liquid contain-

plastic alloys which exhibit high-speed superplasti¢ityis  ng solid-phase islands which sustain the cohesion between
also interesting to note that this expression can explain thg,e grains during deformation.

experimentally observed unexpected increase in the thresh- 5 ap analysis has been made of a mechanism of grain-
old stress with _decregsing graip size. In fact, assuming thg{ondary slip along a two-phaséiquid—solid boundary

the number of impurity atoms is constant and that they allyhich essentially involves thermally activated melting of
segregate at boundaries, a reduction in the grain size leads §g)iq bridges followed by forcible propagation of the incipi-

a drop in the initial impurity concentratio@;q in the bound-  ant dislocation loops in the boundary.

ary (Cio=C;,(d/4), whereC;, is the volume-averaged im- 3. Expressions have been obtained to estimate the acti-
purity concentration It can be seen from expressio®0)  yation energy and threshold stress for grain-boundary slip
and(21) that a decrease i8; increases the threshold stress 5nqg to analyze their dependence on the temperature and ini-

0o ) ) ) _ tial concentration of impurity atoms in the boundary.
Assuming that the rate of expansion of dislocation loops

propagating in the force regime is limited by the viscous
resistance of the liquid, the expression for the strain rat

1. A model has been proposed for the local melting of

K. Higashi, Mater. Sci. Forum70-172, 131(1994.
) Koike, M. Mabuchi, and K. Higashi, Acta Metall. Mate43, 199

limited by grain boundary slip may be given®as (1995,
Je o—o\2/ 27D Gad = iM. l\/_Iabuc_hi and K._Higashi, Philos_. Mag. Leff0, 1 (1994.
o8 _ 0 | extd — a (22) K. Higashi, T. G. Nieh, M. Mabuchi, and J. Wadsworth, Scr. Met33,
at G ad kT 2kT)’ 1079(1995.

5K. Higashi, T. G. Nieh, J. Wadsworth, Acta Metall. Matet3, 3275
where D, is the coefficient of self-diffusion in the liquid  (1995.
phase andl is the average grain size V. N. Perevezentsev, Zh. Tekh. F&6(12), 140 (1996 [Tech. Phys41,
) . : 1275(1966)].

Aniesstlmate obs/dt fOE ;ypmal vaslues of the param.eters V. N. Perevezentsev, V. V. Rybin, and V. N. Chuvil'deev, Acta Metall.
D,~10 ®cm?/s, a~3%x10 8cm, Ga’/kT~50, the typical Mater. 40, 887 (1992.
values for HSS ¢— 04)/G~10 3, d~500a, and the theo-  °V. N. Perevezentsev, V. N. Chuvildeev, and S. A. Larin, Mater. Sci.
retically determined value$ ,~(4—16)kTs gives de/at Forum170-172, 613 (1994.

~10'-10°s L. This estimate shows that this mechanism ofTranslated by R. M. Durham
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An analysis is made of the diffusion of a statglowly varying magnetic field in a conductor in
which a first-order phase transition to the insulating state takes place under the action of

the Joule heating. An investigation is made of the case of subsonic propagation of the phase
boundary. A (M _xCrx),03 solid solution is analyzed as a model substance. The

application of this effect in pulsed high-current circuit breakers is discussedl99 American
Institute of Physicg.S1063-784£8)00812-3

1. INTRODUCTION 2. MODEL OF STEADY-STATE PROPAGATION OF A PHASE
TRANSITION WAVE
An analysis is made of the nonlinear steady-state diffu-
sion of a magnetic field in a substance in which a first-order ~An analysis will be made of the steady-state one-
metal—insulator phase transition takes place under the actigimensional planar diffusion of a static magnetic field in a
of Joule heating. This effect is studied with the prospect ofnaterial in which a first-order metal—insulator phase transi-

constructing pulsed high-current circuit breakers in mind. EI'_?]n takes plf:_ce un?er_tthef?ﬁnonhof J%ule r:jeaﬁﬁ@. D. d
Many different materials are now known in which the € propagation velocily of the phase boundary 1S assume

conductivity decreases substantially under the action of temt-0 be lower than the velocity of sound in the metal and in-
¢ yd ; ic fi Iﬁ ) tact I sulator(homogeneouyghases. The magnetic fieBldepends
perature and strong magnetic 1ieids, 1.€., 1aclors normally,, ey coordinate along which diffusion takes place and is

encountered during the action of pulsed high-current devicegjiracted along the axis. In the insulator phase the magnetic
These include oxides and sulfides of transition métatsn- field is constant. As will be seen subsequently, rapid propa-

ganites of lanthanidesee, for example, Ref)2and so on.  gation of a phase boundary in a material is accompanied by
Thus, two possible types of solid-state pulsed circuit breakthe creation of appreciable pressures because of the change
ers, thermal and magnetic, can be arbitrarily distinguishedin the specific volume as a result of the phase transition.
Combined regimes are also possible. In the present study Bhus, effects associated with strength will be neglected and
(V1_xCry),05 solid solution will be analyzed for the nu- the hydrodynamic approximation will be used.

merical estimates presented below. This material has been We shall write the equation of continuity and the Euler
fairly widely used in low-power thermistorsin this mate- ~ equation in the form
rial, a first-order metal—semiconductor phase transition with

conduction losses of between two and three orders of mag- E+div(pu)=0,
nitude takes place at temperatures around 4QR&f. 4 so

that it can be used as a thermal circuit breaker, i.e., using loss

of conduction induced by the action of Ohmic heating.

Changes in the chromium concentration in the solution con-

tinuously shift the phase transition temperature. Below room

Ju

1
5 +uVu:—;VP, (1)

temperature, the conduction jump may reach 4-5 orders of B8
magnitude. In addition, it was recently shown that a metal— @
semiconductor phase transition can also be stimulated in this

NN

material by strong magnetic fields, especially near the critical
point (magnetic circuit breakeéy. The following analysis will

only consider the regime of a thermal circuit breaker, i.e., the
dependence of the phase transition on the magnetic field will

be neglected. It will be assumed that the durations of the I / )4

processes being studied are between a few microseconds and

tens of microseconds, which is typical of explosive magnetic U —

current generators such as the MKRef. 6. In addition to s %z

specific results for (Y_xCrx),0; solid solutions, general _ , L ,
USi d traint th ircuit b k teri FIG. 1. One-dimensional steady-state magnetic field diffusier- metal
conclusions and constraints on the circuit breaker ma e”ap!hase. Il — insulator phase, shaded region — heterogeneous phase mixture

will be put forward. (with slow wave propagation

1063-7842/98/43(12)/5/$15.00 1440 © 1998 American Institute of Physics



Tech. Phys. 43 (12), December 1998 Yu. B. Kudasov 1441

where p is the density,u is the velocity of the medium, AP
P=P,+P,,,Py, andP,,=B?/8 are the hydrodynamic and
magnetic pressures, respectively.
We are interested in the steady-state solutions of these ~
equations. We convert to a reference frame moving at con- ~
,ﬁ\
~N
~

stant velocityu, in step with the phase boundary. For steady-
state propagation of the phase boundary we obtain from sys-

2
tem (1) N
\ \\\Z
A 7

u=—=AV, P=—Au+Py=—A%+Py, 2) \\\
~

p

whereV is the specific volumeR is the constant component
of the pressure, andlis a constant determined by the bound-
ary conditionsugp|y ... . v

-\Ne shall agsume that the phase transition tgmperqtur':elG 2. Model of the equation of stat&-3 — isotherms in the mixed phase
Tc is pot too hlgh apd the hgatmg of the material during,, . o temperaturdn order of incr'eas)e
operation of the circuit breaker is not too great{00 K). In
this case, the specific heat can be considered to be constant.
For a (V,_xCry),05 solid solutionT is around 400 K. We
shall assume that for (M xCry),0;Cp=110J/K-mol for  simply proportional to the bulk fraction of the metal phase.
both the metal and the insulator phadeSince the volume The conductivity as a function of the specific volume along
jump AV induced by the phase transiti¢®1% from Ref. 8  the line AB will then have the form
appreciably exceeds the change in volume caused by thermal
expansion, we shall neglect the latter. We then h&we V—Va
=Cy . In addition, the propagation velocity is assumed to be oV’
sufficiently fast so that heat conduction can be neglected. , _ :
This is valid if the characteristic time of propagation of the Wwhere 6V ._VB_VA_AV/(l_AZ%) and Vi) is the vol-
phase boundary considerably exceedasZCp/)\, wherex is  UM€ at pointA(B).

the thermal conductivity and is the characteristic dimen- metjlowr;ggsetrilse eﬁgﬁgf&; leli?ficdtjmj;o;i:eqw;g: slpuofhi?l
sion of the problem. In our case,should be taken to be the P Y: ying

size of the transition region, which we know to be of thedlffusmn in the mixed phase since in this case, the conduc-

order of 1 mm. No reference data are available on the thert—'vIty and velocity of the medium depend on the coordinate.

mal conductivity of \,O;. As an estimate we take the ther- The magnetic field diffusion equation is written as
mal conductivity of \bOg which is of the order of 4 W/nK B
in the range 300—400 KRef. 9. Note that the electron com- ot curl(uxB) —curl(vy, curlB), 4
ponent of the heat conduction in®; is small because of its
comparatively poor conductivity and has no significant influ-Where vy, =c?/4ma is the magnetic viscosity.
ence on the thermal conductivity. We then obtain character- In this case, the conductivity in the mixed phase depends
istic heat propagation times of the order of 1 s which is muctn the coordinate. We shall seek a steady-state solution in a
greater than the typical operating time of a pulsed circuiffixed reference frame, i.e., of the tyx—usy). The char-
breaker. acteristic velocities of the medium will then not exceed

We shall assume that the compressibility of both phase¥sAV/V. In any case, for (Y_xCrx),0; the magnetic Rey-
of (V;1_xCry),05 is »=9.735x10 8 cmP/g-bar (Ref. 10 nolds number is Rg=uly/v,,<1, wherel, is the length
and in our model there is no difference between the adiabatigc@le over which the magnetic field changes and the first
and isothermal compressibility because we neglect the thef€rm on the right-hand side of Eq4) can be neglected.
mal expansion. Under all these conditions, the mdeley ~ Equation(4) can then be written in the form
diagram will have the form shown in Fig. 2.

Note that in general three regions may exist: a metal V2B+
phase I, a insulator phase I, and a mixgetterogeneous
region. We shall assume that the conductivityin the metal whereE=4mug/c?. Here and subsequently, the equation is
phase is constargt.e., independent of temperature and pres-written for a single £) component of the vectds.
sure. Efficient operation of a circuit breaker requires that the  Finally, the system of equationd) and (5) must be
skin-layer depth in the insulator phase should be muclsupplemented by the heat balance equation. Here we obtain a
greater than the wall thickness of the breaking element, swery complex system of equations since Ei).is coupled to
that we can take the conductivity in the insulator phase to b¢he system(1) via both the heat balance equation and the
zero. If necessary, the residual conductivity can easily benagnetic pressure appearing in Et). In this case, the hy-
taken into account. In the mixed phase, neglecting the pedrodynamic pressure in the mixed phase will be defined by a
colation threshold effect, we assume that the conductivity isertain curve in the®—V plane. However, we shall see that

1—

: ()

o=0y

Vo
Eo— —) VB=0, (5)
o
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in the cases of interest, the magnetic pressure gradient in the (VB)?

mixed phase can be neglected, i.e., we shall assume that =DVo, (13)
PPy, in the mixed phase.
Along the line AB (Fig. 2) the process in the mixed Where
regign takes place with the absorpt.ipn of Joule h'eat. From 16725V AV AS
this it follows that a necessary condition for the existence of p=—-_—" —A%C{,—+T—|,
a mixed region is that the slope of the liAd@ should be less c’usoop AS AV

than the slope of the adiabatic curve in the mixed phase. Wg,qv/ was replaced by using Eq.(3).

calculate the absorbed specific h€atlong the lineAB Equations(5) and (11) form a system for the functions

9S JS B(x) and o(x) which can be used to find a solution for
dQlAB=(TdS)AB=T[<ﬁ) dT+ W) dV] steady-state diffusion of the magnetic field in the mixed
v T AB phase.
AS
=|CldT+T—dV| , (6)
AV AB 3. STRUCTURE OF THE PHASE TRANSITION WAVE

whereAS is the entropy jump accompanying the phase tran- 1. Fast propagation of the phase transition wave

sition (for (V4_xCry),03AS=0.63 J/K:mol (Ref. 3 andC’ us>uc . Diffusion of the magnetic field takes place in the

is the specific heat of the phase mixture at constant volumenetal phase with the boundary conditiog, (t)=—ugt,
Since the specific heats of the metal and insulator phasesherexy, is the boundary between the metal and the insu-

are assumed to be the same, the entropy of the phase mixtuegor phases. The solution of E() then has the form

may be given asS=S,(T) +aAS, whereS(T) is the en-

tropy of the metal phase andis the specific fraction of the B=B, exp( - E[X_ Ust]), (12)
insulator phase in the mixture. Using the Clausius— Vm
Clapeyron formulagP/dT=AS/AV, we then obtain whereBy,, is the magnetic field in the insulator phase.
Js, da 2 Note that this expression contains two iqdependent vari-
C\’,=T[ ﬁ) + (ﬁ) As] =Cy+T W) x. (7) ablesB, andug. The temperature as a function of the coor-
v v dinate can easily be calculated under the conditions formu-
lated above

In expression6) V and T are independent variables so
that we again use the Clausius—Clapeyron formula and Eg. B3
(2), and then the specific heat can be represented as a func- T=
tion only of the specific volume

+Ty. (13

P t
87pCy ex Vm[x Ugt]
At the pointxy,, the temperature should be equal to the

dQ| :( _A2C! A_V+T§ dv ®) phase transition temperatufg,, . Thus, the additional con-
AB VAS AV straint is imposed

When the velocity of the phase transition wave reaches BS

the adiabatic velocity of sound in the mixed phase, the ex-  Tmi=
pression in parentheses in E§) becomes zero. The mixed ] ) ] ]
region then disappears since the Joule heat absorbed in tf#§d only one independent variable remains. In princigle
region should be zero. Thus, two propagation regimes of th8'ay be a function of pressure. _ _
phase transition wave can be identified: a slow regime when  The structure of a fast wave is shown schematically in
a mixed region exists between the metal and insulatof9- 3 a_nd Fig. 4 shows the correlat|0n_ between_ the external
phases, and a fast regime when there is no mixed region arffgagnetic field and the wave propagation velocity, and also
a discontinuity forms. The critical velocity is the adiabatic 91ves the pressure jump at the phase boundary at a function
velocity of sound in the mixed phase. In our model, this ha®f the wave velocity.

gmpcy T (14)

the form
AS T © 5
Ue=—\/ —
¢ pAV V¢,
We express the Joule heat in termsvd3
dQ c*(VB)?
P =, (10
Jt 167°0 T
Finally, we equate the heat released by diffusion of the z

magnetic field(10) and that absorbed by the process taklngFIG. 3. Structure of fast phase transition wave. A pressure jump occurs at

place along |ir_19AB from Eq. (8), and we obtain the heat e phase boundary; the subsequent smooth increase in pressure is caused by
balance equation the magnetic field gradient.
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60 a term in parentheses in Eh). We again change the variables
(15) and also changlf|=[g[, sign@)=sign(f). The sys-
5 tem of equations then has the form
g'+2Ecg=0, g=Doo’. 17
=~ wl We substituteg from the second equatiofl?) into the
o first and obtain an equation with separable variables
g'=—-2EDo?0’, (18)
30 .
which gives
2
1 | e}
wa B 15 2z 3 9=—§EDf+Cb (19
Us,km/s
whereC; is the integration constant.
6r b Using Egs.(18) and (19) and changing the variables
x=3¢&/2E, we obtain an equation with separable variables
4.5¢ do C'3-¢°
=, (20
5 o€ o
= 3 whereC; = (3C,/2ED)*"?,
%“ By integrating Eq.(20), we can determine the implicit
1.5F dependence of the conductivity on the coordinate
odo 1 C'%+Clo+0o?
0 L 1 J §+C2:f—,3 3:—’ n—, 2
0 075 15 2.25 3 C'i—o° 6C; (Ci—o)
Uy km/s ,
1 20+C;
— arctan (21

FIG. 4. Fast wave in a (V. xCry),05 solid solution a — external magnetic
field as a function of wave propagation velocity— pressure jump at phase
boundary as a function of wave propagation velocity.

NETH V3G

Here C, is the integration constant. From this we can
also find the distribution of the magnetic pressure field, and
so on. Note that wheor—0, i.e., near the boundary of the
2. Slow propagation of phase transition wave<uc . mixed and insulator phases, the dependence of the conduc-

The magnetic field and temperature distribution in the metaliVity on the coordinates may be expressed in the explicit
phase can be determined as for fast propagation. The systécﬁ{m
pf equati_ons(S) ar_ld(ll) mu_st be solved to find the solut.ions o= /—20135' (22)
in the mixed region. We first compare the two terms in pa-
It is interesting to note that, as can be seen from Eq.

rentheses in Eq(5). We introduce a characteristic number
having the same form as the Reynolds number,(22)v at the boundary of the mixed and insulator phases

Re,=udo/vm, Wherely=0/Vo is the characteristic length where R¢ <1, the derivatives of the conductivity, density,

at which the conductivity changes. Depending on this charand pressure increase without bound whereas the functions
acteristic number, we can neglect one of the terms in parerfhemselves are bounded and continuous.

theses in Eq(5). If Re[,>1, the second term can be dropped.

Then, making the substitution 4. DISCUSSION AND CONCLUSIONS

We shall first consider the assumption tiFat P,, in the
mixed phase, which was used to investigate the slow wave.
This assumption is valid when the wave propagation velocity
is not too low compared with the critical value. Then, the
mixed region is narrow and the magnetic field gradient is
small compared with the hydrodynamic pressure gradiant
the limit us—uc we have for the pressure change in the
mixed region: AP,— const, AP,—0). Thus for a

VB=f, (15

we can easily obtain a solution of the systénhand(11) in
the form

(—c X—ugt
= ex ,
? DC?

(16)

whereC,; andC, are constants.

It is easily established that for ¢V xCryx),05 solid so-
lutions the condition Rg>1 is satisfied and the solution
(16) is found in the mixed region.

In principle, it is also possible to have the casé,Ré .

(V1_xCry),05 solid solution withug=0.8uc we find that

the typical distance over which the conductivity vari@@f
from formula(16), is of the order of 0.002 cm and the varia-
tion of the magnetic field over this length is less than 100 G.
In this case, the magnetic pressure gradient is negligible

Thus, we also find its solution. We can now drop the firstcompared with the hydrodynamic pressure gradient in the
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mixed region(around 2.5 kbar/ci It can be seen from this cover a distance of the order ok 2From this it can be seen
example that the range of validity of the solutiofi®) and that the magnetic fieldcurren) rise time in the load space
(21) is fairly wide, at least for (\Y_xCry),05. may be a few microseconds.

For (V;_xCrx)»03 the hydrodynamic velocity of sound These results can also be used to investigate a slowly
is around 6.5 km/s and the critical velocity of the phase tranvarying magnetic field,. The condition for whichBy can
sition wave calculated from Eq9) is only 100 m/s. Thus, be considered to be slow is obtained from Egg.and(12)
there is a very wide range of solutions with fast wave propa-
gation. The fast wave regime is preferable for a circuit
breaker because the mixed region causes expansion of the 9By Boué
skin layer and increases the breaking time. It can be seen |~ <UsVB|x iy, = ——|. (23
from formula (9) that the critical velocity is proportional to m
the ratioAS/AV. In (V,_xCrx),05 this ratio is anomalously
smalf which ensures a large range of solutions with fast

ave propagation. . o :
wave propagafl |0By/dt| <60 Tlus, i.e., the initial magnetic field pulse rises

For (V;_xCrx),05 there is another specific constraint on
the range of steady-state solutions with fast wave propagas'-IOWIy (usually no faster than 10 fif) for almost any explo-

tion. Let us assume that wheni—« the material is fixed Sive magnetic current genera?or.

. To conclude, in the analysis described above we as-
(anchored boundahnand whenx— =, the pressure in the sumed that the phase transition takes place fairly rapidly and
material is equal to atmospheric pressBgg(free boundary; P P Y rapidly

Then the pressure in the material on the metal side of the'® neglected its kinetics. However, we know that the time

phase boundaryx +xy) is Po+ AP, where AP is the reguwed f(_)r a first or(jer phase transition in solids may be
. fairly long if the transition is caused by rearrangement of the
pressure jump at the phase boundary. However, as the pres- S

: . e Crystal structure. The metal-paramagnetic insulator phase
sure increases, the metal—insulator phase transition line f

SO S .
(V1_xCry),05 ends at a critical point.The maximum value Hansition in (M-xCry)205 mainly involves the electronic
S . subsystem and takes place without any change in the crystal
of AP depends on the initial temperature but in any case

) .~ Structure so that this phase transition is obviously fast.
cannot exceed 8 kb&Ref. 1). In this case, the wave velocity The author wouldplike t0 than A. K. Zvezdinyand col-

In particular, for the example examined above we find

phase transition wave may have smgular_ltlgs. .. Academy of Sciences for taking part in discussions of the
In order to calculate the characteristics of a circuit

breaker, we need to investigate the essentially transient prg_hase diagram of (M xCry),0s and related compounds,
. i . nd also delegates at the Russian-American Seminar on the
cesses of wave formation and its propagation to the bounds,

ary. Nevertheless, the main parameters of a circuit breaker Behavior of Materials under High-Intensity Pulsed Loads

can be estimated from these results. Let us assume that

bamer(cwcun breakey made. of a_(\{,xCr_X)_z_Os solid so- Makarov for valuable discussions and also J. Brooks and V.
lution separates the space in which the initial current pUIS?_evis for invaluable support

(and magnetic fieldis generated from the load space. When This work was partially financed by the International

the barrier is transferred rapidly to the insulator state, L . .

peaked current puls(enagneticpfie?g)iforms in the load. This Scientfic-Technical CentgiProject No. 829
operating regime is typical of explosive magnetic
generator§.We shall first estimate the highest possible peak-
ing coefficient of the magnetic fieleturrenj pulse, i.e., the
ratio of the time of the initial pulse in the flux compression .

spacer; to the pulse time in the load spaeg. A circuit 257'24'. '\,ff;ﬁ’k':e,f,?(';slgsxlai%;grinpsl'té%%ﬁg?es and Noble, New York,
breaker in the metal phase should effectively shield the ini-2g. . ’Nagaev’, Usp. Fiz. Nauke6, 838(1996.
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barrier thickness anil; is the skin layer depth for the initial fﬁﬂﬁgﬂ?ﬁﬁh“e Transition and ts ApplicatifiniRussiar, Nauka,
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field ;ulse in the Toad space. Si?l/lcec(r/p o)Y2 we find ?hat ";‘,’;ﬂk?f‘;;?ﬁ;?gﬁgﬁ;ﬁ?f'tze&_béé - P Aleksandrofin Russiar
the maximum ratior, /7, is 1/16(c,/o;)~10 at tempera- “Handbook of Thermodynamic Properties of Individual Substarexited
tures of 300—-400K. Hel’@'m(i) is the conductivity in the by V. P. Glushko Vol. 4, Book Zin Russian, Nauka, Moscow(1982),
metal (insulato) phases. Let us assume that the initial mag-ng' 687' McWhan, A. Menth, J. P. Remeiket al, Phys. Rev. B7, 1920
netic field is 60 T which corresponds to a phase boundary (1973, Y T ’ Y
velocity of 3 km/s. The depth of penetration of the magnetic “Handbook of the Thermal Conductivity of Soligslited by A. S. Okhotin
field in the metal phase, as given by formu(42) is 10et al.[in Russian, Energoatqmizdat, Moscod 984, p. 256.

\ = v;,/ug~0.3cm. The magnetic field rise time in the load °- B McWhan, J. P. Remeiket al. Phys. Rev. 2, 3734(1970.

space can then be estimated as the time taken for the wave teanslated by R. M. Durham

or discussions of the propagation dynamics of a phase tran-
sftion wave. The author also thanks A. E. Dubinov and I. V.



TECHNICAL PHYSICS VOLUME 43, NUMBER 12 DECEMBER 1998

Influence of microwave treatment on the electrophysical characteristics of technically
important semiconductors and surface-barrier structures

A. A. Belyaev, A. E. Belyaev, I. B. Ermolovich, S. M. Komirenko, R. V. Konakova,
V. G. Lyapin, V. V. Milenin, and E. A. Solov'ev

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252650 Kiev, Ukraine
M. V. Shevelev

E. O. Paton Institute of Electrical Welding, National Academy of Sciences of Ukraine, 252005 Kiev,
Ukraine

(Submitted September 2, 1997

Zh. Tekh. Fiz.68, 49-53(December 1998

An investigation is made of changes in the electrophysical parameters of narrow-gap

(Cd,Hg; _,Te x=0.22-0.24 and wide-gapgallium arsenide, indium and gallium phosphides
semiconductor materials and Schottky-barrier diode structures based on these materials,
stimulated by microwave electromagnetic radiation. It is shown that the parameters of materials
and device structures may be improved by defect gettering. An analysis is made of possible
mechanisms for the interaction between microwave radiation and the objects being studied.
© 1998 American Institute of Physid$$1063-7848)00912-X

INTRODUCTION The samples were irradiated in a magnetron in the cen-
timeter wavelength rangéree-space irradiation regime

'It'he operatlng cotn(_j|t||0ns|off btail_tlz_tsetzmlco_nductor ele- he time of exposure was varied between 1 and 60s for
ments envisage a certain level of stability to various types Ofjite ot samples. The generator output power was 5kW.

irradiation, including ionizing radiation and electromagnenc.l.he intensity of the microwave irradiation was varied by

radiation! Since the fifties, an enormous number of theoret—varying the distance between the irradiated object and the
ical and experimental studies have been devoted to the infl vaveguide exit or by varying the exposure time with the
ence of ionizing radiation on semiconductor materials an istance from the object kept constant. Before and after the
devices. In contrast, the action of electromagnetic radiatior\rradiation of solid samples at temperatufe=77 K, mea-
especially microwave, has not been considered so eXte'%’urements were made of the photoluminescence in the spec-

sively. However, it is known that in some cases, mi(:rowave[ral range 0.6—2.0 eV excited by a powerful PZh-100 incan-
radiation acting on basic structures and complete deyiies descent lamp withhy>2.0eV. The Hall effect and the

od_es, Ztransistors, integrated circhitsauses catasjtrophic inority carrier lifetime r,, were also measured. For the
failure = On t_he other hand, recent reports h_ave Ir‘d'categurface-barrier structures, measurements were made of the
defegt gettering e-ffe-cts .and st_r uctural relaxatlo_n stimulate urrent—voltage and capacitance—voltage characteristics and
by microwave radiation in semlconductpr maFer%?s. . the diffusion length of the minority carriets, . Auger elec-

The am of the pre;ent study is to mvestlgat_e the Influ'tron spectra and distribution profiles of the components in
enpe.of microwave radiation on the electrophysmal charac,[-he metal—semiconductor contact were also measured.
teristics of narrow-gap (G#fg;_,Te) and wide-gap(gal-
lium arsenide, indium and gallium phosphiglesolid
semiconductor materials and surface-barrier structures usirRESULTS OF MEASUREMENTS AND DISCUSSION

these. . .
These experiments show that the results of the micro-

wave irradiation of CHg,; _,Te crystals depend strongly on
the initial state of the samples. For instance, in the initial
sample No. Table |) the presence of inhomogeneities ca-
The samples were: )1 single-crystal wafers of pable of producing anomalies on the temperature dependence
Cd,Hg; _,Te (x=0.21-0.24, gallium arsenide, and indium of the Hall constanR,(T) (Fig. 1), shows up after treatment
and gallium phosphides with a free electron concentration o&s a change in the type of conductivity and an abrupt change
~10'°-2x10"cm™2® and 2 Schottky-barrier device struc- in the minority carrier lifetimer, (Fig. 2). However, for
tures formed in a vacuum of I8 Pa by condensation of fairly homogeneous samples the nature of the changes differs
chromium on(100) surfaces of gallium arsenide and indium qualitatively. Microwave treatment of such sampi{dos. 2
and gallium phosphides, and also by condensation of molyband 3 in Table ) causes an appreciable increasejn More-
denum, tungsten, platinum, aluminum, Au-Ti, and titaniumover, R, shows a slight increase in the range of impurity
nitride on the(100 surface of gallium arsenide. The thick- conductivity while the mobilityx, decreases slightly. The
ness of the metal layer was 80—100 nm. data obtained from the temperature dependences iof this

SAMPLES AND METHODS

1063-7842/98/43(12)/5/$15.00 1445 © 1998 American Institute of Physics
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TABLE I. Influence of microwave irradiation on the electrophysical parameters gfig;d , Te (ideality factor
n, mobility u, and lifetime 7, of minority carriers, energ¥, and concentratioiN, of impurity centersat T

=77K.
Sample Composition Type of
No. X treatment n,cm 3 Wp, CMPIVS 7y us  E, eV N, cm®
1 0.24 Initial 6.9< 10'° 2x 10 0.61
Microwave  2.5410' 6x10° 0.246
2 0.21 Initial 5.1x10% 2X10° 1.4 0.1 1.x10%
Microwave 4.9 10 1.5 10° 2.4 0.1 3.6< 108
3 0.22 Initial 4.8%10% 1.4x10° 2.1 0.07 6.2% 103
Microwave  4.6< 10 9.6x 10 3.0 0.07 2.5 108

case indicate some reduction in the concentration of Data obtained by studying the photoluminescence spec-
recombination-active centers having energy levels in the uptra of gallium arsenide and indium and gallium phosphides
per half of the band gap. also indicate that microwave irradiation has an appreciable
In order to envisage a possible mechanism for the influinfluence on the point defect spectrum in crystals. For in-
ence of microwave treatment on the defect structure of thesstance, the initial photoluminescence spectra of tin-doped
crystals, we shall consider nonuniform heating of the samplgallium arsenidgFig. 3) show two overlapping bands with
by absorption of microwave energy. In other words, we shalmaxima athv;,5,=1.15-1.20 and 0.993-1.01 eV. As a result
assume that the main mechanism responsible for the dissipaf irradiation fort==6 s, the position of the peaks becomes
tion of absorbed microwave radiation energy is heatinghe same in all the sampl€4.185 and 1.01 eV with the
which stimulates the displacement of defects to sinks. Thes&.185 eV band being preferentially amplified. The bands be-
sinks may be dislocations, small-angle boundaries, or largeome narrower which evidences some structural-impurity or-
clusters of point defects. This process is responsible for dering of the surface layer of gallium arsenide. Esr60 s
slight increase inr, and R, (see samples Nos. 2 and 3 in the intensities of both bands are reduced and they become
Table ). However, in initially inhomogeneous samples broader, which indicates that degradation processes are in-
(sample No. 1 in Table)lcontaining additional conduction tensified in the gallium arsenide. Similar changes in the
channels, microwave treatment intensifies the impurity atmo1.410, 1.150, and 0.820eV bands after exposure to micro-
spheres of the defects which are responsible for these chamave radiation for 1-40 s are also observed for indium phos-
nels. They become sufficiently powerful to abruptly changephide (100 single crystalgFig. 4).
the type of conductivity and the lifetime of the minority car- Gallium arsenide crystals initially doped with tellurium,
riers. which contain more defects, have a single band hith,,,
Thus, these results indicate that an important role must1.20 eV which remains almost unchanged after irradiation
be ascribed to transformations of the crystal point-defecfor 1-60 s. Slight changes in the structure of the local centers
structure, which may be stimulated by microwave irradiationare observed in gallium phosphide single crystals as a result
and diffusion of recombination-active point defects and im-of microwave irradiation at the same exposures.
purities to sinks.

107

10

LIS R

T

T

@ -6
e 3
- 7
X 2
= Z [~
mz|||||ﬁ:4 10-7111|||11|11|
20 40 60 8.0 100 1220 140 20 40 60 80 00 120 140
17000/T, 1/K 1000/T, 1/K

FIG. 1. Temperature dependence of the Hall constant qf,Efd),,¢T€ FIG. 2. Temperature dependence of the minority carrier lifetime in
samples1 — initial sample,2 — after microwave irradiation for 5 s. Cdy,1Hgy 7oTe samplegl, 2 — as in Fig. 1.
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FIG. 3. Photoluminescence spectra mfGaAs:Sn samplesa — initial 0 0.8 1.2 1.6 hv.eV
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sample, bc — after microwave irradiation for 62) s.

FIG. 4. Photoluminescence spectra of samples-InP(111): a — initial
sample, b—d — after microwave irradiation for 10, 30, and 40 s.
Table Il gives the results of microwave irradiation for

1-2 s on the electrophysical parameters of Schottky surface-
barrier diodes. Table Il shows that as a result of microwavevave irradiation for 2 s, the length of the exponential section
irradiation, the properties of the interphase boundaries andf the forward branch of the characteristic increased by an
the surface layers of the semiconductor changed appreciablgrder of magnitude, the barrier heiglt remained almost
and this was accompanied by changes in the main parametdise same, and the ideality factor decreased. The return
of the barrier. Specifically, the barrier heiglg increased, branch of the characteristi€ig. 5b revealed an appreciable
the ideality factom decreased, and the minority carrier dif- decrease in the return curredz. The slope of the
fusion lengthL, increased. The latter is indicative of getter- capacitance—voltage characterisiigigs. 5¢c and 5y re-
ing processes stimulated by the microwave radiation in thenained almost unchanged. This indicates that as a result of
surface layers of the gallium arsenide and the indium andhe action of microwave radiation the dopant concentration is
gallium phosphides. the same as that in the initial material.

Figure 5a shows typical current—voltage characteristics The observed changes in the parameters of the diode
of a surface-barrier diode. It can be seen that after microstructures are a consequence of structural-chemical rear-

TABLE II. Influence of microwave electromagnetic irradiation on the electrophysical parameters of Schottky

diodes.
Diffusion length
of minority
Type of structure Type of treatment Barrier heighg eV Ideality factorn carriersL, um
Cr—GaAs Initial 0.73-0.75 1.171.24 1.2-1.4
Microwave 0.76-0.77 1.08-1.09 1.5-1.7
Mo—GaAs Initial 0.68-0.69 1.16-1.23 2.3-2.8
Microwave 0.68-0.69 1.09-1.14 2527
W-—GaAs Initial 0.65-0.66 1.26-1.40 1.7+2.0
Microwave 0.69-0.70 1.09-1.12 2.1+22
Pt—GaAs Initial 0.88-0.95 1.12-1.37 2122
Microwave 0.88-0.89 1.18-1.24 2.1+22
Al—GaAs Initial 0.55-0.58 1.68-2.20 1.6-1.9
Microwave 0.570.58 1.306-1.40 2.0
Au—Ti—GaAs Initial 0.70-0.76 1.3-14 1.7~18
Microwave 0.70-0.76 1.32-1.33 1.85-1.92
TiN—GaAs Initial 0.70-0.75 1.24-1.35 1.60-1.75
Microwave 0.70-0.75 1.08-1.10 1.80-1.82
Cr—InP Initial 0.67-0.69 1.56-1.80 1.52-1.60
Microwave 0.63-0.65 1.26-1.40 1.70-1.75
Ga— GaP Initial 1.63-1.67 1.506-1.72 0.53

Microwave 1.85-1.88 1.32-1.40 0.87
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FIG. 5. Current—voltage and capacitance—voltage characteristics of a TIN-GaAs Schottky dibde:- dorward (return branch of current—voltage
characteristicc — capacitance—voltage characterisic— dependence of €7 on V; 1 — initial sample and®2 — after microwave irradiation for 2 s.

rangement of the interphase boundaries at the metal¥hese interactions are clearly responsible for the transition
semiconductor contact, stimulated by the microwave radiafrom  highly  unstructured heterogeneous metal—
tion. In order to identify the characteristics of the interphasesemiconductor interfaces to more homogeneous ones and
interactions, we analyzed the Auger profiles of the metal-this promotes the changes observed in the parameters of ba-
semiconductor components for contacts formed by platinumsjc structures.

titanium, and aluminum with gallium arsenide. It was found  \we consider other possible mechanisms responsible for
that for each of these contacts we could identify characterisme changes observed in the properties of metal—
tics not found in the other contacts. For example, for a Pt<emiconductor contacts.

GaAs contact the interphase interactions are described by the 1 A thermal mechanism caused by heating as a result of

reaction the absorption of microwave enerAn analysis of the dis-

Pt+ GaAs— PtAs, + (PtGaAg, tribution profiles of the structure components in the contacts

whereas the following substitution reaction is typical of anbefore and after microwave irradiation and a comparison

Al—GaAs contact with the results of a layer-by-layer analysis of thermally an-
nealed contacts indicates that this factor has little influence.
yAl+GaAs— (y—x)Al +Al,Ga, _ ,As+XGa, 2. An electrostatic mechanism caused by the real voltage

although these reactions require comparatively high temper&lop at the barrie‘?.Even in the absence of critical electric
tures which are not attainable in our experiments and alsfields which determine the avalanche and tunnel breakdown

times longer than 1s. In Au-Ti—-GaAs structures the pre-mechanisms, this mechanism may have a substantial influ-
dominant process was microwave-induced mixing of theence on the diffusive redistribution of the contact compo-
contact components with an appreciable fraction of the titanents, as was shown in Ref. 6. Intensive interdiffusion be-
nium oxide phase present after the microwave treatmentween the metal and gallium arsenide is initiated at an
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absorbed power level which is approximately 2/3 of the criti-als and diode structures may be improved by gettering of

cal breakdown power. However, estimates made in Ref. @lefects stimulated by microwave irradiation. Specifically, the

indicate that this factor does not play an important role undeminority carrier lifetime increases, the return current de-

our irradiation conditions. creases, and the spread of the Schottky barrier parameters is
3. An electrodynamic mechanism caused by departure afeduced(barrier height and ideality factor

the electronic subsystem of the semiconductor from thermo-  Further investigations are required before the processes

dynamic equilibrium as a result of the generation of hot cartaking place in microwave-irradiated semiconductors and de-

riers in the surface layer of the semiconductor and an ensuingces based on these can be determined for certain. However

change in the impurity-defect composition of this laj@ihe  the changes observed in the materials and at phase bound-

similarity between the electrophysical parameters of surfacearies suggest that this irradiation may be used for technologi-

barrier structures exposed to microwave irradiation @@  cal purposes.

gamma quantdwhere this mechanism predomingtesdi-

cates that this mechanism plays a dominant role in structural-

impurity defect rearrangement process under microwave L: O- Myrova and A. Z. Chepizhenkdnsuring the Stability of Commu-
irradi tion8 n_|cat|ons I_Eq_wpment to lonizing and Electromagnetic RadiafionRus-
Irradia : . . . . sian|, Radio i Svyaz’, Moscow1988 296 pp.

4. The formation of transient elastic-stress gradientszs, . Bludov, N. P. GadetsiiK. A. Kravtsovet al, Fiz. Plazmy20, 712
caused by the almost instantaneous heating of disordered re«1994 [Plasma Phys. Re[20, 643 (1994].

gions of the semiconductor created during the formation of D- E- Abdurakhimov, V. L. Vereshchagin, V. P. Kalinushienal, Kratk.
the contact structure. In this case, the distribution profiles of Soobshch. Fiz. No. 6, 201999.
: ’ P 4T. G. Kryshtab, P. M. Lytvin, M. A. Masin, and I. V. Prokopenko, Metal

the components of a contact pair before and after irradiation phys. Adv. Technol19(3), 71 (1997.
may remain almost constant. However, taking into account®V. V. Milenin, R. V. Konakova, V. A. Statoet al, Pis'ma zh. Tekh. Fiz.
the possibility of collective interactions in elastic stress ,22#. 32 (1994 [Tech. Phys. Lett20, 274(1994].

. . I V. V. Antipin, V. A. Golovitsyn, D. V. Gromovet al., Zarub. Radioke-
fields, the barrier for defect annihilation or rearrangement of o ‘No. 1, 37(1995.

defect complexes can be reduced substantidfly. 71. K. Sinishchuk, G. E. Chia, and F. S. Shishiyanu, Fiz. Tekh. Polupro-
vodn. 19, 674(1985 [Sov. Phys. Semicond.9, 415 (1985].
CONCLUSIONS 80. Ya. Borkovskaya, N. L. Dmitruk, R. V. Konakow al., in Submicron

Devices Proceedings of the NATO Advanced Study Institetited by

A Study has been made of the influence of microwave QA.-P. Jauho and E. V. Buzaneluwer, Dordrecht, 1995 pp. 386—389.
. o . . V. D. Skupov and D. I. Tetel'baum, Fiz. Tekh. Poluprovo@i, 1495
|rrad|at|_on in the ceqtlmeter wavelength range on the elec (1987 [Sov. Phys. Semicon@1, 910 (1987].
trophysical properties of the solid semiconductorsioa g gelyaev, A. A. Belyaev, E. F. Venget al, in Proceedings of the
CdHg,_,Te (x=0.22-0.24, gallium arsenide, and indium  Sixth International Crimean Conference on Microwave Engineering and
and gallium phosphides, and also Schottky-barrier structuresCO“;TUggat'O”S Technologig Russiar), Veber, Sevastopof1967),
based on gallium arsenide and indium and gallium phos- PP =7
phides. It has been shown that the parameters of the matefiranslated by R. M. Durham
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Experimental investigations and theoretical-model analyses have been made of the magnetooptic
diffraction of light at ferrite garnet magnetic films with a banded domain structure which

includes isolated magnetic grating defects in the form of “forks” and “breaks.” An analysis of

the magnetic grating structure and the light diffraction field shows that in terms of its

action on laser radiation, a banded domain grating is similar to a computer-synthesized phase
hologram of an isolated pure screw-wavefront dislocation. It is shown that as a result of
magnetooptic diffraction at a magnetic hologram, optical vortices may be reconstructed with a
helicoidal wavefront carrying the topological chaidge*=1,+2. © 1998 American

Institute of Physicg.S1063-784£98)01012-3

INTRODUCTION field, regions having average linear dimensions of 1.5-2 mm
and a regular distribution of banded magnetic domains
A Gaussian beam incident on a magnetic film with aformed in the film. The orientation of the bands in one region
banded domain structure breaks down into various lasetould be turned through an arbitrary angle relative to an-
beams characterized by their direction of propagation andther. The regions were separated by a pile-up of magnetic
intensity. This effect is usually called magnetooptic diffrac-defects. The profile of a regular magnetic grating in the ab-
tion? At low beam intensities the magnetooptic effect is sence of a magnetic field was close to a stepped profile.

based on the Faraday magnetic effétis assumed that in Figure 1a shows a region of magnetic film with a regular
the optical wavelength range the magnetic permeability distribution of banded domains having a single fork disloca-
n=1) tion. For comparison Fig. 1b shows a pile-up of magnetic

The magnetooptic diffraction process at a regular magdefects. The average period of the magnetic grating in the
netic grating was studied in detail in Ref. 2, but in structuresabsence of an external magnetic field was 3316
with banded magnetic domains, irregularities are usually en-  The magnetic film was placed in one arm of a Mach—
countered both as a result of crystal lattice defects in the filnzehnder interferometer which was excited by linearly polar-
or substrate and also as a result of irregularities in the distrized o=0.63um He—Ne laser ligh{Fig. 2). A sideways-
bution of the magnetization vectdf in the structure of the looking microscope was used to select a region with a single
magnetic film. Groshenket al3 observed that these defects fork defect and a smooth Gaussian beam (bEMode was
in the distribution of uncertainties of the magnetization vec-directed onto this region. As a result of diffraction in the
tor gradient may be of two types. The first type of singularity scattering far field we observed a system of diffraction or-
is associated with isolated defects in the banded domaiders. As usual, we assumed that the order to the right of the
structure and corresponds to indeterminacy ofyfe®mpo-  zeroth order was positive and that to the left was negative.
nent of the rate of change of the magnetization vector at th@he diffraction pattern is shown in Fig. 3a which reveals
domain walls. This type of isolated defect is observed aslearly defined intensity minima im+#0 diffraction orders.
“forks” in the magnetic grating structure or as “breaks” in The position of this minimum is determined by the relative
the domain bands. The second type of defect is associatgabsition of the fork defect and the axis of the Gaussian beam.
with pile-ups of forks and breaks in the banded magneticThe intensity minimum can be positioned centrally by rear-
structure. This type of defect severely distorts the phaseangement of the domain film. Interference summation of
structure of the magnetic grating and is transitional betweewne of the scattered diffraction orders with the Gaussian
a banded structure and a labyrinth structure of domain filmsbeam in the interferometer forms a pattern containing an in-

The aim of the present study was to investigate characterference fork for than= +1 diffraction order, which has
teristic features of the field distribution of a laser beam scattwo branches(Fig. 3b. The interference fork in then=
tered by a magnetic grating with isolated fork structural de-—1 diffraction order is turned through 180°. The interfer-
fects. ence pattern in Fig. 3c is formed by the summation of the

1. The samples were Riug, (Fe,GasO, films grown by  m=*2 diffraction order with the Gaussian beam. In this
liquid-phase epitaxy on Ga—Gd substrates. The film thickcase, the interference fork has three branches. The presence
ness was 5—74m and the substrate thickness 1. The of a fork in the interference pattern indicates that the topo-
period of the magnetic grating was varied under the action ological chargd is present in the scattered light. According to
an external magnetic field which could also change the proBerry;* the topological charge will be characterized by the
file of the magnetic grating. In the absence of the magnetidifference between the number of lines entering and leaving

1063-7842/98/43(12)/4/$15.00 1450 © 1998 American Institute of Physics
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FIG. 2. Schematic of experimental apparatis—— He—Ne laser2 —
prisms,3 — sideways-looking microscopé,— magnetic domain film5 —
diaphragm6 — mirror, and7 — screen.

orders at this type of inhomogeneity. We compare our ex-
perimental results with resufté obtained in light diffraction
experiments using a computer-synthesized phase hologram
of a pure screw wavefront dislocation. Figure 4 shows a
computer hologram calculated using the results reported in
Ref. 6. Comparing the computer hologrdFig. 4) with the
magnetic gratingFig. 18, we find that light scattered by a
magnetic grating with a single fork defect is similar in ap-
pearance to a wave carrying a pure screw wavefront disloca-
tion. This field is known as a Laguerre—Gauss beam. The
electric field strength of theth order of a beam diffracted at
the magnetic grating can then be expressed as a Laguerre—

Gauss mode
2 (1+1)
z+ikpd/2
x p['(IIIH)W | (1=m)
exp i —lexg — =m),
2 p2+2z/ik

(1)
FIG. 1. Region of magnetic film with an isolated fork dislocatic®,  Where tanf)=y/x is the azimuthal coordinate of the beam,
p?le-up _Of magnetic defectgh), and magnetic film with a complex fork p is the beam radiuspo is the radius of the beam constric-
dislocation(c). tion, andk is the wave number.

We shall subsequently assume that a pure screw wave-
front dislocation is present on the axis if the following

the node of the fork. For example for tine=+1 order the conditions are satisfied

topological charge is= + 1. In general, for a magnetic grat-

ing we havem=1. If the reference and object beams have  ReE(r,¢,z)=0, ImE|(r,¢,z)=0. 2
different wavefront curvatures in the Mach—Zehnder inter-
ferometer, the interference pattern is a spiral. The number q]‘
branches of the spiral is equal to the modulus of the topo
logical charge, as shown in Figs. 3d and 3c.

2. We shall estimate the processes accompanying mag- €~ €op!lexlil @), h~hgpl'lexp(il ¢). 3
netooptic scattering at a magnetic grating singularity. Far  ne equationg2) describe two surfaces whose intersec-
from the singularity, the permittivity distribution in the plane o1y gefines the line of the singularities or in our case, the
of the film is characterized by the orientation of the magneqe of propagation of a pure screw dislocation. Thus, this

tization vector relative to the plane of the film by means of 3magnetic grating may be represented as a phase hologram

periodic function of the angle. For approximate calculations,hose transmission function in they plane is written as
we can confine ourselves to a harmonic distribution of the

permittivity over the area of the film. According to Born and 2m

Wolf,® the scattered light should only form two diffraction Uxy)=Uo=Ussintkx=¢), K=, @

The mathematical structure of the electric and magnetic
elds near a pure screw dislocation of a wavefront with to-
pological chargé can be given as
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FIG. 3. Diffraction patterr(a), inter-

ference fork form=+1 diffraction

order (b), interference fork for
m=+2 diffraction order(c), spiral
interference pattern fom=+1 dif-

fraction order(d), and spiral interfer-
ence pattern fom=+2 diffraction

order (e).

where A is the period of the magnetic gratingl, is the
average transmission of the hologram, dng(x,y) is the
hologram profile.

The reconstructed beams at this hologram have a phase
front in the form of a helicoidal surface shown in Fig. 5a.
The spacing between the planes of the helicoid is equal to the
wavelength of light. On the axis of the helicoid there is some
indeterminacy of the wave phase. On passing through the
point x=y=0 the phase jumps by. When the helicoidal
surface is crossed by a plane whose normal forms a certain
angle to the axis of the helicoid, the lines of intersection
describe lines of equal phase. In this case, these lines are
quasiparallel bands near the singular point and form the im-
mediate vicinity of a fork(Fig. 5b. If the helicoid intersects
a system of concentric hemispheres, the projection of the line
of intersection on the plane perpendicular to the axis of the
helicoid is a spiral isophase line. In an interference experi-
ment the isophase lines will correspond to the conditions of

maximum intenSi_ty of the i.nterference band. _ FIG. 4. Computer-synthesized hologram of pure screw wavefront disloca-
From these investigations we can draw the followingtion.
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FIG. 5. Helicoidal surfacéa) and quasiparallel bands near fork singular pgbjt
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The well-known model of a diffusely scattering surface as a set of randomly distributed point
scatterers is generalized to the case of a volume diffuser. Assuming that the coordinates

of the coherent radiation source, the observer, and also the diffuser shape are arbitrary, a formula
is obtained for the spatial correlation function of the scattered radiation intensity in a free

field. Expressions to determine the transverse and longitudinal dimensions of the speckles are
obtained for diffusers in the form of a rectangular parallelepiped and a cylinded 993

American Institute of Physic§S1063-78428)01112-X]

INTRODUCTION INTENSITY CORRELATION FUNCTIONS

Various effects in Speck|e optics, Speck|e photography, The task for the first stage of our analysis is to calculate
Speck|e and h0|ographic interferometry have been describéﬂle Spatial intensity correlation function of the scattered ra-
using a model of a diffusely scattering object as a set of poingliation at two arbitrary points in spacpandq+Aq
scattering centers distributed over a certain surface and emit-
ting coherent waves with random amplitudes and phises.  B1A0,q+Aq)=([11(q)—(I1(q))]

This model was used to study displacements and decorrela-

tion of speckles caused by displacements and X[l2(g+Ag)=(l2(q+Aa)]), (D)
deformationg;® and also by changes in the surface
microrelief® These data were used as the basis to develo
real-time noncontact methods of determining displacenfents
deformation and surface damagde.

It is a logical step to extend these methbdgo deter-
mine the displacements, rotations, deformations, and damage
in the bulk of a three-dimensional object. As a first step _ N
toward the development of such methods this model of a (@) =A(@)A*(a),

planar diffuser is generalized to a three-dimensional diffuser. h
where

wherel(q) andl,(gq+Aq) are the intensities of the scat-
fered radiation at the pointg and g+ Aq, respectively, and

the angular brackets denote averaging over an ensemble of
scatterers.

The intensityl at an arbitrary poing is given by

N
A(Q)=2, a;(q)
MODEL OF A THREE-DIMENSIONAL DIFFUSER =1

Let us consider a point source of coherent radiation ats the complex amplitude of the radiation at the poipt
wavelength\, having the coordinateand illuminating point  A*(q) is the complex conjugate &(q), anda;(q) is the
scatterers distributed randomly in a certain volukh@ear — complex amplitude of a wave incident at poinfrom thejth
the origin, as shown in Fig. 1. We shall assume that the poingcatterer.
scatterers are distributed fairly sparsely since no shading, It was shown in Ref. 2 that wheN— 2 and assuming
screening, or multiple scattering are observed and wave§e properties of the amplitudes and phase described above,
from all scatterers with random amplitudes and phases arée combined probability densip(A",A'") of the realA" and
incident at an arbitrary point in space. We shall assume thdmaginary A' parts of the complex amplitude is a circular
the phases of the waves are uniformly distributed in theGaussian function with zero mean valugs")=(A')=0.
range between- 7 and +, the scatterers are uniformly dis- We also note thatA"A")=0. For complex amplitudes which
tributed in the regiorV, and the probability density for the obey Gaussian statistics the intensity correlation function is
number of scatterem obeys a Poisson distribution. We also equal to the square of the relative intensity moddflishus,
assume that the refractive indices of the medium within thénstead of the right-hand side of expressiaj we have
volume V and outside this volume are the same and are

unity, and the random coordinates of the scatterers, the value [(A(q) A* (q+AQ))|>. 2
of N, and the amplitudes and phases of an isolated wave and
of different waves are statistically independent. We then expresa;(q) in the following form:

1063-7842/98/43(12)/5/$15.00 1454 © 1998 American Institute of Physics
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A y ent scatterers are uncorrelated and the valug,@f) is con-
stant for all scatterers. Then, as in Ref. 2, we have

urpu* (rp))=Kkallo(rplo(rm) ¥ 8(rj=rm),  (5)

where k; is a coefficient andd(r;—ry) is a three-
dimensional delta function.

Bearing in mind the statistical independence of the ran-
dom quantities appearing in formu(d) and expressioi5),
we have instead of the right-hand side of E4).

N
o[ | 3, 1o XBILy(1)) = L aq(r) 1)

2
XP(XJ YjZ)p(N)dxy .. .dN| | (6)

Assuming that the size of the regidhand the value of
|Aqg| are small compared with the distance between the scat-

Fe- 1 terers and the poirg, we expandLq(r;)| and|L gy aq(rj)]
as a Taylor series near the poimts=0 andq, taking into
account derivatives up to the third order inclusively. Omit-

aj(@)=[1o(r))1*%,(r)exdie(r)) Jexplik[|Ly(r))] ting the subscripf, we have
+|Lg(rp|T}=uj explik[[Ls(rp[+|Lg(rpII}, LN I=[(x=a)*+(y—ay)*+(z—q,)*]*

where.rj is the coordinate of thgth scattererk=2m/\, =[(x1— Ay 2+ (X— )2+ (X3— ) 2] 2

lo(r;j) is the intensity of the radiation illuminating the object

at the pointr; ,&(r;) is a coefficient which determines the =f(X1,X2,X3.,0x.0y,9,) =1(0,0,00,,0y,0,)

fraction of the radiation originating from thigh scatterer to 3
the pointg, |L4(r;)| and|L4(r;)| are the distances between ,

point s and between point; and between point; and point 1! 21 Fi (X1, %2 X3, 8, Ay )
g, respectivelyy; and ¢(r;) are the complex amplitude and

Xi
(0,009,y )

phase of the scattered wave in the immediate vicinity of the 4 3 3
jth scatterer, respectively. + 21 Z Z fﬂixm(xl,xz,xg,qx,qy,qz) XiXm
For the complex amplitud&(qg) we have Fi=1m=1 (0,0,00 .dy .dz)
N 183 3 3
A(q):jgl uj exp{ik[|L5(rJ)|+|Lq(ri)|]}' (3) +§Z Z Z ;(Nx mX (X1,X2,X3,qx,Qy qz) XiXmXn
ci=1 m=1n=1 (oyo’oquqy'qz)
Substituting Eq(3) into Eq. (2), we have s R ERERE
Bltz(q’q—i_Aq) :CO+Z Ci+_z 2 C|m+_2 2 2 C|mna (7)
- = 21 m=1 6 =1 m=1 A=1
+o0 .
lezl mE:l ujunexplik[[Lg(r))| Lgsaq(n)]
:[(X_QX_Aqx)2+(y_qy_AQy)z
- |Ls(rm)|]}exp{ik[||-q(rj)| - |Lq+Aq(rm)|]} +(Z—qZ—qu)2]1/2
2 _ 2 2 29112
=[(X1—X4)+ (Xo—X5)“+ (Xz—X
X p(Xj 1Y 1Zj Ui Xm,Ym» Zm, Uy N)dXg .. dN [0 =Xa)™ (o= Xs) ™ (X3~ X6)]
j=1,...N =Q(X1,X2,X3,X4,X5,Xp)
m=1,...| N
(4) =Q(a;,a,,a3,84,a5,8¢)
. . . . 6
wherep(x;, ...,N) is the combined probability density of 1 ,
R 17 2 Q- Xe)| (Xioa)
the random quantitiess;,y;,zj ,Uj . Xm,Ym»Zm,Um, N; | (3.8
=1,2,...N;m=12,...N. 1

6 6
T3 ,E > Qi (Xa, - Xe)

=1 m=1

For the following calculations we shall assume that the
complex amplitudesi(r) of waves propagating from differ-

(Xi - ai)(xm_ am)
(ay ....,ag)
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6 6 6 oo
1
S S S QL x [ ] ety ndxdydza
3! {31 =1 A= T o an —o
LA
and assuming a uniform distribution of the random quantities
X (X — &) (Xm—am) (Xn—ap) X;,y;, andz; in the regionV, we have instead of expression
6 158 & (10
:C0+Zlc,+§_21 E_lc,m N
"~ e k| 2|y lo(Xj.Yj.2)
—w =1 |V v
1 6 6 6 J
+52 z Z Cimnr (8) 2
i=1 m=1n=1

p(N)dN (11)

x exp{ —ikFo(x; Y} ,zj) }dx;dy;dz

where @, ...,a6)=(0,0,0q4,9,,9,); dx.qy, andq, are
components of the vecta; Ag,,Aq, andAq, are compo- Since the region of integration for all the integrals is the
nents of the vectoAq, and we also introduce the notation regionV, all the integrals after the summation sign will be
X=Xy, Y=Xp, Z=X3, Ox+AQ=X4, G, +AQ,=Xs, and g,  equal. Instead of expressi¢hl), we finally have
+AQ,= Xg.

We now introduce the notation

1 - 2
kl(N>vfffvlo(x,y,z)exp[—|kF0(x,y,z)]dxdyd% ,

pq=(az+0q5+a2)"? (12)
where (N) is the average number of scatterers in the vo-
|X:%, |y:ﬂ, |Z:%, (9  lumeV.
Pq Pq Pq In general when the functiohy(x,y,z) is given and the

wherep, is the distance between the origin and the pejnt point q is selected arbitrarily, expressidfh2) can be calcu-
l,.,l,, andl, are components of the unit vectbrdirected lated either by numerical integration of the integral therein or

from the pointr =0 to the pointg, by reducing the quadratic forfiy(X,y,z) to the canonical
The explicit form of the functionsf(xy, .. ..,q,) and form, i.e., to a form containing no variabl&sy, andz to the
Q(Xy, . .. X¢) Was used in Ref. 11 to calculate the values Offirst power and the produst y, andz. Such a transformation

Co, Ci,Cim, andC;,. These values contain the variables IS implemented by successively transposing the origin and
y, andz to different powers, their products, the valuepgy, turning the axes relative to the origin. Such a transformation
and also the components of the vectbemd Aq. Substitut- 1S clearly justified if, after this, the regiovtis converted into

ing expressiong7) and (8) into (6) and combining terms & NeW region convenient for integration.

with the same powers of the variables,y;, andz;, we

have:
N PARTICULAR CASES
te ; 2 2 2 . .
klf- : f Zl lo(rj)exd —ik(apXj +azy| +assz We shall analyze several particular cases for which
—e simple calculations can be made. For the following transfor-
+281X,Y; + 281X,Z; + 2853 Z; mations we shall assume that the regiéns illuminated

uniformly, i.e.,
+2a14Xj+ 2854y + 28342 +A44) ] | it x.y,zisinV
0 1 Y 1

2
lo(X,y,2)=1 0, otherwise. (13)

Xp(Xj,Yj,Z)p(N)dx; ...dN

\ Let us assume that regianis illuminated in an arbitrary
+oo direction and the scattered radiation is observed along the
klf .. 121 lo(Xj,Yj,Z))

axis. Then we have

xext—ikFo(x;.y;.2)] =0, 1,20, 1,=1, ay-—%
2 2p4
Xp(Xj,Yj,zj))p(N)dx; ...dN (10) Ag,
j=L...N an=——, az=a;p=0,
where Fo(X;,Yj,Zz;) is the quadratic form of the equation Pa
Fo(X;,Yj,z) =0, the values of the coefficients; are also Agy Agy
given in Ref. 11, and these coefficients contain and also a13= =%, 3T,
the components of the vectorsind Aq. Pq Pq

In expression(10) we introduce integration after the
summation sign. Using the relation for the probability den-  a,,=— —+ . Ag—m— ——
sity 2pq  2p%
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Ag2+Aq? Ag,(x2+y?)
a34:#, a44:AqZ- (14) FO(X1y1Z): Z—2+qu (19)
4pq 2pq
Let us assume that the poirgsandg+ Aq are located in Let us again assume that the regidris a rectangular

a plane parallel to the plandy. Then we findAg,=0 and  parallelepiped of dimensionsX@x2Y,x2Z, centered at
the origin. Substituting expressigh9) into expressior(12),

FO(X'y,Z):ZAqXXZ+ 2Aqyyz_ Aqxx_ ﬂy using expression(13), and converting to the variables
P pi Pq Pq s=x/Xq andt=y/Y,, we have instead of expressi¢t):
Agi+Aq;  [2z 1 (v
+——7=—— Kyl o NYexp( —ikAq )—j exp(—is?)ds
2pg Pq 1'0 z \/; 0

2
=k&NY21 3 f(a)f(B)|?,

[Aqxx+ Ag,y+(AgZ+ Aqi)/ﬂ
X

1 VB 0
X\/__B fo exp(—it9)dt

Pq
Ag2+Aqg?
i Ax qy - (15) where
s AQ,X3 Aq,Y3
Taking the regiorV to be a parallelepiped of dimensions a= T4 0' _T 9. o
2XgX 2Y X 2Z, with its center at the origin, and using re- )\pé Apg

lations (13) and (15), we have instead of expressi .
13 A9 P @) Calculations made by the author showed that the func-

AQE+ Aqf, 1 tion g(a,B)=|f(a)f(B)|? has a maximum at the origin and
ki(N)Toexp —ik 4pq 2X02Y02Z, the contour lines for the expressigfa,B) are circles al-
most to the 0.1 level. The function reaches a first minimum
+Xo (+Yo [(+Zg 2z wheng(«,B) is approximately 0.08. We determine the in-
X % J=vy J=7, exp —ik p_q_l tensity correlation interval from the condition thg{«, 8)

decreases to the 0.1 level. This occurs wheA+ 8%)Y2 is

Agex+Agyy+(Ag;+Ag))/4 five, to a high degree of accuracy. Thus, we have

X

2
]dxdyd% . (16)

fa 5\ p2
imensional i i o Af=———t9__ (20)
In general, the three-dimensional integral in expression q; (XA YAy
(16) can only be taken numerically. However, if the size of 0o
the diffusers Z, and the value op, are such that Zp, Expression(20) determines the characteristic longitudi-
<1, this integral is easily taken. Then for the normalizednal dimension of the nonuniformity of the scattered radiation
intensity correlation functiom(Ady,Ady) we have for a diffuser having a rectangular cross section of,2

) sinZ(AquXo/pq) sinZ(Aqkaolpq) X 2Y,. In particular, for a diffuser with a square cross sec-

7(Aqy,AQy) = . (17)  tion with Xo=Yo=L, we have
T (AakXolpg)®  (AGykYo/pg)? .
If the regionV is a cylinder of radiusR and length Z, Aaz=1.13)\—p2q.
centered at the origin, using expressi@hg) and (13), the Lo

condition 2/p,<1, and converting to polar coordinates, we

obtain an expression for the normalized intensity correlation il egtlmate_the longitudinal d-|men3|on of the
speckles for a diffuser in the form of a cylinder of radiRs

function o L
and length Z, with its center at the origin. Let us assume
\]i(ﬂ-ArD/()\pq)) that the axis of the cylinder coincides with tEeaxis. Con-
n(Ar)= > (18 verting to polar coordinates, using expressidhs), (13),
(mArD/(Apg)) and(12), we obtain for the normalized intensity correlation

where D=2R, Ar=(Ag;+Ag))"% and J;(a) is a first-  function

order Bessel function of the argumemt _ o 2
Determining the intensity correlation intervals (Aq) = sir(kAq,R% (2pg))

Agy,Aqy, and At from the conditions that the functions 724 [kAQR%(2p2)]?

(17) and (18) decrease to zero the first time, we have

Determining the intensity correlation intervxénﬁz from

A“ci;ﬂ, A”y:ﬂ, A}‘:1_07)‘_pq_ the condition that the function sifx decreases to zero the
Xo Yo D first time, we have
We now return to the relatiord4) and take the pointg \ o2
andqg+ Aq along thez axis. Then we havadq,,Aq,=0 and Aazzﬁ_ (21)

for Fo(X,y,2z) we have R?
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Formula(21) determines the characteristic longitudinal mensions of the speckles. It has been shown that on going to
dimension of the speckles in the free field for a diffuserthe limit of two-dimensional scatterers, these formulas are
whose cross section is a circle of radiRs the same as those familiar from the literature.

It should be noted that for these diffusers the formulas
for the characteristic transverse and longitudinal dimensions.. j. Goldfisher, J. Opt. Soc. A5, 247 (1965.
of the speckles remain the same f&y2-0, i.e., on goingto  2J. W. Goodman, if.aser Speckle and Related Phenomestited by J. C.
the limiting case of a planar diffuser. These formulas are the,Painty (Springer-Verlag, New York, 1975pp. 10-75.

those familiar from the Iiteratﬂféz which were R. Jones and C. M. Wyked;lolographic and Speckle Interferometry
same as (Cambridge University Press, Cambridge, 1983; Mir, Moscow, 1986,

derived for corresponding planar diffusers. 328 pp).
4V. V. Anisimov, S. M. Kozel, and G. R. Lokshin, Opt. Spektrogk, 483
I. Yamaguchi, Opt. Act&8, 1358(1981).

The well-known model of a diffusely scattering surface °A.P. Viadimirov, inHolography: Theoretical and Applied Probler@®l-
lection of Scientific Paperign Russiar, Physicotechnical Institute, Acad-

has been generalized to the case of a volume diffuser. It hasemy of Sciences of the USSR, Leningré®88, pp. 100—106,
be_:en assqmed that the size of the dlffus_er_ls small compared yamaguchi and T. Fujita, Proc. SPIEL62 213 (1989.
with the distances from the coherent radiation source and thél. Yamaguchi, Opt. Eng(Bellinghan) 21, 436 (1982.
observation points. For arbitrary directions of illumination °A- P. Viadimirov, Dissertation for Candidate’s Degifée Russiaf}, Sver-

. . . g . . . . _dlovsk (1989, 106 pp.
ahd_observathn, intensity distribution of the |IIum|nat|_ng r8- 10 \wolf. Philos. Mag2, 351 (1957
diation, and d|ﬁu$er shape,.a formu!a has been derived fora. p. viadimirov, Deposited paper No. 1856-B86 Russiad, VINITI
the spatial intensity correlation function of the scattered ra- Moscow(1996, 19 pp.
diation in the free field. For three-dimensional diffusers in'“M- Franon, Laser Speckle and Applications in Optidsans. from the
the form of a rectangular parallelepiped and a cylinder, for- French(Academic Press, New York, 1979; Mir, Moscow, 1978, 171].pp.

mulas were obtained for the transverse and longitudinal diTranslated by R. M. Durham
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Multiwave excimer lamps using XeF/XeCl/KrF/KrCl molecules
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Results are presented of an investigation of the spectral and temporal characteristics of an electric-
discharge excimer lamp emitting simultaneously on the 351 nm XeF, 308 nm XeCl, 249 nm

KrF, and 222 nm KrCl transitions. The He/Kr/Xe/§HCI working mixtures were excited in a
transverse discharge with ultraviolet spark preionization at a total pressure of 25—-100 kPa.

In order to obtain the same brightness the concentration [fétilf{ Xe] for the excimer molecular
transitions was 8/0.8 kPa, and that for the halogen-containing molecules was
[SK;]/[HCI][=[0.06—0.12/[0.08—-0.16kPa. The duration of the radiation pulses for the excimer
molecular transitions at atmospheric pressure was 100—200 ns and when the total mixture
pressure was reduced to 250 kPa, this was doubled or trebled. The service life of the spontaneous
radiation forB—X transitions in excimer molecules was®Ifulses. ©1998 American

Institute of Physics[S1063-78498)01212-4

INTRODUCTION laser was significantly better than that for equivalent media
using F, molecules. The substitution and HF formation reac-
Sources of high-intensity spontaneous radiation usingions in Sk and HCI mixtures are also less efficient that
rare-gas monohalidé®X) together with corresponding laser those in equivalent media using, fnolecules. Thus, the
emitters at\ =190-350 nm are finding widespread applica-halogen carriers SFand HCI were selected to form both RF
tions in microelectronics, high-energy chemistry, biology,and HCI molecules.
and medicine. Basdwsuggested using pulsed excimer lamps ~ Here we report results of an investigation of the spectral
to pump gas lasers. The design of these sources is simpland temporal characteristics of the active medium of an ex-
than laser ones and where there is no need to use the higimer lamp operating simultaneously at four wavelengths:
spatial or spectral characteristics of RX ultraviolet radiation,351 nm XeF, 308 nm XeCl, 249 nm KrF, and 222 nm KrCI.
and also if there is no need to transmit the radiation over
large distances, these sources can successfully compete with
excimer lasers. _ _ EXPERIMENTAL CONDITIONS AND METHOD
So far, attention has been focused on studying suitable
laser media and little importance has been attached to study- The excimer lamp had an active medium of dimensions
ing pulsed spontaneous RX radiation. Different types of18x2.2x(0.5-1.0 cm which was obtained using a trans-
pulsed volume discharges, including transverse ultravioletverse discharge with ultraviolet spark preionization. The in-
preionized discharges, have been effectively used to producerelectrode gap in the discharge was 2.2 cm. When radiation
the active medium in excimer lamps’ These active media was coupled out from the end of the active medium, the
are HéNe)/R/M mixtures, where RAr, Kr, Xe and M=F,, excimer lamp uniformly illuminated an area 4 cm in diameter
NF;, HCI, BCl;, and so on, having compositions similar to at a distance of 10 cm. The ultraviolet preionization system
those used in electric-discharge RX lasers but the range @aflso allowed radiation to be coupled out from ax2Bcm
working pressures is substantially broader 1-300 kPa. Thesgperture which is of interest for pumping gas lasers. The
electric-discharge excimer lamps emit at a single wavelengthateral ultraviolet preionization from spark lines near the
and multiwave operation when the active medium containgathode had a density of one spark gap per 1.8 cm length of
two working rare gase&uch as Kr and Xeand two differ-  discharge zon&
ent halogen carriers, has not been studied. Operating regimes A high-voltage pulse generator was fabricated using a
with a single halogen carrier and different working rare gaseswo-circuit LC capacitance charging circdit. The 30nF
have usually been studied for multiwave electric-dischargestorage capacitance included three K15-10 capacitors. The
RX lasers® Atezhevet all® noted that the most efficient 9.4 nF peaking capacitance consisted of KVI-3 capacitors. A
fluorine carrier (k) and chlorine carrie¢HCI) are incompat- TGI1-1000/25 hydrogen thyratron was used as the switch in
ible, probably because of the fast conversion of fluorine molthe power supply system.
ecules into HF and the ensuing reduction in the efficiency Pulse-periodic operation at pump pulse repetition fre-
and service life of the RIE—X) lasing. quencies of 5-50Hz was achieved by using a module for
In Refs. 11 and 12 lasing in RBEX) was reported in a  transverse electrical pumping of the active mixture. The
transverse discharge using mixtures with the weakly corropumping module used a negative corona discharge in an
sive halogen carrier SF The service life of an He/R/QF electrode system comprising one row of needles and a grid

1063-7842/98/43(12)/4/$15.00 1459 © 1998 American Institute of Physics
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FIG. 1. General spectrum of plasma radiation for a transverse discharge in a Yy
He/Kr/Xe/SR/HCI=92/8/0.8/0.12/0.08 kPa mixture. x2%

with an interelectrode gap of 2cm. The pumping module was
described in more detail in Ref. 15.

The current and voltage pulses were measured using a
Rogowski loop and a low-inductance capacitive voltage di-
vider. The plasma radiation spectrum of the transverse dis- N
charge was investigated using an MDR-2 monochromator, a —4 !
Foton photomultiplier, and electrical system for recording v 250 A,nm
low-repetition-frequency radiation pulses, and a KSP-4 AUk, 2. Plasma radiation spectrum for a transverse discharge in a
matic plotter. The temporal characteristics of the plasma raHe/Kr/Xe/SR/HCI=92/8/0.8/0.12/0.16 kPa mixture in the ultraviolet for
diation were measured using ahE 14-FS electron linear Ucg=15kV.
multiplier. Pulsed measurements were made simultaneously
using different channels of a 6LOR-04 oscilloscope. Esti- i ,
mates of the total ultraviolet radiation power of the excimer® =987.6nm Hel line was not observed. The predominant

lamp were made using an IMO-2N meter 8 cm from the frompopulation of the 8D He atomic state, which is the upper
state for this transition, is attributed in Ref. 18 to mixing of

end of the active medium. With allowance for the depen- ith disch | . h ¢
dence of the excimer-lamp radiation intensity on distance, €! States with discharge electrons since the rate constant o
this reaction is negative and this level plays the role of ac-

the radiation power near the active medi(am a distance of
2cm) at Uc=15kV may reach 20—-50kW. These output C€P0O"- o
characteristics of a multivave excimer lamp are similar to 1€ SPectrum in Fig. 2 takes no account of the spectral
those obtained in Refs. 4—6 where the active media of single3€nSitivity of the recording system. Under the conditions

wave excimer lamps were also pumped by a pulsed nanoseH-sed to record this spectrum measurements were made of the
ond discharge relative brightness of the radiation bands BX transitions

of KrCl, KrF, XeCl, and XeF with allowance made for the
spectral sensitivity of the monochromator plus photomulti-
plier system. The brightness of the bands was defined as the
An investigation was made of the spectral and temporahrea below the corresponding spectral curve on the chart pa-
characteristics of the transverse discharge radiation in a Heler. The brightness of the 222 nm KrClI, 249 nm KrF, 308 nm
Kr/Xe/SFK;/HCI mixture at a total pressure of 25—100 kPa.XeCl, and 351 nm XeF bands under these conditions was
Data from Refs. 16 and 17 was used to assign the radiation .8, 2.1, 6.1, and 4.1 a.u., respectively. An increase in the
the excimer molecular transitions. Figure 1 shows a typicatontent of Sk molecules above 12 kPa resulted in the ap-
general spectrum of the discharge radiation in the visible angearance of inhomogeneities in the transverse discharge. In
Fig. 2 shows that in the ultraviolet. The difference betweerthe initial period of operation using freshly prepared mixture,
the radiation intensity in the visible and the ultraviolet the presence of highly electronegative molecules resulted in
reached two orders of magnitude. In the 400—500 nm range andercharging of the storage capacitor in the discharge sup-
line spectrum was observed against the background of ply system, as was observed with fluorine molectiestter
broad XeFC-A) band. This was characterized by the a certain time had elapsed, corresponding to the production
highest-intensity lines of krypton and xenon atoms mainly orof (5—7)x 10° pulses, the SFmolecules in the discharge
the Kr(5s—6p) and Xe(&-7p) transitions. The highest- plasma dissociated, and the undercharging of the storage ca-
intensity Krl and Xel lines were similar to those observed inpacitor disappeared. The service life of the mixture was de-
a transverse discharge using a He/Kr/Xe/HCl mixttire, termined from this time at a pulse repetition frequency of
where a detailed identification of the plasma radiation wass—5 Hz. A study of the radiation brightness of the BBX{X)
given in the visible. Of the buffer gas lines only the bands as a function of the number of discharge current pulses

CHARACTERISTICS OF PLASMA RADIATION
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FIG. 4. Oscilloscope traces of plasma radiation for a transverse discharge in
: a He/Kr/Xe/SkK/HCI=25/8/0.8/0.04/0.04 kPa mixturd — XeF (B—X),
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0 200 w0 T a reduction in the efficiency of RX quenching by halogen-

containing molecules or their decay products, and also to the

FIG. 3. Oscilloscope traces of voltag®), current(2), and radiation3-8)  increased lifetime of the homogeneous discharge $fage.
for a transverse discharge in a He/Kr/Xe{8#Cl=92/8/0.8/0.12/0.04 kPa

mixture:3— 351 nm XeF B—X), 4— 308 nm XeCl 8—X), 5— 264 nm

XeF (D—X), 6 — 249 nm KrF B—X), 7 — 222nm KrCIB—X), and ~ CONCLUSIONS

8 — 587 nm Hel. . . . . .
An investigation of the optical characteristics of a mul-

tiwave excimer lamp using the system of 222nm KrCl/
in a freshly prepared mixture revealed that this decreases 849 nm KrF/308 nm XeCl/351 nm XeF bands obtained by
a factor of 3—4 aftef1-0.51)x 10° pulses. exciting a He/Kr/Xe/SE/HCI mixture using a nanosecond
When the density of HCI molecules increased abovdransverse discharge with ultraviolet spark preionization has
0.1-0.2 kPa, radiation on the KrCl and XeCl transitions be-shown that the relative brightnesses of all the excimer bands
gan to predominate. For approximately the same brightnesare equakto within +25%) when the content of gFmol-
of the Xe and Kr excimer radiation bands, the ratio of theecules is 0.04—0.12 kPa, the HCI content is 0.1-0.2 kPa, and
krypton and xenon densities was 8/0.8 kPa, which approxithe concentration ratio igKr]/[Xe]=10. The service life of
mately corresponded to the same lasing power as that olthis medium was I0pulses. The duration of the radiation
served for the system of 222 nm KrCl/308 nm XeCl bands inpulses for the RXB—X) transitions could be regulated be-
a He/Kr/Xe/HClI transverse discharge. tween 100 and 400 ns by varying the content of Sfd HCI
Figures 3 and 4 show oscilloscope traces of the voltagenolecules in the mixture. As well as having applications in
current, and radiation for RX molecules in a transverse disphotochemistry, medicine, and biology, this source can also
charge using He/Kr/Xe/SPHCI mixtures. At charging volt- be used to calibrate spectral apparatus in the 222-351 nm
ages of 10—20kV the pulse current was 5—-15KkA. The diswavelength range.
charge current pulse consisted of two peaks, the first having
a bQSQ duration not exce_edlng TE)O ns. The excimer mOIeCUIai’Yu. G. Basov,Pump Sources for Microsecond Laséirs Russiar, Ener-
radiation reached a maximum in the near afterglow of the goatomizdat, Moscow1990, 240 pp.
transverse discharge. The shortest radiation pulses on the RX. Gerber, W. Lthy, and P. Burkhard, Opt. Commu5, 242 (1980.
(B-X) transition were observed in an atmospheric—pressureig- ?UEZ‘\?:I', a\”/dsM'sciZﬁL? '\E/EE T;Z:‘;ée'jl'sjmé iﬁ'-sgggzﬁl‘amb
active mixture and had a base duration of 100-200 ns. In this 1,4, Eksp_’NO'_ 42241992, T B
case, the duration of the XeX molecular radiation was 1.5-25a. M. Boichenko, V. S. Skakun, V. F. Tarasenko, E. A. Foneinal,
times that of the KrX radiation. The radiation on the XeF K;gnt%\éaya Eektron. (Moscow 20, 613 (1993 [Quantum Electron23,
(D—X) trans!tlon was delayed by appro>.<|mately .20_25 ns 6,5A. N(.lPar?c]kllenko: EA. Sosnin, and V. F. Tarasenko, Zh. Tekh. F6Z(1),
compared with the Xef§—X) band and its duration was  7g (1997 [Tech. Phys42, 68 (1997
shorter. When the mixture pressure was reduced and the coria. M. Boichenko, V. S. Skakun, .EA. Sosninet al, Kvant. Elektron.
tent of halogen-containing molecules SHCI) in the dis- 8(Moscovw 23, 344(1996. o
charge was lower, the duration of the RX radiation pulses M: Shusen, Y. Yongbang, and Sh. Xinxin, Rev. Roum. Ptgf. 881

. . . . (1986.
showed a substantiéh factor of 2—-3 increaseFig. 4). This °]. V. Chaltakov, N. I. Minkovski, T. P. Mirtshev, and I. V. Tomov, Opt.

increase in the duration of the radiation may be attributed to Quantum Electron20, 215 (1988.
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Measurement of the attenuation constant and the phase propagation constant
of magnetostatic surface waves in a microstrip transducer in the 9—-9.8 GHz range

M. A. Grigor'ev, A. P. Gel, A. |. Mishchenko, Yu. N. Navrotskaya, and A. V. Tolstikov

Saratov State University, 410071 Saratov, Russia
(Submitted October 15, 1996; resubmitted July 3, 2997
Zh. Tekh. Fiz68, 68—74(December 1993

An experimental investigation was made of an open-ended microstrip transducer which excites a
magnetostatic surface wave in the frequency range 9-9.8 GHz in various magnetic fields.

A description is given of a method of measuring the input impedance of the transducer in the
microwave when an array of connecting waveguide elements with losses were present

between the transducer and the resistance measuring system. Dependences of the radiation
coefficient and the phase propagation constant of an electromagnetic wave in the transducer were
obtained as a function of the magnetic field induction. Calculations were made of the

efficiency of conversion of electromagnetic energy into a electromagnetic surface waviQ9&®
American Institute of Physic§S1063-78428)01312-9

INTRODUCTION If the microstrip transducer has a finite length, regardless
of whether the short-circuit or idle regime prevails, a stand-
A microstrip transducer is usually used to excite anding electromagnetic wave will be formed which is the sum of
receive magnetostatic waves. This transducer is formed by e forward and reflected traveling waves. Each of these can
section of narrow metal strip either deposited on the surfacge considered to be a source of excitation of partial MSWs.
of a ferrite film in which the magnetostatic wavlSWs)  Ag a result of the diffraction divergence these will have qua-
are excited or on a dielectric substrate clamped to the ferritgjlinear fronts and various angular spectra. In this case, how-
film. Together with the grounded base, this strip forms 8gyer, the directions of the principal lobes of these spectra
short two-conductor line, one end of which is connected Gy, the anglest® with the normal to the strip. The plus

an electromagnetic power source. The length of the strip ig g minus signs refer to the forward and return electromag-
usually short compared with the length of the electromag-neﬂC waves, respectively.

netic wave in this line and then the other end should be

For a tangentially magnetized ferrite film when onl
shorted(short-circuit regimg If this end is left oper{“idle” g y g y

: the alt i t flowing in the strio will b MSSWs will be excited, the forward and return electromag-
relg'm?’ €a (ejrna mgtcurrin owm? |r1[ t'e StIp WIEDE hatic waves forming a standing wave in the transducer create
almost zero and cannot excrie magnetostatic Waves. g pairs of partial MSSWs. The first propagates in one di-
The present paper reports an investigation of a micros-_ ..
. . . . rection from the plane of symmetry of the transducer and the
trip transducer which excited magnetostatic surface waves . S
. . . Second propagates in the other direction.
(MSSWs9 at frequencies around 10 GHz in a tangentially As the electromagnetic wave propagates along the trans-
magnetized ferrite film provided that the strip length exceeds 9 bropag 9

the electromagnetic wavelength. A similar situation is found,ducer’ it undergoes attenuation not only as a result of dissi-

for example, when magnetooptic interaction takes place (,Ration in the metal conductors and the dielectric but also as a
these frequencies, for which the efficiency increases witﬁ(aSUIt of excitation of MSSWs. We can assume that the ex-

increasing transducer length. C_ltatlor! of M_SSWS is equwalent _to mtr_oducmg some addi-
In an infinitely long microstrip transducer, a traveling tional linear impedance into the line which we shall call the

electromagnetic wave would excite MSWs propagating inf@diation impedancé q=Rraqt ] Xaq- Dissipation may oc-
both directions away from the strip in the ferrite film regard- €U in the line as a result of the finite Ohmic resistance of the
less of the direction of magnetization. These waves hav€onductors and because of the conductance of the medium
linear wavefronts and wave vectors whose moduli ardilling the line. Assuming that this loss conductance is neg-
Kusw= o/Vusw, Wherew is the frequency an¥ygy are  ligible, the dissipation will only be determined by the linear
the velocities of those types of MSWs which are excited. Theeffective resistance of the conductd®gs. The fraction of
projections of the wave vectors of these waves on the dire¢he supplied electromagnetic power expended in exciting all
tion of the microstrip transducer should be equal to the wavéhe MSSWs is therR ,¢/(Riaqt Ries) @and the remainder is
number of the electromagnetic wave in the transducegonverted into heat.

Kem=o/Ven, WhereVgy, is the electromagnetic wave ve- Since the electromagnetic wave is attenuated, the ampli-
locity. From this it follows that the wave vectors of the ex- tude of the excited MSW does not remain constant over the
cited MSWs in the plane parallel to the ferrite film should beam cross section and will decrease along the transducer. In
form the anglé® = arcsin{/yisw/Vem) With the normal to the  this case, an MSSW originating from a forward electromag-
strip. netic wave will evidently have a larger amplitude than one

1063-7842/98/43(12)/7/$15.00 1463 © 1998 American Institute of Physics
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originating from a return wave. Thus, the microstrip trans- a~(Riact Rios)/2Z0 ms» ®)
ducer should be oriented on the surface of the ferrite film
such that the higher-intensity partial MSSW would propagate &= aagt jos, (4)

in the required direction and the direction of the tangential B . - .
magnetization of the film would be selected so that the exciy\{he:e az‘d_ Fiagzzgz’\"s will t;ﬁ clalledfthtta radiation coeffi-
tation of other types of MSWs could be neglected. It shoulcc'enlt arr]] allocj_b 'OS/t ‘é'\ﬁ] 'St ¢ etoss dac or. h lenath |
also be borne in mind that in the near-field zone where the shouid be hoted that for transaucers whose lengin 1S
beams generated by the forward and return electromagnet?c? _mparable W_'th or exceeds th_e electrom_agnenc wavelength,
waves overlap, the distribution of the oscillation amplitude't IS more Ioglcal to characterize the eff_|C|_ency not_b_y the
reveals a complex interference pattern. Quite clearly, at 5ad|at|on resistanc®y,q, but by the radiation coefficient
sufficient distance from the transducer, each of the partiaf“’ad' Then, formula(1) has the form

MSSWs may be detected by a receiving antenna if this is ;. = (1—|Z,,— Zo|%/|Zin+ Zo|?) arad/ . ©)
correctly positioned on the surface of the ferrite film. In the _ . . _
near-field zone, however, these waves can easily be detected Itis know_nl that the input impedancg;, of a lossy line
(separaterlin practice by means of magnetooptic interactionin the short-circuit or idle state is given by

since the incident laser beam must be directed toward the . i

front of the MSW at a certain angle, known as the Bragg Zin=Zomdt@nfiph)], (6)

angle, in order to obtain diffracted light.

. where p=a+jB, i=1 for short circuit,i=—1 for idle,
All the excited waves together have the total power - : . . .
Zy s is the complex wave impedance of the microstrip
Ps msw= PinRrad/ (Rradt Rios)» transducer:
whereP;, is the electromagnetic power coupled into the mi- 7.\ — |7, . Jexp(i¢), )

crostrip transducer.

In the waveguide used to supply energy from the genwhere forG;,s=0 we have
erator to the microstrip transducer, a standing wave is estab- 4 ———>
lished, this being formed by the forward and reflected elec- 1Z0 wsl=Zo us\A+[2a (57~ a®) )%,
tromagl_ﬁetic waves ca_rrying th_e poweid, and _P_ . o=1{arctafi( 82— a?)2aB]— w2}/2.
respectively. The latter is determined by the reflection coef-
ficient I' which itself depends on the input impedance Formulas(5)—(7) can be used to calculate the conversion
Zin=Ri,+ X, of the transducer: efficiency and thus to find the fraction of the excited MSW

P.=P,—P_ =P (1-[T]) power given the power of the forward electromagnetic wave

in oot in the supplying waveguide. For this purpose we need to

=P, (1=|Zin—Zo|?|Zin+Zo|?), know the complex propagation const@rand also the radia-
) . ) tion coefficienta,,q and the loss factos,.
whereZ, is the wave impedance of the waveguide. The aim of the present study is to find the valuesxof

If we introduce the total conversion efficiency g anda,., using the results of measurements of the input
75=Ps msw/P+, we will have impedance of a microstrip transducer for the case where a
—(1_17. _7.12/|7. 2 magnetostatic surface wave is excited. The experiments were
73 = (1= 1Zin= Zol/|Zint Zol") Rradl (Rrag Rioo)- - (1 carried out at frequencies of 9.0, 9.4, and 9.8 GHz in differ-
The power of the highest-intensity partial MSSW ent magnetic fields.
Pumsw+ is less than half the power dissipated in the excitation  we know of four publicatiors® which report results of
of all four waves. Thus, the conversion efficiency for the measurements of the radiation impedance at frequencies of
partial waven=Pysw- /P cannot exceeds/2. Assuming 15 GHz for short-circuited microstrip transducers. Two of
that both partial MSSWs excited by the forward electromagthese studied short transducers whose length was substan-
netic wave have the same power, we obtain tiaIIyAShorter than the electromagnetic wavelength. Sorokin
et al”” studied a microstrip transducer of varying length be-
n=ns/[2(1+exp(—2al))], @ \ween 4 and 16 mm. Hovr\)/ever, the dimensignsgof thge trans-
where « is the attenuation constant of the electromagnetiducer expressed in electromagnetic wavelengths varied in the
wave in the transducer caused by the combined effect afange between 0.075 and 0.6. Dmitrieval® investigated
dissipation and conversion, ahds the length of the micros- microstrip transducers 1, 2, and 4 mm long in the range 4-5
trip transducer. GHz, which corresponded to 0.05-0.2 wavelengths. In Refs.
Neglecting the shunting loss conductance in the micros2—4 measurements were made of the complex transmission
trip transducer and assuming that dissipation is determinedoefficients using industrial meters and these authors ne-
only by the resistancR,,s per unit length, we can shdwhat  glected the influence of the array of elements in the transmit-
if (Rragt R|OS)2/4,6'ZZ§ vs<1, whereg is the phase propaga- ting channel which are unavoidably present in an experimen-
tion constant of the electromagnetic wave in the transducetal system. In order to eliminate the influence of transition
Zo vs is the wave impedance of the transducer calculate¢hannels, Dmitrievet al® fabricated a special microstrip
neglecting attenuation, the coefficiestis related to the re- measuring line with a moving loop probe which directly sup-
sistance per unit lengthR( ¢4+ Rips) by plies the transducer. This was used to measure the input im-
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pedance of a closed-end microstrip transducer and these r¥lG structure by a copper strip 0.5mm wide, 5mm long,

sults were used to calculate the required radiatiorperpendicular to the transducer being studied. The entire

impedance. structure was inserted in the gap of an electromagnet which
It should be noted that the fabrication of a special meagenerated a static magnetic field parallel to the transducer.

suring line to measure the input impedance of a microstrigVith this orientation an MSSW was excited in the YIG

transducer is a difficult task. A mechanism must be fabrilayer?

cated to move the probe which can operate in the immediate

vicinity of the gap in the electromagnet where the magnetic

field is already fairly strong. In addition, extremely accurateMEASUREMENT METHOD

measurements of the probe displacements are required. We

shall give an example to illustrate this last statement. At 5tr nEcIjectrcr)rrE)ag?he t'cf FI)IO \(/Vv?rrn Wais r?]u%ﬁ)“edf t?h th'tsr T'?;?Sti”pn
GHz the wavelength in a Polykor microstrip line is 2 cm. If ansducer by the loflowing elements of the transmissio

the transducer length is 4 mm, the phase of the reerctioﬁhannel: a rectangular waveguidzsx 10 mm, waveguide-

coefficient at the entrance to the transducer ist0M this coaxial and coaxial-strip junctions, a section of rigid coaxial

case, a-0.1 mm error in measuring the position of the probel('ge_ 5%((’): SIO—QS);nr:;nqrh;_isesgl(;t:gr;ntgftomelfrzgft:‘frmgr:jea
gives a relative phase measurement errot-80%. 0~ o ' 9

Unlike these previous studies, we carried out experi_quadrupole whose input “terminals(aa) were positione.d in
ments with microstrip transducers operating in the idle re? certain cross se_ctlon of the recFa.mguIar waveguide and
gime at higher frequenci¢8—9.8 GHz where the transducer whose output terminalébb) were positioned at the connect-

length investigated was 13.5 mm which was 1.1-4.Q\ is ing point between the microstrip transducer and the micros-

the wavelength in the waveguideThe measuring device trip line. The essence of this method, 'usually known as the
uadrupole method, involved measuring the impedance at

was a standard waveguide measuring line. In view of this Iasa_‘e terminalsiaa) and then calculating the required imped
circumstance, we paid considerable attention to the measut- . 9 q 'mped
nce at terminalgbb). In order to make these calculations, it

ing technique to allow for a transitional impedance trans-aas first necessary to determine the parameters of the quad-
former with losses. It should also be noted that we measurel " Y P q
rupole positioned between these terminals.

a more natural quantity for traveling-wave transducers, i.e., Itis Kk A9 that : d et f h
the complex propagation constant-j 8, rather than the ra- (LIS knowr that any passive quadrupole transtorms the
resistance as given by

diation impedance per unit length. Finally, unlike other au-
thors, we used the experimental result to estimate the effi- Z;,=(AZy,;+B)/(CZy,+D), (8

ciencies of conversion of electromagnetic energy into thewhereA, B, C, andD are complex elements of the transfer
energy of an excited surface MSW.

X matrix (A-parametens
We also note that the experimental results are not com- Thesepparameters can be determined by carrying out ad-
pare'd with the 'th.eory'. This is because in existing theor?ticaéitional experiments in whiclZ;, is measured with known
tsrﬁui';i;réi;ggs'ggSv%'erp:ter?:gfeecggzzoﬁggéfﬁélzhjgnm'fggsrésistances(standard)s Z. connected to the output. Three
P . g . 9 Isuch experiments are sufficient to find the reduced
transducer remains constant. In Ref. 8 equations were OnX\-parametersA/Dza B/D=b andC/D=c. which com-
?he;\::iirtgcftlggstt?ce i?ﬂ%:ﬁg?:gi{gntgonggﬂa B nirrl?eric gletely determine the law of transformation of the resistance.
) ) b : In our case, technical difficulties prevent standards from
analysis. A considerable amount of computation work wouldbei

be required to find the theoretical values of these quantitiesfbr:]ge;z:nae&ﬁgg&eecvgy tl?atgri q:Iidvt/l;lF())Zlee gﬁttpxttézggjixve
which is outside the scope of our problem. q P P

a standard coaxial connector. This ensured that a section of
coaxial line with a moving plungefreactance standard
CONVERTER STUDIED could be connected to the output as standards. The imped-
) ) ) ) ances of these standards for various positions of the plunger
~ An MSSW was excited in an iron yttrium garnefIG) \yere first measured using a coaxial measuring line. The new
film grown in a gallium gadolinium parent substrate. This q,3drupole was formed by replacing the microstrip line with
substrate was parallel to ti@11) plane and had a thickness 5 ¢qaxial-strip junction by a section of coaxial line with a
h=0.5 mm while the YIG layers deposited on its surfacegiandard connector at the exit. Thus, the parametdssand
were each 1.5gm thick. The microstrip transducer cOm- ¢ of the new quadrupole were determined experimentally and
prised a copper strip deposited in vacuum directly onto thgnis change was taken into account in the calculations by
YIG film, of length 1=13.5 mm, widthw=50um, and  hen calculating the required impedance of the transducer.
thickness 2—3um. The entire structure was placed on ary,, aqdditional quadrupoles were then connected, as it were,
grounded brass base to which was clamped a coaxial strip series to the new quadrupole, to allow for a return to the
junction with a wave impedance of 30. The strip together jniia| state. The first allowed for removal of the coaxial line
with the base formed a section of high-resistivity microstripgection and the second allowed for return of the microstrip

line open at one end and connected to a supply channel at tige The resistance transformation law was used in the form
other. The final section of this channel, directly connected to

the transducer, served as a microstrip line with a wave im-  , _ Zou 0Bl +jZgsingl ©
pedance of 5@). This was formed on the same YIG-GGG- N =07,c088l +jZyusinBl’
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where B is the phase propagation constant drid the line  space. As a result, for each frequency we obtained three val-
length. ues of the impedance at the input to this quadrughle

The first section was considered to be a line of negative=R;, ;+jX;,;,i=1,2,3. The required A-parameters
length with a wave impedance of ¥Dand the second was a a=a;+ja,, b=b;+jb,, andc=c;+jc, were obtained as
line of positive length (=5 mm) with the calculatetf wave  the solution of a system of three pairs of linear algebraic
impedance and wavelength=\/+/e¢;, Wheree; is the ef-  equations
fective permittivity. It was assumed that the dielectric in the _ _ B
line is gadolinium gallium garnet with a relative permittivity 31Ret; ~8xXet; D1~ CoRetRini = Xin i Xeti)
e,=14. The length of the first auxiliary section was deter- + Co(XetiRini + Xin iReti) =Rin.i »
mined experimentally as the length of a standard line which
gives the same phase shift as a real one. For this purpose the 21%eti+82Ret; 02— C1(Xet;Rin,i + Xin i Ret;)
measuring line was shorted by a short-circuiting device and — Co(RetiRin i — XetiXini) = Xini » (10)
the standing-wave minimum was found. The junction under o o )
study, shorted at the output, was then connected to the mef-=1,2,3, obtained by substitutingZi,; and Ze, into
suring line and a shift of the minimum was observed, whicth' (8). )
was taken to be the equivalent length. This junction was ~FOr each frequency we obtained three complex values of
shorted by means of a thin copper disk inserted in the gap iff'® A-Parameters by solving the systett0).
a plane matched with the beginning of the microstrip line.

MEASUREMENTS OF THE INPUT IMPEDANCE OF THE
DETERMINATION OF A-PARAMETERS MICROSTRIP TRANSDUCER

First we measured the impedances of the standards for After restoring the quadrupole to the initial state, we
which we used a system comprising a signal generator opemeasured the impedances at termiradsusing the wave-
ated in a pulsed modulation regime with a repetition fre-guide measuring line. The experiments were carried out for
qguency of 1 kHz and inverse duty cycle 2, a ferrite isolator, afour values of the magnetic field inductid 0.136, 0.198,
polarization attenuator, and a coaxial measuring line. A se0.233, and 0.308 T. These results and formiBsand (9)
lective microvoltmeter was connected to the detector of thisvere used to calculate the impedances at termitalse., at
measuring line. The standards being studied were connecteélde input to this microstrip transducer. Figure 1 gives experi-
to the output of the measuring line. The measuring line wasnental dependences of the input impedaRgge(a) and the
first loaded with the short-circuiting device and the standinginput reactanc;, (b) of the microstrip transducer as a func-
wave minimum was determined. It is known that the positiontion of the inductionB for constant frequencies. The values
of this minimum is the plane of the equivalent short- of R, and X;, vary appreciably withB. The impedancé;,
circuiting device. A reactance standard was then connectegasses through a maximum, reaching the highest value in
to the measuring line in place of the short-circuiting devicedifferent magnetic fields depending on the frequency. At
and for all three positions of its plunger the impedances weré=9 GHz the maximunR;,~130(} is observed fo3~0.18
measured in this equivalent plane. The standing-wave coeff. As the frequency increases, this maximum shifts toward
ficients were measured using a calibrated attenuatdnigherB and at the same time, its value decreases. At fre-
method? and the coordinate of the equivalent plane was quencies of 9.4 and 9.8 GHz this maximum is 57 and40
determined as the distance from the nearest minirtamthe  respectively. The value dR;, clearly depends on the radia-
generator side The required impedance was calculated us-+ion resistance and a decrease implies a reduction in the ex-
ing the measured values of the standing-wave coefficient ancited MSSW power. The lowest valug,,~16{) was ob-

d (Ref. 12. Thus, three standard impedancgg;=Rg; tained atB=0.308 T and a frequency of 9.8 GHz. We can
+jXetj»i=1,2,3 were obtained for each of the three fre-assume that in this case, the microstrip transducer barely
quencieq9.0, 9.4, and 9.8 GHz Then, the coaxial measur- excites any MSSWs and the measured valu®gfs attrib-

ing line was replaced by a waveguide line. This was loadedited to dissipation, mainly caused by the Ohmic resistance of
with a “new” quadrupole to whose output we connected aits conductors. Variation of the reactive component of the
reactance standard. The impedance was measured in thgut impedanceX;, may be caused by changes in the linear
plane equivalent to the flange of the measuring system. Itadiation resistance and changes in the phase propagation
was determined as the position of the minimum with theconstantB of the electromagnetic wave in the microstrip
short-circuiting device at this flange. For a given frequencytransducer. The largest fluctuationsXp, as a function oB

this position was taken to be the terminaks These values are observed at a frequency of 9 GHz whByealso exhibits

of the standing-wave coefficient and the coordindteere  the strongest fluctuations.

then used to calculate the resistance and the reactance at the It should be noted that these experimental results by
quadrupole input, i.eRi,; Xini. The propagation constant themselves provide valuable information on the input imped-
was calculated using the measured wavelength in the wavance of a long open microstrip transducer and its dependence
guide 8=2n/A, and the wave impedance was calculated uson the magnetic field and frequency. This is required to
ing the formulaZy,=240m(b’/a’")(A/\) (Ref. 12 wherea’ match the transducer with the transmitting channel.

andb’ are the dimensions of the broad and narrow wave- We shall use these results for a transducer with traveling
guide walls, respectively, and is the wavelength in free electromagnetic waves to determine how the attenuation con-
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i B=XinwC\/h+ aélp, (13
i a where ¢=(AC+BD)/(C?+D?), ¢=(BC—AD)/(C?
n#ofF +D?), A=coshgl)cos(8l), B=sinh(a)sin(8l), C=sinh(al)
mo b cos@l), D=cosh@l)cos@l).
% In addition to the measured values f, and X;,, the
13 aor transducer length=13.5 mm and the linear capacitanCe,
< sk determined from formula(1l) for a=0 as C;= e
sk cZgus, Wherec is the velocity of light in vacuum, were set
2 in these formulas. The values ef; and Z, s were calcu-
20 J_X_____/*/ lated using formulas taken from Ref. 11 for a microstrip line
0 . \ . 4 | with zero strip thickness and/h<<1
A T b= L1, )2 LV (11, )2+ o Tearolf e,
= b f [GHZ]=3.5+(16.222%/(1+0.12ve2*7h),
40r gefo=(1/12[&,+ 1+ (g,—1)(1+ 10n/w) 9],
ar P Zows=[12042(e, + 1) 1{In(8h/w) + (w/h) /32— (1/2)
G o 2 X (e, —D[In(7/2)+In(4lm)le ] (e, +1)}.
~ =201 X, . .
B As a result of using these formulas, we obtained the
< ’4‘0[' 3 following numerical values o, Zg s, Q, C;, 1072, and
-60 - F/m, respectively, for 9.0GHz 8.407, 91.56, 1.056, for
9.4 GHz 8.429, 91.56, 1.058, and for 9.8 GHz 8.452, 91.56,
...80 -
1.059.
~100F ¢ In order to finde and 8 from the many possible solu-
-120 1 1 ! 1 ] tions of the systeni12) and(13), we selected that for which
01 014 018 022 026 03 the propagation constar@ was closest tg3=2m\/sf/c.

8,7 The dependences are plotted in Fig. 2.

FIG. 1. Dependences of the components of the input impedance of an open-
e oS S e 135 o0 7 MAONeLE (e scussion OF RESULTS
Attention is drawn to the external similarity between the
curves «¢(B) and Rj,(B), and alsoB(B) and X;,(B). The
stante = a gt ajos and the phase propagation constgraf  similarity between the first two is physically understandable
these waves behave at selected frequencies and magnedice the presence of attenuation in an open or closed line

fields. leads to the establishment of an impedance at the input. The
similarity noted between the reactive compon¥ptand the

DETERMINATION OF THE ATTENUATION CONSTANT AND phase constarg is determined by the mathematical relation-

PROPAGATION CONSTANT ship between them. The value gfappears in the argument

. . of the function(6) whose imaginary part is approximately
Neglecting the shunting loss conductance, the compleyescribed byX,,~ — cot(8l). Over a small range ofl the

wave impedance of a microstrip transducer appealring in Eqatter can be approximated by a linear dependence. This
(6) may be expressed in terms afand 3 as follows: leads to the similarity between the curég(B) and 8(B).
Zows=(B—ja)»C, (11) The _values ofa for the maxima of the curves in Eig. 2
can be interpreted as follows. As an electromagnetic wave
Fropagates along a microstrip transducer, the power trans-
erred by it decreases as a result of losses and the excitation
of MSSWs. For each centimeter of the transducer length at

used to lforr_n thi micfrlostrip Iinfe.h territe fil hi gi frequencies of 9.0, 9.4, and 9.8 GHz this decrease is a factor
Neglecting the influence of the ferrite films, this medium of 2.3, 1.9, and 1.6, respectively.

in our case is a gadolinium gallium garnet plate. Substituting The conversion efficienciess and 7 can easily be cal-

formula (11) into (6), we have culated using formulagl) and (2). Assuming that the mi-
Zn=Ri,+iXin=[(B8—]ja)wC,]cot(pl). crostrip transducer is a transmission line load with the wave
impedanceZ,=50(),and the coefficientsy s are equal to
the minimum values o& on the curves in Fig. 2a, we obtain
the results presented in Table 1.
It is particular interesting to compare these valuea f
a=R,,wC/y— BE&l s, (120  with the results of other authors. The closest in terms of

where C; is the linear capacitance of the microstrip trans-
ducer, which is determined by the geometric dimensions o
the transducer and the effective permittivity of the medium

Introducing the notation cfa+jB)I]=£&+j¢, we can
easily obtain the following system of equations in a form
convenient for numerical solution:
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FIG. 2. Dependences of the attenuation fa¢gpand the phase propagation
constant(b) of an electromagnetic wave in a microstrip MSSW transducer
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as a function of the magnetic field inducti¢b-3 as in Fig. .

frequency and experimental method is Ref. 5. Convertin

0.5

our values ofa,,q given in Table | to the values dR, .4 in

order to make a comparison with this study yielded values o

Grigor'ev et al.

converted into the partial MSSW used. Note that the inten-
sity of the excited MSSW varies along the microstrip trans-
ducer by a factor of 1.6-2.3.

We know that when a transmission line is loaded with a
certain complex impedance, the power required by the load
reaches a maximum if the wave impedance of the line is
optimized and the line is matched with the generator. The
optimum value ofZ, is equal to the modulus of the load
impedance. The values of the efficiencigs and » given in
Table | were calculated for constadf. The latter value
differs most strongly from the optimum at a frequency of
9.0 GHz. Table I gives the optimum wave impedanZgg,;
and the corresponding conversion efficiencigs;. It is easy
to see that using optimum wave impedances could only give
an appreciable increase ipat 9.0 GHz.

We shall now discuss the behavior of the phase propa-
gation constanB. The experimental curves plotted in Fig. 2b
show thatg fluctuates as the magnetic field varies. The am-
plitude of these fluctuations is small, being 3% of the aver-
age at frequencies of 9.4 and 9.8 GHz and reaching 15% at
9.0 GHz. Moreover, an increase wis accompanied by a
decrease inB. This implies that the excitation of MSSWs
increases the phase velocity of the electromagnetic wave in
the microstrip transducer. It is knowthat when the attenu-
ation in the line can be neglected, the phase velocity is re-
lated to the linear parametets; and C; by the formula
vi=1/JL,C,;. We can postulate that the increase in the
phase velocity is caused by a decrease in the linear induc-
tance when MSSWs are excited.

CONCLUSIONS

A method of making microwave measurements of the

dnput impedance of a microstrip MSSW transducer has been

developed experimentally which can allow for the influence
pf a resistance transformer formed by the elements of the

5.3, 3.8, and 3.10/mm for frequencies of 9.0, 9.4, and transmission channel. As a result of using this method in the

9.8 GHz, respectively. The radiation resistance from Ref.
for excitation of MSSWs in a tangentially magnetized ferrite
film is of similar order of magnitude to our value and has
similar frequency dependencgor f=4.1 ... 5GHz we
haveR, ;=20 ... 4Q/mm). Accurate agreement should no
be expected because in our case, the frequency was alm
twice as high and the YIG film was three times as thick.

It can be seen from Table | that althoughvaries with

frequency, the efficiency; remains almost constant for the

partial MSSW used. The given values gf imply that all
four partial MSSWs account for 56—-63% of the transferred 2a. k. Ganguly and D. C. Webb, IEEE Trans. Microwave Theory Tech.
electromagnetic wave power. Moreover, only 17.4-21.4% is 23, 998(1975.

TABLE I.

va Rin Xin s o, Qrads /M - ZO,oph ~ Mopt»
GHz QO QO 1/m 1/m dB dB Q dB
9.0 131 59 30 29 7.1 143 5.9
9.4 57 60 21 3.0 7.6 83 7.2
9.8 41 35 17 2.0 6.7 41 6.7

short-wave part of the microwave range, we obtained experi-

mental dependences of the attenuation constant and phase

gPropagation constant in a long open-ended microstrip MSSW

transducer as a function of the magnetic field induction, and

t we also calculated the conversion efficiencies. These curves
&3an be used to check the theory and also to develop efficient

MSSW transducers.

V. 1. Kalinin and G. M. Gershts, Introduction to Radio Physic§in
Russian, GITTL, Moscow (1957, 660 pp.

3A. K. Ganguly, D. C. Webb, and C. Banks, IEEE Trans. Microwave
Theory Tech26, 444 (1978.

4V. G. Sorokin, P. V. Bogun, and P. E. Kandyba, Zh. Tekh. B&.2377
(1986 [Sov. Phys. Tech. Phy81, 1421(1986)].

SV. F. Dmitriev, B. A. Kalinikos, and N. G. Kovshikov, Zh. Tekh. Fig6,
2169(1986 [Sov. Phys. Tech. Phy81, 1300(1986)].

5p. R. Emtage, J. Appl. Phy49, 4475(1978.

7G. A. Vugal'ter and V. N. Makhalin, Zh. Tekh. Fiz55, 497 (1985
[Sov. Phys. Tech. Phy80, 296 (1985].

81. A. Gilinskit and I. M. Shcheglov, Preprint No. 3-8 Russian, Insti-
tute of Semiconductor Physics, Siberian Branch of the Academy of Sci-
ences of the USSR, Novosibirgk984), 21 pp.



Tech. Phys. 43 (12), December 1998 Grigor'ev et al. 1469

9A. V. Vashkovski, V. S. Sta'makhov, and Yu. P. Sharaevskilagneto- edited by V. I. VoI'man[in Russiani, Radio i Svyaz’, Moscow(1982,
static Waves in Microwave Electroni¢; Russiaf, Saratov State Uni- 328 pp.
versity Pres€1993, 311 pp. 2E. L. Ginzton, Microwave Measurement§McGraw-Hill, New York,
10K, Shimoni, Theoretical ElectronigsMir, Moscow (1964, 760 pp. 1957; IL, Moscow, 1960, 620 pp.

1 B ; . ; )
Handbook of the Design and Construction of Microwave Strip Deyices Translated by R. M. Durham



TECHNICAL PHYSICS VOLUME 43, NUMBER 12 DECEMBER 1998

Intrinsic and mutual inductance of apertures in parallel superconducting films
O. G. Vendik and I. S. Danilov

St. Petersburg State Electrotechnical University, 197376 St. Petersburg, Russia
(Submitted December 8, 1997
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Analytic expressions are derived to calculate the inductance of apertures in parallel
superconducting films using the current distribution along the edge of the aperture in the film.
The relations obtained show good agreement with the experimental results and can be

used to model rf squids. €998 American Institute of Physid$1063-78498)01412-3

INTRODUCTION equal toa (Fig. 2b). The current density distributiojy,{r’)
in the superconducting film &t=77 K along ther’ coordi-

Modeling the equivalent-circuit parameters of planar ot
g 9 b b nate is given by

implementations of high-temperature superconducting squid
requires accurate calculations of the inductance of the aper- j ,{r’')=joexp(—(r'—a)/\,), €)
ture in the superconducting film and also of the mutual in-

, : . T
ductance of the apertures in parallel superconducting filmsw:f?r:; is the coordinate on which the current density is

The equivalent parameters must be determined accurately to . . .
q b y Expression(3) is valid whent<\ , <a. The fundamen-

match the active element with an external circuit, for ex'tal relation for the magnetic field strength may be written in
ample, using a narrow slotted liReAt present, the induc- g, 9 y
a general form fodg,(r') (Ref. 4

tance of an aperture in a superconducting screen is deter-
mined using approximate relations obtained by analyzing 1(.
experimental results.However, no theoretically substanti- H(f)=;J Jour F)X(r=r")-[r=r"|3d%", 4)
ated formulas are available to model the equivalent param- _ _ _ . _
eters of an aperture in a superconducting screen which coulnerer is the coordinate of the point at which the magnetic
be used at the initial design stage of a device. field strength is determined. _ o

Here we describe the derivation and present final rela- The flux through the aperture in the screen is integrated

tions to calculate the intrinsic and mutual inductances of ap@ver r- When searching for the mutual inductances the
ertures in parallel superconducting films. coordinate of the point inside the aperture in the second

screen. Expressiof#) can be conveniently written in cylin-
drical coordinates. For the various components of expression
(3) we then have

An important part of the task of modeling the inductance 3
of a squid loop is to determine the inductance of an aperturér—r’|=(R2+ R'2—2RR codo—¢')+(z—2')%) 2, (5
of radiusa in a superconducting screen shown schematically

MAGNETIC FIELD STRENGTH

in Fig. 1. For this particular problem the following condition ' — &R Sin(¢) +&Rcod¢)+ e, (z=2"), 6)
is satisfied r’ :exR’ Sin(qo’)_f_eyR’ COS(QD'), (7)

A <a<b. D ) = st ) (& cOL ")~y sin(@")), ®
where . , . , ,

, . Jsur(r) X1 =Jsu(r") - eR cog @)cog ¢")

N =2\t 2 . .
ot _ o +Rsin()sin(¢)) +&,(z—2')cog )
is Pearl depth of penetration of the magnetic field in the N
film,® A, is the London depth of penetration of the magnetic —&(z=2")sin(¢’), (8a)
flgld in .the materllaII is the film thlcknessb is the external Jeurd T )X =jourl(r') - &R, (8b)
dimension, and is the aperture radius.

If inequality (1) is satisfied, the dimensions of the fim d%’=R’ dR'd¢’'dZ, 9

can be considered to be infinite. A single screen is shown in R o e R e e T .
Fig. 2a. At the initial stage of deriving the calculation for- whereR=|r|"+d% R'=\|r'|+d" dis the distance be

. L ween the parallel films; when searching for the intrinsic in-
mulas, the problems of searching for the intrinsic and mutua :
: . ductanced is assumed to be zero.
inductances are combined. . . . ' :
. : Sincet<<\ , integration over the film thickness may be
The superconducting screens are located in planes paral- L T
. L replaced by multiplication byt. Then we findz'=0 and

lel to the XY plane, separated by the distanterhe origin is :

o ) expressior(9) has the form
positioned at the center of the aperture in one of the screens.

It is assumed that the radii of the apertures are the same and d°r'=tR’ dR'd¢’. (20

1063-7842/98/43(12)/5/$15.00 1470 © 1998 American Institute of Physics
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i ! > d=10...200um is much greater than the film thickness,

b -ala r we can sez=d in expressior(11). The formula for the flux

L _ then has the form
FIG. 1. Current density distribution along the edge of an aperture in a

superconducting filma — schematic of squjdb — current distribution
j(r") in high-temperature superconducting film along the coordinate

D = pojot
Using expressionés)—(10) and assuming =0, for the y f”faf”(R’_RCOS(QD'))eXp(_(R’_a)/M)

magnetic field strength given by expressi@dh we have 0JoJa (R*+R'?-2RR cog¢’)+d?)3?

int ’ ’
H(R2)=e 2 XR'RdRdRdg’. (12

4

2m (+o(R'—Rcog¢’))exp— (R’ —a)/\)) The total current in the first screen is obtained by inte-
X o Ja (RP+R'2-2RR cog¢’)+2?)%? grating expressior(2) for the current density distribution

overR’. As a result, we obtain
XR'dR'do’. (11

MUTUAL INDUCTANCE OF APERTURES IN PARALLEL l1=1oh, - (13

SUPERCONDUCTING FILMS

In order to find the magnetic flux through the second  Assuming that the flux through the aperture in the sec-
aperture in a parallel screen, we need to integrate expressiamd screen and the current in the first screen are related by
(12) over the surface of the second aperture. If we bear inb,=MI;, whereM is the mutual inductance of the apertures
mind that the distance between the parallel filmsin the screens, the expression fdrcan be written as
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v Mo

AL

XFJaFW(R’—RCOiso’))eXp(—(R’—a)/M)
oJoJa (RP+R'?-2RR cog¢’)+d?)%?

XR'RARdRde’.

We introduce the normalized parameters

5=\, /a, (15

In terms of the normalized values, the expressionMor
then has the form

(14

x=R/a, y=R'/a, d=pl/a.

M = /.LOaGM ’ (16)

whereGy, is a geometric factor given by

1
Gu(p.0)=5

7 (1 (+=(y—xcog¢’))exp —(y—1)/5)
Xfo fo L (x2+y?—2xycog¢') +p?)*?

Xxy dy dx de’. a7

O. G. Vendik and I. S. Danilov

TABLE I.

Values of§ Values of the geometric factds,
0.001 7.563

0.01 5.288

0.1 3.114

It should be noted that the depender@g(d) is loga-
rithmic and for6=0.00L . . . 0.1 iswell approximated by the
expression

G (8)=2.280log 1/5)+0.728. (21)

Figure 3 gives the dependeng (5) calculated using
formulas(20) and(21). Essentially, formuld17) is universal
for searching for both the intrinsic and the mutual inductance
of the films. In the first casey in formula(17) must be set to
zero. On the basis of the results of calculations using formu-
las (16) and (19). Fig. 4 gives the coupling coefficient
k=M/L plotted as a function gp for various$.

The method used for the subsequent transformation angdoypaRISON OF RESULTS

calculation of the integrall7) is described in the Appendix.

INTRINSIC INDUCTANCE OF AN APERTURE
IN A SUPERCONDUCTING SCREEN

The value ofzis assumed to be zero when searching for:
the intrinsic inductance of an aperture. In order to find the
magnetic flux through an aperture in a single screen, expres-

Unfortunately no reliable information is available on the
experimental determination of the intrinsic inductance of a
circular aperture in a superconducting screen. Thus, the com-
parison is made using the well-tried relations to calculate the
inductance of a ring made of circular cross-section Wire

L= uof(IN(16f/h)—2), (22)

sion (11) must be integrated over the surface of the aperture.

For the magnetic flux we then have
D = pojot
Xfﬁfafﬂ(R’—RCOiw’))eXp(—(R’—a)/M)
oJoJa  (RP+R'?2-2RR cog¢’))¥
XR'RARdRd¢’. (18)

Using Egs.(13) and (18), the normalization(15), and
also assuming thab=L1, , whereL is the intrinsic induc-
tance of the aperture in the screen, the expressioh foay
be written as

L=uoaG, (19
whereG, is a geometric factor
G (8)=1s
« FJ1f+w(y—xcos(so’>)exr(—(y—1)/6)
0o JoJ1 (x2+y?—2xycod ¢'))¥?
Xxy dy dx do’. (20

The subsequent transformation of the inte@24) is de-

scribed in the Appendix. The values of the geometric factor

G, are calculated for the typical values=10...100um,
A =025...1um (6=0.08...0.1) and are given in
Table I.

wheref is the radius of the ring anl is the cross-sectional
diameter.

The aperture radiua in the screen is equivalent to the
radius of a wire ringf. We shall find the correspondence
between the cross-sectional diameter of the wire and the geo-
metric parameters characterizing the region of current con-
centration in the screen;, andt. Thus, for figures having
the same perimetthis relation will be

3
0.001

0.01
&

FIG. 3. Geometric facto6, as a function of the parametér 1 — calcu-
lated using Eq(20), 2 — calculated using Eq21).
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We use the following identity transformations to calcu-
late the internal integral

(y—xcos o))y
(x*+y?+p?—2xycog¢))*?

2y2—2xycog @)+ X2+ p?—x2— p?

0.
(x2+y?+ p?—2xy cog p))*?

)]

0.5 !
(x2+y?+p?—2xy cog ¢))*?

y2_)(2_ p2

+05 .
(X2+y?+p?—2xy cog ¢))¥?

FIG. 4. Coupling coefficienk=L/M as a function of the normalized dis- L_Jsmg formulas 2.571.5 and 2.575.4 from Ref. 6, we
tancep plotted for various values af: 1 — 0.001,2 — 0.01, an®3— 0.1.  obtain

w de
h=(2/7)(\ | +1). (23 f
(mou . . . ) 0 (x*+y?+p?—2xycog ¢))
For a superconducting YBCO film we find=0.3um
and A\p(77K)=0.27um. From this it follows that 2 4xy
N\, =~0.5um. For comparison Table Il gives the inductances = xty)ip K (x+y)2+ p? '

determined using Eq$19) and(22) for various values oé.

It can be seen from Table Il that the calculated results fﬁ de

0 (x*+y?+p?—2xycog ¢))3?

show good agreement with the data from Ref. 5.

CONCLUSIONS

These analytic expressions are convenient for modeling = 2
the equivalent parameters of a circuit containing apertures in ((x+y)2+p?) V(x+y)*+p?
a superconducting screen. An advantage of these formulas is
that they take into account the ratio of the depth of magnetic axy
field penetration in the film to the aperture radius. The results (x+Yy)2+p? ’

of calculations using formulél6) for typical t anda show
good agreement with the experimental results.
The authors are grateful to I. A. Nazarov for calculating

The problem was reduced to calculating the repeated in-
tegral

the integrals. o8 1f+oc ;{l_y)d fl X
y = — ex — ——
APPENDIX (P.9) o)1 S y o ’—(x+y)2+p2
The problem involves tabulating the functions of two 2 2 2 2
variables x( ( Xy ) y—x—Pp
1 (x+y)?+p? | (x—y)?+p?
G(p,d)=—
(p,6) 5 ( axy
LA N y—xcog¢) (x+y)?+p?
XJ’ dyj de Xy . . .
1 0 0 (x2+y?+p?—2xycoq ¢))%? For p=0 the internal integral can be calculated explic-
itly
1-y
xXex _5 d(P fl X (K 2\/@ N y2_x2 £ 2\/@ d
X
oxty| T\ xty ] T (y—x)2 | x+y
TABLE L.
fl xly [ [2Vxly\ 1+xly_[ 2yxy )
Aperture radius Inductance, Inductance = dx
a (radius of ring of circular cross-section of aperture in screen ol+ X/y\ 1+ X/y 1- X/y 1+ X/y
f=a), um wire ring Eq.(19), H
Eq. (22), H w1 2.\t 1 2.t
:yf t K (1+t)E| —] | dt.
5 1.93x10 1 1.96x10 1 o |1+t |1+t —t2 1+t
50 3.38<10°1° 3.32x10°%° .
500 4.83¢10°9 4.75 109 Using formulas 8.126.3 and 8.126.4 from Ref. 6, we

obtain




1474 Tech. Phys. 43 (12), December 1998 O. G. Vendik and I. S. Danilov

2.\t 2E(1) This integral can also be determined numerically.

1+t

24t

1+t

1
1+t

1
+ 1+t)E = ,
1—t2( ) 1-t2

and thus with allowance for formula 5.112.13 from Ref. 6 1y. Zhang, N. Wolterset al, in Proceedings of the Sixth International

Superconductive Electronics ConferenBerlin, 1997, Vol. 1, p. 51.
l/yt 1 24t N (1+DE 2\t dt 20. G. Vendik, I. S. Danilov, and S. P. Zubko, Zh. Tekh. F6Z(9), 94
0 1+t 1+t 1—t2 1+t (1997 [Tech. Phys42, 1068(1997)].

3J. Pearl, Appl. Phys. LetB(4), 65 (1964.

4]. E. Tamm,Principles of the Theory of Electricitiin Russiaf, Nauka,
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Finally we obtain
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Device for visualizing the atomic structure of surface layers based on an electron
focusing effect

I. 1. Pronin, D. A. Valdaitsev, M. V. Gomoyunova, N. S. Faradzhev,
and A. G. Banshchikov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Zh. Tekh. Fiz68, 80—84(December 1993

A description is given of a simple device for visualizing the atomic structure of surface layers by
recording the focusing maxima in the spatial distribution of 1-3 keV electrons reflected

from a sample with energy losses up#@00 eV. This is based on a wide-angle retarding-field
energy analyzer with a microchannel electron flux analyzer and video system for data
acquisition and processing, which can obtain data at a rate of up to 50 distributions per second,
allowing the dynamics of structural rearrangements to be studied in a surface region
approximately 15 A thick. The low primary electron beam cur(@tuA) minimizes the electron-
stimulated effects on the object being studied. 1@98 American Institute of Physics.
[S1063-78408)01512-9

The atomic structure of a surface is one of the most=1 s in a solid angle bounded by a cone with a polar ex-
important characteristics which must be known to understangansion half-angle of 55(Ref. 2.
the specific features of its properties and the wide range of Precision measurements of the Kikuchi patterns over a
physicochemical processes taking place therein, and also wider range of electron emission angles can be made using a
solve a broad spectrum of applied problems. Thus, over théifferent type of device. In this case, data are recorded
last few decades particular attention has been focused on th@oint-by-point” by scanning the complete hemisphere of
development of methods of structural analysis for surfacélectron reflection using a narrow-aperture energy anafyzer.
regions of the order of a few angstrom thick. As a result, d1owever, this method of obtaining information is very slow
comprehensive range of highly informative methods havd@round 1.5 hiis required to obtain a complete pajtard is
been developed of which the most important are high-energ§©t efficient for practical applications.

(E, = 20-50 ke and low-energy(up to 300 eV electron _ ngfe we describe a new device specially desig_ned for
diffraction. Until recently, intermediate-energy electrons Visualizing the structure of surface layers by recording the

(Ep~1 keV) were not used in structural analysis. However,moderate—energy electron diffraction patterns. This device

evidence has recently appeared to suggest that the diffracti Cr?liﬂglr?i?a:theinpr%sesallzwz dor)\/e;rhz?;ilg)? vt\/ri](?ebsr:)?iztg?\zsleo\fvittue
patterns (Kikuchi patterns of moderate-energy  reflected structural analysis exhibiting high surface sensitivity, which

electrons are also highly informative and even have som% achieved by using a primary electron beam incident on the

advantages over the conventional methods. In this energy . 7
urface of the sample at a glancing angle.

range a key role in the mechanism of electron scattering by a The electron-optical system of this device is shown in

SO“dI |shpla3r/1ed by a forwsrd-focu_smg ef;ejﬁﬂ'hifhas' the Fig. 1. As in the electron diffraction camera considered
result that the dominant characteristics of the diffraction pat'above, the samplé is probed by an electron beam from an

terns are maxima oriented along chains of atoms. ThUSy e tron source for which we use the standard electron gun
simple measurements of the Kikuchi pattern over a fa|rlyof a 0910S-3 Auger electron spectrometdiiTl, Ryazan.
wide solid angle can directly visualize the crystal structure ofrpis was mounted on a separate Dy60 flange positioned at an
a thin surface layer of an object in real spac. angle of 10° to the surface of the target. The diameter of the
Here we use two methods of recording the Kikuchi pat-1 5_3 keV electron beam does not exceed 0.1 mm. The gun
terns. The simplest involves using a standard electron difyy5s fitted with a scanning system which is used to tune the
fraction camera widely used in low-energy electron diffrac-device by matching the point of incidence of the beam on the
tion. The main elements of this device are an electron gun, %rget with the center of the e|ectron_optica| system.
grid system to produce a retarding electric field, and a lumi-  The electrons incident on the sample are intensively
nescent screen. In order to observe the diffraction pattern thecattered in the solid and are partially reflected, undergoing
sample is irradiated by a fairly high-intensity primary elec- some energy losses. The production of a contrast interference
tron beam of approximately 2 kelthe beam current is a few pattern formed only by the fast reflected electrons is ensured
microamperes and inelastically reflected electrons with by two concentric hemispherical grid® and 4 between
losses not exceeding 10% of the primary electron energy an&hich the retarding field creates a barrier for the insuffi-
detected. When fitted with a video camera, this device cawiently fast electrons. The first griglat the same potential as
record the diffraction patterns at fairly high speesithin  the target is used to create a field-free space around the

1063-7842/98/43(12)/4/$15.00 1475 © 1998 American Institute of Physics
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FIG. 1. Schematic of device.

sample(thereby creating conditions for stopping electronsatmosphere. This method reduced the deviations of the grids
from a point source over all velocitiesvhile a retarding from sphericity to 0.05 mm. The entire electron-optical sys-
potential close to the cathode voltage of the electron gun iteem was made of materials suitable for use under high-
applied to the second gridl Since the electron flux capable vacuum conditions. It is fairly small and mounted on a
of overcoming the applied retarding field is smahe total Dy100 flange, which has a 60 mm optical window at the
coefficient of reflection of these electrons from the surface otenter and microflanges with electrical voltage supply leads
the sample does not exceed a few pergetite recorded around the perimeter.
signal must be amplified. This problem can be solved by For testing purposes the vacuum systems were mounted
using a multichannel brightness amplifiérplaced behind in the all-metal chamber of an electron spectrometer used for
the retarding grid. The MKP 56-15 microchannel plate useccomplex investigations of the surface of solids. The spec-
has a diameter of 56 mm and a gain of*1& a supply trometer is fitted with an oil-free pumping system which can
voltage not exceeding 1100 V. The amplified electron flux isattain an ultrahigh vacuum (110 8 Pa) and has a transfer
acceleratedya 4 kV voltage applied between the output of chamber for rapid sample loading. A transfer device moves
the microchannel plate and the luminescent sc&and by the sample into the analysis chamber where it is fixed on a
bombarding the screen, it causes the phosphor to luminesgeecision manipulator with three translational and one rota-
so that the diffraction pattern can be observed via a windowiional degree of freedom. The manipulator can place the
7 in the vacuum chamber. sample in various working positions, where its surface can
The comparatively small size of the microchannel platebe cleaned by high-temperature heating and ion etching, and
imposes stringent constraints on the grid system whose ovethe elemental composition and atomic structure of the sur-
all dimensions must be reducddompared with standard face can be monitored by Auger spectroscopy and low-
electron-diffraction camerag€o maintain the possibility of energy electron diffraction. This manipulator can also posi-
wide-angle recording of the Kikuchi patterns. Thus, particu-tion the sample at the focus of the electron-optical system to
lar attention was paid to the development of the grid systenvisualize the structure of the surface layers.
The optimum design consisted of grids of radii 12.5 and  The pattern observed on the luminescence screen when
15 mm which allowed the required patterns to be observed ithe sample is bombarded with electrons is recorded by a
a range of polar electron emission angles up to 57°. It shouléideo camera8 mounted near the window of the vacuum
also be noted that in this case, unlike the devices mentioneslystem. A Sharp 1S101 B/W/B uncased CCD camera was
above, there is no dead zone at the center of the screarsed, which can produce a television-standard black and
caused by its shading by the electron gun. Miniature gridsvhite image with a spatial resolution of 5882 pixels. It
were fabricated of 85% transparent molybdenum mesh witltan also be operated in a data acquisition mode by increasing
a mesh size of 0.17 mm. To fix their shape, these grids werthe exposure time 2times, wheren<8, which helps to
clamped between special mandrels and annealed in a rare gasrease the brightness of weak patterns without the need to
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a b

FIG. 2. a — Video frame showing
Kikuchi pattern of M@100 single
crystal obtained for a primary elec-
tron energyE,=2 keV; b — the
same pattern represented as a two-
dimensional intensity distribution
pattern of the electron reflection over
the polar and azimuthal angles of
electron emissiorithe light spots in
the distribution show the orientation
of close-packed chains of molybde-
num atoms in real spagec — ste-
reographic projection of the M&00)
face showing the close-pack¢tog
and {110 crystal planesd — two-
dimensional distribution of the elec-
tron reflection from M@100) ob-
tained by the usual method with a
narrow-aperture energy analyZer.

increase the primary electron current. The signal from thecompare these with results of model calculations using reli-
video camera is fed to a Cirrus Logic PV-CL5446Rideo  ability factors and other means.
image decode® which transfers it in real time to the monitor An Mo(100) single crystal was chosen as a test object to
10 of an IBM PC. It is also possible to write individual check out this device since the atomic structure of the surface
frames of the Kikuchi patterns to hard disk using a 24 bitof this material is well-known and the Kikuchi patterns ob-
bitmap (.bmp formay}. In this graphical format, these images served for it have been analyzed in detail in our earlier stud-
can be processed using standard application programs figs. Data obtained for a single crystal with an atomically pure
IBM-compatible computers. surface are illustrated in Fig. 2. Figure 2a shows a typical
A special program, OPR-2M, was developed to extractvideo frame with a Kikuchi patterfin the form in which it
structural information from the Kikuchi patterns. The pro- appears on the screefhe pattern was recorded under con-
gram is written for Windows 95 and can perform the follow- ditions where the primary electron energy was 2 keV, the
ing operations: it can convert visual images of the patterns imeam current was OQulA, and the voltages supplied to the
graphical format to numerical files of two-dimensional dis- retarding grid and the microchannel plate were 1.8 and 0.9
tributions of the electron reflection intensity over polar andkV, respectively. The diffraction pattern has the form of an
azimuthal angles of emission; it can produce computer diserdered system of light spots against a dark background.
plays of these distributions in graphical form using variousTheir relative position reflects the spatial orientation of dif-
crystallographic projectionén this case an image of the in- ferent close-packed rows of atoms in the sample. Thus, the
tensity at different points of the pattern on the screen is prosymmetry of the Kikuchi pattern corresponds to the symme-
duced using a linear grayscaland determine the spatial try of the (100) face of a body-centered molybdenum crystal.
orientation of the focusing maxima; it can transform theseThis can be seen clearly in the central part of the image,
two-dimensional distributions in various ways, including created by electrons leaving the sample at small polar angles
normalizing them to different functions of the polar angle (6<30°). In particular, we can observe a characteristic cross-
and azimuthally averaged intensities for different polarshaped region of intensified electron reflection along two
angles, to obtain difference Kikuchi patterns, and it can ro{airs of intersecting100t and{110 crystal planes. Here the
tate the patterns about arbitrary directions; and it can quarlight spot at their point of intersection visualizes chains of
titatively compare patterns from different objects, and alsamolybdenum atoms in thél00 direction perpendicular to
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the surface. The slight displacement of this direction from  The layer thickness studied with this device depends on
the center of the screen occurred because when the sample energy of the incident and recorded electrons. The higher
was inserted in the device, its surface was not perpendiculahe primary electron energy and the greater the energy losses
to the electron-optic axis of the system, sustained by the recorded electrons, the greater is the depth
In order to identify the characteristics of the pattern as-of analysis. Thus, the probed depth can be controlled by
sociated with other close-packed rows of atoms, we need taarying the retarding voltage and the voltage used to accel-
know the relative orientation of all the observed maxima. Toerate the primary electrons. The thinnest surface layer is ana-
obtain this information, the data given in Fig. 2a must belyzed when quasi-elastically reflected electrons are
transformed, representing the Kikuchi pattern as a tworecorded Its thickness isl~\coss, /(1+cosf), whered, is
dimensional map of the spatial distribution of the electronthe polar angle of incidence of the primary beam arid the
reflection intensity over the polar and azimuthal angles oklectron mean free path before inelastic scattering which is
emission. As has been noted,the OPR-2M program has beapproximately 20—30A aE,=2 keV. The thickness of the
specially developed for this purpose. It is also advisable tdayer responsible for forming the Kikuchi pattern shown in
eliminate the appreciable decay of the luminescence intensitlyig. 2b is approximately 15 A.
of the screen from the center of the image toward the edge The reliability of the data obtained using this device is
which interferes with the overall perception of the patternconfirmed by the fact that all the characteristics of this dis-
and arises because the microchannel plate has a planar rattbution show good agreement with the Kikuchi pattern ob-
than a spherical surface, thus symmetrizing the curves. Thigined earlier for the same sample using a narrow-aperture
is usually accomplished by normalizing each azimuthal jumpenergy analyzer. This can be seen clearly from a comparison
in the distribution to its average intensityThe results of of Figs. 2b and 2d, where the latter gives the Kikuchi pattern
analyzing the data in Fig. 2a is shown in Fig. 2b where thefor Mo(100) from Ref. 8, also measured B{,=2 keV. An
required distribution is shown in a stereographic projectionadvantage of this device is that it is possible to observe the
The electron reflection intensity is shown using a linear grayimportant region near the normal to the surface where Fig.
scale, given on the right of the figure, where the highest2d has a dead zone. This means that the symmetry of the
intensity part of the distribution is shown white and region ofpattern can be uniquely determined even for such complex
lowest electron reflection is shown black. The center of theobjects as adsorption coatings. Thus, this device is particu-
picture corresponds to the emission of electrons along thkrly convenient for studying surface processes accompanied
(100 crystal axis(in Fig. 2b the focusing maximum #&=0 by changes in the symmetry of the surface layers, including
cannot be seen because the data are normaliaed the recrystallization of the surface and phase transitions. More-
outer circle indicates the edge of the distribution with a polarover, the fast recording system, capable of obtaining data at
emission angle of 60°. a rate of 50 images per second, allows the dynamics of the
This two-dimensional picture can now be compared withprocess to be studied in many cases, while the low primary
the standard stereographic projection of {80 face of a  electron beam currer®.1uA) minimizes the distorting in-
cubic crystal which shows the relative orientation of thefluence of the electron irradiation on the objects.
main crystallographic directions in single-crystal molybde-  This work was carried out as part of project No. 96-02-
num. Note that since the surface of this material only underi6909 of the Russian Fund for Fundamental Research sup-
goes slight relaxation, the atomic structure of the surfaceorted by the Ministry of Science of the Russian Federation
layers is the same as the bulk structure. To make this comfunder the program “Surface Atomic Structures,” Project
parison clearer, this projection is shown in Fig. 2c. It can beNo. 95-1.2).
seen that the data given in Figs. 2b and 2c correspond very
well. In particular, the highest-intensity maxima on the ob-
served pattern coincide with the projections of {(1&0 and 1\ £ Egelnoff, Jr., Crit. Rev. Solid State Mater. SE§(3), 213 (1990.
(111 directions along which the closest-packed chains of2Mm. Erbudak, M. Hochstrasser, and E. Wetli, Mod. Phys. LetB, B759
atoms in a body-centered molybdenum crystal are oriented, (1994.

e ; ; : 3M. H. Hochstrasser, M. Erbudak, A. Atrei, and E. Wetli, Phys. Low-
Also clearly visible are regions of enhanced intensity of the Dimens. Semicond. Struct0/11 325 (1995.

pat_tem_ along the projections of t#00 qnd{llq planesin 4y v. Gomoyunova, I. I. Pronin, N. S. Faradzheval, Fiz. Tverd. Tela
which lie many other, less frequent chains of atoms, the most (St. Petersbung36, 2295(1994 [Phys. Solid Stat@6, 1250(1994].
important of which are shown by the black points in Fig. 2¢c 5';’!- \/ilgogi{ligg\éah'gpzf;)))nll%é ?;gggj S. Faradzhev, ZksE Teor.

. . . . . . 1Z. ) .
(their size is proporuonql .to the packing density of the SN S. Faradzhev, M. V. Gomoyunova, and 1. I. Pronin, Phys. Low-
atoms. Conversely, the minima on the pattern correspond t0 pimens. Semicond. Struct/4, 93 (1997.
directions of electron emission furthest from these orienta-;s. Kono, Surf. Sci298 362 (1993. _
tions. Thus, the pattern shown in Fig.2b actually visualizes 2‘-151-7':(61"9?2“9“ M. V. Gomoyunova, and I. |. Pronin, Poverkhnost'. No.
the atomic structure of the surface region of a molybdenum ™ ?-

single crystal in real space. Translated by R. M. Durham
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Mass spectrometric investigation of low-temperature diffusion and solubility of helium
in lead fluoride crystals

A. G. Dudorov and A. Ya. Kupryazhkin
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Thermal desorption of helium from presaturated crystals was used for mass spectrometric
investigations of the diffusion and solubility of helium in lead fluoride crystals in the temperature
range 606—714 K which precedes the transition of the crystal to the superionic state. The
experimental apparatus and measurement method are described and mechanisms for the diffusion
and solubility of helium in Pbfare discussed. €1998 American Institute of Physics.
[S1063-7848)01612-2

INTRODUCTION Unlike Ref. 7, where liquid-nitrogen-cooled silica gel
was used to achieve quasistatic pumping, and Ref. 8 where a
eset of metal powders, each absorbing a particular gas, was
rysed as getters, here we utilized the capacity of titanium to
absorb different chemically active gases under heating. Tita-
fnium shavings placed in a temperature gradient field ensure
that all residual gase@ncluding water vaporare absorbed
without absorbing helium, by maintaining the pressure in the
measuring system better thark30 °Pa for a long time

of the anionic sublattice is observed prior to melting of thed ing d : fh le. When th " |
entire crystala phase transition to the superionic stat&he uring degassing ot the sample. en the getier volume was
~20cn?, no deterioration in the operation of the pump was

behavior of helium in crystals in the pretransition range has
not y\élt been stILlJJdie:j y ! P . 9 recorded after 3000 h.

For this purpose we used lead fluoride crystals which Unlike Ref. 9, the mass spectrometer was calibrated by

have the lowest transition temperature to the superionic statg.OIUb le ia/xpia:r)smln of a k7nqwn Cr]]g?]nilr:y of gas in a calibrated
The smallness of the measurable effects at low temperaturé’s? ur;r;e 1 (Fig. ,tgurlve ) inw tIC 't(; pressure was th1ea-
necessitated improving the sensitivity and modernizing theUréad using an optical manometer with a measurement range

. f 0—1Torr(11in Fig. 1). Helium from the volume/; was
experimental apparatus and measurement méftfod. orv-lior ) . 1 W
P PP preliminarily expanded into the calibrated volurkg (8 in

Fig. 1) (V1/V,~10"3%). The gas from the volum¥, was
then fed in successive portions, using the voluvhe back
into the measuring system whose volumMgwas also mea-
The experimental investigations were carried out usingsured §/,/V3;~10"%). The resultant pressure was calculated
thermal desorption of helium from crystals presaturated wittusing the formula
helium under given conditions. The apparatus is shown sche- )
matically in Fig. 1. The apparatus includes a diffusion eell P=Po(V1/V2)*(V2/V3). (1)
3, an admission and evacuation syst8nio0, 13, 14, a sys- Lo e .
. . The calibration characteristic is linear over a wide range
tem for measuring small helium fluxes based on an updated o - .
o of pressures. The sensitivity coefficiept= P/1, wherel is
MI-1201B mass spectrometér 6, and a calibration system . ) .
2 . . the recorded mass spectrometer signal, for one series of cali-
7,8, 11. A vacuum of~10"‘ Pa was provided in the system brations is
by a diffusion pumpl5. ' !
The. working cell consisted of two nickel champers y=(8.7+0.8 X108 Pa/mV. )
(saturation and degassingonnected by a heated high-
vacuum valve. Unlike Ref. 7, the sample was moved be- The sensitivity of the measuring system allowed degas-
tween the chambers by means of magnetic pushers locataihg experiments to be carried out using crystals with a vol-
inside each chamber. This cell allows the sample to beime of~1x10 3cm 3.
moved at high temperatures without precooling. The record- The experimental method involved saturating the crystal
ing system of the mass spectrometer also included a secondnder study in a saturation chamber at a given temperature
ary electron multiplie(VEU-2) and in the pumping system, and pressur®, transferring the saturated sample in vacuum
one of the oil-vapor pumps was replaced by a high-into the measuring chamber, and investigating the helium
temperature getter pump to achieve a quasistatic helium relegassing at temperatufausing the recording system of the
gime (Fig. 1b. mass spectrometdr,

Investigations of helium diffusion in crystals of rare-

UO, oxide fuel in nuclear reactors, have revealed the mai
mechanisms for the diffusion and solubility of helium which
predominate at relatively low temperatures in this type o
crystall~* However, it is known that as the melting point is
approached in these crystals, including JJ@ef. 6, melting

EXPERIMENTAL APPARATUS AND MEASUREMENT
METHOD

1063-7842/98/43(12)/4/$15.00 1479 © 1998 American Institute of Physics
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FIG. 2. Time dependence of helium flux from RBbfample at saturation
pressureP = 1 MPa; T=740 (1), 689 (2), 666 (3), 714K (4,5); a=0.1
(1,2,3,5 and 0.2 cm(4).

FIG. 1. Schematic of apparatus:— MI-201B mass spectromete®, —

degassing chambe8,— saturation chambe#, 5 — heating furnaces®y — . .
getter pump7 — calibrated volume/,, 8 — calibrated volume/,, 9 — gas Heren, m, andk are odd positive numbers. According

cylinder, 10 — mechanical pressure gaugkl, — optical pressure gauge, to Eq.(3), for long desorption times>a?/(7?D.¢) the de-
12— vacuum valves]3— magnetoionization pressure gaud#iD), 14— gorption flux is described by a single exponential function.
liquid nitrogen trap,15 — diffusion pump, 16 — thermocouple gauge 11,5 5 single exponential function was usually used to ana-
(PMT-M), and17 — roughing pump. ! i . ;
lyze the experimental curve8) (Fig. 2) to obtainD 4 and
Cet -
It was established experimentally that, within experi-

For the experiments we used Rldingle crystals grown mental error, mechanical treatment of the crystal surface to
by the Stockbarger method. The impurity content in the ini-give it a suitable cubic shape does not influence the values of
tial samples was less thanx10 2%. Samples of different Dy obtained using Eq(3) but does lead to a systematic
sizes between 0.343 andk@0 3 cm® were used to identify overestimate of the helium solubility compared with that in
the influence of the surface and the presence of different-rateut crystals because of defects introduced in the surface layer
mechanisms of helium transport in the crystals. The saturaef the sample during the mechanical grinding process. Thus,
tion time was determined experimentally. In order to elimi-in the experiments the solubility was determined indepen-
nate any influence of sample degradation on the results of théently from the total degassing of arbitrarily shaped crystals
measurements, a new sample was used in each measurement.

Figure 2 shows typical experimental data for limiting
temperatures and different crystal sizes. The solid curves it 700 600 X
Figs. 2—5 are obtained by approximations to the data points'l'"DF ' ' ' ' ing
Over the entire range studied, the logarithm of the flux as &
function of time is described by straight lines within experi-
mental error, which indicates that a single helium transport
mechanism is achieved experimentally.

The desorption curves were analyzed using a normal so
lution of the second Fick equation for a cubic sample of
dimensionsaxX aX a with the effective diffusion coefficient
D¢ and solubilityCg; under zero boundary conditions. For ¢
the total helium desorption flux at a given temperattlire
from a sample presaturated in helium at pres®uesd tem-
peratureT, which determineD .4 and C«, we obtain

37

14

35

16

2 2 2 |
m nmk  n?m2k? 07T, K

5 . 3 solubility in PbF: 1 — PbR+0.5% HoR, 2-6 — PbR+less than 1

Dest 77.2(nZ_|_ m?2+ k2)t FIG. 3. Temperature dependence of the helium diffusion coefficient and
xXexp —
X 1073% HoF; ; a=0.15(4), 0.2(5), and 0.1 cm(6).

a
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In order to determine the mechanism responsible for the
solubility of helium in lead fluoride, we also investigated the
s ¢ J15% influence of H3* impurities and the helium saturation pres-
'® o sure on the solubility. The experiments indicate that within
N“.Z i 4y g experimental error, the solubility in samples containing 0.5%
‘“‘Q\ ‘ ) . D s ?Q“ HoF; in the initial charge is the same as that for pure
< t T il ® samplegFig. 3). The solubility of helium in these crystals at
1+ 40.5 8N T=714K andP = 0-3 MPa(Fig. 4) obeys Henry’'s law and
is described by
1 1 1
7 2 J s A, MPa Ceii=(8.6+0.4) X 10°P, cm 2, (5

FIG. 4. Pressure dependence of helium diffusion coefficient and solubility ~ The fact that within experimental error, the helium solu-
in PbR, (T=714K). bility does not depend on the influence of impurities or the
dislocation densitythe samples were cut from different parts
of the single crystal having different dislocation densijties
cut from the main single crystal. The fact that within experi-and the linear dependence of the solubility on pressure indi-
mental error, the surfacesize) of the sample has no influ- cate that the helium solubility in lead fluoride is predomi-

ence on the diffusion coefficients obtain@tigs. 2—4 indi-  nantly interstitial. A helium atom is in the neighborhood of
cates that it is correct to select zero boundary conditions t¢he nearest eight fluorine anions which are situated at the
solve the diffusion problem. distancer=d\/§/2, whered=0.595nm is the distance be-

tween the fluorine anions in the fluorine sublattice of the

crystal!® The approximation of an undeformed lattice is jus-
EXPERIMENTAL RESULTS AND DISCUSSION tified for crystals of this type because of the fairly large sizes
{of the interstitial sites compared with the size of the helium
atom? Moreover, in fluorite-structure crystals the helium dis-
Solution energy is preferentially determined by its interaction
transferred to the superionic state. Over the entire range §fith the nearest fluorine an'O'J'?Nh”_e the dependence of
temperatures studied the effective solubility is described by 1€ helium dissolution energy in different crystals on the
simple exponential dependence with a single dissolution erfiStance between the helium atoms and the nearest fluorine
ergy (EP=0.36-0.04 e\} ions, which is determined by the Iattlce_ constant, can be_ used
to reconstruct the parameters of the interaction potential of
an He—F pair in the pair interaction approximation. In this
approximation the dissolution energy is equal to the energy
of interaction between a helium atom and fluorine anions
EP=8U(d\/3/2), whereU(r) is the potential of a pair inter-
action between a helium atom and a fluorine anion.

In Refs. 11 and 12, the interaction potential of an He—F
pair was reconstructed from the results of gas-phase mea-
surementg(diffusion of fluorine ions in helium in electric
fields and data on the interstitial solubility of helium in
CaFk, Srk, and Bak (Ref. 2. The result of approximating
the combined experimental data is given in Ref. 13 as

r
> = - @
,s, U(r)=(69.7+ 2.8)exp|’ 0.040&0'004

(3.300.3)x 104

— o , eV. (6)

Figure 3 gives results of experimental investigations o
the helium diffusion coefficient and solubility in PpFat
temperatures between 606 and 741K before the crystal

0.36-0.03V

T ) cm 2. (4)

Cor=(3.5" 1] mmeXp( _

640

1

£

-

S
T

6 (He-F?) For comparison Fig. 5 gives data on the interstitial solu-
bility of helium in calcium, strontium, lead, and barium fluo-
o \/_ rides and an approximation of the dependere®(r)
=8U(r) using relation(6). This comparison shows that the
data obtained here for the energy of helium dissolution in
1 ] lead fluoride(4) are fully consistent with the mechanism of
0.2 0.3 0.4 ryam interstitial solubility.
FIG. 5. Energy of interstitial solubility of helium in calcium, strontium, The temperature dependence of the, effeCtl_Ve d,IﬁUSIOn
lead, and barium fluorides as a function of the distance between the heliufiO€fficient reveals two temperature regions with different
atom and fluorine ions® — CaF,, O — SrF,, @ — PbR, [ — Bak. diffusion activation energie€P. The data were analyzed
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TABLE I. Comparison of data for helium diffusion coefficients in strontium, lead, and barium fluorides.

System No. System d, nm AT, K Do, cnt/s EC, eV References

1 He-Srk 0.580 930-1243 (0.74°31)x10°2  0.75+0.02 Ref. 2
Ref. 14

2 He—Pbk 0.595 606—654 (15715 0.95+0.11 Present
Ref. 10 study

3 He—Pbk 0.595 654-741 (L2723 =10 1.58+0.07 Present
Ref. 10 study

4 He—Bak 0.620 903-1233 (0.45059x10°2  0.69+0.02 Ref. 2
Ref. 14

independently for the low-temperature rarige 606—654 K tween 606 and 741 K. Temperature dependences of the he-
and the high-temperature rande= 654—741K using the lium transport coefficients have been obtained in the range

simple exponential dependence preceding the transition to the superionic state. It has been
ED shown that the helium solubility in this range corresponds to

Deff:DOexp{ — ﬁ} 7) predominantly interstitial sites. The low-temperature part of
the diffusion coefficient corresponds to an interstitial mecha-

The values oD, andEP are given in Table I. nism with traps while the high-temperature section corre-
Investigations of the influence of the saturation pressur&ponds to a complex diffusion mechanism of the expulsion
on the coefficient of helium diffusion showe#ig. 4) that  type. _ _
within experimental error, this is constant. At= 714 K we This work was partly supported by the Russian Fund for
find D(P)=7.3+0.4x 10 7 cné/s. Fundamental Resear¢Rroject No. 95-02-03649
The mechanisms of helium diffusion in Ppbfwere ana-
lyzed by comparing our results with those obtained in studies
of interstitial helium diffusion in the strugtural analogs SrF 1, v, Kupryazhkin, A. U. Kurkin, and O. V. Semenov, J. Nucl. Mater.
and Bak (see Table), whose crystal lattices have larger or 204 180(1994.
smaller periods than Pl@]:respectively’l,4 2A. Ya. Kupryazhkin and E. V. Popov, Fiz. Tverd. Telaeningrad 26,

The diffusion activation energy for PbFn the low-  ,160(1984 [Sov. Phys. Solid State6, 94 (1984)]. _
A. Ya. Kupryazhkin and A. Yu. Kurkin, Fiz. Tverd. Teldeningrad 32,

temperature rangéNo. 2 in Table ) is higher than the acti- 2349(1990 [Sov. Phys. Solid Stat82, 1363(1990].

vation energy for interstitial diffusion for BaFand for Srk. 4A. Ya. Kupryazhkin, A. Yu. Kurkin, and A. G. Dudorov, Fiz. Tverd. Tela

The preexponential factor of the diffusion coefficient for _(St. Petersbuig38 1272(1996 [Phys. Solid Stat@8, 703 (1996].

PbF2 in this range(No. 2in Table) is also higher than that Physics of Superionic Con_ductoredl_ted by M. B. SalamorSpringer-
.. . Verlag, New York, 1979; Zinatne, Riga, 1982, 315)pp.

for BaF, and SrFk. This indicates that these values evidently s; "\ Matveev and M. S. Veshchunov Zhk&. Teor. Fiz.111 585

correspond to an interstitial diffusion mechanism with (1997 [JETP84, 322(1997)].

“traps” (see, for example, Ref. 15vhich may comprise "E. V. Popov and A. Ya. Kupryazhkin, Zh. Tekh. F&3, 365(1983 [Sov.
anionic vacancies Phys. Tech. Phy8, 224 (1983)]. i

. iy . . L 8M. G. Pan'yan, K. A. Petrzhak, and V. F. Teplykh, Prib. Tekksg No.
An increase in the diffusion activation energy and the 4 250(1979).

preexponential factor of the diffusion coefficient in the high- °E. V. Popov and A. Ya. Kupryazhkin, Prib. Tekhk€p. No. 4, 194
temperature rangéNo. 3 in Table ) for the same interstitial 10(81933-5 hulz. E. Perenthal U, H. Zuker. Acta Crvctallggr 729
dissolution mechanism can evidently be attributed to a more -y go-- chulz, E. Perenthaler, and U. H. Zuker, Acta Crystallagr.
complex transport mechanism, such as an expulsion mechan_ a. Radtsig and B. M. SmirnovReference Data on Atoms, Molecules,
nism (see, for example Ref. 16where an interstitial helium  and lons(Springer-Verlag, Berlin, 1985; Atomizdat, Moscow 1986, pp.
atom is transferred to a neighboring free interstitial site via12\3/15|’_—3825)r-1k A A Radtsic. and B. M. Smi Tenlofis. Vvs. T

an anionic vacancy formed by the preliminary expulsion of a 16, 7'13y(clg7°g.’ - A Radisig, and B. M. smimov, Teplotiz. Vys. Temp.
fluorine anion into this or a neighboring free interstitial site. 134 va. Kupryazhkin and A. Yu. Kurkin, Fiz. Tverd. Telt. Petersbuig
A large number of particles may take part in this diffusive 35, 3003(1993 [Phys. Solid Stat@5, 1475(1993].

displacement, causing local disordering in the crystal. Thig*W. Hayes, Crystals with Fluorite StructurgClarendon Press, Oxford,

. 2 . .~ 1974, 450 pp.
mechanism can explain the high values of the preexponentiad, " Kupryazhkin, 1. R. Shein, and E. V. Popov, Zh. Tekh. B3, 1578
factor and the effective diffusion activation energy. (1983 [Sov. Phys. Tech. Phy&8, 970(1983].

To sum up, this system has been used to in\/estigat@Atomic Diffusion in Semiconductgredited by D. ShawPlenum Press,
helium diffusion and solubility in single-crystal PpF  London, 1973; Mir, Moscow, 1975, 682 pp.

samples with a volume of 1X 10~ 3 cnm?® at temperature be- Translated by R. M. Durham
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A numerical analysis of the thermalized regime of metallized sections has revealed that local
overheating occurs at sites of nonuniformity together with short circuiting, which results
in failure of the microcircuits. ©1998 American Institute of PhysidsS1063-784%8)01712-7

The current state of the art in semiconductor electronics JT o JT
is leading to more stringent requirements for the reliability of ~ CP = 5( K(x) a_x) +Q, 1)
semiconductor elements, especially integrated microcircuits.

This has given rise to the problem of modeling the physical

processes which cause microcircuit failure. One failure claswherec is the specific heat of the metallization masss the
sification, reported in Ref. 1, shows that the vast majority ofdensity,K is the thermal conductivityT is the temperature
failures are caused by metallization and contact defects, ddield of the metallization, an@ is the density of heat sources
fective fitting, and vaporization of internal leads. The De-(Sinks.

partment of Radio Physics at Simferopol State University A VvoltageU produced by an electric field was applied
has developed a thermal model to calculate the processéd the metal track

leading to local burnout of the metallization when current
flows.

The numerical calculations of the thermal regime were
based on solving the nonlinear heat conduction equation.
Metallization nonuniformity caused by nonuniform diffusion whered is the distance between the microcircuit outputs.
of silicon into the aluminum was only assumed along the In order to analyze the thermal processes in the inte-
length of the metallization. As a result, the dynamics of thegrated microcircuit, the metallization was simulated by
thermal processes were described by the one-dimensionséries-connected resistané®s As a result, the power of the
heat conduction equatién thermal sources was given by

U=E-d, (2

9501
900
850
800
7501
~ 700
650
600
550
500

FIG. 1. Temperature field of metallization at
various times1 — 1 us, 2-5 — 1, 1.001,
2, and 2.00Jus, respectively.

050 i ] 1 [] L [ il 1 1 [l
20 21 22 23 24 ) 26 27 28 29 Jo
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U2 2.4}
Q=—7Fw 2 () 5
h?c,; I/ o
'( .21 ') 2.0t r 1
where o is the electrical conductivity of théth section of
the metallizationN is the number of metallized sections, and 1.6+
h is the length of the homogeneous section. &
The electrical conductivityr; is a function of tempera- e
ture and is given by the following expression: 1.2
. g
Ooj
T e T, @ 0.8}
whereoy, is the electrical conductivity of thegh metallized
section at 0 andv=1/273 is the temperature coefficient of o4k
resistance of the metallization. '
The density of effective emission sink3s was intro- 2
duced to allow for heat exchange between the microcircuit 055 4 ZIZ L 2'4 . 2:5‘ . 21'3 zé
and the ambient medium. It was assumed in the model that z , mm
heat exchange with the ambient medium obeys Newton’s
Iaw,3 FIG. 2. Distribution of molten sections of metallization as a function of

time: 1-5 as in Fig. 1.
Qs=h(T—90), (5)
whereh, is the coefficient of heat exchang&(t,x) is the
temperature field of the metallization, afds the tempera-
ture of the ambient medium. were much lower than the rate of heat buildup and thus the
Heat exchange between the metallization boundaries ari@€tallization became heated within a single electric field
the ambient medium was taken into account using Newton'®ulse(curve2 in Fig. 1).

law?® Local overheating of sections of the metal track caused
some of the metal in these sections to mélig. 2). The

(ﬂ) =\[T|.— 6] 6) buildup of heat caused further melting of the aluminum and

29N - ’ after the action of the second and third pulses on sections

containing inhomogeneities, most of the metal was already
molten (Fig. 2, curvesl—4).
The rate of the heat conduction process was so low that
it only began to influence the thermal processes after the
boundary.

.. second pulse. In this case, however, the processes of “heat
The temperature dependence of the thermal conductivit - .
o : preading” over the track were fairly bounded.
is given by the Wiedemann—Franz forntila

A numerical analysis of the influence of metallization
K(x,t) nonuniformity has shown that when a current flows along the
m:“'T' () metal track, local heating occurs at sites of nonuniformity.

) ] ) ) The presence of local sections of overheating and nonlinear
where is a proportionality factor which does not depend oninermal conductivity causes a buildup of heat in a pulsed
the type of metal. regime. This buildup of heat leads to melting of the crystal-

The nonlinear heat conduction equaéti(it) was solved  |ing aluminum at sites of local overheating and may cause
by an implicit schemeéadvancing scheme At the melting  gnort circuiting of the metallization through the oxide film,
point, calculations were made of the mass of molten metal resulting in failure of the microcircuits.

where A=h;/K is the normalized coefficient of heat ex-
changeK is the thermal conductivityd(t) is the tempera-
ture of the ambient medium, and is the metallization

Qp
mpy=— )]
p 1
)\p
where Qp IS Fhe quamlty.Of heat eXp?nded in melting the LA. A. ChernyshevPrinciples of the Reliability of Semiconductor Devices
metal and\, is the specific heat of fusion. and Integrated Microcircuits[in Russiad, Radio i Svyaz’, Moscow

A periodic electric field of amplitude 50 kV/m, duration (1988, 256 pp.
1 us, and inverse duty cycle of 1000 was applied to the ?A. A. Samarski, Theory of Difference Schemigs Russiar, Nauka, Mos-
R - . . cow (1977, 656 pp.
metalllza.tlon. to study the mfluencg of nonun!form sectlon's 3N. M. Tugov, B. A. Glebov, and N. A. Charyko§emiconductor Devices
of metallization on the thermal regime of an integrated mi- [in Russiaf, Energoatomizdat, Moscod990, 576 pp.
crocircuit. 4A. G. Shashkov, V. A. Bubnov, and S. Yu. Yanouskivave Effects of
The presence of nonuniform sections in the metallization Heat Conduction: System-Structural Approafin Russiar), Nauka i
resulted in these being locally heaté@ig. 1, curvesl-5). Tekhnika, Minsk(1993, 279 pp.

The rates of the heat conduction and heat exchange processeanslated by R. M. Durham
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Model of current oscillations in a metal—thin insulator—semiconductor structure
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A model is proposed for current oscillations in a metal—thin insulgietyype semiconductor
structure which are caused by the self-organization of carrier transport processes via insulator
states. ©1998 American Institute of Physid$S1063-7848)01812-1

We shall analyze electron transport in a metal—thinof the semiconductor when the charge at the insulator states
insulator-p-type semiconductor structure under conditionsvaries (6Ys<0), andNy, is the density of states in the va-
where the barrier at the metal—insulator interface is low, thdence band of the semiconductor.
surface state density is low, and the insulator contains mo- The transparencies of the tunnel barriers are determined
noenergetic donor and acceptor states at a distafioen the  using the Wentzel-Kramers—DBrillouin approximation. When
interface with the metal. The current in the structure is dethe insulator has a charged plane, we write this as
termined by tunneling of carriers via acceptor and donor 5
states in the insulator and the semiconductor bands. The =exr{ ZF 2m{U(x)—E—q“la—s|(ni—py)

L . ) S -z , @
charge distribution at states in the insulator is simulated by a" h)a X (L2e0eg)[1—(x)]} dX ®
charged plane. The energy of the acceptor stigaunder . , )
application of a constant external potential corresponds t§/heref is Planck’s constang andU(x) are the tunneling
the band gap and the energy of the donor stitgscorre- energy and the potential profile of the tunnel barrier in the
sponds to the valence band. absence of charge at the insulator statess the effective
Making these assumptions and using the model of elecE!ECron massg, andey are the absolute and relative per-
tron capture by tunneling to insulator states at theMittivities of vacuum and the insulatog is the electron
semiconductor—insulator interfateye write a system of charge,i is the distribution function of the potential energy

equations for the rates of change of the electron and hol@f the insulator state charg®@<y(x)<1), a=0 for tunnel-
densities at the insulator states ing of electrons from the metal to the insulator state;d

for tunneling from the semiconductor, adds the thickness
of the insulator.

dn . . - o
d_tt = Ny T o[ 1= (/N ) (N /) = Boni— Kenep Ordg/r\/;eetrarﬁzavr:/g thh;V(lantegrar(CB) as a series. To within first
(1)
2 (s
Tnzex;{ - %f V2m[U(x)—E]dx
dpt a
¢ = @oNaiTpel PsoeXP(— 8Ys) = (Pi/Np Ny
ox q’mla—s|(n.— pt)fs [1—%(x)]dx
~ BpPt— KrNtPr— @ndkrPt ThdNm 2 goegh a\2mU(x)—E]|

4

wherea,,, and a4 are the coefficients of electron capture by )

acceptor and donor insulator states, is the coefficient of From Eq.(4) we obtain
hole capture by donor insulator statég,, and N, are the
densities of acceptor and donor insulator staggsand g,

are the coefficients of thermal emission of electrons and T _,=T, for m=m, and E=Ep,

holes from insulator state3,,, andT,4 are the transparen-

cies of the tunnel barriers to transition of electrons fromthe  T,4=T, for m=m, and E=E, (5)

metal to acceptor and donor insulator stallgs, is the trans- h q he effecti ‘ol in th
parency of the tunnel barrier to transition of holes from theVNereme andm, gret €e e.Ct'V6 masses of electrons in the
metal and holes in the semiconductor.

valence band to donor insulator statesjs the coefficient of ; . .
recombination of electrons and holes at insulator staNgs, We c!gtermlne the change in the surface potential from
andn,, are the density of states and the electron density iﬁhe condition

the metal corresponding to the energy of the acceptor insu- Cn)—

lator statespg, is the density of holes at the surface of the alne=py (\/ESOSSKT/qLD)F((SYS)’ ©)
semiconductor in the absence of any charge oscillations ofthereeg is the relative permittivity of the semiconductdr,
the insulator statedY g is the change in the surface potential is the Boltzmann constant, is the temperaturd,  is the

Tha=T, for m=m, and E=E,,

1063-7842/98/43(12)/2/$15.00 1485 © 1998 American Institute of Physics
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1.6F tablished where the rate of electron capture exceeds the rate
of hole capture. By way of example we consider an
Al-SiO,—p-Si structure at room temperature. The hole con-
centration in the bulk of the silicon is»210**m~2 and the
insulator thickness is 210" °m. The density of insulator
states is (1-6%10**m~2, the barrier height at the metal—
insulator interface is 3.2eV, and the forward fixed bias is
0.4-0.6 V. Depending on the parameters of the structure, the
oscillations have a period of 0.01-1.0s dift) varies by as
much as 50%see Fig. 1

As confirmation of these calculations, we note the ex-

8 0 perimental results reported by Farnegral,® who studied the
temperature dependence of low-frequency fluctuations of the
FIG. 1. Oscillations of the relative current through the insulator states in anreSISta,nce of a S_Imllar Al-Sif>-p-Si structure and showed
Al-SiO,—p-Si structure {,=0.045s). that this fluctuation reaches 10%. These redut be ex-
plained in terms of the proposed model by the fact that an
increase in temperature results in self-organization of carrier
Debye length of holes in the semiconductor, &{dYs) is  transport processes which is characterized by the onset of
the band bending function for a nondegenerate semicondu@scillations of the charge and current through the insulator
tor. states. The contribution of these oscillations to the total cur-

The current through the insulator states is proportional td€nt depends on the ratios between the current through the
the rate of capture of electrons from the metal to the insulatotnsulator states and the currents through the valence band
states or the rate of hole capture from the semiconductor tand the conduction band, which also determine the amplitude
these insulator states. In this case, the onset of current oscff the low-frequency fluctuations of the structure resistance.
lations is attributed to the existence of stable periodic oscilNote that the calculated data obtained for specific values of
lations of the insulator state char@=q(n,—p,). In the the parameters agree with these experimental results. It is
mathematical description the establishment of selfimpossible to make a more detailed comparison because the
oscillations from Steady states Corresponds to a Cyc|e Cré'atiOS between the currents and the values of various param-
ation bifurcation(or a Hopf bifurcation.? These calculations €ters are not given in Ref. 3.
revealed that the system of equatigfs—(6) can have stable To sum up, we have developed a model of current oscil-
and unstable periodic solutions for various values of the palations in a metal-thin insulatop-type semiconductor
rameters and the relative magnitude of the current oscillastructure which are caused by self-organization of carrier
tions | (t) through the insulator states is 5—100%. transport processes via insulator states.

The mechanism for the formation of these oscillations is ~ This work was partially financed by the Republican
as follows. Initially, the amplitude of the electron charge Inter-University Program for Fundamental Research in the
oscillations at the insulator states increases since the rate bfatural Sciences “Physical Principles of the Production, Di-
electron capture is higher than the rate of hole capture. Ag@gnostics, Functioning, and Application of Low-Dimension
the electron density in these states increases, these rates flements and Systems,” Grant No. 04.04.
crease and at a certa.in time it is found thatp(/dt) : Properties of Metatinsulator-Semiconductor Structurgsdited by A. V.

}(d n,/dt) gnd the amplitude of the electron charge .oscnla— Rzhanov{in Russiaf, Nauka, Moscow(1976.

tions at the insulator states begins to decrease. This is aCCOMg, p. Hassard, N. D. Kazarinoff, and Y.-H. WaFheory and Applications
panied by an increase in the recombination velocity of the of Hopf Bifurcation(Cambridge University Press, Cambridge 1981
electrons and holes at the insulator states as their densitie&: R Farmer, C. T. Rogers, and R. A. Buhrman, Phys. Rev. B8{2255
increase. Recombination leads to a drop in the electron and 1989

hole densities at the insulator states and conditions are reesanslated by R. M. Durham
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Propagation velocity of the normal zone in a cooled composite superconductor
with an external coating

V. K. Ozhogina and V. R. Romanovskil

“Kurchatov Institute” Russian Science Center, 123182 Moscow, Russia
(Submitted February 2, 1998
Zh. Tekh. Fiz68, 95—97(December 19938

An investigation was made of the influence of a honconducting shell on the velocity of
irreversible propagation of the normal zone along a cooled composite superconductor. It is shown
that even a coating of negligible thickness may lead to a substantial deterioration in the

thermal stabilization conditions of intensively cooled current-carrying elements1993

American Institute of Physic§S1063-784£08)01912-9

An investigation of the processes taking place in supersectional areap is the cooled perimeteh is the coefficient
conducting magnet systems undergoing an irreversible traref heat transferl is the transport current,, is the tempera-
sition to the normal state is one of the most important prob{ure of the ambient mediunp(T) is the effective electrical
lems in technical superconductivity. This problem is topicalresistivity of the superconducting compoéite
because of the widespread use of various superconducting
windings having a high level of stored energy. It is well
known that the thermal instability observed in a supercon-  p(T)=po(T){ (T=Tc)(Teg=Te), TesT<Tcs,
ductor as a result of the action of an external perturbation 0, T<Tc=Teg— (Teg—To)l/lc,
whose energy exceeds the so-called critical value, is accom- i ) L i
panied not only by its propagation through the supercony"herepo is th.e. electrical resistivity of the matrix, and
ductor. Within a fairly short time a thermal wave forms, Tcg are th? critical paramezters of the sgperl(:/gnduqtor.
propagating at constant velocity, and against this background ASSUming that,=[MS™(Tcg=To)/Icpol ™, we intro-
the superconducting properties of the current-carrying e|eguce the dimensionless variables
ment sustain irreversible damage. The critical energies and  X=x/L,, i=I/l¢, T:)\kt/(CkLﬁ),
velocities of the thermal wave are usually investigated ne-
glecting the insulating coating on the lateral surface of a  0=(T—To)/(Tca—To),
composite superconductbf. However, the results reported for which Eq.(1) has the form
in Refs. 3 and 4 indicate that such a coating can alter the
kinetics of the normal zone, not only quantitatively but also Aj\ a0
qualitatively. This means that the theory developed so far has + CA_k)E =|1+A
limited application.

We shall analyze a extended cooled compo&itsuper-
conductor in a normally conducting mafyiwhose outer sur- Cat+AAJA
face is surrounded by a nonconducting shell. To simplify the
analysis, we shall assume that the boundary conditions of HE'® We haveC=Ci/Ci, A=Ni /M, Aj = di i/ L,
this composite are planar, the transverse dimensions of the 4= |ép0/h PSTce—To),
composited, and the coatingl; are small, there is no contact
thermal resistance between the coating and the composite, 1, 6>1,
and the thermal and electrical parameters do not depend on ((g)=i2{ (§—1+i)/i, 1—i<6@<1,
temperature. The change in the temperature field of the entire 0 O<1—i
composite in the longitudinal direction may be described in ' '
terms of the model of a continuous medium using the one- Even at the stage of formulating the problem, this gen-
dimensional time-dependent heat conduction equation eralized description of the thermal processes in a composite

superconductor in a shell can identify clearly and simply
aT T hep 12 characteristic dimensionless complexes which may have a
it 7__(T_T0)+§pe(-r) () substantial influence on the kinetics of the normal zone.
These qualitative results can easily be compared with the
with the averaged coefficientsC.=C,d,/d+ C;d;/d, conclusions formulated earlier using thermal stabilization
Ne= M\ d/d+\;d;/d, he‘lzh‘1+di/>\i, and pgl theoryl? since the model2) not only uses generally ac-
=dy/pd+d;/pid=d,/pd(p;>py). Here C,,C, are the cepted terminology but also comprehensively describes pos-
volume specific heats of the composite and the coatiRg, sible limiting cases. According to the mod@), the shell has
and \; are their thermal conductivitiesS is the cross- a negligible influence on the temperature field of the com-

Ai)aza
Ay ox2

+i%r(8). )

1063-7842/98/43(12)/3/$15.00 1487 © 1998 American Institute of Physics
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posite if CA;j /A <1, AA /A <], anda>A A /A Tt is V|-
also easy to understand the part played by the thermophysi-
cal parameters of the coating and its thickness in the kinetics
of the normal zone. It is easily shown that in the case

A;/A <1, which is satisfied by the parameters of real

current-carrying elements, the specific characteristics of the
evolution of the thermal processes in these elements will be 1}
determined by the value of the dimensionless complex
AA; /A, which is inversely proportional to the dimension-

less thermal resistance of the shell. Thus, it can be affirmed

that for a wide range of practical applications, allowance for 1 ==
the specific heat in calculations of the normal zone velocity )
is less important than taking into account the possible influ- 2 7 £
ence that the thermal conductivity and thickness of the coat- { /
ing may have on its value. As will become obvious from the | /
results presented below, this conclusion becomes even more 4 L10-1 [

accurate, the smaller the current and heat transfer coefficient. J 4;=1"%
We shall estimate the possible range of variation of the
dimensionless parameters used. Assuming that for a niobium-7
titanium superconductor in a copper matrix with an organic
coating, the average values of the initial coefficients are!G. 1. Dependences of the normal zone velocity on current: solid curves —
Ck~5><10*3J/ch?~K, )\k~1W/cm- K, dk~0.1cm; éi=0: 1— a—», 2— a=100,3 — a=2; dashed curves -A;#0: «
Ci~102Jcn?-K, \~103Wiem-K, di~5x103cm; >
po~5x10"80.-cm, Teg—To~5K, and Ic~10°A, we
find C~2, A~10 3%, A,~1, andA;~5x 102 conductors at near-critical currents which is observed as the
We shall use the modéP) to determine the velocity of coating thickness increases. The results of the calculations
the normal zone propagating along the composite after are plotted in Fig. 2. In this case, the curvé@;) have a
thermal wave has formed. According to Trutkis can be maximum which, as can be seen from Fig. 2, is accompanied

'Ai=10—‘

calculated using the formula not only by a drop in the velocity of the normal zone but also
i by a shift of the maximum toward lower values &f in the
VLT AA A @ ti-2 presence of a coating with a higher heat capacity.
~ 1+CAj /A ag(@ei’—1) To sum up, when current-carrying elements fabricated
) using a composite superconductor with an external insulating
ae— 1( 1—i i—is) coating are used in a real winding, particular attention must
TN 12 -0, 11, |"

wherea,=a+AA; /A andig=(V1+8as—1)/2a,.

Figure 1 gives the normal zone velocities as a function
of the current for various values of the coating thickness 1.4
calculated for «=2, C=1, A=10"3 A,=1 (dashed
curves. Also plotted for comparison are the curvéé) for
to a composite superconductor without an insulating coating, -
calculated for three typical values of the stabilization param-
etera=2 — “good” cooling, «=100 — “poor” cooling, 10
and a—oo — thermally insulated conductdsolid curves.
On comparing these results, we can easily see that even 0.8
coating of negligible thickness can substantially alter the
conditions of thermal stabilization of well-cooled current- ,
carrying elements. Of particular note is the fact that the coat-
ing thickness has a substantial influence on the range of cur
rents for which the stability of the superconducting state is™
conserved. For example, far;=0 anda=2 the supercon-
ductor sustains irreversible damage, i3 0, in the range 0.2
of currents 0.7808 i ;<i<1. However, whemn\;=10"2 this
range is almost doubled and wheén=10"1, the thermal L 1 1 1
state of a rapidly cooled composite differs very little from 0 0.02 0.04 0.06 0.08 4;
adiabatic _Condltlons' . . FIG. 2. Dependence of the normal zone velocity on the coating thickness for

Attention should also be drawn to the particular behaviok,arioys currents: solid curves -€=1, a=2, dotted curves —C=2,
of the normal zone velocity of well-cooled composite super-a=2, and dashed curves -6=1, a—.

1
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Experimental investigation of the dielectric strength of the Ho11 and Eqq4 Oscillation
modes in a cylindrical resonator using compressed gas
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Research Institute of Nuclear Physics at Tomsk Polytechnical University, 634050 Tomsk, Russia
(Submitted May 25, 1996; resubmitted November 20, 1997
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It is shown experimentally that in order to increase the stored energy in storage resonators using
compressed gas, it is preferable to have oscillation modes in which the electrical components

of the fields do not interact with the inner surfaces of the resonator19@8 American Institute

of Physics[S1063-78428)02012-]

Problems of dielectric strength encountered in high-ferent sensitivity to the perturbing effect of these apertures.
voltage devices using compressed gas can be attributed to The no-load Q factors of thely;, and Eq4; oscillation
sources of local amplification of the field by microinhomo- modes were 5750 and 11 700, respectively.
geneities at the surface of the electrodes and impurity par- The resonator was excited using a tunable magnetron
ticles in the gas in a real discharge ddpThe influence of generatot with an output power up to 2 10° W and a pulse
sources of local field amplification can be reduced by usingength of 10°°s. The generator operated at a pulse repetition
different methods of mechanical and electric treatment of thérequency of 50 Hz. The generator operating regime was
electrode surface, gas purification techniques, conditioningnatched to the resonant load by using a circul@and a
of the electrodes and the dielectric medium. Electric fieldhase rotatob. The power reflected from the resonator cou-
may be excited in the discharge gaps of microwave sourcedling aperture was extracted to the loadThe power level
which do not interact with the internal surfaces of the elec-ntering the resonator was regulated by a variable attenuator
trodynamic system. This method eliminates any influence of- Pressure decoupling between the resonator and the supply

microinhomogeneities on the dielectric strength of the gaghannel was provided by a radio-transparent, hermetically
insulation. sealed window8. The resonator was filled with nitrogen us-

The aim of the present paper is to demonstrate experi’d & 9as admission systefn Before filling with gas the
sonator was evacuated using a roughing pump.

mentally that the stored energy in a compressed-gas stora{]% | q limi d of the breakd field
resonator may be increased by exciting oscillations for which n order to eliminate any spread of the breakdown fie

the electric components of the fields do not interact with thestrengths, triggering of the spark gap was by a high-voltage

internal surfaces. The investigations were carried out b)ynodulatorlz synchronized with the beginning of the reso-

comparing the dielectric strength of a resonator filled withnator excitation process. All parts of the system were syn-

nitrogen to pressures of 101.6x 10° Pa when theH o, and chronized using the un. The power levels 'of the |nC|dgnt
S IR and reflected waves were recorded experimentally using a
E,1; oscillation modes were alternately excited in it. L . )
. . - irectional coupler?7, calibrated detector sections, and an
The apparatus is shown schematically in Fig. 1. We use

a cylindrical copper standing-wave resonatérof diameter 1-75 oscilloscope. The breakdown field in the resonator
438<102m and length 3.4810 2m. Two types of was determined by the breakdown power method.

: . The nitrogen was passed through a gas filter before fill-
modes were excited alternately in the resonator. Hig; 9 P ghag

. ing in order to separate the sources of local field amplifica-
mode was excited at a frequency of 9:860° Hz and the ng | P " ! pim

. . ~ tion inside the resonator and at its inner surface. Figure 2
E1;1 mode was excited at 9.3410° Hz. The required oscil- gives the breakdown field strength as a function of the nitro-

lation modes were excited through a circular coupling aper- en pressure obtained in the experiments for khg, and

tEre p05|t|on]?q on ?jne of thehend covers of theh rez_onerl]tor %111 oscillation modes and also gives the results of calcula-
the center of Its radius, as shown in F'g; 1. The ISCharg§ions made using the electron balance equation from data
volume was |IIum|nate_d via a se(_:ond similar aperture in thegiven in Refs. 4 and 5 neglecting the influence of impurity

same cover, symmetric (o the first about the center of they,icies and microinhomogeneities. The component of the

cover. The ultraviolet radiation source was an electric dis'e-lectric field strength at the end cover of the resonator is

charge in a beyond-limit circular waveguide connected COjngicated for theE, ;, oscillation mode. In the calculations it

axially to the illuminating aperture. The elements of theyas assumed that the field in the resonator increases expo-
spark gapll were positioned at some distance from the il- nepigly

luminating aperture to avoid these having any influence on
the Q factor and the operating frequency of the oscillations.  g=[E_./\2 [1—exp —t/7)],
The degeneracy of thiey;; and E;4, oscillation modes
was lifted by the exciting and illuminating apertures becausevhereE,,, is the maximum field in the resonator,is the
the operating frequencies of these oscillations exhibited difresonator time constant, ands the time.

1063-7842/98/43(12)/2/$15.00 1490 © 1998 American Institute of Physics
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FIG. 1. Schematic of apparatul:—
microwave generato2 — synchro-
nizing unit, 3 — circulator,4 — ab-
sorbing load5 — phase rotato —
attenuator,7 — directional coupler,
- 8 — radio-transparent windov@ —

gas admission systert) — resona-
tor, 11 — spark gap,12 — high-
voltage modulatorl3 — feed to os-
cilloscope, and14 — line to gas
cylinder.

The calculated dependences in the pressure range stugsonator walls and the dielectric medium carried out at 1.6
ied are linear. The slight difference between the breakdowrx 10° Pa show that after breakdown aging for 30 min, the
fields for theHp;; and Ey;4 oscillation modes can be attrib- breakdown field for théd,,, andE,4; oscillation modes was
uted to differences in the law governing the field rise in the3 5x 10" and 2.5< 10’ V/m, respectively.

resonator. When the resonator is filled with gas without pre-

In the experiments in which the gas was admitted via a

liminary purification, the levels of the breakdown field for filter, the breakdown field for thely;; oscillation mode be-
the Hoy; andE;y; oscillation modes differ slightly and from  comes substantially greater than that for Exg, oscillation

~10° Pa onward, they cease to depend on pressure. Investhode at pressures higher tharf B and at 1.8 10f Pa this
gations of the influence of conditioning of the surface of thedifference is 9< 10° V/m.

100
80
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20
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| S

FIG. 2. Dependences of the breakdown field stren@ ¢n the nitrogen
pressure P): O — Hy,; oscillation mode, ® — E,;; oscillation mode,
solid curve — calculated dependence by, -oscillation mode, and dashed

curve — forE,,, oscillation mode.

1
8 10
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The observed deviations of the experimental depen-
dences of the breakdown field from linear are attributed to
the influence of different sources of local field amplification.
In the experiments in which the gas was admitted without
preliminary purification, impurity particles inside the resona-
tor were obviously the main source responsible for reducing
the breakdown field. Thus, the dielectric strength oflthg,
andE 4, oscillation modes differs by an amount close to the
calculated value. Conditioning the dielectric medium and pu-
rifying the gas reduced the influence of impurity particles
inside the resonator on its dielectric strength. This increased
the breakdown field for thel ;4 oscillation mode relative to
that for theE;;; mode.

To conclude, it has been shown experimentally that
when specific technological operations are performed on the
gaseous medium filling a storage resonator, oscillations
modes for which the electric components of the rf field do
not short onto the resonator walls are preferable for increas-
ing the stored energy.
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Fabrication of piezo- and pyrosensitive films of polyvinylidene fluoride by vacuum
evaporation in an electric field
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Films of polyvinylidene fluoride with tetrafluoroethylene several micron thick were prepared by
vacuum electron-beam evaporation in a static electric field. It is shown that a polymer

deposited on a negative electrode possesses a structure similar to that of uniaxially stretched and
polarized films and has a hidlip to 85% content of the piezoactiv@ phase. The

electromechanical coupling coefficieki; and the pyrosensitivity of these samples are
substantially higher than those of layers deposited under the same conditions in the absence of a
field. © 1998 American Institute of Physid$$1063-78428)02112-9

Continuing interest is being shown in studies of films of trodes was 25 mm and the supplied voltage waskV rela-
polyvinylidene fluoride(PVDF) and its copolymers with tri- tive to ground. The interelectrode current flowing during the
fluoroethylene or tetrafluoroethylef€FE) because of their evaporation process was a few mAkm
good piezo- and pyroelectric characteristiésFree PVDF The crystal structure of the films was investigated by
films become piezosensitive after uniaxial stretching and poinfrared spectroscopy using a UR-20 spectrometer. The
larization in a corona dischardeln some cases, films on transmission spectra of PVDF/TFE layers between 2 and
conducting substrates pulled from solution become polars 5,m thick deposited under different conditions are shown
ized, but samples with inferior and unstable parameters ang Fig. 2. For any electrode configuration films with signs of
usually obtained.It was shown in Refs. 4—6 that thin piezo- severe destruction and broadened absorption bands typical of
and pyrosensitive layers of PVDF may be produced by lasefolten PVDF (Ref. 10 were deposited on the anode. The
or thermal evaporation of the polymer in vacuum, followedagreement between the bands in the spectra of samples de-
by polarization. Promising results were also obtained byposited without a field, on a cathode, and pulled from a dim-
thermal deposition of films in the presence of an electricethylacetamide solution, and also their agreement with the
field.” However, because of the low rate of deposition, onlypublished dat¥'!! serves to confirm that the chemical com-
very thin layers of active polymer were obtained which wereposition of the films and the initial material is identical. Only
barely suitable for studying the structure and physical propthe weak bands at 1600—1620chmay indicate the pres-
erties. ence of conjugated C—C bonds in the polymer evaporated in

Here we demonstrate the possibility of forming rela-vacuum. Its refractive indexns for s-polarized light
tively thick piezoactive PVDF/TFE films by vacuum (=633 nm), measured simultaneously with the layer thick-
electron-beam evaporation in an electric field. The initial maness using a waveguide refractometer, is 1.425-1.430 and
terial was an F2-MEcopolymer of polyvinylidene fluoride also shows good agreement with the published tfathe
with 5% tetrafluoroethylene. A 0.5mm thick polymer strip refractive index of the films deposited on the anode was not
prepared by hot pressing was mounted on a movable watefess than 1.50.
cooled copper plate using a tungsten grid. This strip was The spectra in Fig. 2 indicate that the and 3-phases of
evaporated by an electron beam scanned at a frequency tife polymer are present in the films in different proportions
1 Hz with a current density of around 5 mA/érand giving a  depending on the deposition conditions. The 535, 612, 765,
partial pressure of the polymer dissociation products ofaind 805cm?! absorption bands are typical of thephase,
(5-7)x 10 2Pa. At lower beam currents the fraction con- while the 510, 840, and 1273 ¢crh bands are typical of the
densing on the substrate was negligible and under harsheiezo- and pyroactive3-phase'®!! The content of thes
conditions the deposited product exhibited clear signs of dephase in films deposited without a field, calculated from a
struction. The films were deposited on silicon and glass subcomparison of the intensities of the 510 and 535 énab-
strates at 300K at a rate of 4—10 nm/s, which is an order o$orption bands® did not exceed 25%. For samples deposited
magnitude faster than in Ref. 7. This was achieved by comen a cathode in a longitudinal or transverse field, this fraction
bining pulsed surface heating of the target with partial ion-was between 70 and 85%. The result was improved further
ization of the evaporation products. The positive role of theby applying to the gridb a positive potential relative to the
latter in increasing the rate of deposition of polymer filmstarget of approximately the same order of magnitude. In this
was noted in Refs. 8 and 9. A static electric field longitudinalcase, the grid clearly shields the growing film more effec-
or transverse to the vapor flux was created in the polymetively from bombardment by scattered electrons and also re-
condensation zonéFig. 1). The distance between the elec- duces the energy of the GF C;F , and other ions depos-

1063-7842/98/43(12)/3/$15.00 1492 © 1998 American Institute of Physics
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— FIG. 2. Transmission spectra of deposited PVDF/TFE films. The numbers

on the curves correspond to the numbering of the electrodes on which the Si
substrates were mounted. Spectrufmwias recorded ip-polarized light at
an angle of incidence of 45°.

FIG. 1. Schematic of electrode configuration for the depositing filtr&
— electrodesy — target, andB — electron gun.

ited on the substrate, which are present in the PVDF
destruction productsThe weakly defined 668 cht absorp-  both longitudinal and transverse electrode configurations.
tion band in spectrd and 2 indicates that the number of Uniaxially stretched and polarized PVDF films have the
“head to head” and “tail to tail” structural defects in same conformational characteristics:*® Thus, the pro-
PVDF/TFE is lower than that obtained with a transversecesses of orientation and polarization of the polymer are
field. However, bearing in mind the higher intensity of the combined in the electron-beam deposition of PVDF/TFE
840 cm ! band compared with the 1273 crhband and on films in an electric field and this creates conditions for the
the basis of data given in Refs. 11 and 13, we can concludappearance of piezo- and pyroelectric properties.
that the crystalline phase of the polymer contains a relatively  The electromechanical coupling coefficiekd; of the
small fraction of longtrans sequences witm=4. flms was measured using a piezotransformer meéthod
When the light is perpendicularly incident, our films ex- whereby a sandwich of two deposited polymer layers of ap-
hibit nondichroic spectra. When the film is positioned ob-proximately the same thickness, separated by a thin alumi-
liquely in p-polarized light, the intensity of the 510, 840, num electrode 12 mm in diameter, is mounted on a glass
1273, 3020, and 2980 cm bands assigned to different vi- substrate. These electrodes were placed on two different sur-
bration modes of the GFand CH bonds, increases substan- faces of the structure. The measurements were made at a
tially in relation to the weakly dichroic 880 cnt band. At  frequency of 1kHz several days after depositing the films
the same time the intensity of 1080 cfband decreases when their characteristics had essentially stabilized. The per-
(antisymmetric C—C vibrations The anisotropy of the re- mittivity of the films at this frequency was 9.8. The value of
fractive indexAn=ns—n, for films deposited in a field is ks for films deposited without a field did not exceed 0.025,
0.015-0.020, whereas without a field, it is an order of magwhereas for films deposited in a longitudinal field, it fluctu-
nitude lower. The limiting value ofAn for uniaxially ori-  ated between 0.11 and 0.14, i.e., approached the value for
ented PVDF/TFE films polarized by the usual methods is 0.4ndustrial polarized PVDF/TFE sampl&$.

(Ref. 14. The pyroresponse of the films was measured by a pho-
These results indicate that the molecular chains of @dynamic method. A sample with 0.@8n thick aluminum
polymer deposited in a field typically lie in the substratefilms deposited on opposite sides was irradiated by
plane while the CkFand CH dipoles are preferentially ori- \=633 nm rectangular laser pulses of 40 ms duration. The
ented perpendicular to the substrate. This is observed fgrercent modulation of the temperature was estimated as ap-
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The electrostatics problem for a concentric annular disk has been studied fairly comprehensively
(see Ref. 1 and the literature cijed\n eccentric ring is considered for the first time using

an assumption known in the literature as the Kelvin transformatibmis transformation allowed

the initial problem to be reduced to that for a concentric ring with a point charge lying

outside the ring in the same plane. This problem was solved using triple integral equations. An
approximate solution for the charge density distribution at an eccentric annular disk is

given as an expansion in terms of a small parameter.1998 American Institute of Physics.

[S1063-784198)02212-7

1. For a disk charged to the potentiaj, the boundary-

Geometrically this implies that the point,(—k;,0)

value problem is formulated as finding the harmonic functionand A,(—k,,0) lie outside the ring $), where the poin#;
u which decreases to zero at infinity in a space having thdies to the left of the major circumferen€zand the poinf,

permittivity e*, if its value at the disku, is known.

Let us assume that a disk is situated in €0 plane in
a Cartesian coordinate systdsee Fig. 1a On account of
the symmetry of the field relative to the plane 0, we shall
have the additional condition,(x,y,0)=0 outside the disk.

lies inside the minor circumferende;.

Theorem. If the pointA,(p=1,2) is related to a new
Cartesian coordinate system;(y;), placing the origin at
this point and directing the axis of this system in the direc-
tion of the axes of thex,y) system, the inversion transfor-

We shall assume that an eccentric disk occupies the regiomation with the center at poirk,

)

[X*+y?<R%  (x+h)’+y*>Ri}, (1.
whereh>0, R;<R, h<R, R>R;+h.

The following lemma, which we shall put forward with-
out proof because of its simplicity, holds.

Whatever the parameters of an eccentric rigy gatis-
fying the system of inequalitiedl..1), the equation

k?h+k(R2—h?—R?)+hR?=0 1.2)
invariably has real positive roots; and k, such that the
inequalitiesk,; >R, h<k,<h+R;, andk,;>k, are satisfied.

by
7

A

FIG. 1.
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2 2 2,2, .2
X1=Xo/p3, Y1=Y2lp3, p3=X3tY3,

Y=VYi1,
converts the eccentric rin§into a concentric ring,; on the
plane ,,y,) (see Fig. 1

To be specific, we shall take the poia as the center of
inversion. The ring ;) will then be determined by the in-
equalities

X1=X+Kp

(xp+1)2+ys>aZ, (x,+1)2+y3<a?,

| =ky(R?—k3)™Y, a;=R(R?-k3)" %

a=R;[R3—(k,—h)?]7%. (1.3

With this choice of center of inversion, it is convenient
to go from the limit of an eccentric ring to a concentric one.
If the point A, is taken as the center of inversion, it will be
convenient to go from the limit of a concentric ring to a
circular disk.

We shall apply a Kelvin transformati®mvith the center
of inversion at pointA, to the initial boundary-value prob-
lem for an eccentric ring

2,=2,Ir3,

_ 2 _ 2
X1=XpIr5, Y1=Y,lIr5,

ra=x5+ys+z3. (1.4

The function (x,,y2,25) =1, *u(x;1,y1,2;) will then
satisfy the Laplace equation with the following boundary
conditions in the half-spacs,<0

P(X2,Y2,.0Uops T (X2,¥2) €(Sy), (1.9

© 1998 American Institute of Physics
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Uy, (%2,¥2,00=0  (X2,¥2) &(Sy), (1.6) R 217, e
Omip)= =" om——F—F—FT7——=. ]
$(Xz,Y2,2)—0  for ry—oo. 1.7 ™ (P12 o

2. Using the shear transformation=1-+Xy, ya=Ya, Note that the function of interest to us

Z3=12, the center of the ring},) moves to the origin of the [~
system &3,y3,Z3) (see Fig. 1h The boundary conditions Tmlp) = o An(MIm(Ap)d)  (a1<p<a),

(1.5 and(1.6) are transformed to give the conditions ) . ) o
in terms of which the density of the charge distribution at the

P(X3,y3,0)=Uo[ (x3—)2+y3] Y2 a;<ps<a, (2.1 ring is expressed, is given by

U, (X3.¥20)=0, 0<ps<a;, ps>a. 2.2 au(p)=tP(p)+12(p)  (a;<p<a). 2.7

In Ref. 3 the systen{2.6) is replaced by a set of two

For simplicity we shall omit the indices of the variables infinite systems of algebraic equations. For this we set

X, ¥, andz for the time being.

We shall solve the problem for a concentric ring using " 2 pmam(mty & (P 2k
the method proposed in Ref. 3. We express the function fm (P):;?? kzo 2% |5/
¥(X,y,2) in a cylindrical coordinate system as a Fourier— p
Bessel expansion " 2 p Mt = e 2k+2
o " fm (p) 77_8 m “ b2k p )
= cosm<pf An(MNerI (Ap)dN  (2<0).
m=0 0 e=aja . (2.9

(2.3
_ _ _ As a result of expanding the functiong ¢ p?)~* and
We write the boundary functiof2.1) in the form of a (p>—1%)~! as power series, calculating the integrals, and

similar expansion equating the coefficients with the same powers oive ob-
tain
1 _ 1
“1N22v2 JZi|2_ -
Vx—=1)2+y?  \p?+1?—2Ipcose aériw):zo bime 2P+ M IMK(m £2) k=0,
=> 5mcosmgof Jn(Np)J (NN, ®
m=0 0 b(zrll(w):y(zrl?@zo a(zng)ssz'm”Mg(m,sZ),
60=1, 6n=2, m=1, I<a;<a, (2.9

+k+p)!
where (p,¢) are polar coordinates with the origin at the M';(m,SZ): (m P)
point O* (see Fig. 1h 2\/;F(m+ k+p+5/2)

From the boundary condition®.1) and (2.2) using the SE(1/2m+Kk+p+1:m+k+p+5/2:£2
expansiong2.3) and(2.4) we obtain a system of triple equa- (1/2m p=Lim P &%),

tions to determine the functiof,,(\) £ B
m y(zrf:)=u05m;sgk+m, er=la, L 81=(1—s§)1/2.
f Am()\)x_l\]m()\p)d)\=5mf Jm(Ap)Im(ND)dN 2.9
° 0 3. Estimates made in Ref. 3 indicate that the sy<{219)
X(a;<p<a), is quasiregular foe <1 and regular for<0.75. These es-
timates also indicate that the solution of syst@h®) belongs
* _ to the number space of sequences of converging squliares
An(M)Im(Ap)dA=0 (0=p<ay, >a). 2. o ”
fo n(M) Jm(Ap) (0=p=ay, p=a) @9 and the following inequalities are found
Equations(2.5) in accordance with the method described  |abi’|<KDE™,  |bS|<y50'+KD™e,
in Ref. 4 are reduced to a system of integral equations for the (M_ m+1 4
- . = |
auxiliary functionsf{(t)(k=1,2) D =™ A (m+ kI (m+k+5/2),
5 - oM g2)12 K=const>0. (3.1
pr M (p)= ;P(az—Pz)_mJ tz_—zf(nf) The inequalitieg3.1) show that the serie€.8) and the
2 p series 2, _o0om(p)cosme converge absolutely and uni-
X (t)dt(0=p<a), formly when a;<p=a. Returning systematically from the

variablesxs,y3,2z3 to X,y,z, we write the expression for the

me(2) 2, L, (™ t1m(af—t?)1? " density of the charge distribution at an eccentric annular disk
p= Mm(p)=—p(p"—ay) fo — D,

m o]

t2_p2 8*
o(p,@)= >, om(ps)cosmes,

X(t) dt+gm(p) (p>a), 27p*3 m=0




Tech. Phys. 43 (12), December 1998

p* =X+ k) Z+y2,

X+Ky y
X = :—,
¥ (x+ky)2+y2 Y3 k2 +y?

2_.2,.2
pP3=X37TY3,

X

COSp3= 3 sine _Ya
3=, 3= .
pP3 p3

Finally we give the solution of infinite systems as the

T. V. Denisova and V. S. Protsenko 1497

m m+2
2 2 yO

2y
f2(p)=
Wal\/P

m!

) 2 m+
Xmlﬁm(%”o(sz 7)1,

Xo=pla, Yo=ailp, 7m=Uo5m8rzn\/1_8§a

first terms of an expansion in powers of the small parameter

&

m e (m+k)!
' =
2{JnwT'(m+k+5/2)

m+k+1
#(m+k+5/2)

1

x|+ A+

DA =+ 27

k)!m!
{ st 5" +0(s?)

| 27T (mr k52T (m+52) "

Summing the series, we obtain

m+1
Ymé m

()= s X
m

X '/’m(xg) +&?

1
§+8§

+O(84)

Y+ 1(X3)+0(%)

Pm(X) = m (3.2

F(1,m+1;m+5/2;x).

Note that the proposed method can be used to solve the
problem of the electric charge distribution at an annular con-
centric disk in the presence of concentrated charges distrib-
uted on the plane=0 outside the disk.
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