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Atomic vibration spectra of the metallic glass Ni 64Zr36
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This paper describes measurements of the inelastic neutron scattering spectrum of samples of the
metallic glass Ni64Zr36 grown using an isotope of Ni. These measurements were used to
reconstruct the partial densities of vibrational states of the atoms Ni and Zr. A weakening of the
interatomic interactions of Ni with surrounding atoms was identified, but found to be less
important than numerical calculations predicted. ©1998 American Institute of Physics.
@S1063-7834~98!00101-4#

A detailed description of the atomic structure and dy-and dynamics is contained in the partial atomic radial dis
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namics of disordered systems is required to understand m
physical properties that characterize the amorphous s
e.g., the glass-liquid transition~which by its nature is con-
nected with atomic vibrations!,1 the low-temperature specifi
heat2 and thermal conductivity3; the electrical conductivity4

and superconductivity5 of metallic glasses, etc. In developin
such a description, an important role is played by experim
tal verification of the available theoretical approaches.

Metallic glasses are at least two-component syste
Therefore, the most detailed information about their struct
ny
te,

n-

s.
e

bution functionsr i j (r ) and the partial vibrational spectra
functionsf i j (k,v) ~herei and j take on values from unity to
n, wheren is the number of elements in the system!. When
elastic and inelastic scattering of thermal neutrons are u
as part of the method of isotopic contrast,6 it becomes pos-
sible to measure the partial structure factorsSi j (k) and par-
tial dynamic structure factorsSi j (k,v), and also to repro-
duce the functionsr i j (r ) and f i j (k,v). Although the factors
Si j (k) have been successfully determined experimentally
t-
FIG. 1. Time-of-flight spectra for neutrons sca
tered by samples of metallic glasses.1—
Ni64Zr36 , 2—60

Ni64Zr36 .
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i
FIG. 2. Partal densities of vibrational states of N
and Zr atoms in the metallic glass Ni64Zr36 .
1—gNi(v), 2—gZr(v).
a number of metallic glasses,7,8 the factorsSi j (k,v) have yet
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to be determined experimentally, since these experiment
quire a large amount~30–40 g! of expensive isotopically
enriched samples.

From a methodological point of view, it is easier to o
tain information about the partial density of vibrational sta
gi(v). This information, although less detailed, is also ve
necessary for describing the thermodynamic properties
metallic glasses. In this paper we present the results of
experimental determination of the functionsgNi(v) and
gZr(v) for the metallic glass Ni64Zr36.

1. SAMPLE PREPARATION AND MEASUREMENTS

We prepared two chemically identical samples
Ni64Zr36 with different isotopic contents: the first sample w
prepared using a natural mixture of Ni isotopes, while
second was prepared using the isotope60Ni. The metallic
glasses were obtained by rapid quenching from a melt on
rotating copper disc in an inert atmosphere~Ar!. The linear
velocity at the disc surface was 40 m/s. The samples w
obtained in the form of ribbons of width;2 mm and thick-
ness;30mm. The weight of the ‘‘isotopic’’ sample was 7.
g, that of the ‘‘natural’’ sample 30 g. The amorphous state
the samples was confirmed byx-ray and neutron diffraction

It is well known9 that the inelastic incoherent neutro
scattering spectrums~v! from a multicomponent sample i
proportional to the sum of partial densities of vibration
states of the individual elementss~v!:
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wherec, s, andm are the concentration, total neutron sca
tering cross section, and atomic mass of thei -th atom respec-
tively, and exp(22Wi) is the Debye-Waller factor.

The dependence of the neutron scattering power
atomic nuclei on their isotopic composition~s518.0 and
1.08 barn for natural Ni and the isotope60Ni, respectively!
allows us to recover directly the functionsgNi(v) and
gZr(v) from measurements on two samples.

The spectras~v! were measured using a KDSOG-M
spectrometer at the IBR-2 reactor10. The measurements wer
made at room temperature for scattering anglesu equal to
80,100,120, and 140°. The spectra were processed in
incoherent approximation.11 Background measurements we
made on an empty cassette. Figure 1 shows time-of-fl
spectra for the scattered neutrons by the system Ni64Zr36 with
different isotopic contents~the background and multiple
scattering are taken into account!. For a sample prepare
using natural Ni, scattering by Ni atoms dominates~the ratio
of weight factors (cs/m)Ni /(cs/m)Zr50.89/0.11). How-
ever, for samples with the isotope60Ni scattering primarily
takes place at Zr atoms, because this same ratio equals
0.68. The qualitative difference in the spectra of neutr
scattering reflects the different characters of vibrational sp
tra for the atoms Ni and Zr.

RESULTS AND DISCUSSION

We used the neutron scattering spectra we obtaine
reconstruct the partial densities of vibrational states for

2Syrykh et al.
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FIG. 3. Computed partial densities of vibrationa
states of Ni and Zr atoms in the metallic glas
Ni65Zr35 . 1—gNi(v), 2—gZr(v) ~from Ref. 12!
and Zr atoms~Fig. 2!. Debye-Waller factors and multiple
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scattering in the Gaussian approximation were included
iteration. Our results clearly show that the partial density
vibrational states for the heavier atom Zr~the mass ratio
mZr /mNi51.52! is concentrated for the most part in the ran
of low frequencies. However, in the vicinity of the maximu
frequency of the spectrum, the contributions of Ni and
atoms are comparable. We calculated the second frequ
moments corresponding to the partial spect
^v2& i5*0

`v2gi(v)dv/*0
`gi(v)dv. Because of the finite

resolution of the spectrometer, the spectra below 3 meV w
approximated by a Debye function~this portion of the spec-
trum turns out not to have much effect on the value of^v2&!.
The second frequency moment is related to the average f
constants (B) for the interaction of a given atom with all th
surrounding atoms, i.e.,^v2& i5Bi /mi . It turns out that the
ratio of reciprocals of the second frequency moments ta
over the spectra of Zr and Ni atoms equals 1.12, i.e., i
smaller than the mass ratio which equals 1.52. This is
dence that the interatomic interaction is weaker for the
atoms than for the Zr atoms.

In Ref. 12 the authors used computer simulation to c
culate the partial dynamic structure factors and spectra of
partial densities of vibrational states in the metallic syst
Ni12xZrx . They used pairwise potentials for the interatom
interactions obtained from quantum-mechani
calculations.13 From these it followed that the Ni-Ni interac
tion is considerably weaker than the Ni-Zr and Zr-Zr inte
actions. Figure 3 shows the computed spectra of the pa
density of vibrational states for Ni and Zr atoms in the m
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mental and calculated energy intervals for the vibratio
spectra~the difference of chemical composition can be n
glected! practically coincide. However, the computed spe
tral distributions of vibrations of Ni and Zr atoms differ from
the experimental data. The computed spectra practically
incide in the low-frequency region and near the maximu
frequencies. In this case, the maximum in the vibratio
density for Ni atoms occurs at lower frequencies than for
atoms. This causes the ratio of second frequency mom
^v2&Ni /^v

2&Zr to equal 0.97, i.e., less than the experimen
value of 1.12.

Thus, using inelastic neutron scattering and isotopic c
trast, we have determined the partial densities of vibratio
states in the metallic glass Ni64Zr36. The vibrational spectra
of the heavy Zr atoms is shifted toward lower frequen
values compared to the spectrum of Ni atoms. Neverthel
the ratio of mean square frequencies is considerably sm
than the inverse mass ratios, which is evidence for wea
bonds between Ni atoms and their surrounding atoms. C
puter simulations of the atomic dynamics in the meta
glass Ni65Zr35 predict a frequency interval that is in goo
agreement with the experimentally measured frequency
terval, but also predict a more radical weakening of the
teraction constants for the Ni atoms.

This work was carried out as part of a program of t
Russian Fund for Fundamental Research~Project No. 95-02-
04690!.
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Electron paramagnetic resonance~EPR! provides valu- classical order-parameter exponentb50.5. Within
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able information on local properties of crystals near str
tural phase transitions.1 This work reports an EPR study o
Mn21 ions ~0.06 and 0.2 wt %! in crystalline lithium hep-
tagermanate Li2Ge7O15 ~LHG!, which undergoes a
TC5283.5 K a transition from the paraelectric~space group
D2h

14! to ferroelectric~space groupC2v
5 ! phase.2,3 The spectra

were measured with a Radiopan SE/X 21547 spectromet
the X range. The samples were heated and cooled in nitro
vapor in a standard cryostat.

An earlier calculation4 of the spin-Hamiltonian param
eters of Mn21 ions in the paraphase of LHG and at the tra
sition revealed a lowering of the local symmetry of param
netic centers from monoclinic (C2) to triclinic (C1). For
magnetic fields oriented arbitrarily with respect to the crys
axes the spectral lines were found to split belowTC into two
components due to the presence of ferroelectric domain
the crystal. The objective of this work was to study the te
perature dependence of the split components in a temp
ture interval belowTC .

Figure 1 shows the temperature dependence of the p
tion of the mj525/2, MS523/2↔25/2 hfs line for a
magnetic field orientation/H,b57°, H'c. The single line
observed in the paraphase shifts under cooling nearly
early toward higher fields (;7.0431022 mT/K) because of
thermal contraction of the lattice. BelowTC , the line splits
into two components whose positions depend substant
on temperature. The experimental relations close to the p
transition can be described by expanding the resonance fi
in powers of the local order parameter

HR5H01Ah loc1Bh loc
2 1..., ~1!

whereH0 determines the line position in paraphase, and
expansion coefficientsA andB depend on the orientation o
the external magnetic field relative to the crystal axes. I
general case,h loc(t) is a function of time. The fluctuating
partdh loc(t) contributes in first order to the width and sha
of the line, and the static part̂h loc& determines the line
position.

In the paraphase,̂h loc&50, and, according to Eq.~1!,
the center of the line lies atHR5H0 , with due account of
thermal drift. The appearance of6^h loc&Þ0 below TC re-
sults in the line splitting into two components with positio

HR1,R2~6^h loc&!5H06A^h loc&1B^h loc&
2. ~2!

The inset to Fig. 1 shows the square of the splitti
DH5HR12HR252A^h loc& as a function of reduced tem
peraturet5T/TC . We see that fort&0.96 the experimenta
relation can be fitted by a straight line in accordance with
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0.96&t,1, the DH (t) relation deviates from the pattern
predicted by the mean molecular field approximation.

The pattern of the experimental relationHR(T) ~Fig. 1!
indicates that the quadratic term in expansion~2! also affects
noticeably the line positions. When cooled belowTC , the
center of the splitting deviates from the line corresponding
thermal drift of H0 in the paraphase~Fig. 2!. As follows
from Eq. ~1!

HC5~HR11HR2!/25H01B^h loc&
2, ~3!

i.e. the deviationDHC2H0 is proportional to^h loc&
2. Pre-

FIG. 1. Temperature dependence of the position of themj525/2,
Ms523/2↔25/2 hfs component in the vicinity ofTC . /H,b57°, H'c.
Solid line: a plot of Eq.~4a!. Inset: the square of the splittingDH2 as a
function of reduced temperaturet5T/TC .

1010101-02$15.00 © 1998 American Institute of Physics
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senting the local order parameter as a function of tempe
ture,^h loc&;(TC2T)b, Eqs.~2! and~3! can be recast in the
form

HR1,R25H06a~TC2T!b1b~TC2T!2b, ~4a!

HC5H01b~TC2T!2b; a;A,b;B. ~4b!

The values of the parameters in Eqs.~4a! and ~4b! ob-
tained by least-squares fitting for the critical interva
(t;0.965)TC210 K<T,TC(t51) are TC5283.82 K,
b50.32,a52.427 mT•K2b, b520.149 mT•K22b. A com-
parison of the calculated curves~solid lines in Figs. 1 and 2!
with experimental data demonstrates that the temperature
havior of the quantities of interest within the critical interva
is described fairly well by Eqs.~4a! and~4b! with a nonclas-
sical value of exponentb.

FIG. 2. Temperature dependence of the position of theH0 line aboveTC

and of the splitting centerHC below the transition temperature. Dashed line
depicts thermal drift ofH0 in the paraphase, solid line is a plot of Eq.~4b!.
102 Phys. Solid State 40 (1), January 1998
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such a broad temperature region belowTC can be attributed
to specific features of the LHG, which permitted one to cla
it5 among weakly polar ferroelectrics. It was pointed out6–8

that the weakness of the long-range Coulomb forces in L
gives rise to fluctuation effects over a considerably broa
temperature interval than is the case with conventional fe
electric materials. The valueb'0.32 obtained for the inter-
val TC210 K<T,TC is in a good agreement with the crit
cal exponent of the order parameter calculated within
Ising model. One may thus conclude that the properties
LHG revealed in an EPR experiment exhibit over a bro
region close toTC features characteristic of ordering trans
tions.

We note in conclusion that the above results are in qu
tative agreement with the data of Refs. 7, 8 on the criti
behavior of specific heat and elastic moduli of LHG crysta
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Relaxation of radiative defects in irradiated triglycine sulfate

in
O. M. Golitsyna, L. N. Kamysheva, and S. N. Drozhdin

Voronezh State University, 394693 Voronezh, Russia
~Submitted July 14, 1997!
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Nonmonotonic temporal behavior of the temperature dependence of the conductivity of
ferroelectric triglycine sulfate is observed after its irradiation by small doses of x radiation. Such
behavior is associated primarily with the formation of two types of radiation defects having
different lifetimes. © 1998 American Institute of Physics.@S1063-7834~98!02701-4#

Irradiation of ferroelectric triglycine sulfate~TGS! by Such behavior of the conductivity was not observed
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hard electromagnetic radiation leads to the creation of a la
number of radiation defects as a result of the complex st
ture of this crystal.1,2 These defects affect the properties
the crystal in a major way, primarily those properties that
determined by the behavior of its domain structure.

The system of radiation defects arising from irradiati
of a TGS crystal by small doses of x radiation evolves in
complicated way with time, leading to a nonmonotonic te
poral dependence of a number of measured quantities:
coefficient of static unipolarity, the pyroelectric coefficien
the internal bias field,3 and the parameters of pulse
repolarization.4

It may be assumed that the formation of radiation defe
also affects the conductivity of the crystal and that its te
poral behavior after irradiation will also be nonmonotonic

The aim of the present paper is to investigate the te
perature dependence of the conductivityG of a crystal of
TGS irradiated by small doses of x radiation.

Measurements were performed at variable current by
bridge method with the amplitude of the measuring fie
equal to 3V/cm at a frequency of 1,592 Hz in the quasi-sta
temperature regime in the temperature interval from ro
temperature to the Curie pointTc . The accuracy of deter
mining G was 1%. The samples consisted of polarY-cut
wafers with dimensions 53531 mm, whose working sur-
faces were covered with electrodes of vacuum-deposited
ver.

The samples were irradiated at room temperature by
Ka x-radiation with photon energy 30 keV; the radiatio
doses did not exceed 100 kR.

It should be noted that the trends detected and addu
below are of a general nature for all the investigated sam
regardless of the absolute values of their conductivity.

Figure 1 plots the temperature dependence of the c
ductivity of a crystal of TGS before irradiation and at vario
times after irradiation by a dose of 40 kR.

As can be seen from Fig. 1, immediately after irradiati
the conductivity decreases by almost an order of magnit
over the entire temperature interval investigated~curve 2!.
Roughly a day later the overall level of the conductivity h
risen back up~curve3!, approaching the values ofG obtain-
ing for the unirradiated crystal~curve 1!. With the further
passage of time a continuous drop of the conductivity
observed~curves4 and5!, proceeding with a large relaxatio
time.

103 Phys. Solid State 40 (1), January 1998 1063-7834/98/
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the paraelectric phase. The values ofG before and after ir-
radiation essentially coincide.

Figure 2 plots the time dependence of the conductiv
G(t) of an irradiated crystal, obtained at different tempe
tures. It can be seen that these curves have a pronou
nonmonotonic character which is apparently due to the
mation in TGS of two types of defects having a decisi
effect on the state of the domain structure. The defect t
responsible for the appearance of the first maximum inG(t),
arises quickly and disappears just as quickly. The sec
defect type, associated with the second maximum, is cha
terized by significantly larger times—both of formation an
of transformation into a stable configuration.

On the basis of the results of EPR studies of irradia
TGS crystals,5 it may be conjectured that the defects of t
first type are metastable C˙ H2COOH radicals, forming in gly-
cine I, while the defects of type two are stable NH3

1ĊHCO2
2

radicals, forming on glycines II and III. Both of the indicate

FIG. 1. Temperature dependence of the conductivityG in a TGS crystal
before~1! and after~2–5! irradiation.2—after 20 min,3—24 h, 4—46 h,
5—102 h. Irradiation doseD540 kR.

1030103-02$15.00 © 1998 American Institute of Physics
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radicals stabilize the direction of polarity in the domain5

What probably takes place here is an anchoring of part of
domain walls, which leads to a growth of losses in the crys
at those times when the concentration of the one or the o
radical becomes the largest.

The falling segments of the time dependences show
Fig. 2 have a relaxational character and can be approxim
by functions proportional to exp(2t/t), wheret is the relax-
ation time, whose values, as calculations show, lie within
limits 5–7 h for the first maximum (t1) and 25–30 h for the
second (t/2), which testifies on behalf of diffusional beha
ior of the nascent radiation defects.3,6

Both relaxation times vary markedly with temperatu
~Fig. 3!. The extrema in the dependences oft1(T) andt2(T)
are found in the low-temperature region of spontaneous
stability of the domain structure of the TGS crystal.7,8

Growth of the values oft in this temperature interval is
apparently connected with an increase in the number of
main walls, where such an increase is characteristic for
given temperature region. Interaction of the domain wa
with the radiation defects in this case increases the setup
of the new equilibrium state in the defect system.

The nonmonotonic temperature dependence of the c
ductivity relaxation times reflecting the corresponding ev
lution of the system of radiation defects created in TGS
small doses of x radiation has been observed here appar
for the first time.

Since the discussed relaxation processes in the syste
defects interacting with the domain walls are thermally a
vated, we can estimate the activation energies (W) of these

FIG. 2. Time dependences ofG for an irradiated TGS crystal at differen
temperaturesT(°C): 1—27, 2—36,3—44. D540 kR.
104 Phys. Solid State 40 (1), January 1998
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processes from the Arrhenius relation:t5t0 exp(2W/kT).
The values ofW for the above-indicated first and secon
defect type turn out to be equal respectively toW1>1.0 eV
and W2>2.0 eV, which correlates with the estimates ofW
made in Refs. 6, 9, and 10 on the basis of other experime
techniques and confirms the conjecture made in Ref. 6
proton conductivity mechanism in irradiated TGS crystals

1E. V. Peshikov,Action of Radiation on Ferroelectrics@in Russian#, Fan,
Tashkent, 1972.

2M. E. Lines and A. M. Glass,Principles and Applications of Ferroelec
trics and Related Materials~Clarendon Press, Oxford, 1977!.

3L. N. Kamysheva, S. N. Drozhdin, and O. M. Seryuk, Zh. Tekh. Fiz.58,
1607 ~1988! @Sov. Phys. Tech. Phys.33, 971 ~1988!#.

4L. N. Kamysheva, O. M. Golitsyna, S. N. Drozhdin, A. D. Maslikov, an
A. B. Barbashina, Fiz. Tverd. Tela~St. Petersburg! 37, 388 ~1995! @Phys.
Solid State37, 209 ~1995!#.

5A. P. Dem’yanchuk,Abstract of Candidate’s Dissertation, Kiev ~1976!.
6L. I. Dontsova, N. A. Tikhomirova, and L. A. Shuvalov, Kristallografiy
39~1!, 158 ~1994! @Crystallogr. Rep.39, 140 ~1994!#.

7O. M. Seryuk, L. N. Kamysheva, S. N. Drozhdin, and A. B. Barbashi
Fiz. Tverd. Tela~Leningrad! 30, 540 ~1988! @Sov. Phys. Solid State30,
308 ~1988!#.

8S. D. Milovidova, A. S. Sidorkin, A. M. Savvinov, and A. I. Maslakov
Fiz. Tverd. Tela~Leningrad! 28, 2541~1986! @Sov. Phys. Solid State28,
1423 ~1986!#.

9L. I. Dontsova,Abstract of Doctoral Dissertation, Voronezh~1991!.
10B. Hilcher and M. Michalczyk, Ferroelectrics22, 721 ~1978!.

Translated by Paul F. Schippnick

FIG. 3. Temperature dependence of the conductivity relaxation times fo
irradiated crystal of TGS:1—t1 , 2—t2 . D540 kR.
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Microscopic theory of the electro-acoustic echo in order–disorder antiferroelectrics

M. B. Belonenko and S. V. Nazarenko
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~Submitted May 22, 1997; resubmitted June 16, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 118–121~January 1998!

A microscopic theory of the electro-acoustic echo~EAE! is proposed for the case in which two
pulses of a variable electric field act on an antiferroelectric. This theory augments the
phenomenological theory proposed for the purpose of interpreting experiments on the main
regularities of the electro-acoustic echo in order–disorder antiferroelectrics. The deuterization
effect and ‘‘pre-polarization’’ effect are explained. The shape of the echo signal is derived
analytically and it is shown that this shape depends on the time interval between pump pulses.
© 1998 American Institute of Physics.@S1063-7834~98!02801-9#

1. The action on matter of pulsed methods makes it pos-5^S1
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sible to obtain nontrivial information about the dynamics a
kinetics of excitations, which it is frequently impossible
obtain by steady-state methods. In the case of nonlinear
tems, those pulsed methods stand out that allow one to ob
an echo response signal. The high efficiency and inform
tiveness of such methods are determined by the fact that
use eliminates reversible phase scattering of the signa
duced in the material.

In experiments carried out recently and of interest
us,1,2 the main regularities of the electroacoustic echo w
successfully detected and delineated in the antiferroele
~AFE! Rs, which is a typical representative of AFE’s wi
hydrogen bonds. It should also be noted that the theore
explanation of the experimental regularities provided in R
1, based on the phenomenological theory, does not take
count of all aspects of the dynamics of AFE’s characteriz
by the presence of an order–disorder phase transition.
most serious inadequacies that arise in a phenomenolo
description of AFE’s are the absence of a correct dispers
law for the excitations and the frequency limits of the regi
of applicability.3,4 The maximum frequency at which th
phenomenological approach is applicable tends to zero a
phase transition point is approached.

2. As is well known, AFE’s of order–disorder type ar
described most completely and consistently within
framework of the pseudospin formalism,3–5 In this formalism
the Heisenberg equations of motion for the mean value
the pseudospin operators of a two-sublattice AFE, a
mented by relaxation terms in the random-phase approxi
tion, have the form4,6

d^Sj a
x &

dt
5M j a^Sj a

y &2~^Sj a
x &2^Sa

x &!S cosf

T1*
1

sin f

T2*
D ,

d^Sj a
y &

dt
5V^Sj a

z &2M j a^Sj a
x &2^Sj a

y &/T2* ,

d^Sj a
z &

dt
52V^Sj a

x &2~^Sj a
z &2^Sa

z &!S cosf

T2*
1

sin f

T1*
D ,

~1!

where^Sa
x & and^Sa

z & are the equilibrium mean values of th
pseudospin operatorSj a

x and Sj a
z for the a lattice, ^Sx&
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and transverse relaxation times of the pseudospins.

tan f5u^Sa
z &u/u^Sa

x &u,

M j 15(
i

Ji j ^Si2
z &12mEj~ t !1d

]U~z8,t !

]z8
1D,

M j 25(
i

Ji j ^Si1
z &12mEj~ t !1

]U~z8,t !

]z8
2D.

In Eqs. ~1! a51,2 is an index labelling the sublattices,Sj a
x

and Sj a
z have the sense of the tunneling operator and

electrical dipole moment operator of thej th unit cell of the
a-labelled sublattice,V is the tunneling integral,Ji j ,0 is
the exchange integral,D is the asymmetry parameter of th
potential for the proton on a hydrogen bond,m is the AFE
dipole moment of the cell, andEj (t) is the variable electric
field applied to the sample. Here it is assumed that a tra
verse sound wave is excited in the sample, propagating a
the polar axis~thez8 axis!, and also a polarized sound wav
propagating along they8 axis; consequently, the displace
ment vector has only one nonzero compone
(U(z8,t),0,0). Note that the case of the linear piezo effe
with corresponding piezo modulusd is considered. The co
ordinate systemx8,y8,z8 is bound by the crystallographi
axes and the coordinate systemx,y,z is defined in pseu-
dospin space.

In the case considered here, the equation for propaga
of the sound wave has the form7

Ü5V0
2 d2U

dz82 2
d

r

d~^S1
z1^S2

z&!

dz8
, ~˙!5

]~ !

]t
, ~2!

wherer is the density of the crystal,V0 is the velocity of the
acoustic wave in the absence of pseudospin–phonon
pling.

Representing the indexj , which describes the position
of the pseudospins in the lattice, as a pair of indices (n,k),
wheren numbers the planes parallel to thex8y8 plane, andk
indicates the position of the pseudospin inside such a pla
we transform to the continuum limit

^S~n61!ka
z &5^Snka

z &6a
d^Snka

z &
dz8

1
a2

2

d^Snka
z &

dz82 1••• .
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Here the equations describing the dynamics of the pseu-
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dospin variables take the form

^Ṡa
x &5Ma^Sa

y &2S ^Sa
x 2^Sx&!S cosf

T1*
1

sin f

T2*
D ,

^Ṡa
z &52V^Sa

y &2S ^Sa
z 2^Sz&!S cosf

T2*
1

sin f

T1*
D ,

^Ṡa
y &5V^Sa

z &2Ma^Sa
x &2^Sa

y &/T2* ,

M15L^S2
z&1K

]^S2
z&

]z82 12mE~ t !1d
]U

]z8
1D,

M25L^S1
z&1K

]^S1
z&

]z82 12mE~ t !1d
]U

]z8
2D,

L5(
k

~Jnk,nk812J~n11!k,nk8!, K5a2(
k

J~n11!k,nk8 .

~3!

3. Despite the above simplifications, system~2!, ~3! is
still quite complicated to solve. Therefore we limit ourselv
to an analysis of the effective equations describing the
namics of the envelopes of the direct and return electr
coustic~EA! waves. Note that, since the characteristic rel
ation time of the pseudospinT1* ,T2* is 10211– 10212 s while
the characteristic period of the oscillations of the electr
coustic wave is 1027– 1028 s, the pseudospin subsystem
the AFE can be assumed to track the variations in the ex
nal RF field and the acoustic wave field. Mathematica
such adiabatic behavior can be expressed by setting^Ṡb

a&50
in Eqs.~3!. Then

^S1
z&5^S1

z&1a11x1a21x
22a31x

31b1

]2x

]z82 . . . ,

x52mE~ t !1d
]U

]z8
,

^S2
z&5^S2

z&1a12x1a22x
22a32x

31b2

]2x

]z82 . . . ~4!

~expressions for the coefficientsai j andbi are given in Ap-
pendix A!. Differentiating the equation for the nonzero com
ponent of the displacement vectorU with respect toz8 and
setting]U/]z85 f , we have

f̈ 2v0
2 ]2f

]z82 1
d

r

]

]z82 ~^S1
z&1^S2

z&!50. ~5!

To investigate Eq.~5! further, we employ the multiscale
expansion method,8–10 according to which we seek the solu
tion of Eq. ~5! in the form

f 5« f ~1!1«2f ~2!1 . . . ,

f 5 f 1ei ~vt2kz8!1 f 2ei ~vt1kz8!1c.c,

f 75 f 7~«t,«2t,«z8!5 f 7~T1 ,T2 ,Z1!,

Tn5«nt, Zn5«nz8. ~6!

In Eqs.~6! v andk are the frequency and wave vector of t
electroacoustic traveling waves,f 1 and f 2 are the slowly
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are slow variables,« is a formally small parameter that cha
acterizes the deviation of the parameters of the system f
equilibrium.

We apply the multiscale expansion method, successiv
eliminating the rapidly oscillating secular terms in each ord
of the expansion off in the parameter«. Thus, from the
requirement of eliminating the secular terms to first order
« we get the dispersion equation for the waves, which has
form

l ~v,k!52v21k2S V0
21

d2

r
~a111a12!1

d2

r
k2~b11b2! D50.

~7!

The corresponding equation for the secular terms, obtai
in the second order in«, leads to equations describing wav
packets moving with group velocityVgr

] f 7

]T1
7Vgr

] f 7

]Z1
50,

Vgr5
dv

dk
l k / l v , l k5

dl~v,k!

dk
. ~8!

Before writing down the equations that arise when we elim
nate the secular terms in the third order in«, let us specify
the time dependence of the external variable field. We
sume that

E~ t !5~1/2!E1E1f ~Z1!$u~T2!2u~T21t1!%ei ~vt2kz8!

1~1/2!E2$u~T21t11t!

2u~T21t11t21t!%e2ivt1c.c., ~9!

in the cases of experiments for observing thev22v echo
and in the case of experiments for observing thev2v echo,
the factore2ivt in the second term must be replaced byeivt.
In ~9!, E1 , E2 , t1 , andt2 are the amplitudes and duration
of the first and second pulses, respectively,t is the interpulse
time interval, f (Z) is the shape of the envelope of the fir
pulse, andZ5Z12VgrT1 . Thus, eliminating the secula
terms, we obtain

6 i
] f 6

]T2
1

1

2

d2v

dk2

]2f 6

]Z2 1
Q

I v
u f 6u2f 61Q̃u f 7u2f 7

1
~161!

2

Q1

I v
E1f ~Z!50, ~10!

at the time of action of the first pulse; in the interval betwe
pulses and after termination of the second pulse we have
~10! without the last term. At the time of action of the seco
pulse, we must add the termRE2f 7* on the left-hand side of
Eq. ~10! for thev22v scheme, and the termR̃Ẽ2

2f 6* for the
v2v scheme. The coefficientsQ,Q̃,u1 ,R,R̃ in Eq. ~10! are
given in Appendix B.

4. Since, before the external variable field is switch
on, the sample is found in a state of thermodynamic equi
rium, the initial conditions for Eq.~10! are written as
f 7uT25050. Further we note that system of equation~10!

can be considered as a system of nonlinear Schro¨dinger
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equations~NSE! with a perturbation.11 For their solution we
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employ the Karpman–Maslov method.The solution of the
equations for the scattering factorsc11(l) and c121(l),
which define the dynamics of the envelope of the direct e
troacoustic wave at times 0,T2,t11t0 , is

c121~l!51,

c11~l!52 i S U Q

2l v
3U D 1/2Q* E1*

l v

F~l!

4l2i

3@e4il2t121#e4il2~t11t1T2!, ~11!

whereF~v! is the Fourier transform of the first pulse,

F~l!5bE
0

`

dZ f~Z!e22ilbZ.

The interaction of the second pulse with the direct wa
is parametric and generates the second wave. Note that i
v22v scheme this interaction proceeds directly wherea
the case when a second pulse is fed in with frequencyv, the
parametric interaction takes place in two steps: first, a
consequence of the nonlinear properties of the crystal a
monic with doubled frequency is generated, which then
teracts parametrically with the direct wave. The return wa
propagates in the2z8 direction with group velocity equal to
the group velocity of the direct wave and is recorded as
echo-signal. As follows from the form of the termsR andR̃,
excitation of the return wave is possible only if the con
tions dÞ0 and^S1

z&52^S2
z&Þ0 are satisfied. These cond

tions are satisfied in an external zero constant field o
when the crystal has been pre-polarized~i.e., kept for a suf-
ficiently long time in an external constant field which is th
switched off during the course of the experiment!. Such con-
ditions of echo detection were realized in the experime
reported in Refs. 1 and 2 for thev22v andv2v schemes.

The scattering factorsc11(l) and c12(l), defining the
dynamics of the return wave, in the approximation of non
teracting waves, forT2.t1t11t2 are

c12~l!5I ,

c11~l!52 i S U Q

2l v
3U D 1/2

RE2* F~l!
sin~4l2t2!

4l2

3e24l2~T122t122t!~2 i !

3S U Q

2l v
3U D 1/2u* E1*

l v
Fe4il2t121

4l2i
G , ~12a!

for the case of anv22v echo, and

c12~l!5I ,

c11~l!5 i S U Q

2l v
3U D 1/2

R̃Ẽ2* F~l!

3
sin~4l2t2!

4l2 e24l2~T122t122t!~2 i !
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F
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for the case of detecting anv2v echo.
Within the framework of the Karpman–Maslov metho

the amplitude of the return wave is given by11

f 2~Z,T2!5
1

2p E
2`

`

dle22ibZl
Q

2l v
3 HF~l!

sin~4l2t2!

16l4

3~e24il2t121!
uE1

l v
e4il2~T222t122t!, ~13!

where H52 iR* E2 for an v22v echo and
H52 iR̃* (Ẽ2* )2 for an v2v echo. Employing the station
ary phase method, it is easy to show that the integral in
~13! has a maximum at the timeT252t12t1 . Conse-
quently, at the timeT252t12t1 the amplitude of the return
wave grows abruptly and is observed in the form of an ec
response. For short pulse durationst1 andt2 the amplitude
of the echo signalAe5 f 2(T2'2t1), is proportional tot1

and t2 according to Eq.~13!. In addition, for short pulse
durations it is easy to show thatAe5 f 2(T2'2t12t1)
; f (2z), i.e., the shape of the echo signal is the same as
of the first wave reflected about the origin. The depende
of the amplitude of the echo on the amplitudes of the va
able fields is standard for echo problems:Ae;E1E2 ~v22v
echo!; Ae;E1E2

2 ~v2v echo!. Also the amplitude of the
echo responseAe;V2. The magnitude of the tunneling in
tegralV is decreased by a factor of 10–100 upon deuteri
tion of the sample,3,4 and, consequently, the echo signal
decreased by a factor of 102– 104, which is in good agree-
ment with experiment.

APPENDIX A:

h5S cosf

T1*
1

sin f

T2*
D , ¸5S cosf

T2*
1

sin f

T1*
D ,

b15
IC1b21kC1a12

j
,

a115
Lh2V4z1z22~L z̄12D!V2hz1C

~Lz21D!~Lz12D!C22L2h2V4 z̄1 z̄2

,

C5~L1D!2¸1hV21h¸/T2

a125
V2h z̄2~La1111!

~~L1D!2¸1hV21h¸/T2!~L z̄12D!
,

z5~L z̄12D!2¸1hV21h¸/T2 ,

j5~L z̄21D!2¸1hV21h¸/T2 ,

C15
hV2 z̄1

~L z̄21D!
, C25

hV2 z̄2

~L z̄12D!
,
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2¸a12LhV2 z̄1~La1111!~L z̄12D!22¸a11~La1211!~L z̄21D!2z

a215

zj~L z̄21D!2L2h2V4 z̄1 z̄2 /~L z̄12D!
,

a225~L z̄21D!
ja2112¸a11~La1211!~Lz21D!

LV2h z̄1

,

s5L2¸~2a11a22z̄21a11a22
2 12 z̄2a12a11!12L¸~a11a121 z̄1a21!12L¸~a11a221a21a12!1¸a1112¸Da21,

w5L2¸~2a12z̄1a211a12a11
2 12a22z̄1a11!22L¸D~a11a221a21a11!12L¸~ z̄1a221a11a12!22¸Da221¸a12,

a3252
Lc2s2wj

zj2L2c1c2
, a315

Lc1a321s

z
,

b25
jkc1a112kLa12c1c2

zj2L2c1c2
.

APPENDIX B:

con 15
d̃d2~a211a22!k

2

4 d̃~2a312a32!dk41 d̃d~a111a12!k
22V4h22k2v0

2
,

con 25
2 d̃d2~a211a22!

V0
21 d̃d2~a111a12!4 d̃d~a311a32!k

2
,

R52~a211a22! d̃4md~ ik !2,

Q52 d̃d2~a211a22!~2 ik !2 con 113~b11b2! d̃d3~2 ik !2,

R̃5~b11b2! d̃8md~ ik !2,

Q̃52 d̃d2~a211a22!~2 ik !2 con 216~b11b2! d̃d3~2 ik !2,

u15 d̃a12m~2 ik !21 d̃~2a312a32!2m~2 ik !4.
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NMR Study of 6Li in LiNbO 3
A. V. Yatsenko

Simferopol State University, 333036 Simferopol, Russia
~Submitted August 18, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 122–125~January 1998!

An experimental NMR study of the6Li isotope in single crystals of lithium niobate has been
performed, along with a computer simulation of6Li NMR spectra for a crystal of
congruent composition, containing defects in the cation sublattice. It is found that the mean value
of the principal component of the electric field gradient tensor at the6Li nuclei is 1.48
times larger than at the7Li nuclei. It is surmised that there is a substantial difference in the
character of the mobility of the6Li and 7Li nuclei in the LiO6 octahedra at room temperature.
© 1998 American Institute of Physics.@S1063-7834~98!02901-3#

It is well known that an NMR study of quadrupole nuclei where (eQ)6520.064310226 cm2
•/e/ and (eQ)7524
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in ferroelectrics gives very important information about t
structure of the investigated objects.1 This is most graphi-
cally clear in the case of the oxygen-octahedron ferroelec
LiNbO3 in which NMR of both93Nb and7Li has been in-
vestigated. In particular, quite a few papers2–7 have investi-
gated the peculiarities of7Li NMR in this crystal. Neverthe-
less, and this pertains not only to lithium niobate but also
other lithium-containing ferroelectrics, the existence of a s
ond stable isotope of lithium having an electric quadrup
moment,6Li with a natural abundance of 7.5%, is usua
completely ignored. The main reasons why NMR of6Li has
received so little attention are its small gyromagnetic ra
low sensitivity, small nuclear quadrupole momenteQ, al-
most two orders of magnitude smaller than that of7Li, and,
as a consequence, the low information content of the exp
ment. Indeed, earlier NMR experiments for6Li in LiNbO3

demonstrated only the fundamental possibility of observ
the corresponding signals;8 however, no effort to compare
the results of NMR of6Li and of 7Li has been made.

At the present time, it is implicitly assumed that6Li and
7Li in LiNbO3 are structurally equivalent.9 Therefore, it is
possible to model the NMR spectrum of6Li by using the
results of NMR experiments for7Li to determine the electric
field gradient~EFG! at the lithium nuclei.

Indeed, the general expression for the quadrupole
quency shift of the transition (m21)↔m relative to the Lar-
mor frequency in first-order perturbation theory~for axial
symmetry of the EFG tensor! has the form

Dn5
3e2qzzQ

8I ~2I 21!h
~3 cos2 u21!~2m21!, ~1!

whereI is the nuclear spin,eqzz is the principal componen
of the EFG tensor,u is the angle between theZ axis of the
EFG tensor and the external magnetic fieldB0 , andm is the
magnetic quantum number.10 The ratio of frequency shifts o
the NMR transition (13/2↔11/2) for 7Li Dn7 ~spin
I 53/2! and the NMR transition (11↔0) for 6Li Dn6 ~spin
I 51! for arbitrary orientation of the single crystal is give
by

Dn651.5Dn7

~eQ!6

~eQ!7
, ~2!
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310 cm •/e/ are the quadrupole moments ofLi and Li
~Ref. 11!, ande is the charge of the electron.

Thus, for arbitrary orientation of the single crystal, th
NMR spectrum of6Li consists of two lines shifted by7Dn6

relative to the Larmor frequency. In the first approximation
can be assumed that the shape of these lines is determ
only by the magnetic dipole–dipole interactions. The orie
tational dependence of the contribution of the dipole–dip
interactions to the second moment of the NMR line of6Li
S2d2d was calculated on the basis of structural data given
Ref. 12. The results of this calculation are plotted in Fig.
Since the quadrupole splitting of the NMR spectrum of6Li is
not large, we chose as our main parameter for analysis
second moment of the entire NMR spectrum, defined rela
to its center of gravity. The dependenceS2(u) of the NMR
spectrum of6Li, modeled according to relation~2! with the
dependenceS2d2d(u) taken into account assuming that th
lines of the spectrum have Gaussian shape, is also plotte
Fig. 1. The same figure plots experimental data for the c
gruent single crystal LiNbO3:Fe~0.07 mass%! with a correc-
tion for the influence of the amplitude of modulation of th
magnetic field. The experiments were performed on a wi
line NMR spectrometer with autodyne sensor atB051.5 T.
To increase the signal-to-noise ratio~S/N! we used multiple
collection of signals and Fourier filtration of the spectra,
lowing an improvement of the signal-to-noise ratio by a fa
tor of 1.5 without introducing additional error into the lin
shape.13 The rms error of the experimental data indicated
Fig. 1 also allows for mutual drift of the magnetic field rel
tive to the generation frequency of the sensor. Paramagn
impurities in the given case do not lead to additional bro
ening of the spectrum—a sample check on a nomina
impurity-free congruent single crystal revealed agreem
within the limits of error with the experimental results pr
sented in Figs. 1 and 2.

It is clear from Fig. 1 that there are substantial diffe
ences between the calculated and experimental depend
of S2(u). It is especially important to note the non
agreement ofS2 at the ‘‘magic angle’’u555°, which unam-
biguously indicates the existence of other line broaden
mechanisms besides dipole–dipole interactions. With
specifying the reasons for additional broadening, it can

1090109-03$15.00 © 1998 American Institute of Physics
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FIG. 1. Orientational dependence o
the second moment of the NMR
spectrum of6Li in a LiNbO3 single
crystal: a—due only to the mag
netic dipole–dipole interactions
b—calculated according to Eq.~2!
with dipole–dipole broadening taken
into account, c—best fit. The points
are experimental data for a singl
crystal of LiNbO3:Fe ~0.07 mass %!.
assumed that the corresponding contribution toS2 is additive
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with the dipole–dipole contribution and, to first order, is i
dependent of orientation. However, even in the case in wh
such an additional contribution (.0.40 kHz2) is taken into
account, the fit aided by relation~2! is completely unsatis-
factory due to significant discrepancies with the experime
data at essentially anyu, besidesu.55°.

It seems improbable that the antiscreening factor of
6Li1 and7Li1 ions should differ so strongly, considering th
they have the same electron shell configuration; theref
the discrepancy between the experimental and calcul
data can be eliminated only by assuming that the mean v
of the electric field gradient at the6Li nuclei is larger than its
mean value at the7Li nuclei. Correspondingly, the exper
mental data must be fitted with allowance for both additio
line broadeningDS2 and aK-fold increase of the principa
value of the EFG tensor. Comparison of different lea
squares fits showed that best agreement with the experim
tal data obtains if we set K51.4870.02 and
DS25(0.4070.02) kHz2. The best fit is shown in Fig. 1
Experimental spectra for some characteristic orientation
the crystal in the magnetic field are shown in Fig. 2.

Regarding these results, it should be noted that w
additional quadrupole satellites are present in the7Li NMR
spectra of LiNbO3 which could correspond to positions o
the 7Li nuclei with quadrupole coupling constan
Cz58272 kHz, i.e., 1.49 times larger than the generally a
cepted valueCz555 kHz.2–5 To explain the complex form
of the7Li NMR spectrum, it was assumed in Ref. 6 that the
are several local minima of the potential of the intracryst
line electric field inside the LiO6 octahedron which, with a
certain probability, can be occupied by the7Li nuclei. In-
deed, calculations of the distribution of the potential ab
the ‘‘classical’’ position of the Li1 ions determined by x-ray
and neutron scattering12 demonstrate the presence of fo
minima, one of which essentially coincides with the ‘‘clas
cal’’ position while the three others are arranged symme
cally about theC axis of the crystal at a distance of 0.026 n
from it.14 Since the7Li nuclei are quite mobile, if the time it
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extra-axial nuclei will ‘‘feel’’ the average electric field gra
dient having axial symmetry. Such a problem of rapid reo
entation was solved for the pure NMR case.15

Further analysis has shown14 that the ‘‘classical’’ posi-
tion of the 7Li nuclei corresponds to the valueCz.76 kHz
for a relative total line intensity of 0.04~the experimental
values are 8272 kHz and 0.06, respectively!, and that the
average value ofCz for the ‘‘side’’ positions is equal to 54
kHz.

Thus, the experimental6Li NMR results are satisfacto
rily explained for the case in which the6Li nuclei preferen-
tially occupy the ‘‘classical’’ position on theC symmetry
axis of the crystal and additional broadening of the spec
lines is associated with the effect of intrinsic defects aris
as a result of nonstoichiometry in the LiNbO3 crystals.

To test this assumption, we performed a computer sim
lation of the orientational dependence of the shape of the6Li
NMR spectrum based on calculations of the electric fi

FIG. 2. Form of the NMR spectra of6Li for three orientations of the single
crystal.B051.5 T.
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FIG. 3. Orientational dependence o
S2 anddn for the NMR spectrum of
6Li in a single crystal of LiNbO3,
calculated according to the model o
randomly localized defect complexe
(NbLi13VLi) and independent VLi .
The points correspond to the exper
mental data.
gradient in a crystal of LiNbO3 with nonideal structure. The
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can obviously be made only after examining the NMR spec-
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calculations were based on an ionic model assuming a
dom distribution of the most probable defects—comple
~NbLi13VLi at the closest distances to NbLi! and spatially
independent VLi , where the VLi are Li1 vacancies and NbLi

is the Nb51 ion at the Li1 position.16 In the EFG calculations
we used the values of the effective charges of the Li and
ions and of oxygen calculated in Ref. 17 by the LCA
method: 0.98/e/, 3.67/e/, and21.55/e/, respectively. In re-
constructing the shape of the spectrum we processed ar
10,000 random possibilities of the EFG tensor. The orien
tional dependence ofS2 of the modeled6Li NMR spectrum
and of the width of the resulting lineDn ~from the maximum
of the derivative! is plotted in Fig. 3. Also shown are th
corresponding experimental data. The small deviations of
orientational dependence ofS2 from the experimental value
are probably explained by the absence of an account of l
distortions of the structure caused by the defects.

A preliminary analysis of structural distortions caus
by the defect NbLi reveals, for example, the presence of
‘‘contraction’’ of the nearest three oxygen ions, a displac
ment from theC axis of the three nearest93Nb nuclei, etc.
Calculations of the electric field gradient at the93Nb and7Li
nuclei in the immediate vicinity~1.5 nm! of the defect point
here to an increase in the spread both of the principal va
of the EFG tensor and of the orientation of its principal ax
in comparison with the results of calculations of the elec
field gradient in the spatially undistorted structure.

Thus, it is very probable that at 293 K the dynamics
6Li and 7Li nuclei in the LiNbO3 structure differ substan
tially. One reason for ‘‘selective’’ population by the6Li nu-
clei of positions on theC axis may be the low concentratio
of this isotope and, as a consequence, the absence of co
tive interactions of the6Li nuclei. More definite conclusions
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tra of 6Li and 7Li in LiNbO3 over a sufficiently wide tem-
perature range.
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LATTICE DYNAMICS PHASE TRANSITIONS
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Heat pulses in the second-sound regime
V. D. Kagan

A. F. Ioffe Physico-technical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted June 10, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 126–127~January 1998!

At low temperatures, heat propagates in crystals in the form of collective excitations—second-
sound waves. How the parameters of the phonon system of the crystal can be determined
from the shape of the heat pulse is considered here. ©1998 American Institute of Physics.
@S1063-7834~98!03001-9#

To describe thermal phenomena we can replace the crys-the normal collisions, andb is a number of the order o
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tal lattice in the harmonic approximation by a set of indep
dent quasiparticles—phonons. Anharmonic forces give
to processes of interconversion of phonons of differ
branches, as a result of which the phonon distribution fu
tion relaxes to its equilibrium~Planck! form. This being the
case, it would seem that collective excitations slowly vary
in space and time are impossible in the phonon system.
phonon–phonon collisions divide into normal and resisti
Normal collisions describe conversions of phonons of diff
ent branches which conserve energy and momentum. Th
fore these collisions conserve the total momentum and
ergy of the entire phonon system. Resistive processes, w
include phonon scattering by impurities and lattice defe
scattering at the boundaries of the sample, and phon
phonon conversions in transfer processes, conserve en
but not momentum. At low temperatures normal collisio
can be significantly stronger than resistive. Thus, normal
lisions unite the phonon gas into a single system posses
elasticity, and a perturbation of the phonon distribution fun
tion does not relax but propagates in the form of a wa
Such a collective excitation in the phonon gas, i.e., in the
of acoustic quanta is called a second-sound wave.

A direct means of detecting such a wave is to exam
the propagation of heat pulses. Narayanamurti1 has experi-
mentally isolated a slow heat pulse whose intensity ma
mum propagated with the speed of second sound. All su
quent experiments have applied the same means of obse
second sound.2 The speed is very characteristic, but is by
means the only characteristic of the heat pulse. Efforts h
been made to extract the characteristics of the phonon sy
from experimental pulse data. However, the absence o
rigorous theory for the propagation of heat pulses in
second-sound regime hinders the interpretation of the exp
mental data. The present paper constructs such a theory

In a harmonic second-sound wave the frequencyv and
wave vectork are related by the equation3

kv2v52bv3tn
21 i ~1/tR1v2tn!. ~1!

The velocityv is smaller by a factor of) than the velocity
of first sound averaged over all branches. The imagin
term in Eq. ~1! describes attenuation:tR is the relaxation
time of the resistive collisions,tn is the relaxation time of
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unity. The dispersion equation~1! allows one to obtain an
equation for the envelope of a pulse consisting of sou
waves. The variation of the temperatureT in the pulse satis-
fies the equation

v
]T

]x
1

]T

]t
52btn

2 ]3T

]t3 2
1

tR
T1tn

]2T

]t2 . ~2!

All terms on the right side are correction terms, and it
possible to use in them both space and time derivatives.

It is necessary to impose a boundary condition on Eq.~2!
whereas in its altered form in which spatial derivatives a
pear on the right side, an initial condition is required.
more importance, however, is the left side of the equati
which defines its hyperbolic character. Depending
whether an initial or boundary condition is used, the equat
has different solutions. Between these solutions there
break which occurs along the characteristic of the equa
passing through the initial space-time pointx5vt. In the
region x,vt, it is necessary to use a boundary conditi
and, in the regionx.vt, an initial condition. The tempora
maximum of the pulse falls into the first region, so that w
should solve Eq.~2! with a boundary condition. The author
of Ref. 4 used an initial condition, which is, generally spea
ing, invalid.

We write the solution of Eq.~2! using the Fourier
method,

T~x,t !5E
2`

`

dv expF2 ivt1 i
x

v
~v2bv3tn

2!

2
x

vtR
2tnv2

x

vG E
2`

` dt8

2p
T~0,t8!eivt8. ~3!

We will not keep the small dispersion term in the expone
tial, but expand with respect to it, keeping the first nonva
ishing term. Assuming the initial pulse to be short, we n
glect its temporal extent in comparison with the sca
characterizing the received pulse

T~x,t !5S 1

2p E dt8T~0,t8! DexpS 2x

vtR
D ,

1120112-02$15.00 © 1998 American Institute of Physics
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dv 12 ib
x

t2v3 exp 2 iv t2
x

2v2
xtn

. ~4!
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As it propagates, the pulse acquires the universal shape

T~x,t !5
A

Ax
F12

3

4
b

v
x S t2

x

v D G
3expH 2

x

vtR
2S t2

x

v D 2 v
4xtn

J . ~5!

If we neglect the dispersion term, then the maximum of
heat pulse propagates with the velocity of second sound
its width is determined by the point in the sample at wh
the pulse is received and the relaxation timetn . Taking the
dispersion term into account changes the position of
pulse intensity maximum

tmax5
x

v
2

3

2
btn . ~6!

Thus, by calculating the speed of second sound, we can
termine the relaxation timetn from the difference between
the true position of the pulse maximum and the simple
pression for it—the first term in expression~6!.

The meaning of the connection between the shift in
intensity maximum and the dispersion term was stated
Ref. 1. However, the determination of this meaning in th
paper was completely incorrect since the authors used
the dispersion equation~1! and did not have Eq.~6!. They
may have suspected it, but it is hard to say from their pa
with complete certainty how they linked the shift time a
the relaxation time.

Equation~5! allows us to determine the characteristics
the phonon system from experiments on the propagatio
113 Phys. Solid State 40 (1), January 1998
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us, to determine the relaxation timetn according to~6! by
calculating the speed of second sound. In addition, it can
seen from~5! that the width of the pulse depends only ontn ,
not on tR . Correspondingly, it is possible to determinetn

and their pulse widths.
We may add a few words about Ref. 4 since this pape

frequently cited.1,2

First, the authors of Ref. 4 did not take the dispers
term into account (b50). Second, they used a modifie
form of Eq.~2! whose right side contains only spatial deriv
tives. On this equation they imposed an initial conditio
which, as noted above, does not correspond to the condit
of the experiment. However, they assumed the tempera
to be concentrated at the initial instant of time near the o
gin. Correspondingly, they arrived at the following form
the heat pulse:

T~x,t !5
B

At
expH 2

t

tR
2

S t2
x

v D 2

4ttn
.J ~7!

Near the pulse maximum (x5vt) this relation differs only
slightly from Eq. ~5! but, at large times, pulse spreading
present in it and grows with time but is not present in~5!.

1V. Narayanamurti and R. C. Dynes, Phys. Rev. Lett.28~22!, 1461~1972!.
2V. A. Danil’chenko, V. N. Poroshin, and O. G. Sarbe�, JETP Lett.30, 196
~1979!.

3V. L. Gurevich, Kinetics of Phonon Systems@in Russian#, Nauka, Mos-
cow, 1980.

4C. C. Ackerman and R. A. Guyer, Ann. Phys.~N.Y.! 50~1!, 128 ~1968!.
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Lattice dynamics and specific heat of the manganese antimonide Mn 2Sb
V. M. Ryzhkovski  and T. D. Sokolovski 

Institute of the Physics of Solid State and Semiconductors, Academy of Sciences of Belarus,
220072 Minsk, Belarus
~Submitted June 24, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 128–131~January 1998!

Manganese cation binding energy, dispersion curves, total phonon spectrum, and temperature
dependence of the lattice and magnetic contributions to specific heat of Mn2Sb have
been calculated. ©1998 American Institute of Physics.@S1063-7834~98!03101-3#

Manganese antimonide Mn2Sb crystallizes in the Cu2Sb
U 5Z Z /R1 r r d d /r 2Z
II.
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tetragonal structure~C38, space group 4/nmm! with two
structurally nonequivalent cation positions, Mn I and Mn
The compound is a ferrimagnetTC5550 K! because of an-
tiparallel ordering of magnetic moments on the Mn I and M
II ferromagnetic sublattices. The manganese I and II cati
have different charges and magnetic moments dependin
the nearest environment. Taking the trivalent state of
antimony anions, assuming only integer values of the cha
for the manganese cations as well, and taking into acco
the symmetry of the anion environment for the two cati
species, one comes to Mn1Mn21Sb for the formal configu-
ration of this compound.1 The atomic magnetic moments o
cations I and II are, respectively, 2.0 and 3.8mB .2 Manga-
nese antimonide is a convenient subject for studying both
structural and magnetic properties of matter.

This work reports calculations of the temperature dep
dence of the specific heat of ferrimagnetic Mn2Sb crystal,
with inclusion not only of the lattice but of magnetic contr
bution as well. To determine the first, we calculated the p
non energy in the Born approximation3 and the correction for
the anharmonicity of atomic vibrations in the crystal. T
magnetic contribution to specific heat was calculated in
cordance with Ne´el theory4 developed to explain the physica
properties of ferrites.

The unit cell of the crystal contains two Mn2Sb mol-
ecules and, therefore, according to dynamic lattice the
for each value of the wave vector there should exist 18 n
mal vibrational modes found from coupled second-order
ferential equations of motion, provided one knows the
rameters of the system, which determine the interac
between ions in the crystal. To find these parameters,
calculated the binding energies for different ion pairs tak
into account the nearest five coordination spheres.

1. CALCULATION OF THE BINDING ENERGY OF THE
MANGANESE CATIONS

For illustration, consider the binding energy of a pair
nearest-neighbor manganese cation species I and II.
main contribution to the binding energy comes from Co
lomb interaction between the nuclei and electrons5
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3E radv1 /r 1b2ZaE rbdv2 /r 2a , ~1!

whereZa andZb are the nuclear charges of cationsa andb,
R is the distance between the cation centers,r 12 is the dis-
tance between electrons 1 and 2,v1 andv2 are the volumes
occupied by the cations, andra andrb are the cation elec-
tronic densities calculated from the radial wave functions
the electrons in the manganese cations, using wave funct
found by the self-consistent Hartree–Fock method.6

The exchange energy of two atoms~ions! was deter-
mined in the form

Ue5E @~ra1rb!uc~ra1rb!

2rauc~ra!2rbuc~rb!#dv, ~2!

whereuc is the exchange-energy density in the Bloch-Dir
electron-gas approximation. The kinetic and correlation
ergies were calculated using an equation similar to~2!, but
with the corresponding energy density.

Figure 1 shows the total binding energyU ~curve5! and
its components~curves1–4! as a function of separation be
tween the manganese cation centers. Examining Fig
~curve5!, we see that the manganese cations I and II reac
stable state at a distanceR1'3 Å, which accords with ex-
perimental data on interatomic separations in the crystal

Here we introduce a simplifying assumption that the
teratomic interaction parameters by Born theory3 can be ex-
panded in longitudinal and transverse parameters of
Launay7

Ai5U9~R! i uR5R0
, Bi5Ri

21U8~R! i uR5R0
, ~3!

where Ri is the radius of thei th coordination sphere of a
given ion,Ai andBi are the longitudinal and transverse com
ponents of the bond parameters for ions of thei th sphere,
andU8(R) andU9(R) are the first and second derivatives
the binding energy for the corresponding ion pair.

2. PHONON SPECTRUM CALCULATION FOR THE Mn 2Sb
CRYSTAL

The conditions for stability of ion motion in mangane
antimonide lead to the following dispersion relations

1140114-04$15.00 © 1998 American Institute of Physics
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whereD(q) is an 18318 dynamic matrix whose elemen
are trigonometric functions of the wave vector coordinatesE
is an 18318 identity matrix, andn is the normal-mode fre-
quency of the manganese antimonide lattice. Solving Eq.~4!
for n2, one obtains 18 normal-mode frequencies for all wa
vectors in the unit cell of reciprocal space. In particular, F
2 shows dispersion curves along two high-symmetry dir
tions of the manganese antimonide crystal,@100# and @110#.
We see some of the optical vibration branches to be deg
erate, while the acoustical modes do not exhibit degener

FIG. 1. Binding energy of Mn1 and Mn21 ions. 1 Coulomb energy,2
kinetic energy,3 correlation energy,4 exchange energy,5 total Mn1Mn21

binding energy.

FIG. 2. Dispersion curves of normal vibrations of Mn2Sb along the@100#
and @110# directions in the first Brillouin zone.
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Next the total phonon spectrum of manganese a
monide was calculated by the method of Blackmann.8 To do
this, secular equation~4! was solved at 64000 sites of th
unit cell of reciprocal lattice under the conditions used
construct the dispersion curves. As a result, a distribut
functiong(n) was found without application of any smooth
ing procedure~Fig. 3!. The first three maxima counting from
the origin correspond to the acoustic vibrations of the Mn2Sb
lattice, and the others, to optical vibrations.

3. LATTICE SPECIFIC-HEAT CALCULATIONS FOR Mn 2Sb

The temperature dependence of the specific hea
Mn2Sb lattice at constant volume was determined from
equation

CV59RE
0

nm
g~n!~hn/kT!2exp~hn/kT!/

3@exp~hn/kT!21#2, ~5!

where integration was performed over the normal vibrat
frequency using the phonon spectrumg(n).

Curve1 in Fig. 4 displays the specific heat of the Mn2Sb
lattice at constant volume calculated in the harmonic
proximation using Eq.~5!. We also calculated the contribu
tion of lattice anharmonicity to the specific heat of mang
nese antimonide. It is known that at comparatively hi
temperatures the first- and second-order anharmonicities
a correction to specific heat, which is directly proportional
the absolute temperature, with the coefficient of proportio
ality being a complex function9,10 of the second, third, and
fourth derivatives of the binding energy with respect to t
distance between the crystal ion centers. The calcula
yielded 0.00275 J/~mol•K2! for the coefficient of anharmo
nicity for Mn2Sb.

It is known that the electronic contribution to specifi
heat is, in the first approximation, also directly proportion
to absolute temperature and is 0.42 J/~mol•K2! at
T5100 K.11 Curve2 in Fig. 4 includes the sum of these tw
corrections. The lattice specific heat of manganese a

FIG. 3. Total phonon spectrum of Mn2Sb.
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monide at constant pressure,Cp , was calculated throughCv
in accordance with the Gru¨neisen approximation

Cp5~11GT!CV ~6!

and is depicted in Fig. 4 by curve5.

4. CALCULATION OF THE MAGNETIC CONTRIBUTION TO
THE SPECIFIC HEAT OF Mn2Sb

Since Mn2Sb is a ferrimagnet forT,TC5550 K, one
can apply Ne´el theory to its study.4 To do this, we calculate
the temperature dependence of internal magnetic energyUM

within the 0–800-K range, including the phase-transition
gion at 550 K, in the molecular field approximation
Weiss12:

UM520,5~H1M11H2M2!, ~7!

where H1 is the magnetic field acting on the Mn1 cation
from the nearest-neighbor Mn21 cations,H2 is the magnetic
field of the nearest-neighbor Mn1 cations interacting with
the Mn21 cation, andM1 andM2 are the magnetizations o
the Mn1 and Mn21 sublattices, respectively.

As follows from Néel theory, in the zero external
magnetic-field approximation the quantitiesH andM of the
two magnetic sublattices are linearly related:

H15G11M11G12M2 ,

H25G12M11G22M2 , ~8!

where G i j are the Weiss molecular-field coefficients fou
from the equality

G i j 52Zi j Ji j /~NjgigjmB!, ~ i , j 51,2!, ~9!

Zi j is the number of the nearest-neighbor cations on sub
tice j to cationi , Nj is the number of cationsj in the lattice,
andJi j are the exchange integrals for the interaction betw
cationsi and j .

Since cations on the same sublattice have equal mag
moments, one can write

FIG. 4. Specific heat of Mn2Sb. 1 specific heatCv without inclusion of
anharmonicity,2 specific heatCv including anharmonicity,3 and4 data on
Cv from Ref. 11,5 specific heatCp including anharmonicity and the elec
tronic contribution,6 specific heatCp with inclusion of the magnetic con-
tribution of Mn2Sb, 7 magnetic contribution to specific heat of MnSb.
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M25A2BS~C2H2 /T!, ~10!

whereBS(x) is the Brillouin function.
Solving coupled equations~8! and ~10! by iterations

yields self-consistent values of the spontaneous magne
tion and the corresponding sublattice magnetic fieldsH1 and
H2 as functions of temperature. This permits one to calcu
the internal magnetic energyUM from Eq. ~7! and, subse-
quently, the magnetic contribution to specific heat

CM5dUM~T!/dT. ~11!

Curve 6 in Fig. 4 shows the total specific heat of Mn2Sb
as a function of temperature calculated by us. The exp
mental data11 are shown by dots.

We see that the experimental curveCp5 f (T) differs
strongly for T.TC from our calculation for Mn2Sb. The
pattern of the curve can be readily explained if we recall
specific crystallochemical features of manganese pnict
having the Cu2Sb structure.13 Mn2Sb attains stoichiometric
composition ~d phase! only at high temperatures
(T>1000 K). At T5300 K, d phase with excess catio
component is stable. Therefore a Mn2Sb sample~d phase!
quenched from 1100 K remains at room temperature i
thermodynamically nonequilibrium state and changes
composition under heating with precipitation of the exce
nickel-arsenide–type ferromagnetic phase«, which has a
higher magnetic disordering temperature and, thus, con
utes to the magnetic component of specific heat
T.TC5550 K.

To gain a quantitative support for this interpretation, w
carried out an additional calculation of the magnetic spec
heat of MnSb~« phase! in the molecular-field approximation
Since in a ferromagnet the magnetic sublattices are ident
one can use in the calculation Eqs.~7!–~11!, provided one
takes equal molecular-field coefficients (G115G125G22), as
well as the magnetizations (M15M2) and magnetic fields
(H15H2), and assumes correct signs of the interactio
The results of the calculation are shown by dashed line 7
Fig. 4.

We see that the experimental relationCp5 f (T) can be
described within the 500–750-K temperature range by a
perposition of the magnetic contributions to specific heat
the d and« phases obtained from the calculation.

Thus straightforward calculation not only of the dynam
lattice characteristics but also of the magnetic properties
the Mn2Sb crystal has permitted a theoretical determinat
of the temperature dependence of the specific heat of Mn2Sb,
which is found to agree satisfactorily with the correspond
experimental data. This provides support for the validity
the model used and for the character of the temperat
induced crystallochemical changes in Cu2Sb-type manganes
pnictides,13 which were established by magnetometry, x-r
diffraction studies, and thermography.
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Localization of acoustic phonons in a layered lattice
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The possibility of weak localization of acoustic phonons in a nonideal layered-crystal lattice is
studied. Analytical expressions are obtained for the thermal conductivity and diffusion
coefficient tensors at low temperatures. The role of specific processes of interference scattering
of phonons by phonon density fluctuations near defects under conditions of weak
interaction between the layers is analyzed. It is shown that because of such processes a substantial
renormalization of the diffusion coefficient in the presence of strong diagonal disorder is
possible at relatively low frequencies, where the dispersion laws for the acoustic phonons display
quasi-two-dimensional properties. A nonstandard low-temperature dependence of the
thermal conductivity of the layered systems BSCCO and BSYCO is discussed. ©1998 American
Institute of Physics.@S1063-7834~98!03201-8#

A great deal of attention is now being devoted to thefor example, in the compound CsDy~MoO4!2.
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matter of weak localization of phonons as well as sou
waves in disordered compounds. A number of general qu
tions have been investigated for standard three-dimensi
lattices~see, for example, Refs. 1–8!.

In a previous work, we also studied phonon localizatio
Special attention was devoted to systems with resona
scattering impurity centers, when cross splitting of the sp
trum is possible and localization thresholds arise. Models
which systematic solutions can be obtained have been
lyzed ~see the cases of harmonic and anharmonic system
Refs. 9–10 and 11–12!. We employed the theoretical resul
obtained to explain the low-temperature behavior of the
ciprocal of the decay length of ultrasound in amorpho
dielectrics13 ~we have in mind the temperature interval whe
a plateau is observed in the thermal conductivity! and the
temperature dependence of the thermal conductivity
parahydrogen quantum crystals with heavy neon and ar
scatterers.14

In the present paper we discuss the possibility of we
localization of vibrational excitations in some nonide
strongly anisotropic, harmonic lattices. It is assumed that
individual layers of such lattices are weakly coupled to o
another and display two-dimensional properties. Two ty
of acoustic vibrational modes are studied. They have the
lowing distinguishing feature. In the case of modes of
first type the corresponding displacement vectors are
ented parallel to the layers where the atoms interact stron
For modes of the second type the displacement vecto
perpendicular to the layers. As is well known, such wav
are reminiscent of flexural waves in noninteracting lay
and are termed ‘‘flexural oscillations.’’ They were first stu
ied by Lifshits ~see, for example, Ref. 15!.

The dispersion law for flexural oscillations is quadra
in the long-wavelength part of the spectrum. Such mo
have been observed in investigations of the thermal pro
ties of graphite and boron nitride as well as layered crys
with a large number of atoms of different kinds in a unit ce
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of disorder, we confine our attention to the case of diago
disorder. Specifically, we investigate the frequency dep
dence of the diffusion-coefficient tensor. The two-partic
lattice Green’s function averaged over the impurity config
rations is determined with allowance for ‘‘coherent bac
scattering’’ processes. We note that the questions of w
phonon localization in strongly anisotropic layered lattic
have virtually not been addressed in the literature.

In the theory developed below, we discuss the nonsta
ard temperature dependence of the thermal conductivity
single crystals of layered systems: the high-Tc supercon-
ductor Bi2Sr2CaCu2O81y ~BSCCO! and its dielectric analog
Bi2Sr2YCu2O8 ~BSYCO!.

1. LATTICE THERMAL CONDUCTIVITY AND DIFFUSION
COEFFICIENT

Let us consider a crystal with isolated impurity atom
We shall describe its dynamical properties by a Hamilton
of the form

H5H01Hi ,

H05
1

2M0
(
s,a

~ps
a!21

1

2 (
s,s8 aa8

Faa8
ss8 us

aus8
a8 ,

Hi5
1

2 S 1

M
2

1

M0
D(

s,a
cs~ps

a!2.

Here H0 is the Hamiltonian of the unperturbed harmon
atomic lattice andHi is the perturbation introduced by im
purities in this system. The quantitiesus

a and ps
a are Carte-

sian components of the displacement and momentum op
tors of thes-th atom ~s is the site index!, M and M0 are,
respectively, the masses of the atoms of the impurity a

regular lattices, andFaa8
ss8 are the elements of the secon

order force-parameter matrices. It is assumed that disord
diagonal. In other words, we neglect the change in the fo
parameters near impurities, i.e. defects are assumed t
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isotopic. The factorcs equals 0 if a matrix atom is located at
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~N is the number of lattice atoms per unit volume!. By defi-
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the s-th site and 1 if a point defect is located at this site.
what follows, the symbol̂ ...&c denotes averaging over th
impurity configurations that are realized. The configuratio
averagê cs&c5c, i.e. it equals the impurity concentration.

For the sake of simplicity, it is assumed that the forc
parameter matrices are diagonal with respect to the Carte
indices. To simplify the equations, we denote bys the col-
lection of site (s) and Cartesian~a! indices.

The lattice thermal conductivity tensor¸aa8 is expressed
in terms of the correlation function of the energy-flux ope
tors f. We have~see, for example, Ref. 17!

¸aa85
1

2T2V E
2`

`

dt^^ f a~ t !, f a8~0!&&c , ~1!

whereT is the temperature andV is the cell volume of the
lattice. The symbol̂ ...& denotes averaging over the equili
rium thermodynamic distribution with HamiltonianH. The
quantity f a appearing in Eq.~1! is defined as

f a5
1

2 (
s,s8

Faa8
ss8 us

a
ps8

a8

Ms8
Ra

ss8 , Ra
ss85Rs

a2Rs8
a , ~2!

where Rs
a is a component of the radius vector of thes-th

lattice site.
Substituting the explicit form of the HamiltonianH of

the system and the relations~2!, the expression~1! can be
represented in the form

¸aa85
1

3pT2 (
s,s8

(
s1 ,s18

Ra
ss8R

a8

s1s18Fs,s8Fs1 ,s
18

3E
0

`

dvv2n~v!~n~v!11!

3^Gss1
1 ~v!Gs

18s8
2

~v!&c ,

n~v!5~exp~v/T!21!21. ~3!

Here Gss8
1 denote the retarded and advanced single-part

lattice Green’s functions~G functions!. TheseG functions
are ‘‘assembled’’ on the basis of the dynamic atom
displacement operatorsus . We note thatG25^G1G2&c is a
two-particle Green’s function.

We are studying a layered crystal. Its lattice posses
axial symmetry. The tensoŗ has two principal values
which we denote by̧ i and¸' .

Let us switch in Eq.~3! from the site to the momentum
representation. After a series of transformations, we ob
for the diagonala-the component of the thermal conductivi
a sum of the contributions of phonon modes of two typ
They correspond to vibrational modes arising with a d
placement of the atoms in the plane of the layer and al
the z axis ~l andb modes below!. Specifically,

¸aa5
1

NT2 (
k j

v j
2~k!n~v j~k!!~n~v j~k!!11!

3Daa
~ j ! ~v j~k!!, j 5 l ,b ~4!
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Daa8
~ j !

~v!5
1

gj~v! (
kk8

va
~ j !~k!va8

~ j !
~k8!v j~k!v j~k8!

3G2
~ j !~k;k8;v!. ~5!

In Eqs. ~4! and ~5! v j (k) andv( j )5 ]v j (k)/]k are, re-
spectively, the dispersion law and group velocity of the ph
non mode with quasimomentumk andgj (v) is the spectral
function of the partial density of vibrational states. It is a
sumed thatv j

2(k)5(sFxx
0s cos(k–Rs). If j 5b, thenvb

2 can
be expressed in terms ofFzz

0s ~see Sec. 3!. Moreover, we
have assumed that the spatial Fourier components of the
and single-particleG functions are related by the equality

G2
~ j !~k,k8,v!5 lim

V→0
^Gk,k8

~ j !1
~v!Gk,k8

~ j !2
~v2V!&c .

It is assumed that the configurationally-averaged sing
particle Green’s function of thej -th mode is described by a
relation of the form

Ḡ~k!
~ j !1~v!5S v22v j

2~k!2 i
v

t i
~ j !~v! D

21

. ~6!

Herev/t i
( j )(v) is the imaginary part of the polarization op

erator, corresponding to an elastic interaction of phon
modes with point defects, and~see, for example, Ref. 17!

1/t i
~ j !~v!5smv3gj~v2!, ~7!

where

sm5
p

2
cS M2M0

M0
D 2

5
p

2
c«2

is the diagonal-disorder parameter.
We shall elucidate the physical meaning of the factorD

~5!. Note that the probability that a localized excitatio
which has arisen at thesth site at timet50 reaches the site
s8 at the timetÞ0 is proportional to the factor

Wss8~ t !5@Ġss8~ t !#2.

The Fourier component of the factorW, averaged over the
realizations of the impurity configurations, can be expres
in terms of the Fourier component of the two-partic
Green’s functionG25^G1G2&c by the relation

W~q!5N21(
kk8

v~k!v~k8!G2~k;k8;v!

5N21(
kk8

v~k!v~k8!^Gkk8
1

~v!Gk8k
2

~v!&c .

Hence it follows thatDaa8(v) is a component of the
diffusion-coefficient tensor. An expression for the coefficie
D in the form ~5! for phonon modes is also given in, fo
example, Refs. 17–19.

As is well known, in the case of dielectrics at extreme
low temperatures the phonon mean-free pathsl ph are deter-
mined by the geometric dimensions of the sample. At co
paratively high temperaturesl ph is dictated by anharmonic
umklapp processes. At intermediate temperatures the m
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free path is sensitive to defects~see, for example, Ref. 20!.
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The relation~4! describes, to a reasonable degree of ac
racy, the behavior of̧ at intermediate temperatures.

In Sec. 2 we present a model of a layered lattice and g
the parametersv j (k), na

( j )(k), and gj (v) of the phonon
spectrum that appear in the expressions for the thermal
ductivity and the diffusion coefficient. In Sec. 3 the tw
particle Green’s functionG2( j )(k;k8;v) is determined in
the weak-localization regime and the longitudinal and tra
verse componentsD i

( j ) and D'
( j ) of the partial diffusion co-

efficients are also determined. In Sec. 4 heat-conduction
periments are discussed.

2. MODEL OF THE CRYSTAL LATTICE

1! Dispersion law.We shall assume that the interactio
between atoms in the crystal lattice is much stronger in
basal plane (x0y) than along thez axis. In other words, the
coupling between the individual layers of the lattice is we
For the sake of simplicity, we assume that vibrations w
displacement vectoru lying in thex0y plane are independen
of vibrations along thez axis.

In the general case the frequencies of the acoustic vi
tional modes are eigenvalues of the Fourier component of
matrix of second-order dynamic force parameters. This m
trix is expressed by a relation of the form

Faa8~k!5(
s

Faa8
0s

~cos~kRs!21!. ~8!

We shall study vibrational modes with relatively low fre
quencies. The corresponding values of the quasimomenk
are bounded by the condition

akx~y!!1. ~9!

The quantitybkz need not be small. Here and below$a,b%
are components of a translational vector of the latt
~a—lattice parameter in the layer andb—a parameter char
acterizing the distance between the layers!.

We shall give the dispersion law for longitudinal vibr
tions of atoms in the plane of the layer. According to t
definition ~8! and the condition~9!, we have

M0v l
2~k!'2

1

2 (
si

Fxx
0siRsi

x Rsi

x ki
2

1
1

2 (
s'

Fxx
0s'~cos~k'Rs'

!21!, ~10!

whereki
25kx

21ky
2 andk'iz. We note that the force param

etersFxx
0si and Fxx

0s' characterize the interaction in thex0y
plane and along thez axis. It was assumed above that

uFxx
0s'u!uFxx

0siu. ~11!

Assuming that only nearest-neighbor atoms interact, we
tain instead of the expression~10!

v l
2~k!'v i

~ l !2ki
212v1

2 sin2
bk'

2
, v i

~ l !5av3/2. ~12!
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mode. The frequenciesv1 andv3 can be expressed in term
of the parametersFxx

0x' and Fxx
0si . On the basis of the in-

equality ~11! v1
2!v3

2.
Let us now consider modes of the flexural type. Usi

Eqs.~8! and ~9!, we can write

M0vb
2~k!'2

1

2 (
si

Fzz
0si~Rsi

x !2ki
21

1

4 (
si

Fzz
0si~Rsi

x !4ki
4

2
1

2 (
s'

Fzz
0s' sin2

bk'

2
. ~13!

As is well known, in the general case, when there are
stresses the tensor

Saa8,a1a
18
5(

s
Faa8

0s Rs
a1R

s

a18

is symmetric under an interchange of pairs of indicesa,a8
anda1 , a18 . For the situation at hand this means that

(
si

Fzz
0siRsi

x Rsi

x 5(
s'

Fxx
0s'Rsi

z Rsi

z . ~14!

Hence it follows that the dispersion law for flexural mod
~since the first term in Eq.~13! is overdefined! should con-
tain three characteristic force parameters: Together with
parametersFzz

0s' andFzz
0si (uFzz

0siu'uFxx
0siu) there also arises

the parameterFxx
0s' . The quantityFaa

0s is determined pre-
dominantly by the central forces. Therefore the transve
force parameters are much smaller than the longitud
force parameters. As a result, since the interlayer interac
is weak, we have

uFxx
0s'u!uFzz

0s'u!uFzz
0siu. ~15!

Using Eq.~14!, we obtain instead of Eq.~13!

vb
2~k!'v1

2b2ki
21S ṽ3a2

p
D 2

ki
412v2

2 sin2S bk'

2 D . ~16!

The three force parameters~15! correspond to three
characteristic frequencies. These frequencies satisfy the
ditions v1

2!v2
2!ṽ 3

2. For simplicity, we assume below tha
the frequenciesv3 and ṽ3 appearing in Eqs.~12! and ~16!
are of the same order of magnitude and we make no dist
tions between them.

We call attention to the following circumstance. We a
sume that the interatomic interaction force is strongly ani
tropic. At the same time, it is assumed that the cell para
eters can have a different order of magnitude~we consider
both casesa'b and a!b!. In principle, if in describing
flexural vibrations attention is confined to the interacti
only between nearest neighbors in the basal plane, then
rotational invariance of the interaction potential energy b
tween lattice atoms as a whole can be destroyed. The poi
that, in reality, the atomic bonds are covalent in crystal l
tices having a layered structure and the potential is a mu
particle, and not pair potential. Therefore, generally spe
ing, to describe flexural modes it is necessary to take acco
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of the fact that interatomic interactions in the basal plane
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Let us comment on the equation~18!. First, at low frequen-
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actually extend over several coordination spheres.
So, we have determined the anisotropic dispersion la

for the l and b modes. Let us analyze the correspondi
expressions~12! and ~16!. It follows from these expression
that at low frequencies, right down tov1 , the quantitiesv l

and vb both depend on, generally speaking, both com
nents of the quasimomentak' andki . If the frequency of the
longitudinal mode lies in the interval 2v1

2<v l
2,v3

2 , then
the second term in Eq.~12! is comparatively small. For this
reason,v l is virtually independent of the transverse comp
nentk' of the quasimomentum. As a result of this, the d
persion law for thel -th mode for such frequencies approx
mately corresponds to the case of a two-dimensional latt
At the same time, for a flexural mode in the interv
v2

2!vb
2!v3

2 the first and third terms in the expression f
vb ~16! can be neglected. Then,vb does not depend on th
componentk' of the quasimomentum and is proportional
ki

2 . Thus, the dispersion law forvb in a narrower interval is
also found to be quasi-two-dimensional.

See Ref. 21 for a detailed exposition of the model.
2! Partial spectral densities of vibrational states.The

partial spectral functiongl ,b(v2) of the squared phonon den
sity of states is defined as

gl ,b~v2!5
1

N (
k

d~v22v l ,b
2 ~k!!. ~17!

In specific calculations, it is convenient to switch in Eq.~17!
from summation overk to integration ofdk. In a layered
lattice it is convenient to replace the sum(k by

a2b

~2p!3 E
2p/b

p/b

dk'E
0

2p

dwE dki . . . . ~17a!

Let us consider the spectral density of the longitudi
modesgl(v

2). Using the relations~12!, ~17!, and~17a!, we
obtain after a series of transformations

gl~v2!'5
1

p2v3
cos21Fv1

22v2

v1
2 G , 0,v2<2v1

2 ,

1

pv3
2 , 2v1

2<v2,v3
2 .

~18!
e

s

-

-
-

e.
l

l

cies 0,v ,2v1 it is applicable when the condition
akx(y)!1 and bkz!1 hold simultaneously ~then
gl(v

2); v/v3
2v1!. It remains valid whenkx(y)a!1 and the

condition bkz!1 breaks down. It is also interesting that
the interval 2v1

2<v2,v3
2 the function is virtually

frequency-independent.
Let us now consider the case of flexural vibrations.

can be shown on the basis of the relations~16!, ~17!, and
~17a! that

gb~v2!'5
&

~2p2!

a2

b2

v

v1
2v2

, 0,v2,v1
2 ,

1

4&

1

v2v3
cos21S v*

v D , v1
2,v

*
2 ,v2,v2

2 ,

p

8

1

v3v
, 2v2

2,v2,v3
2

~19!

~a derivation of Eq.~19! is given in the Appendix!. We note
that the quantitygb is an increasing function of frequency fo
v<v2 . In the region 2v2

2,v2,v3
2 , however, it is a de-

creasing function~in contrast togl!.
We call attention to the fact that the functionsgl andgb

are defined, by means of Eqs.~18! and~19!, in practically the
entire low-frequency range.

3. DIFFUSION COEFFICIENT IN THE CASE OF AN
ANISOTROPIC IRREGULAR HARMONIC SYSTEM

We are studying lattices for which the spectrum
acoustic modes contains no points of degeneracy. For
reason, the contributions of thel andb modes to the diffu-
sion coefficient are independent of one another. On this
sis, we proceed to determining the two-particle functio
G2

( l ) andG2
(b) .

1! Bethe–Salpeter equation.The Green’s functionG2
( j ) ,

where j 5$ l ,b%, can be represented as a series in powers
the defect concentrationc. In the case of a harmonic atomi
system with point-type defects, the individual terms in t
series in the coordinate representation can be represe
diagrammatically as follows:
-

~20!

Here s→s85Ḡss8
j is the configurationally averaged single- wheret j

65l(12lḠss
( j )6)21 is the single-site scattering ma
2
particle Green’s function for a type-j mode. The indicess
and d designate arbitrary and impurity sites in the lattic
The dashed line represents the ‘‘seed’’ vertexG j5ctj

1t j
2 ,
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.
trix. To simplify the notation, we have setl5(M2M0)v
~see the derivation of Eq.~20! in Ref. 9!.

We note that the expansion~20! formally contains all

121A. P. Zhernov and E. P. Chulkin



diagrams that describe the renormalization of the single-
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-
m

g
s

Let us proceed to intermediate frequencies, where the
ons.

.

k-
n-

-
cond
t as

ring
-

particleG function of an irregular lattice and do not conta
an interaction between the incoming lines. The first th
diagrams containing an interaction between incoming li
are shown. They describe single and double scattering.

The equation~20! can be written in the momentum rep
resentation in the form

G2
~ j !~k,k8,v!5 lim

V→0
^Gk,k8

~ j !1
~v!Gkk8

~ j !2
~v2V!&c

5 lim
V→0

S Ḡk
~ j !1~v!Ḡk

~ j !2~v2V!

3S dkk81(
k1

U j~k,k1 ;v,V!

3G2
~ j !~k1 ,k8,v,V! D D . ~21!

Relations of this kind are called Bethe–Salpeter equation
The Green’s functionḠk

( j )1(v) appearing here is given
by Eq. ~6!. Next, we assume that only the ‘‘fan’’ diagram
i.e. the second, fourth, and similar diagrams in Eq.~20!,
contribute to the vertex partU j . Diagrams of this type de
scribe inverse coherent scattering processes and deter
the weak-localization regime. We have

U j~k,k8;v,V!

5
G j

N S 12
G j

N (
k1

Ḡk1

~ j !1~v!Ḡk12q
~ j !2 ~v2V! D 21

,

q5k1k8.

Significantly, the vertex partsG j satisfy the Ward identity

c~ t j
1~v!2t j

2~v!!5
G j

N (
k

~Ḡk
~ j !1~v!2Ḡk

~ j !2~v!!.

Hence we find, on the basis of Eqs.~6! and ~7!, for the
frequency range 0<v2<v3

2

G j~v!'
1

p

v

t i
~ j !~v!gj~v2!

. ~22!

2! Diffusion vertices.We shall determine explicitly the
vertex partsU j (q;v;V) in the weak-localization regime
where

qlph
~ j !!1, Vt i

~ j !~v!!1. ~23!

Here l ph
( j )5n ( j )t i

( j )(v) is the mean-free path of a type-j pho-
non.

In the low-frequency limit 0,v2<2v1
2, where the lat-

tice can be regarded as being three-dimensional, accordin
Refs. 2 and 9 the vertex partU j is described by the relation

U j~q;v;V!5
v

~t i
~ j !~v!!2

1

pgj~v2!

1

~Ḋ~v!q22 iV!
,

Ḋ5
1

3
v j

2t i
~ j !~v!. ~24!
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phonon modes behave as quasi-two-dimensional excitati
In the case of thel -th mode it can be shown, using Eqs.~12!,
~18!, and~21!, that in the interval 2v1

2<v2,v3
2

Ul~q;v;V!'
vv3

2

~t i
~ l !~v!!2

1

~Rl~q,v!t i
~ l !~v!2 iV!

. ~25!

where

Rl~q,v!5
qi

2v i
~ l !2

2 S 12
v1

2

v2D 1
v1

4

2v2 sin
q'b

2
,

qi
25qx

21qy
2 , q'iz.

For the type-b mode, we have, using Eqs.~16!, ~19!, and
~21!, in the frequency interval 2v2

2,v2,v3
2

Ub~q;v;V!'
2v2v3

p2~t i
~b!~v!!2

1

~Rb~q,v!t i
~b!~v!2 iV!

,

~26!

where

Rb~q,v!52qi
2v i

~b!2~v!S 12
v2

2

v2D 1
v2

4

2v2 sin2
q'b

2
,

v i
~b!5

1

p
Avv3.

It is assumed that v'v j (k), so that n i
(b)(v)

'
a

p
Avb(k)v3—the group velocity of the flexural mode

We note that the expressions~24!–~26! have a similar struc-
ture.

3! Determination of the diffusion coefficient in the wea
localization regime.We shall find the eigenvalues of the te
sor D ( j ) in the situation when the conditions~23! hold. On
the basis of the relations~5! and ~21! we can set

$D i
~ j ! ,D'

~ j !%5$D i
~ j ,1! ,D'

~ j ,1!%2$D i
~ j ,2! ,D'

j ,2%, ~27!

where

$D i
~ j ,1! ,D'

~ j ,1!%5
1

4pgj~v!
lim

V→0
(

k
H ]v j

2~k!

]ki
,
]v j

2~k!

]k'
J

3Ḡk
~ j !1~v!Ḡk

~ j !2~v1V!, ~28!

$D i
~ j ,2! ,D'

~ j ,2!%5
1

4pgj~v!
lim

V→0
(

q<qj
~ i ! ,qj

~' !
U j~q;v,V!

3(
k

H ]v j
2~k!

]ki
,
]v j

2~k!

]k'
J Ḡk

~ j !1~v!

3Ḡk
~ j !2~v1V!Ḡk1q

1 ~v!Ḡk1q
~ j !2~v1V!.

~29!

The first term in Eq.~27! is the diffusion coefficient neglect
ing the processes described by the fan diagrams. The se
term determines the change in the value of the coefficien
a result of the contribution of the fan diagrams~i.e. as a
result of specific interference scattering processes occur
near defects!. In lattices with a strongly anisotropic inter
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atomic interaction force the summation overq is bounded by
(i ,') ( j )

-

-

th

io

e

b
r
e

o
-

$D ~ l ,2! ,D ~ l ,2!% '
1 1

is

-
ck-

.

ch

th
the two small quantitiesqj 'p/ l i ,'(v). If a'b, then the
mean-free path lengthl i ,'

( j ) 5n i ,'
( j ) t i

( j )(v). However, if the cell
parametersa and b differ substantially, i.e.a!b, then a
situation whereqj

(')'p/b can be realized.
We confine ourselves below to the static caseV→0. Let

us first study thep mode. In the low-frequency three
dimensional region 0,v2<2v1

2 ~indicated below by the in-
dex 1!, we find instead of Eq.~28!, on the basis of the ex
plicit form of the dispersion law~12! and a series of
transformations,

$D i
~ l ,1! ,D'

~ l ,1!%1

'H v1
2t i

l~v!

2pgl~v!vv3
2 F4v i

~ l !2Zi
~ l !S v2

v1
2D ,v'

2 Z'
~ l !S v2

v1
2D G J

1

,

~30!

where

Zi
~ l !~x!5~x21!cos21~12x!1A2x2x2,

Z'
~ l !~x!5cos21~12x!2~12x!A2x2x2.

In the limit v→0, we obtain from Eq.~30! the standard
expression for the diffusion coefficient

$D i
~ l ,1! ,D'

~ l ,1!%1'
1

3
$t i

~ l !~v!@4v i
~ l !2 ,v'

~ l !2#%1 . ~31!

As shown in Refs. 2 and 9, the interference term~29! as
compared with the quantities which are determined by
expressions~30! and ~31! is of the order of

2
3a2b

2p2gl~v!t i
~ l !2~v!v i

~ l !3 . ~32!

When the phonon modes relax by a Rayleigh relaxat
mechanism, this correction~which is of the order of
c2 (v6/vD

6 ), where vD is the Debye frequency! is small.
But, when resonantly scattering impurity centers are pres
in the system, cross splitting of the vibrational branches
possible. The group velocity of the phonons is found to
small near gaps. Here it is important to allow for the inte
ference mechanism. For a layered lattice this case requir
special analysis.

Let us determine the diffusion coefficientD ( l ) in the re-
gion 2v1

2<v2,v3
2 ~it is denoted by the index 2l !, where the

dispersion law for thel modes is quasi-two-dimensional. T
this end, we integrate Eq.~28! dki , using the residue theo
rem, and then overdk' directly. We obtain

$D i
~ l ,1! ,D'

~ l ,1!%2l'H 1

2pgl~v!

t i
l~v!

vv3
@4v i

~ l !2~v2

2v1
2!,v1

4b2#J
2l

.

Next, let us examine Eq.~29!. Similar calculations yield
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s a

i ' 2l H 2pgl~v!v2 (
q<ql

~ i ! ,ql
' Rl~q,v!

3@4v i
~ l !2~v22v1

2!,v1
4b2#J

2l

.

Let us obtain an explicit expression for(q<q
l
(i)Rl

21 . If

b! l'
( l ) , then

(
q<ql

~ i !,ql
'

1

Ri~q,v!
5

a2b

~2p!2E
2p/ l'

~ l !

p/ l'
~ l !

dq'E
0

p/ l i
~ l !

3
dqi

2

qi
2

v i
~ l !2

2 S 12
v1

2

v2D 1
v1

4t i
~ l !~v!

2v2 sin2
q'b

2

'
2a2

p2

1

v i
~ l !2t i

~ l !~v!S 12
v1

2

v2D
3

b

l'
lnF2&

l'
b

v

t i
~ l !v1

2G
~here and belowl i5 l ph,i , l ph,'5 l'!. Let us combine the
terms of the standard and interference types. The result

$D i
~ l ! ,D'

~ l !%2l'H Fv i
2t i

~ l !~v!S 12
v1

2

v2D ,
b2v1

4t i
~ l !~v!

2v2 G
3F ~ l !~v!J

2l

, ~33!

F ~ l !~v!'1

2
2

p
c«2

v2

v3
2

1

S 12
v1

2

v2D
b

l'
lnF&p

l'
b

c«2
v4

v1
2v3

2G
~34!

~the relation~34! remains valid forl''b!.
Let us now considerb modes of the flexural type. In the

interval 0,v2,2v2
2 their vibrational spectrum is three

dimensional. In consequence, the effect of coherent ba
scattering processes on the coefficientD (b) can be neglected
In the region 2v2

2,v2,v3
2 the dispersion lawvb(k) is ap-

proximately the same as in a two-dimensional lattice. In su
a situation the renormalization of the factorD (b) by the in-
terference mechanism must be finite.

Specifically, for flexural modes in the long-waveleng
limit, when 0,v2,v1

2, we have instead of Eq.~28!

$D i
~b,1! ,D'

~b,1!%1'H 1

3
t i

~b!~v!@1v i
~b!2 ,v'

~b!2#J
1

, ~35!

wheret i
(b) is determined by the relation~7! and n i

(b)5bv1

andn'
(b)5bv2 /&.

The situation in the frequency rangev1
2,v2,v2

2

~which we mark by the symbol 2b! is as follows. In the
expression forvb

2 ~16! the term proportional tov1
2 can be
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neglected. The remaining two terms are of the same order of
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magnitude. To calculate the integrals in Eq.~28!, we intro-
duce the frequency v* satisfying the inequalities
v1,v* ,v,v2 . We integrate once again overdki using
the residue theorem and overdk' directly. The result is

$D i
~1,b! ,D'

~1,b!%2b'H p

4&

t i
~b!~v!v

v2v3gb~v! F 8

p2 v3va2

3S sin z2
sin3 z

3 D ,
v2b2

2

3S z2
sin 2z

2 D G J
2b

,

z5cos21S v*
v D . ~36!

Finally, let us consider the regionv2
2!v2!v3

2 ~which
we mark by the symbol 3b!, where the frequencyvb;ki

2 . If
b! l' , then it can be shown that

$D i
~b! ,D'

~b!%3b5H F 8

p
a2v3vt i

~b!~v!,
p

4
b2

v2
4

v2 t~b!G
3F ~b!~v!J

3b

, ~37!

where

F ~b!~v!'1

2
c«2

4

v

v3

1

12v2
2/v2

b

l'
lnF p2

2&

l'
b

c«2
v3

v2
2v3

G
~38!

~the expression for the factorF (b) ~38! holds approximately
for b' l' also!.

We shall now make a few comments concerning the
pressions obtained for the coefficientsD ( l ,b). It follows di-
rectly from the relations~33!,~34! and ~37!,~38! that in the
case of strong nondiagonal disorder, when the parameterc«2

is of the order of several tenths and larger, the interfere
mechanism can strongly change the values of the diffus
coefficientD. We also underscore the fact that the equatio
~30!–~34! and ~35!–~38! together make it possible to inves
tigate the contributions of the longitudinal and flexur
modes to the low-temperature thermal conductivity un
conditions when elastic scattering of these modes by def
is the dominant relaxation mechanism.

We performed numerical calculations of the factorsF ( l )

~34! and F (b) ~38!. Frequency intervals where the freque
cies of the longitudinal and flexural modes are virtually
dependent of the transverse componentk' of the quasimo-
mentum were studied. It was also assumed thatl ph,''b. In
the calculations for both thel and b modes the paramete
c«2 was varied from 0.25 to 1. Moreover, the values
v1 /v3 and v2 /v3 were varied. The values of these rati
are determined by the ratio of the force parameters cha
terizing the interaction along thez axis and in thexOy plane.
The computational results for the factorsF ( l ,b)(v) are pre-
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sented in Figs. 1 and 2. Hence one can see that, first, in
case of strong nondiagonal disorder the partial diffusion
efficients in the ‘‘quasi-two-dimensional’’ regions ca
change very considerably. In principle, forc«2.1 a gap
appears in the spectrumD(v). Second, as the interlayer in
teraction becomes weaker, the renormalizations of the s
dard diffusion coefficient increase.

4. ON THE NATURE OF THE LOW-TEMPERATURE
PLATEAU IN THE THERMAL CONDUCTIVITY OF THE
COMPOUNDS BSCCO AND BSYCO

The question of the unusual temperature dependenc
the thermal conductivity of single crystals of the layered s
tems of the high-Tc superconductor BSCCO and its diele
tric analog BSYCO is being discussed in the literature~see,
for example, Refs. 22–24!. It is customarily assumed that i
these systems heat is transferred predominantly by phon
in a wide temperature range from 10 to 100 K. Here it is ve
interesting that there is a plateau in the thermal conducti

FIG. 1. F ( l ) versus v/2v3 . c«2: 1,18—0.25, 2,28—0.50, 3,38—0.75,
4,48—1.00.v1 /v350.15 ~1–4! and 0.1~18–48!.

FIG. 2. F (b) versus v/2v3 . c«2: 1,18—0.25, 2,28—0.50, 3,38—0.75,
4,48—1.00. v2 /v350.3 ~1–4! and 0.25~18–48!, v1 /v350.15 ~1–4! and
0.1 ~18–48!.
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of BSCCO and BSYCO in the temperature interval
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10<T<30 K ~such a plateau is absent in the curve¸ versus
T for 1–2–3superconductors, which are three-dimensio
with respect to phonon properties; in addition,¸ grows
monotonically in this temperature interval~see, for example
Ref. 24!. In other words, the thermal conductivity posses
features which are characteristic for heat transfer in am
phous dielectrics. The authors of the experimental works a
note strong cationic disordering in real crystals as a resu
cationic nonstoichiometry in bismuth and strontium
containing layers.

At the same time, it is well known that the bismu
cuprates Bi2Sr2Can21CunO412n , wheren51, 2, and 3, pos-
sess a crystal lattice having pseudotetragonal symm
I4/mmm2D4h

17 and a block structure. They consist of alte
nating layers of the rock salt type –BiO–SrO– and oxyg
defect perovskite type Ca–CuO2. The distinguishing feature
of Bi-based compounds is the weak coupling of the Bi–
layers because of their relatively large spacing'3 Å. This
property makes bismuth compounds similar to mica. Spe
cally, in Refs. 25–28 the optical spectra of these compou
were studied and it was concluded that the phonon s
system is quasi-two-dimensional. In Ref. 28 it was co
cluded, on the basis of an analysis of inelastic incoher
neutron scattering spectra obtained by the isotopic con
method, that the interaction between the structural blo
BiO-SrO and Ca-CuO2 is weak.

In Sec. 3 it is established that at low frequencies un
conditions of strong disorder a strong renormalization of
diffusion coefficient occurs as a result of specific interferen
processes. As a result of such a renormalization of the di
sion coefficient, a plateau can arise in an obvious way in
low-temperature dependence of the thermal conducti
~see, for example, Refs. 2 and 9!.

In summary, on this basis it can be conjectured that
phonon subsystem in the compounds BSCCO and BSYC
low temperatures exhibits two-dimensional heat-transp
properties. On the basis of the results obtained in the pre
work, it is possible to explain qualitatively the plateau o
served experimentally in the temperature dependence o
thermal conductivity of irregular BSCCO and BSYCO sing
crystals as being due to the action of specific impurity int
ference processes. Coherent backscattering processes p
important role here to the extent that the interaction betw
the layers is relatively weak.

So, we have discussed the question of the weak loca
tion of acoustic vibrational modes in a nonideal, strong
anisotropic, harmonic crystal lattice. It was assumed that
layers of the lattice are weakly coupled with one another
exhibit two-dimensional properties. Two types of vibration
modes with displacement vectors oriented parallel and
pendicular, respectively, to the layers were studied. The
brational modes of the first type are longitudinally polariz
excitations and the modes of the second type are reminis
of flexural waves in noninteracting layers.

Analytical expressions were obtained for the therm
conductivity and diffusion-coefficient tensors in the case
diagonal disorder for the temperature range where the p
non mean-free path is determined by scattering by point
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the dispersion laws of the acoustic phonon modes exh
two-dimensional properties, as a result of specific interf
ence processes strong renormalization of the diffusion c
ficient can occur under conditions of strong disorder. As
interaction between layers becomes weaker, the renorma
tion of the diffusion coefficient increases. It was noted th
in the theory developed, the plateau observed experimen
in the temperature dependence of the thermal conductivit
low temperatures~10<T<30 K! in nonideal single crystals
of layered systems of the high-Tc superconductor BSCCO
and its dielectric analog BSYCO can be explained qual
tively as being due to the strong renormalization of the d
fusion coefficient.

We call attention to the fact that, in the above-studi
case of layered lattices with heavy impurities, we
determined quasilocal modes do not arise in the quasi-t
dimensional region, i.e. so-called resonantly scattering im
rity centers are not present~see Refs. 29–31!. However, if
the disorder is nondiagonal, then quasilocal modes can e
in the two-dimensional region. We shall investigate this ca
elsewhere.
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5. APPENDIX

We shall derive the relation~19! for the spectral density
of the flexural modes. First, in the frequency ran
v1

2,v2,2v2
2 the term proportional tov1

2 can be neglected
in the expression forvb

2 ~16!. The two remaining terms
which are proportional tov2 andv3 , are of the same orde
of magnitude. Using Eqs.~17! and ~17a!, it can be shown
that

gb~v2!

'
a

4p E dki
2 1

Av22v3
2a2ki

4

1

A2v2
22v21v3

2a4ki
4/p4

.

We introduce the frequencyv* satisfying the relations
v1,v* ,v,v2 . Then for v* ,v we have the approxi-
mate equality

gb~v2!'
1

4&

1

v2v3
cos21S v*

v D . ~A1!

In the interval 2v2
2,v2,v3

2 the frequencyvb;ki
2 .

The term proportional tov2 is comparatively small. Conse
quently, we have

gb~v2!'
1

~2p!2 E d~k'b!

2v3
p2E dS ki

a2v3

p2 D
vAYS v2

v
,k'bD
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9A. P. Zhernov, E. I. Salamatov, and E. P. Chulkin, Phys. Status Solidi B
165, 355 ~1991!.

i B

,

di-

h.
3dS kia2v3

p2 2vAYS v2

v
,k'bD D ,

~A2!

where

YS v2

v
,k'bD5122

v2
2

v2 sin2
k'b

2
.

We obtain from Eq.~A2!

gb~v2!'
1

4v3v
KS 2v2

2

v2 D .

Here, to simplify the notation we denote by

K~m!5E
0

p/2 dw

A12m sin2 w

the complete elliptic integral of the first kind. Sincev2
2,v2,

m'0, andK(0)' p/2. As a result, we find

gb~v2!'
p

8

1

v3v
. ~A3!

The relations ~A1! and ~A3! determine gb in the
intermediate-frequency range.
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15I. M. Lifshits, Zh. Éksp. Teor. Fiz.22, 475 ~1952!.
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R. A. Évarestov, Fiz. Tverd. Tela~St. Petersburg! 36, 865 ~1994! @Phys.
Solid State36, 475 ~1994!#.

28P. P. Parshin, M. G. Zemlyakov, A. V. Irodova, P. I. Soldatov, and S. K
Sule�manov, Fiz. Tverd. Tela~St. Petersburg! 38, 1665 ~1996! @Phys.
Solid State38, 919 ~1996!#.

29M. A. Ivanov and Yu. V. Skripnik, Fiz. Tverd. Tela~Leningrad! 32, 2965
~1990! @Sov. Phys. Solid State32, 1722~1990!#.

30M. A. Ivanov and Yu. V. Skripnik, Ukr. Fiz. Zh.35, 1856~1990!.
31M. A. Ivanov, A. M. Kosevich, E. S. Syrkin, Yu. V. Skripnik, I. A.

Gospodarev, and S. B. Feodos’ev, Fiz. Nizk. Temp.19, 434 ~1993! @Low
Temp. Phys.19, 305 ~1993!#.

Translated by M. E. Alferieff
126A. P. Zhernov and E. P. Chulkin



Neutron diffraction study of high-pressure-induced structural changes in the

ammonium halogenides ND 4Br and ND 4Cl

A. M. Balagurov, D. P. Kozlenko, and B. N. Savenko

Joint Institute for Nuclear research, 141980 Dubna, Moscow District, Russia

V. P. Glazkov and V. A. Somenkov

Kurchatov Institute, 123182 Moscow, Russia
~Submitted June 4, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 142–146~January 1998!

Structural changes in the deuterated ammonium halogenides ND4Br and ND4Cl have been
studied by neutron time-of-flight diffraction up to pressures of 45 and 35 kbar, respectively. Data
on the equations of state and pressure dependence of the deuterium position parameter have
been obtained. A comparison with the hydrogen-containing analogs showed that isotopic
substitution of deuterium for hydrogen affects only slightly the compressibility of the systems
under study, although the effect is noticeable for ND4Cl. It has been established that the
order-disorder transition from the phase with random deuterium distribution~CsCl cubic structure,
space groupPm3m! to the ordered phase~same structure, space groupP 4̄3m! occurs in
both compounds at the same critical value of the position parameteru50.15360.002, which is
apparently the same for all ammonium halogenides, and, possibly, for other systems of
this structural type as well. ©1998 American Institute of Physics.@S1063-7834~98!03301-2#

The effect of high pressure on the ammoniummore phase, phase V, appearing at high pressures.3–5 While
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halogenides NH4Br, NH4Cl, NH4I, and their deuterated
analogs is dealt with in a large number of experimen
and theoretical studies. This may be attributed to the am
nium halogenides being a comparatively simple and con
nient subject for investigation, as well as to the remarka
pattern of the pressure-induced phase transitions they
dergo. At room temperature the ammonium bromide a
chloride have CsCl-type cubic structure, with deuterium d
tributed randomly over the possible sites, which correspo
to orientational disorder of ammonium ions1 ~phase II in Fig.
1a!. Application of pressure orders deuterium in both s
tems, which is usually treated as a reorientational transi
to a phase with parallel ammonium-ion ordering2,3 ~phase III
for ND4Cl and phase IV for ND4Br in Fig. 1b; we shall
subsequently call it phase IV in both cases!. Raman spectra
of ammonium halogenides indicate the existence of
l
o-
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d
-
s
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e

this phase also has the CsCl structure,the positions of the
hydrogen atoms in it are still unknown, and its existen
cannot be explained in terms of the currently available th
ries.

The mechanisms driving the phase transitions
ammonium halogenides can be established by study
their structure and atomic dynamics at high pressures, wh
can be most appropriately done by neutron scattering.
IBR-2 pulsed reactor was used previously together w
DN-12 diffractometer to investigate the structural chang
occurring in ND4Cl at pressures up to 25 kbar, and the d
namics of NH4Cl up to 40 kbar.7 The results of this investi-
gation suggest that the transition to the new phase V is c
nected with the onset of a structural instability at hi
pressures.
two

FIG. 1. Structure of ND4Br and ND4Cl at ~a! normal~phase II! and~b! high ~phase IV! pressure. Hydrogen~deuterium! atoms occupy (u,u,u)-type positions,
whereu5 l N-D /) is the position parameter,l N–D is the N–D bond length, anda is the lattice constant. At normal pressure deuterium atoms can occupy
sets of positions specified by solid and dashed symbols.
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FIG. 2. Parts of ND4Br diffraction spectra mea-
sured at~a! 0 and~b! 31 kbar, normalized agains
effective neutron flux and refined by the Rietve
procedure. Scattering angle 2u590°. The experi-
mental points are complemented by a calculat
profile and a difference curve normalized to rm
deviation.
The present paper reports the results of a neutron diffrac-
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tion study of structural changes in the deuterated ammon
halogenides ND4Br ~at pressures of up to 45 kbar!, and in
ND4Cl ~up to 35 kbar!. This choice of the deuterated com
pounds permitted us to improve the background in neut
diffraction measurements and to evaluate possible iso
effects in compressibility.

1. EXPERIMENTAL

The experiments were carried out with a DN-1
diffractometer8 on the IBR-2 pulsed reactor in Neutron Phy
ics Laboratory at the Joint Institute for Nuclear Resear
Samples about 2.5 mm3 in volume were compressed in
high-pressure sapphire-anvil chamber,9 and the scattered
neutrons were measured with two dia. 800-mm annular
tectors, each consisting of 163He counters, placed at sca
tering angles of 45 and 90°, respectively. The diffractome
resolution at a wavelengthl52 Å and a scattering angl
2u590° isDd/d50.02. ND4Br was studied at normal pres
sure and 10, 26, 31, 40, and 45 kbar, and ND4Cl, at normal
pressure and 13, 25, and 35 kbar. The pressure in the ch
ber was determined to within 0.5 kbar from the shift of t
ruby luminescence line. All experiments were performed
room temperature. Recording one diffraction spectrum to
up, on the average, about 20–30 h.
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FIG. 3. Parts of ND4Cl diffraction spectra measured at~a! 0 and~b! 13 kbar,
normalized against effective neutron flux and refined by the Rietveld pro
dure. Scattering angle 2u590°. The experimental points are complement
by a calculated profile and a difference curve normalized to rms deviat
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TABLE I. Compressibility of ND4Br and ND4Cl together with data for
NH4Br and NH4Cl from Ref. 10.
2. RESULTS AND DISCUSSION

Figures 2 and 3 show, respectively, parts of diffracti
spectra of ND4Br and ND4Cl obtained at normal and hig
pressures and refined by the Rietveld procedure. An incre
of pressure results in both systems in a reorientational II
phase transition accompanied by parallel ordering of am
nium ions, which is evidenced most clearly by the change
the intensities of the~111! and ~221!/~300! peaks. Earlier
studies established for the pressure of this transition at ro
temperatureP;25 kbar~Ref. 3! for ND4Br ~in our experi-
ment it was observed within 26,P,31 kbar! and
P;6 kbar ~Ref. 2! for ND4Cl, which is not in conflict with
our data.

The Rietveld procedure applied to the diffraction spec
measured at normal pressure refined the cell parametera, the
position parameter of deuterium atomsu, and the thermal
factor of deuteriumBD . The spectra taken at high pressur
were treated with fixed values ofBD obtained atP50:
BD53.95 Å2 for ND4Br and BD52.9 Å2 for ND4Cl. The
refinement was performed within the well-known mode
~space groupPm3m for phase II andP 4̄3m for phase IV!.

The pressure dependences obtained for the lattice pa
etera are presented in Fig. 4, and Fig. 5 shows the equat
of state interpolated by Burch’s equation of the type

P5~3/2!B0~x27/32x25/3!@113/4~B124!~x22/321!#,

FIG. 4. Pressure dependence of the lattice constant of~1! ND4Br and ~2!
ND4Cl. The experimental errors are within the size of the symbols.
se
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m
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wherex5V/V0 is the relative volume change,B0 andB1 are
empirical parameters having the meaning of the bulk mo
lus at equilibrium (B052VdP/dVuV5V0

) and of its first de-
rivative with respect to pressure (B15dB0 /dP). The calcu-
lated values ofB0 andB1 are presented in Table I togethe
with data on NH4Br and NH4Cl taken from Ref. 10. While
the isotope effect in compressibility of the compounds un
study is very weak, it is more pronounced for ammoniu
chloride. At the same time isotopic substitution of deuteriu
for hydrogen leads to a noticeable increase of tempera
~and a decrease of pressure! of the phase transitions in am
monium halogenides~see Table II!.

The observed increase of the position parameter w
pressure~Fig. 6! is primarily due to the halogen ions bein
forced toward the molecular ammonium ion~Fig. 7!. While
compression practically does not affect the N-D bond leng
one can see a trend to its growth at high pressures.

An analysis of the behavior of the position parame
shows that the reorientational II-IV phase transition occurs
both compounds at the same critical val
ucr150.15360.002 ~in accordance with our data, the pre
sure of the II-IV transition for ND4Br was taken
P528 kbar!. Linear extrapolation of theu relations toward
higher pressures indicates that the transition to phase V
covered recently by Raman spectroscopy takes place in
systems also at the same value of the position param
ucr2;0.172. The pressures for the IV-V transition we
taken from Ref. 4. This should be regarded only as an e
mate, since theu(p) relation in the high-pressure region
possibly nonlinear. The critical values thus found are app
ently the same for all ammonium halogenides and, possi
for all systems of this structural type as well.

Ammonium bromide Ammonium chloride

B0 , kbar B1 B0 , kbar B1

Our results for
ND4Br and ND4Cl

14668 7.060.6 20268 5.360.6

Piston displacement
technique for
NH4Br and NH4Cl

164 4.8 167 6.7

Ultrasound measurements
for NH4Br and NH4Cl

159 7.7 176 8.2
FIG. 5. Equations of state for~a!
ND4Br and~b! ND4Cl. Dashed lines-
data for NH4Br and NH4Cl from Ref.
10.
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TABLE II. Isotope effects in the II→IV reorientational phase transition.
These values ofucr1 anducr2 permit one to make certain
assumptions concerning the behavior of the structure of
monium iodide under compression using the pressures o
II-IV and IV-V transitions from Refs. 4, 5. The assume
pressure dependence of the position parameter
ND4I~NH4I! is shown in Fig. 6 by dashed line I. The concl
sion on the phase transition II-IV for NH4I made in Ref. 5
was based, however, only on weak changes in the Ra
spectrum, which are possibly not connected with structu
changes in the system at all. A calculation using the co
pressibility data for NH4I from Ref. 10 yields for the N-D
bond length at 27 kbar~the pressure for the II-IV transition
in NH4I at room temperature! l N-D51.1 Å, which exceeds
by almost 10% those obtained for this pressure for ND4Br
and ND4Cl. The valueP527 kbar is pointed out12 to be
only a rough estimate of the pressure of the II-IV transiti
for NH4I at room temperature, while in actual fact it is su
stantially higher. Therefore version II of the assumed beh
ior of ND4I ~Fig. 6! is more probable, although an increa
ofthe N-D bond length under pressure may indeed take p
and is determined by the anion polarizability.

Since the pressure-induced reorientational phase tra
tions in ND4Br and ND4Cl occur at close or the same critic
values of the structural parameters, it would be interestin
check whether this relation holds also for other represe
tives of this class of compounds, in particular, for ND4Cl,
and for other phase transitions (ucr2).

Parameter NH4Cl ND4Cl NH4Br ND4Br

Transition temperature, K
at normal pressure
~Ref. 2!

243 249 - -

at P52 kbar ~Ref. 11! - - 204 212
Transition pressure, kbar
at T5220 K ~Ref. 11!

- - 4 3

at room temperature
~Ref. 12!

7 6 - -
-
he

or

an
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-

v-

ce
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to
a-

One may conjecture that the same critical values
pressure-driven phase transitions in structures characte
by a position parameter are connected with an instability
the crystal structure which sets in at certain values of
parameter, as is the case with the critical relations of io
radii for phase transitions involving a change in coordinat
number in ionic structures not having such a parameter.

The authors express their gratitude to S. L. Platonov
N. N. Parshin for assistance in preparation of the exp
ments.

Support of the Russian Fund for Fundamental Resea
~Grants 97-02-16622 and 97-02-17587! is gratefully ac-
knowledged.

FIG. 7. Pressure dependences of~a! D-X interatomic spacing~X5Br, Cl!
and ~b! N-D bond length.1 ND4Br, 2 ND4Cl.
um

at
FIG. 6. Pressure dependences of the deuteri
position parameter for~1! ND4Br and~2! ND4Cl
and conjectured dependences for ND4I ~I and
II !. The phase transitions are shown to occur
the same values of the position parameter.
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On electrostatic models of a metal-insulator phase transition in crystalline

semiconductors with hydrogen-like impurities

N. A. Poklonski  and A. I. Syaglo

Belorussian State University, 220050 Minsk, Belorus
~Submitted August 5, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 147–151~January 1998!

Two well-known models for calculating the critical densityNC of a metal-insulator transition, as
a function of the Bohr radiusaH of an isolated impurity as temperatureT→0 K, are
refined by making allowance for the screening of ions by electrons hopping along impurities. In
one model, the transition atNC1 is explained by the appearance of delocalized electrons as
the impurity band is displaced into the allowed-energy band as a result of a decrease in the electron
~hole! affinity of ionized impurities. In the other model the transition is explained by an
unbounded increase in the static permittivity of the crystal as the density of impurity atoms
increases toNC2 . The obtained approximationsNC1

1/3aH'0.24 andNC2
1/3aH'0.20 for the

degree of compensationK50.01 describe existing experimental data for 1,aH,10 nm. © 1998
American Institute of Physics.@S1063-7834~98!03401-7#

1. The critical dopant densityNC at which a metal- e2
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insulator transition occurs is determined experimentally
the vanishing of the static conductivity on the metal side
NC5NC1 for T→0 K.1–10 In the experiments of Refs. 10
12, the criterion for findingNC is that the static permittivity
of the crystal sample inreases without bound as the do
density inceases toNC5NC2 . It is thought5,10 that
NC1'NC2 .

Models elaborating the well-known approaches~see, for
example, Refs. 5 and 10! to estimatingNC1 have been pro-
posed recently.13–17 In Ref. 13, the metal-insulator transitio
for T→0 is attributed to the ‘‘metallization’’ of the impurity
band, which lies far from the allowed-energy band. In R
14, allowance is made for screening of ions by free electr
only; the transition occurs as a result of an interaction
neutral and ionized donors, resulting in broadening and
placement of their levels into thec band. According to Ref.
15, a semiconductor passes into a metallic state when a
sibility for growth of so-called ‘‘plasma metal drops’’—
regions of the semiconductor where donors are comlpe
ionized and the electron gas is degenerate—appears. In
16 and 17, the metal-insulator transition in strongly comp
sated semiconductors is explained by percolation ofc-band
electrons~on the metal side of the transition! and their local-
ization in large-scale fluctuations of the random potential~on
the dielectric side!.

In the model of Ref. 18, adjustable parameters~in the
dependence of the ionization energy of the dopants on t
density! were used to findNC2 , and in Ref. 19 only a schem
for estimatingNC2 in terms of the charge-carrier mobilit
threshold is proposed.

We note that in the models of Refs. 5 and 10–19 e
mates of the values ofNC1 and NC2 were considered sepa
rately. Moreover, in the interpretation of the experimen
data on the dependence ofNC1 andNC2 on the parameters o
the semiconductor and the impurity atoms different expr
sions were used for the Bohr localization radius of an el
tron ~hole!
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aH54p«\2/me2, ai5\A2mId ~where I d is the ionization
energy of an isolated hydrogen-like impurity!, «5« r«0 is the
static permittivity of the undoped crystal,«0 is the permit-
tivity of empty space,m is the effective electron mass in on
valley of thec-band~holes in one subband of thev-band!, e
is the electron charge, and for a free hydrogen at
aH5aB5ai . It seems thataH is better for describing bound
states on the insulator side of the transition, since it does
include the effective electron~hole! mass, which has a
straightforward meaning only for a delocalized state.

Our objective in the present paper is to refine the expr
sions for calculating the dependence of the critical densi
NC1 and NC2 of the metal-insulator transition in weakl
compensated semiconductors as a function of the Bohr
dius aH of the dopants.

2. Let us examine an-type semiconductor in the limi
T→0 with hydrogen-like donor densityN5N01N1 and
compensationK of donors by acceptors. The equation
electric neutrality is

N15KN1n, ~2!

wheren is the density of free~delocalized! electrons.
We assume that in the limitT→0 the average density o

ionized donors

N15N2N05NE
EF1Ed

`

5
N

2
erfcS EF1Ed

&Wd
D ~3!

is determined by the Gaussian distribution

Pd5~A2pEd!21exp~Ud
2/2Wd

2!

of the ionization energies of neutral donors relative to
mean valueEd ; the Fermi levelEF and Ed are measured
from the energy of thec-band bottom (Ec50) of the un-
doped crystal.

1320132-04$15.00 © 1998 American Institute of Physics



Assuming that the ionized donors and acceptors are
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point charges, the rms fluctuationWd of the potential energy
Ud of an ionized donor, assuming a purely Coulomb int
action of the donor only with the nearest point charge, is20

WdS (
j 51

3 E
0

`

Pjuj
2dr D 1/2

'1.64
e2

4p« S 8p

3
N1D 1/3

, ~4!

wherePjdr54pr 2Cjexp@2(4p/3)r 3( j 51
3 Cj #dr is the Pois-

son probability that a point charge of thej -th kind located at
a distance fromr to r 1dr is closest to the ionized dono
( j 51

3 Cj5N11KN1n52N1 is the charged-particle densit
in the crystal;uuj (r )u5e2/4p«r is the modulus of the Cou
lomb interaction energy of the two closest charges; a
Ūd5( j 51

3 *0
`Pjujdr50.

We note that, assuming complete ionization of the i
purities,W from Eq. ~4! agrees with the value of the width
measured at temperature 50 K,T,120 K by the method of
capacitance-voltage characteristics, of the acceptor b
formed in p-Si by boron atoms with density
N'231018 cm23.21

The electron density in thec-band in the limitT→0 is,
neglecting the exchange energy of the electrons,22,23

n5E
2`

EF
PndUnE

0

kF~Un! nk2

p2 dk5
n~2m!3/2

3p2\3

3E
2`

EF
~EF2Un!3/2PndUn , ~5!

wherePn5(A2pWn)21exp(2Un
2/2Wn

2) is the Gaussian dis
tribution of the potential energy of an electron delocaliz
over the crystal;n is the number of equivalent valley
~minima of the kinetic energy for different values of the qu
simomentum\k in the Brillouin zone!; and,Ūn50.

We shall now take account of the fact that on the in
lator side of the transition the thermal waveleng
p\/A3mkBT of a free electron over which averaging of th
random electric potential occurs24 is much longer than
R5(8pN1/3)21/3—the average radius of the region co
taining a single charged point particle. ThenEn!Wd and the
tail of the electronic density of states of thec-band can be
neglected in the limitT→0. On the metal side of the trans
tion (n'N) in an ideal Fermi gas the wavelength of a
electron with average energy 3EF/5 equals
A5/3p/(3p2n/n)1/3 and is comparable toR, so that
Wn'Wd .

So, following the arguments given in Ref. 24, we em
ploy for the rms fluctuation of the potential energy of
electron in thec-band the approximation

Wn5Wdu~N2NC1!, ~6!

where u(N2NC1)50 for N<NC1 and u(N2NC1)51 for
N.NC1 .

Next, we take into account the fact that the ionizati
energyEd , appearing in Eq.~3!, of an ‘‘average’’ donor
depends on the density of dopants and compensa
impurities.25 The correlation interaction of mobile, positivel
charged, donor states~i.e. electronic vacancies migrating b
hopping!, stationary negatively charged acceptors, and f
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to Ref. 20, the energy difference between an ionized do
with the charge cloud screening it and a neutral donor de
mines the average ionization energy1!

Ed5I d2
3e2

16p«~l1d!
, ~7!

where l is the screening length of an ionized dono
d'0.554(N(11K))21/3u(NC12N) is the average minimum
distance between charged point particles in the crystal in
case of the hopping mechanism of electron migration alo
donors;d50 on the metal side of the transition. The quant
I d2Ed can be interpreted as the decrease in the elec
affinity of a positively charged donor as a result of screen
of the donor.

In the limit T→0 the screening lengthl of the electro-
static field27 is

l2252
e2

« S ]N1

]EF
2

]n

]EF
D

5
e2

« S N

A2pWd

expS 2
~EF1Ed!2

2Wd
2 D 1

]n

]EF
D , ~8!

where the first term reflects the contribution of electro
which hop from neutral to ionized donors to the screen
and the second term reflects the contribution of free e
trons.

We note that the calculation ofWd , l, andEd neglected
the contribution of neutral donors to the permittivity« of the
crystal lattice.

Let us now examine the ‘‘insulator’’ solution (n50) of
the system of equations~2!–~8!, where Eq. ~3! gives a
unique relation between the degree of compensationK of
donors by acceptors and the ration (EF1Ed)/Wd . As N in-
creases, the Fermi levelEF approaches thec-band and
reachesEC50 at donor densityN5NC1 . As a result, be-
sides electrons hopping along donors, free electrons also
ticipate in the screening. In consequence,Ed rises sharply
above thec-band bottom~then, formally, Ed,0 and the
Bohr radiusaB must be used on the metal side of the tran
tion!. Then,l becomes less than the critical screening len
of the Coulomb potentiallc5aB/1.16 at which an ion has no
bound electronic states.28 In other words, asN varies con-
tinuously, the solution of the system of equations~2!–~8!
jumps from an insulator state (n50) to a metal state
(n5(12K)N). This is a metal-insulator transition. Th
Mott criterion29 of the transition is

EF~NC!50. ~9!

In our model, the quantityNC1 implicitly depends on the
Bohr radiusaH of a hydrogen-like impurity~compare Refs.
15 and 17!. The threshold for delocalization ofc-band elec-
trons on the insulator side of the transition coincides w
EC50. Near the transition on the metal side, as a resul
the appearance of the tails of thec-band density of states
(Wn'Wd), the Fermi level lies belowEC but above the
mobility threshold.

We note that for some valuesN,NC1 the system of
equations~2!–~8! has, besides an insulator solution, a me
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solution also. According to Ref. 30, the solution determining
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the equilibrium state of the system is determined by m
mizing the free energy, the minimum being equal to the
ergy of the system in the limitT→0. Near the metal–
insulator transition on the insulator side the volume fre
energy densityF of electrons on donors and in thec-band is
obtained from Eqs.~2! and ~5! in the form

F5NE
2`

EF1Ed
~Ud2Ed!PddUd

1
n~2m!3/2

2p2\3 E
2`

EF
PndUnE

Un

EF
~E2Un!1/2EdE, ~10!

where the energy is measured fromFC50.
It follows from Eq. ~10! that for all N for which there

exist two solutions of the system of equations~2!–~8! F is
less for the insulator solutionNC1 .

We note that in Refs. 14 and 19 hysteresis of the solu
of the electric-neutrality equation was also observed in
N-dependence ofn when screening of the impurity ions onl
by conduction electrons is taken into account, but in Ref.
it was not determined which solution is stable and in Ref.
the stability criterion was expressed in terms of the elect
mobility threshold.

In Refs. 11 and 12 the insulator-metal transition forT
→0 is determined experimentally from the condition that t
static permittivity «a5« ra«0 of a macroscopic crystalline
sample inceases without bound asN→NC2 ; the criterion for
a transition has the form

« ra~NC!→`. ~11!

The quantity« ra relates the local electric fieldEl acting
on each polarizable particle with the average macrosco
field Eav.31,32 Taking account of the superposition of th
electric fields of both the atoms of the crystal matrix w
densityNh and (12K)N neutral donors with polarizability
a, we have~compare with Refs. 18 and 33!

El5Eav1S Nhah

bh
1

~12K !Na

3 DEl , ~12!

whereah is the polarizability of a matrix atom andbh takes
account of the point symmetry of the undoped crystal~in the
Clausius-Mossotti modelbh53!.

The polarizability of a neutral hydrogen-like donor34 is

a518p@aH~N!#3, ~13!

whereaH(N)5e2/8p« r«0Ed is the Bohr radius of a dono
with average ionization energyEd(N) according to Eq.~7!.
According to the data in Refs. 5, 11, and 12, forN,NC2 the
average radius 0.62@(12K)N#21/3 of the spherical region
containing one neutral donor is more than 2.5 times gre
thanaH(N), so that we are justified in using the lattice pe
mittivity «5« r«0 in aH(N).

The total polarizability of matrix atoms and neutral d
nors is32

~Nhah1~12K !Na!«0El5~« ra21!«0Eav. ~14!
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Settingbh53 ~as if the matrix atoms formed a simple cub
lattice or were distributed randomly32!, we have from Eqs.
~12! and ~14!

« ra5« r1
~« r12!2~12K !Na

92~« r12!~12K !Na
. ~15!

According to Eq.~15!, the condition~11! for a metal-
insulator transition assumes the form

NC25
9

~« r12!~12K !a
. ~16!

According to the models of Refs. 33 and 18 for« ra(N),
the critical densityNC2 is « r(« r12)/3 and« r times larger
than the value given by Eq.~16! for the same values ofa.
We note that in Ref. 18 adjustable parameters were use
the dependence of«d on N in order to make« ra(N) agree
with experiment.

3. Figure 1 shows the critical densitiesNC1 for a metal-
insulator transition as a functon of the Bohr radiusaH of the
impurity according to Eq.~1! for Si (« r511.47) doped with
the following atoms: As~I d553.8 meV, NC1'7.8
31018 cm23!,1 P~I d545.6 meV, NC1'3.531018 cm23!,2

Sb~I d542.7 meV, NC1'2.931018 cm23!,3 B~I a544.4
meV, NC1'4.131018 cm23!;4 for Ge(« r515.4) doped with
the following atoms: As~I d514.2 meV, NC1'3.5
31017 cm23!,5 P~I d512.88 meV, NC1'2.531017 cm23!,5

Sb~I d510.45 meV, NC1'1.731017 cm23!,6 Ga~I a

511.32 meV,NC1'231017 cm23!;7,8 for n-InP ~« r511.8,
I d'7 meV, NC1'1.531016 cm23!9 and for n-GaAs
(« r512.4, I d'6 meV, NC1'1.231016 cm23!.9 The values
of NC2 for Si:As, Si:P, Si:Sb, and Ge:Sb11,12 are actually
equal toNC1 . The curves1 and2 represent the calculation
of NC1 and NC2 according to Eqs.~9! and ~16! with
K50.01. The curve1 for NC1 in the chosen coordinates doe
not depend on the dielectric characteristics of the mate
For the curve2 ~NC2 versusaH! it was assumed that« r512,

FIG. 1. Critical densityNC of metal–insulator transition versus Bohr radiu
aH of an isolated impurity for Si:As,1 Si:P,2 Si:Sb,3 ~a!; Si:B4 ~b!, Ge:As,5

Ge:P,5 Ge:sb6 ~c!, Ge:Ga7,8 ~d!, n-InP9 ~e!, n-GaAs9 ~f!. Curves1, 2—
calculation ofNC1 andNC2 at K50.01.
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which corresponds to the average relative permittivity of the
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crystal lattice of the semiconductors listed above. The
curves1 and2 are approximated by

NC1
1/3aH'0.24, NC2

1/3aH'0.20.. ~17!

A relation similar to Eqs.~17! was obtained in Ref. 5
from an analysis of experimental data onNC versus the Bohr
radius of impurities in different semiconductors.

We note thatNC1 andNC2 given by the expressions~17!
agree with the valueNC1'1014 cm23 presented in Ref. 5 for
n-InSb ~« r'17.8, I d'0.7 meV,aH'5.8 nm!.

The proposed models describe a metal–insulator tra
tion at finiteK, when there is a possibility for hopping m
gration of electrons~electronic vacancies! along impurity at-
oms even as the temperatureT→0 K. In the compensation
range 0.01<K<0.2, NC is virtually constant and increase
asK increases from 0.2 to 0.5~NC1 more strongly andNC2

more weakly!, in qualitative agreement~especiallyNC1! with
the experimental compensation dependenceNC(K).37 For
K.0.5, the model overestimates the values ofNC1 com-
pared with the experimental data,37,38 since it neglects the
fluctuations of thec- andv-band edges on the insulator sid
of the transition.

Our models for calculatingNC1 andNC2 are inapplicable
for K→0 as the temperatureT→0, since they neglect the
contribution of the interaction of neutral donors with o
another toW and Ed . In consequence, the upper Hubba
band is neglected in the calculations, i.e. the existence
donors in a negatively charged state.

4. In summary, in the present work two well-know
electrostatic models of the metal-insulator transition
strongly doped crystalline semiconductors in the limitT
→0 were refined. Approximate relations~17! were given for
the critical dopant densitiesNC1 andNC2 of the transition in
the electric conductivity and in permittivity with compens
tion 0.01<K<0.5 in the range of Bohr radii of isolated im
purities 1,aH,10 nm.

We are grateful to A. G. Zabrodski� for helpful remarks
concerning this work.

This work was performed as part of the program ‘‘Low
dimensional systems’’ of the Ministry of Education of th
Republic of Belorus. One of us~N.A.P.! thanks the INTAS
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1!The equation~7! is supported by the experimental data onEd for
hydrogen-like impurities in lightly doped semiconductors,25,26 specifically,
when the widthWd of the impurity band is much larger than the avera
thermal energy 3kBT/2.
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LOW-DIMENSIONAL SYSTEMS AND SURFACE PHYSICS

ith
Dephasing of local vibrations of a two-dimensional dipole system
V. M. Rozenbaum

Institute of Surface Chemistry, Ukrainian Academy of Sciences, 252022 Kiev, Ukraine
~Submitted March 31, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 152–155~January 1998!

Anharmonically coupled, high- and low-frequency branches of vibrational excitations of a two-
dimensional dipole system on a substrate are studied. It is shown that independent low-
frequency resonance modes characterized by a two-dimensional wave vector belonging to the
first Brillouin zone of the dipole lattice arise as a result of the harmonic interaction of
phonons in the dipole system and in the substrate. The positions and widths of the spectral lines
of the high-frequency local vibrations, which in the general case depend on the dispersion
laws and lifetimes of the resonance modes, are calculated for low-temperature orientational states
of degenerate dipoles on triangular and square lattices. ©1998 American Institute of
Physics.@S1063-7834~98!03601-6#

The anisotropy and long range of dipole-dipole interac-formation of ordered structures of adsorbed molecules w
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tions in two-dimensional lattice systems of differe
orientationally-mobile polar objects1,2 lead to nontrivial dis-
persion laws for low-frequency excitations. For example,
frequency distribution function of orientational vibrations
a triangular lattice of degenerate dipoles at low temperatu
T is proportional to the 3/2 power of the frequency3 whereas
for a square lattice, as a result of the ordering effect of th
modynamic fluctuations, the distribution function vanishes
a definite range of low frequencies that is proportional
T1/2.4–6 The most convenient method for detecting such
citations is to measure the spectroscopic characteristic
easily observable local vibrations associated with a chang
the absolute values of the dipole moments.

Substantial progress in describing local vibrations of
sorbed molecules has been made on the basis of an exch
dephasing model,7,8 in which allowance is made for the b
quadratic anharmonic couplingur

2uw
2 between the displace

ment ur of a high-frequency vibration of the molecule an
the displacement uw of a low-frequency resonanc
vibration.9 This model made it possible to obtain a number
exact solutions10–12 describing the shape of the spectral li
of a local vibration and also to take into account the deg
eracy of the low-frequency deformation vibrations and th
intrinsic anharmonicity.13,14 The presence of other types o
anharmonic coupling, for example, of the formuruw

2 , affects
only the renormalization of the biquadratic anharmonic
constant.15 This enables wide use of this model for descr
ing experimental spectra by matching the required value
the parameters.

In the case when the density of adsorbed molecule
quite high, their vibrational modes become collectivized3,16

and undergo additional frequency shifts as a result of
vibrational Stark effect produced by the static electric fie
of neighboring polar molecules.17 Dephasing of collectivized
high-frequency modes of an adsorbate on noninterac
low-frequency resonance vibrations of molecules was s
ied in Ref. 18. On the other hand, it is well known that t
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orientations tilted with respect to the surface~as, for ex-
ample, in the system CO and CO2 on a NaCl ~100!
surface19,20! results in a strong interaction of the low
frequency deformation modes of the adsorbate21 that should
be especially sensitive to orientational phase transitions
curring in such systems.

In the present paper it is shown that the states of a s
tem consisting of substrate phonons and laterally interac
low-frequency vibrations of adsorbed polar molecules t
are harmonically coupled with the substrate can be divid
into independent groups of states classified according
wave vectorK belonging to the first Brillouin zone of a
two-dimensional dipole lattice. Since the phonon density
states in the substrate is many times higher than the den
of the vibrational modes of the adsorbate, in theK -
dependent group of states each adsorption mode is assoc
with a quasicontinuous phonon spectrum. This makes it p
sible to regard the low-frequency collectivized modevw(K )
of the adsorbate as a resonance vibration with a renormal
frequencyṽw(K ) and inverse lifetimehK(ṽw(K )). The pa-
rameters introduced appear in the equations of the excha
dephasing model with interacting low-frequency modes.
many cases, the width of the bandv r(K ) of local vibrations
and the magnitudehK(ṽw(K )) of the resonance are muc
smaller than the widths of the bands of the low-frequen
vibrations of the adsorbate. Then low-temperatu
asymptotic expressions can be easily obtained for the s
and width of the spectral line of the local vibrations. In th
present paper such expressions are presented for a syste
degenerate dipoles on triangular and square lattices.

We shall represent the complete Hamiltonian of the
brational excitations of a system consisting of high- and lo
frequency modes of a dipole system and substrate phono
the form

H5Hr1Hl1Hanharm, Hl5Hw1HS1H int . ~1!

1360136-04$15.00 © 1998 American Institute of Physics



HereHr andHw are the Hamiltonians of the high- and low-
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frequency vibrations of the adsorbed molecules interac
via a dipole-dipole interaction:

Hr ,w5(
R

pr ,w
2 ~R!

2mr ,w
1

1

2 (
R,R8

@mr ,wv r ,w
2 dR,R8

1F r ,w, lat~R2R8!#ur ,w~R!ur ,w~R8!

5(
K

\v r ,w~K !@br ,w
1 ~K !br ,w11/2#, ~2!

ur ,w(R) and pr ,w(R) are the displacements and generaliz
momenta of the molecular vibrations with a high frequen
v r and a low frequencyvw at theR-th site of the adsorption
lattice, which are characterized by the reduced massesmr

andmw ; br ,w
1 (K ) andbr ,w(K ) are creation and annihilatio

operators for the collectivized adsorbate modes with squa
frequencies v r ,w

2 (K )5v r ,w
2 1F̃ r ,w, lat(K )/mr ,w , where

F̃ r ,w, lat(K ) are the Fourier components if the force-const
functions F r ,w, lat(R), which depend on the orientations o
the corresponding vibrational displacements. The quan
Hh2 l describes the biquadratic anharmonic interaction

Hh2 l5F4(
R

uf
2~R!uw

2~R! ~3!

~F4 is the corresponding anharmonicity constant!, HS de-
scribes the substrate phonons and is given by

HS5 (
ki ,s

\vS~ki ,s!~bki ,s
1 bki ,s11/2!, ~4!

and H int gives the harmonic coupling of the low-frequen
vibrations of the adsorbate and substrate

H int5 (
R,a,b

F int
abew

auw~R!uS
b~R!, ~5!

whereew is a unit vector of the orientation of the vibration
uw(R), uS

b(R) is the Cartesian projection of the displac
ment of a substrate atom possessing massM and located at
the siteR of the adsorption lattice onto theb axis, andF int is
the corresponding matrix of force constants.

The quantum states of the phonons in the representa
~4! are characterized by a longitudinal~with respect to the
plane of the surface! wave vectorki ; all other quantum num-
bers~which take account of the quasiparticle motion in t
transverse direction, its polarization, and~implicitly ! the
structural arrangement of the atoms in the unit cell of
crystal! are denoted bys. This representation is convenie
because it enables immediate use of the translational sym
try of the system in the longitudinal direction and makes
possible to write the displacementuS(R) in the form

uS
a~R!5~MN0!21/2(

ki ,s
Cki ,s

a eik i•RũS~ki ,s!,

ũS~ki ,s!5S \

2vS~ki ,s! D
1/2

~bki ,s1b2ki ,s
1 !, ~6!

whereCki ,s
a are unitary matrices that realize the transform

tion to normal coordinatesũS(ki ,s), andN0 is the number
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into Eq. ~5! the relations~6! and the analogous series expa
sion of uw(R) in the wave vectorK yields an expression
containing the following sum:

(
R

ei ~ki1K !•R5N0(
B

dki1K,B . ~7!

Here the summation overB5n1B11n2B2 extends over all
nonequivalent integral linear combinations of the recipro
adsorption-lattice vectorsB1 and B2 . Indeed, the first Bril-
louin zone for the vectorski is determined by the unit cell o
the crystal and, for this reason, can be larger than the
Brillouin zone for the adsorbate lattice. Thus, subgroups
vectorsB2K are formed from the entire collection of wav
vectorski , and the expression~5! in the Heitler–London
approximation, which simplifies all formulas below, assum
the form

H int5\(
K ,n

@xK ,nbw~K !bS
1~K ,n!1h.c.#, ~8!

where

xK ,n5
1

2
@Mmwvw~K !vS~B2K ,s!#21/2

3(
a,b

ew
aF int

abCB2K ,s
b , ~9!

h.c. represents the hermitian conjugate of the first term,
the new quantum numbern corresponds to the collection o
quantum numbers andB.

The summation overki and s in Eq. ~4! can also be
represented as a sum over the variablesK and n, changing
correspondingly the expressions for the variables in the s
mand also. Then, a fundamental result follows from Eqs.~1!,
~2!, ~4!, and ~8!: The HamiltonianHl of the low-frequency
adsorbate and substrate modes is a sum of the Hamilton
Hl(K ), i.e. it is diagonal in the representation of the ads
bate wave vectorK . This makes it possible to switch inde
pendently in each diagonal blockHl(K ) to new normal co-
ordinates, as done in, for example, Ref. 14, and to determ
the spectral function of the low-frequency resonance vib
tions of the system of adsorbed molecules

LK~v!5
h̃K~v!

@v2vw~K !2 P̃K~v!#21p2h̃K
2 ~v!

, ~10!

where

h̃K~v!5(
n

uxKnu2d~v2vKn!,

P̃K~v!5E
0

` h̃K~ṽ !dṽ

v2ṽ
. ~11!

The resonance frequencyṽw(K ) is found by setting to zero
the expression in the square brackets in Eq.~10!, and the
resonance width equalshK(ṽw(K ))52ph̃K(ṽw(K )). The
quantity P̃K(v) describes in this case the interaction of t
low-frequency molecular vibrations via the substrate.
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In second-order perturbation theory with respect to the
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biquadratic anharmonicity constantF4 , the spectral function
introduced above determines the position of the maxim
and the width of the spectral line of the high-frequency
brations of the adsorbate

v05v r~0!1
g

N0
(
K

E
2`

`

dv@n~v!11/2#LK~v!, ~12!

2G05
2pg2

N0
2 (

K ,K8
E

2`

`

dvn~v!@n~v1v r~0!2v r~K !!

11#LK1K8~v!LK8~v1v r~0!2v r~K !!, ~13!

where

g5
\

mrmwv rvw
F4 , n~v!5FexpS \v

kBTD21G21

, ~14!

kB is Boltzmann’s constant, andT is the absolute tempera
ture.

The integrals overv in Eqs.~12! and~13! can be easily
calculated for narrow resonance functions~10!, where all
slowly varying functions ofv are replaced by their values a
the pointv5ṽw(K ). In this case we obtain the following
simplified expressions for the characteristics~12! and ~13!:

v05v r~0!1
g

N0
(
K1

@n111/2#

5v r~0!1gE
2`

`

dv@n~v!11/2#rw~v!, ~15!

2G05
g2

N0
2

3 (
K1 ,K2

n1~n211!~h11h2!@~V12V2!21~h12h2!2/4#

~V12V2!41~h1
21h2

2!~V12V2!2/21~h1
22h2

2!2/4
,

~16!
where

ni5n~V i !, h i5hKi
~V! i , i 51,2,

V15ṽw~K1!,V25ṽw~K2!1v r~K12K2!2v r~0!;
~17!

rw~v!5
1

N0
(
K

d~v2ṽw~K !! ~18!

is the low-frequency distribution function for the system
adsorbed molecules. In the special case of no lateral inte
tions of the low-frequency adsorbate modes and also no
teractions of these modes via the substrate, w
ṽw(K )5vw , relation~16! reduces to Eq.~48! of Ref. 18.

We call attention to the fact that, in the present appro
mation, the shift of the spectral line of a local vibration
determined only by the low-frequency distribution functio
rw(v) and does not depend on the widthhK(ṽw(K )) of the
resonances. However, the expressions~13! or ~16! for the
width of a spectral line of a local vibration contain resonan
widths that compete with the widths of the low-frequen
vibrational bandsṽw(K ) of the adsorbate. If these ban
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then the latter can be neglected and Eq.~16! can be rewritten
as

2G05
2pg2

N0
2 (

K1 ,K2

n1~n211!d~V12V2!. ~19!

If, moreover, the bands of local vibrations are much n
rower than the bands of the low-frequency vibrations of
adsorbate, then the quantities 2G0 will also be determined
only by the functionsrw(v)

2G052pg2E
2`

`

dvn~v!@n~v!11#rw
2~v!. ~20!

Let us calculate the temperature dependences of the
quency shiftDv0(T) and width 2G0 of the spectral function
of local vibrations for triangular and square lattices of deg
erate dipoles. In the first case, the low-temperat
asymptotic expression of the functionrw(v) is
rw(v)50.1062(I /V)5/4v3/2, whereI is the moment of iner-
tia of the angular vibrations of the dipole andV5m2/a3 is
the characteristic dipole-dipole interaction energy~m is the
dipole moment anda is the lattice constant!.13 Substituting
this function into Eqs.~15! and ~20!, we obtain

Dv0~T!/g50.1893̧ 5/4t5/2,

2G0 /~\g2/V!50.5109̧ 3/2t4. ~21!

Here the two dimensionless parameters¸5\2/IV and
t5IkBT/\2 describe the ratio of the rotational constant\2/I
to the dipole energyV and the ratio of the thermal energ
kBT to the rotational constant, respectively. For real syste
the first parameter is always small and the second can
sume values which are both smaller and larger than 1.
relations~21! hold when¸t!1.

In the case of a square lattice, thermodynamic fluct
tions order the relative orientations of the dipole moments
the sublattices~initially degenerate in the ground state! and
lead to the appearance of a temperature-dependent en
gap in the spectrum of orientational vibrations5

vw
2~K !'C0T1~Va2/I !~CxKx

21CyKy
2!, ~22!

whereCx50.1447,Cy51.7873, andC0 is a constant. The
square-root temperature-dependence of the energy gap i
dispersion lawvw(K ) was also noted in Ref. 4. Substitutin
the long-wavelength asymptotic expression~22! into Eq.
~18!, we obtain the low-frequency distribution function

rw~v!5
I

2pVACxCy

vQ~v2AC0T! ~23!

(Q(v)51 for v.0 andQ(v)50 for v,0!, which gives,
using Eqs.~15! and ~20!,

Dv0~T!/g5
¸t2

2pACxCy

3HAC0 /t exp~2AC0 /t!, t!1,

p2/6 t@1,
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iss,

Sci.
2G0 /~\g /V!5
2pACxCy

3H ~C0 /t!exp~2AC0 /t, t!1,

p2/3, t@1.
~24!

It is interesting that the presence of theQ function, which is
responsible for the appearance of long-range order in
system under study, in the frequency distribution funct
~23! leads to an explicit exponential dip in the shift of th
maximum and in the width of the spectral line of a loc
vibration.
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The behavior of thermopower in the YBa 22xLaxCu3Oy system. Correlation between the

and
band parameters in normal state and critical temperature
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The thermopower in the YBa22xLaxCu3Oy system (x5020.5) has been studied. An analysis
made in terms of the narrow-band model revealed trends in the variation of the main
band parameters with increasing lanthanum concentration. The dependence of the conduction
band width on lanthanum concentration was found to pass through a weak minimum at
x50.0520.1, which correlates in position with the maximum in the concentration dependences
of the critical temperature and degree of sample orthorhombicity. The results obtained and
their comparison with Fe, Co→Cu substitution data permit a conclusion that the main factor
affecting the properties of the YBa2Cu3Oy system under nonisovalent substitution of
various cations is the increasing disorder in the chain-oxygen subsystem caused by increasing
impurity content. ©1998 American Institute of Physics.@S1063-7834~98!00401-8#
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properties of various materials, in particular, of high-Tc su-
perconductors. A comparative analysis of samples of
high-Tc system YBa2Cu3Oy ~Y-123! with, differently distrib-
uted substitutions, permits one to gain information on
role and mechanism of the effect of various structural e
ments of the lattice on superconductivity and other proper
of this compound.

Although the superconducting properties
YBa2Cu3Oy , as also of other high-Tc compounds, originate
from the existence in their structure of CuO2 layers, it is of
interest to study the effect not only of oxygen deficiency a
of a partial substitution of copper by other metals, but
nonisovalent substitutions of other cations as well. Inde
doping of this kind introduces additional charge, which
fects considerably the structural and superconducting p
erties, as well as the carrier concentration and, on the wh
the properties of the electronic system in its normal state

The influence of impurities on the properties of so
solutions of the type Y12xMxBa2Cu3Oy , YBa22xMxCu3Oy ,
and YBa2Cu32xMxOy depends on the valence ratio of th
substituting and replaced elements. For instance, by part
replacing the Y-123 cations by ions with different valenc
one can vary within a broad range the oxygen conte
which, depending on the actual type and degree of subs
tion, can both increase above the stoichiometric valuey57
in the case of Fe31, Co31, Al31→Cu21 ~Refs. 1–3!, Eu31,
La31→Ba21 ~Refs. 4–8! substitutions, and decrease for th
Ca21→Y31 substitution~Refs. 5, 9!.

Our previous studies showed that an analysis of the
havior of transport coefficients within the narrow-ba
model can yield information on changes in the band para
eters caused by deviations from stoichiometry.10–12 Our in-
vestigation of the effect of oxygen deficiency10,11 and of the
nonisovalent Fe, Co→Cu substitutions10,12 revealed that the
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parameters of YBa2Cu3Oy are dominated by the state of th
oxygen subsystem, namely, by the content and distribu
pattern of chain oxygen. Since Ln31→Ba21 substitution,
where Ln stands for a rare-earth element, also leads, s
larly to the Fe, Co→Cu case, to an increase of the oxyg
contenty above its stoichiometric value, it appeared of i
terest to compare these two ways of acting on the oxy
subsystem.

Many of the authors studying the effect of nonisovale
substitution of Ba on the properties of Y-123 use lanthan
as impurity, since the ionic radii of Ba (r i51.35 Å) and La
(r i51.33 Å) are very close. An increase in La content
YBa22xLaxCu3Oy results in an increase ofy to '7.13 for
x50.46 ~Ref. 6! or '7.2 for x50.5 ~Ref. 5!. A significant
feature of the influence of lanthanum is the passage of or
rhombic distortion (b2a) through a maximum at La con
tents fromxc50.05 ~Refs. 7, 8! to xc50.1 ~Ref. 6!, which
coincides in position with that in theTc(x) relation observed
nearx'0.0520.06 ~Refs. 7, 13! or x'0.1 ~Refs. 6, 14!. An
obvious reason for the increase in (b2a) with lanthanum
content forx<xc is believed6 to be additional filling by oxy-
gen of the O~1! sites in Cu~1!O chains in this concentration
region. Forx>xc , the additional oxygen atoms fill the O~5!
vacancies, and it is this that reduces orthorhombic distor
up to a transition to tetragonal structure. Note that the form
average copper valence, whose variation was connecte
many authors with the doping-induced drop of the critic
temperature in Y-123, grows monotonically with increasi
x throughout the lanthanum concentration range stud
Thus while forx.xc one may be justified in seeing a corr
lation between the formal average copper valence andTc

~Refs. 6, 7!, in the initial region the increase ofTc cannot be
associated with an increase of formal carrier concentratio

Studies of transport properties in the YBa22xLaxCu3Oy

140014-05$15.00 © 1998 American Institute of Physics



system are extre

TABLE I. Oxygen content and unit cell parameters of YBa22xLaxCu3Oy , samples.

15 Phys. Sol
x y a, Å b, Å b2a, Å c, Å

0.0 6.95 3.822 3.885 0.063 11.670
0.05 6.98 3.820 3.894 0.074 11.655
0.1 6.99 3.823 3.895 0.072 11.650
0.2 7.03 3.819 3.890 0.071 11.650
0.3 7.10 3.828 3.879 0.051 11.640
0.4 7.14 3.857 3.857 0 11.600
0.5 7.17 3.853 3.853 0 11.580
mely scarce. It is known that the variation of
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resistivity r in absolute magnitude and of the shape of
r(T) relation with increasing La content is similar, on th
whole, to that observed with increasing oxygen deficiency
Y-123. The width of the superconducting transitionDT was
found13 to decrease with increasing La content up tox5xc .
There has been no systematic study of thermopowe
YBa22xLaxCu3Oy .

Accordingly, the objective of this work was to study th
behavior of thermopower in YBa22xLaxCu3Oy samples
(x5020.5), to perform its analysis in terms of the narro
band model, and to obtain information on transformation
the band spectrum and on the relation of its parameters
the critical temperature, as well as to compare the res
obtained with data relating to nonisovalent substitution of
chain copper.

1. SAMPLE CHARACTERIZATION

Single-phase ceramic samples of composit
YBa22xLaxCu3Oy (x5020.5) were prepared by standa
ceramic technology from the oxides of yttrium, lanthanu
and copper and barium carbonate. The final treatment c
sisted in maintaining the samples in an oxygen flow
T5450° C for two hours, with subsequent slow coolin
~with a rate of about 2 °C/min! to room temperature.

The single-phase state of the samples was verified
x-ray diffraction and visually with a microscope to not wor
than 1%, and the oxygen content was determined by io
metric titration to within60.0120.02. The data on the oxy
gen content and lattice parameters are presented in Tab
We see that an increase in lanthanum content results
gradual growth ofy. X-ray diffraction analysis showed tha
for small x, the lattice parametera changes little andb in-
creases, with the magnitude of orthorhombic distort
(b2a) increasing to reach a maximum atx50.0520.1. As
x increases still more, parameterb begins to decrease, anda,
TABLE II. Electrophysical data for YBa22xLaxCu3Oy s
e

n

in

f
th
lts
e

n

,
n-
t

y

o-

I.
a

n

tetragonal symmetry takes place. Parameterc decreases
monotonically throughout the lanthanum concentration ra
studied. The observed trends in the variation of the latt
parameters and oxygen content are in good agreement
other available data.5–8

2. RESULTS OF ELECTROPHYSICAL MEASUREMENTS

Temperature dependences of resistivity,r(T), and ther-
mopower,S(T), were measured on all samples within th
temperature rangeT5Tc2300K by a technique describe
elsewhere.12 Table II lists some results of the electrophysic
measurements and the data on the critical temperature
tracted from the resistive superconducting transition. For
samples, the resistivity drops linearly with decreasing te
perature, with the slope ofr(T) decreasing monotonically
with increasing lanthanum concentration~see r300 K/r100 K

ratio in Table II!. Figure 1 shows the dependence
Tc(r50) on lanthanum content. The critical temperature
the highest in samples withx50.0520.1, and further in-
crease of lanthanum content results in a monotonic declin
Tc . As for the width of the transition, it slightly decrease
compared to undoped YBa2Cu3Oy in the x50.05 sample, to
start again to rise~see Table II!. The observed change in th
superconducting transition parameters is in accord with
erature data6,7,13,14and, besides, agrees qualitatively with t
case of Co→Cu substitution, where an increase in impuri
concentration also entails a growth of the oxygen conten12

Note that it is at the lanthanum concentrationx50.0520.1
that the samples approach maximum orthorhombicity and
stoichiometric value of oxygen content~compare data in
Tables I and II!.

The temperature dependence of the thermopower of
samples is shown graphically in Fig. 2. The features
served inS(T) are typical of the Y-Ba-Cu-O high-Tc super-
conductors, namely, the constancy or weak variation ofS in
amples.

15nts et al.
x r300 K , mV•cm r100 K , mV•cm r300 K /r100 K Tc
m , K DT, K Tc

0, K S300 K , mV/K

0.0 3.8 1.7 2.53 89.7 3.0 87.3 0.8
0.05 3.5 1.5 2.33 89.8 1.1 88.8 1.3
0.1 1.6 0.7 2.20 91.2 3.2 89.5 6.3
0.2 2.9 1.4 2.07 90.5 5.8 86.9 9.3
0.3 4.2 2.1 2.00 84.2 8.7 76.8 16.6
0.4 2.9 1.5 1.93 73.5 10.9 62.8 18.5
0.5 4.8 2.8 1.71 57.3 11.6 50.9 39.7
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the high-temperature domain for samples with slight dev
tions from stoichiometry~up to x50.2! and the presence in
the S(T) curve of a maximum atT51202200 K. As the
lanthanum content increases, one observes a substantia
crease of thermopower in absolute magnitude~see Fig. 2 and
Table II! and a shift of theS(T) maximum toward higher
temperatures accompanied by its broadening. Thus the tr
formation of theS(T) relations in YBa22xLaxCu3Oy samples
is similar, on the whole, to the case of increasing oxyg
deficiency or increasing content of a nonisovalent impur
Fe or Co, which substitute for copper, in YBa2Cu3Oy .

A comparison of the obtained experimental results w
available data10,12 on Fe, Co→Cu substitutions shows tha

FIG. 1. Critical temperaturevs lanthanum content in YBa22xLaxCu3Oy .

FIG. 2. Temperature behavior of the thermopower in YBa22xLaxCu3Oy .
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crease substantially less than those for samples doped by
or cobalt with the corresponding degrees of substituti
Also, the Tc(x) dependence is significantly weaker in th
first case. Thus one can maintain the existence of a st
correlation between the values ofS and Tc with increasing
amount of doping under nonisovalent substitution in diffe
ent sublattices, namely, the stronger increase of thermopo
is paralleled by a sharper decrease of the critical tempera
Note also that ther(T) relations for YBa22xLaxCu3Oy

samples remain linear up tox50.5, whereas in
YBa2Cu32xMxOy ~M5Fe, Co! at low temperatures they ex
hibit superconducting behavior at larger substitutio
(x>0.2 andx>0.3 for M5Fe and Co, respectively12!. This
shows that localization of states with increasing impur
content is less in YBa22xLaxCu3Oy than it is in
YBa2Cu32xMxOy ~M5Fe, Co!.

3. DISCUSSION OF EXPERIMENTAL DATA AND
CONCLUSIONS

Our experimental data were examined in terms of a p
nomenological model10 of electron transport in narrow
conduction-band materials. The model assumes the exist
in the band spectrum of high-Tc compounds of a narrow
~about 0.1 eV! density-of-states peak near the Fermi level
was shown10 that this assumption permits one to obtain an
lytical expressions for the temperature dependences of tr
port coefficients, which can then be used to derive the th
model parameters characterizing the properties of the ca
system in normal state from the experimental data on
temperature dependence of the thermopower. These pa
eters are the band filling by electronsF, which is the ratio of
the number of electrons to the total number of states in
band, the total effective conduction-band widthWD , and the
effective width of the interval of delocalized statesWs . This
model gives the following expression for the thermopowe

S52
kB

e H Ws*

sinh Ws*
Fexp~2m* !1coshWs* 2

1

Ws*

3~coshm* 1coshWs* !

3 ln
exp~m* !1exp~Ws* !

exp~m* !1exp~2Ws* !G2m* J , ~1!

where

m* [m/kBT5 ln
sinh~FWD* !

sinh@~12F !WD* #
, ~2!

m is the chemical potential,kB is the Boltzmann constant,e
is the electronic charge, WD* [WD/2kBT, and
Ws* [Ws/2kBT.

Our earlier analysis of the transport properties in t
YBa2Cu3Oy system made for different oxygen contents10,11

and with copper replaced partially by transition metals~iron
and cobalt! ~Refs. 10, 12! showed that a deviation from sto
ichiometry leads to an increase in band filling, a widening
the conduction band, and a simultaneous change of the
Ws /WD , which signals an increase in the degree of st

16Gasumyants et al.
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localization. We attributed these effects to growing disor
in the chain oxygen subsystem. Note that the widening of
conduction band, which results in a drop in the density
states at the Fermi level, correlates well with the decreas
Tc . Since, as already mentioned, an increase in lantha
content acts on the oxygen subsystem similarly to the
Co→Cu substitutions, it appeared of interest to follow t
transformation of the band spectrum in YBa22xLaxCu3Oy

and to compare the effect of lanthanum, on the one hand,
of iron and cobalt, on the other, on the conduction ba
parameters and critical temperature.

We used Eqs.~1! and ~2! to obtain calculated depen
dencesS(T), which were found to be in good agreeme
with experiment, and determined the model parameters
all the samples studied. Figures 3 and 4 present the con
tration dependences of the band filling by electrons and
the energy parameters obtained for the YBa22xLaxCu3Oy

system. The band filling grows weakly and practically li
early with x ~Fig. 3!. The observed weak increase ofF can
be due to a slight undercompensation of the excess cha
which is introduced into the system in the La31→Ba21 sub-
stitution, by the increasing oxygen content~see Table I!. As
for the band width, on the wholeWD andWs increase. Note,
however, one more essential feature. As seen from Fig. 4
WD(x) andWs(x) relations for YBa22xLaxCu3Oy exhibit a
weak minimum atx50.1. As already mentioned, it is at th
value of lanthanum content thatTc(x) passes through a

FIG. 3. Band filling by electrons vs lanthanum content in
YBa22xLaxCu3Oy .

FIG. 4. Conduction-band energy characteristicsvs lanthanum content in
YBa22xLaxCu3Oy .
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the valuey57. These observations can be explained in
following way. As a result of the additional filling by oxyge
of the O~1! sites at a low lanthanum content, the oxyg
subsystem reaches atx'0.1 the maximum degree of orde
@which is evidenced by the maximum orthorhombicity a
minimum width of the superconducting transition~see
Tables I and II!#. It is this factor that accounts for the min
mum in the concentration dependences of the band par
eters, which, in its turn, leads to the maximum density
states at the Fermi level,D(EF), and, accordingly, to the
highest critical temperature. Further increase ofx is accom-
panied by filling of the oxygen vacancies O~5!, thus giving
rise to the onset and gradual increase of disorder in the o
gen subsystem. This causes a growth ofWD andWs and, in
accordance with our ideas on a connection betweenWD and
Tc , leads to a decrease of the critical temperature.

Thus the observed variation of the critical temperature
YBa22xLaxCu3Oy is in accord with the pattern of band stru
ture transformation throughout the lanthanum concentra
range covered. In their turn, theWD(x), Ws(x), andF(x)
relations can be explained in a noncontradictory way throu
an analysis of structural changes in the lattice induced
lanthanum introduction. The observed correlation betwe
the nonmonotonic variation in the degree of chain-oxyg
ordering and the conduction-band width is an additional
gument for the Anderson localization mechanism being
erative in YBa2Cu3Oy .

The connection between the band parameter varia
and critical temperature revealed here is similar to the
observed in studies of YBa2Cu3Oy samples with different
oxygen content10,11 or different copper substitution by 3d
metals.10,12 The properties of the YBa22xLaxCu3Oy system,
similar to the case of Fe, Co→Cu substitution, are primarily
affected by an increase in oxygen content above the stoic
metric level,y.7, and by the associated increase of disor
in the chain-oxygen subsystem with increasing impurity co
centration. All quantitative differences between theF(x),
WD(x), and Ws(x) relations obtained on samples of th
above lots can be explained by analyzing the changes in
oxygen subsystem induced by various impurities, with d
account of their valence and oxygen coordination. This le
support to our earlier conclusion that the factor determin
the band parameters and the critical temperature
YBa2Cu3Oy is the state of the oxygen subsystem.

Thus our study of the effect of partial substitution
lanthanum for barium on the transport and superconduc
properties of the YBa2Cu3Oy system has produced the fo
lowing main results.

1! The Tc(x) dependence of YBa22xLaxCu3Oy samples
exhibits a maximum atx50.0520.1 corresponding to the
oxygen contenty'7 and maximum orthorhombicity, which
shows that for this lanthanum content the oxygen subsys
is most ordered;

2! An increase of lanthanum content i
YBa22xLaxCu3Oy results in an increase of the thermopow
in absolute magnitude and a shift of the maximum in t
S(T) relation toward higher temperatures. The behavior
the S(T) dependence in YBa22xLaxCu3Oy is qualitatively

17Gasumyants et al.
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YBa2Cu3Oy or with increasing content of the nonisovale
impurities Fe and Co substituting for copper, although
growth of the absolute values ofS in the case of lanthanum
substitution for barium is noticeably weaker than that
samples doped by iron or cobalt at the corresponding de
of substitution;

3! An analysis of theS(T) relations made in terms of th
narrow-band model has revealed trends in variation of
band parameters of YBa22xLaxCu3Oy with increasing lan-
thanum content. The band filling by electrons grows w
lanthanum content, and a weak minimum appears in
WD(x) andWs(x) relations atx50.1, after whichWD and
Ws start to grow. On the whole, the band spectrum trans
mation in YBa22xLaxCu3Oy follows the pattern observed t
occur with growing oxygen deficiency or Fe, Co→Cu sub-
stitution;

4! Similar to the case of nonisovalent chain-copper s
stitutions, theWD(x), Ws(x), F(x), andTc(x) relations cor-
relate with the pattern of structural changes induced in
YBa2Cu3Oy lattice by lanthanum incorporation, primaril
with changes in the oxygen subsystem. Thus we have
tained an additional confirmation of the dominant role t
disorder in chain oxygens plays in the transport propertie
the normal, the superconductivity, and the band parame
in the YBa2Cu3Oy high-Tc superconducting system;

5! Our results support the existence of a correlation
tween the variation of the band parameters~primarily of the
conduction-band width! and the critical temperature foun
earlier for samples doped by various 3d metals, which, how-
18 Phys. Solid State 40 (1), January 1998
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changes in both these quantities are nonmonotonic. This
vides an additional argument for the onset of Anderson
calization in nonstoichiometric YBa2Cu3Oy .
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X-Ray-Diffractometry of structural changes occurring in surface layers of silicon in the

process of laser diffusion of boron

A. P. Petrakov and E. A. Golubev

Syktyvkar State University, 167001 Syktyvkar, Russia
~Submitted July 8, 1997!
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The effect of laser diffusion of boron on the structure of surface layers in silicon single crystals
was investigated by diffracted-reflection curve and three-crystal x-ray diffractometry
methods. Deformation and static Debye–Waller factor distribution profiles were determined
numerically by varying the parameters of the problem. ©1998 American Institute of Physics.
@S1063-7834~98!03701-0#

The electric characteristics of semiconductor materials
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largely depend on their impurity content.Doping is usually
performed by thermal diffusion2 or ion implantation.3

Among other methods for introducing impurities into th
surface region of single crystals, laser doping, which ma
it possible to obtain a sharper impurity distribution fron
merits the greatest attention.4–6 Lasers have a wide range o
application in semiconductor technology. They enable
only doping but also annealing of defects that form in t
process of thermal diffusion7 and ion implantation.8–11

The introduction of an impurity induces structur
changes in the crystal lattice. These changes can be det
with two- and three-crystal x-ray diffractometers. Analysis
the diffracted reflection of x-rays makes it possible to det
mine the deformation profile, thickness, and defect densit
the surface layer as well as the impurity concentrat
profile.12–17

Out objective in the present work is to investigate
two- and three-crystal x-ray diffractometry the structu
changes occurring in the surface layers of silicon single c
tals during laser diffusion of boron.

1. EXPERIMENTAL PROCEDURE

Boron films, 400 Å thick, were sputtered on the~111!
surface of single-crystal silicon plates. Sputtering was p
formed on 0.5 mm thick plates in vacuum using a fre
running millisecond ruby laser. Film thickness was det
mined according to the position of the interference peak
the x-ray total external reflection curves.18

All plates were divided into three groups and irradiat
on the sputtered-film side with a pulsed ruby laser. The pu
duration was equal to 0.5 ms and the pulse energy den
was equal to 23 J/cm2. Two other groups were irradiate
with a continuous-wave CO2 laser. One group was irradiate
on the silicon-substrate side and the other was irradiated
the film side. Irradiation lasted for 1 s with energy density
300 J/cm2.

The change occurring in the structure of the surface
gion of the single crystals as a result of the diffusion
impurity from the sputtered films was investigated with
x-ray diffractometer in two- and three-crystal schemes w
Cu Ka1 radiation. In three-crystal diffraction, the measur
ments were performed in theu22u regime~the angular ve-
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a regime in which the analyzer is scanned and the rota
angle of the sample is fixed. The diffractometer possesse
silicon slit monochromator with~111! double reflection. A
silicon single crystal but with~111! single reflection was also
used as the analyzer.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 displays experimental and theoretical curves
the diffracted reflection of x-rays measured in theu22u
regime. The intensity of the incident radiation was taken
be 1, a zero angle corresponds to the exact Bragg posi
and large angles have a positive sign and small angle
negative sign. It is evident from Fig. 1 that the intensity
the ‘‘tails’’ of the curves for substrate-side irradiation wit
ruby and CO2 lasers is higher for positive angles than f
negative angles. The curve for the sample irradiated wit
CO2 laser on the sputtered-film side is symmetric.

Figure 2 displays the reduced intensity function of t
same samplesP(a)5kIma2, whereI m is the intensity of the
main peak in the three-crystal curves, measured in the reg
in which the analyzer is scanned and the rotation of
sample is fixed at anglesa ranging from2120 to215 an-
gular seconds and from 15 to 120 angular seconds;k is a
normalization constant, determined from the conditi
P(a)51 for unirradiated crystals in the experimental ran
of angles.12 Maxima appeared in the functions on th
positive-angle side after substrate-side irradiation with ru
and CO2 lasers. Such a well-expressed maximum is not
served with film-side irradiation with a CO2 laser.

Diffuse peaks due to scattering of x-rays by defects
present in the three-crystal curves of the irradiated samp
The symmetric part of the integrated intensity of the diffu
scattering~integrated over the emergence angle! as a func-
tion of the rotation angle of the sample is displayed on
double-logarithmic scale in Fig. 3. The symmetric part w
determined from relationI s5@ I (a)1I (2a)#/2 and is pre-
sented in units of the intensityI 0 of the radiation incident on
the sample. The experimental points for all samples fall
straight lines, the tangent of whose slope is close to 2.
intensities of the diffuse peaks in the case of film-side ir
diation with ruby and CO2 lasers are almost identical, whil

1400140-04$15.00 © 1998 American Institute of Physics
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FIG. 1. Experimental~solid lines!
and almost identical computed~dot-
ted lines! u22u diffracted reflection
curves for samples irradiated with
ruby laser~1! and a CO2 laser~2, 3!.
1, 2—on the substrate side,3—on
the film side.
the intensities are much higher for substrate-side irradiation

to
c

ed
y
a

he
on
ce
-
e

he

spatial distributionf (z). The following were used in the
ing

of
-
n
ks

le
by
sur-

os-
ted

the
with a CO2 laser.
Figure 4 displays profiles of the deformationDd(z)/d

and static Debye–Waller factorf (z), using which makes
possible an almost exact fit of the theoreticalu22u curves
to the experimental curves. The static Debye–Waller fac
is understood to be the statistically averaged phase fa
exp(ih–u(z)), whereh is the diffraction vector andu is the
displacement field.19 The theoretical curves were construct
on the basis of the Topen equations of the dynamic theor
diffraction of x-rays taking account of two states of polariz
tion and contraction.16

As a starting approximation for numerical modeling, t
deformation profile was taken in the form of the distributi
function of the impurity concentration arising in the surfa
layer with standard thermal diffusion.13 Besides the deforma
tion profile, the following were varied: the thickness of th
diffusion layer, the maximum deformation, and profile of t
r
tor

of
-

starting approximation: the thickness—calculated accord
to the width of the function P(a),11 the maximum
deformation—calculated according to the angular position
the maxima of the functionsP(a) assuming a stepped pro
file, and the profile of the spatial distributio
f (z)—calculated according to the intensity of the main pea
in the three-crystal curves.20

It is evident from the figure that the deformation profi
of the crystal lattice of the samples irradiated with a ru
laser possesses a maximum at some distance from the
face. The deformation of samples irradiated with a CO2 laser
on the substrate side is maximum at the surface. It is imp
sible to construct a deformation profile for samples irradia
with CO2 laser on the film side, since theu22u curves for
such samples are virtually symmetric and are identical to
theoretical curve of the undeformed crystal~Fig. 1!. The ab-
.

FIG. 2. Reduced intensity functions
for samples after laser irradiation
The numbering of the curves~1, 3! is
the same as in Fig. 1.
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sence of deformation is confirmed also by curve 3 in Fig
which has no sharp maximum.

Both the ruby and CO2 laser radiations are absorbed b
the boron film, because the silicon plate is virtually transp
ent to CO2 radiation. As a result, the film is heated and t
temperature of the silicon substrate is determined by its t
mal conductivity. For millisecond irradiation a temperatu
gradient arises as a result of heat conduction and a quas
form temperature distribution over the thickness of t

FIG. 3. Integrated intensity of the diffuse peak versus sample rotation an
The numbering of the curves~1, 3! is the same as in Fig. 1.

FIG. 4. Profiles of the spatial distribution of deformationDd(z)/d ~1, 2! and
static Debye–Waller factorf (z) for samples irradiated with a ruby lase
(18,28) and a CO2 laser on the substrate side (28,28).
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in the first case the diffusion of the impurity is due to co
centration and temperature gradients while in the second
only to a concentration gradient.

The intensity of the ‘‘tails’’ of the two-crystal curves
increases after irradiation. This could be due to scattering
x-rays by the deformed lattice or by defects. Measureme
in theu22u regime virtually preclude detection of radiatio
scattered by defects. An increase in the intensity on
positive-angle side of theu22u curves of samples irradiate
with ruby and CO2 lasers on the substrate side~Fig. 1! indi-
cates the existence of negative deformation. This is also c
firmed by the presence of maxima in the functionsP(a) on
the positive-angle side for the corresponding samples~Fig.
2!. The sign of the deformation is explained by the fact th
boron diffusing in the lattice occupies predominantly latti
sites, and since its covalent radius~0.88 Å! is smaller than
that of silicon~1.17 Å!, the lattice is compressed.

The absence of deformation in samples irradiated wit
CO2 laser on the film side does not exclude diffusion of t
impurity. It is possible that diffusion occurred, but the imp
rity concentration that it produced was so low that t
method employed did not permit detecting the lattice def
mation associated with this impurity. Therefore, for such
CO2 laser irradiation geometry almost the entire film is v
porized and the increase in the intensity of the ‘‘tails’’ of th
two-crystal curves is explained by scattering by the defe
that are produced. The defects are predominantly rando
distributed dislocations, as is indicated by the arrangemen
the experimental points along a straight line, the tangen
whose slope equals 2, in Fig. 3.

The generation of dislocations led to the formation
slightly disoriented blocks of a mosaic structure that dyna
cally scatter x-rays. This is indicated by the fact that t
width of the main peaks in the three-crystal curves incre
after irradiation to a constant value that is independent of
rotation angle of the sample.21 Similar defects were detecte
in samples irradiated on the substrate side as well as
samples irradiated with a ruby laser. The difference is only
the dislocation density, which was determined according
the width of the main peaks in the three-crystal curves.21 The
peaks have a width of 11 angular seconds in the case
film-side irradiation with a CO2 laser and 15 angular second
in the case of substrate-side irradiation, corresponding to
location densities 8.83104 and 5.03105 cm22, respectively.
The dislocation density in samples irradiated with a ru
laser is the same as in samples irradiated on the film
with a CO2 laser.

The generation of dislocations could be due to latt
deformation caused by the presence of an impurity or th
mal action. However, dislocation generation is due to th
mal action, since the stresses due to deformation as estim
from s5«E/2n, where « is the lattice deformation,
E51.6631011 N/m2 is Young’s modulus, andn50.28 is the
Poisson ratio, equals 1.23108 Pa even with maximum defor
mation «5431024 ~Fig. 4!; this is less than the tensil
strength of silicons0523108 Pa.23

Deformation is directly proportional to the density o
boron in lattice sites. For the~111! reflection this relation is

le.
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2D. Shaw @Ed.#, Atomic Diffusion in Silicon in Semiconductors@Plenum
Press, New York, 1973; Mir, Moscow, 1975#.

v,

sed

,

,

. 4,
mation coefficient, determined by the difference of the co
lent radii of the boron and silicon atoms.23 Therefore the
depth distribution of the boron concentration has the sa
form as the deformation profiles presented in Fig. 4 for
corresponding samples.

The arrangement of the deformation maxima at so
distance from the surface in samples irradiated with a r
laser can be explained by the partial evaporation of the
fused boron from the surface region during cooling. In t
case of substrate-side irradiation with a CO2 laser, the
boundary of the film with the surface is heated, as a resu
which the film prevents evaporation. Film-side irradiati
with the same radiation results mainly in the evaporation
the film.

The maximum boron density reache
C55.631019 cm23 in the case of irradiation with a rub
laser andC52.831019 cm23 in the case of film-side irradia
tion with a CO2 laser. Such a high density is explained by t
nonequilibrium nature of the processes and is observed in
case of laser diffusion of other impurities.6

The following conclusions can be drawn on the basis
our x-ray diffraction investigations. Laser diffusion of boro
from a surface film into silicon can be conducted with bo
1-ms ruby radiation and 1-s CO2 radiation. In the latter case
substrate-side irradiation is best. The maximum boron d
sity in CO2-laser-irradiated samples is observed near the
face. The density profile of boron diffused under the act
of ruby radiation has a sharp maximum which is shifted in
the bulk of the crystal. Laser diffusion is accompanied by
generation of dislocations.

We thank V. A. Bushuev for helpful discussions a
valuable remarks.
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Wide-band approximation in the problem of charge transfer of a desorbed particle

at a metal surface

S. Yu. Davydov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Electron transfer processes between a desorbed particle and a metal surface~charge transfer! are
studied in the approximation of a wide but finite band. The effect of a change in the width
of the surface band produced by adsorbed atoms on the emission probability of neutrals and ions
is investigated. ©1998 American Institute of Physics.@S1063-7834~98!03801-5#

1. Substrates coated with a layer of alkali metal are or- c̃ a~ t !5exp~ i«at !ca~ t !, ~3!
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dinarily used in the experimental study of charge transfe
scattered or sputtered atoms~ions!.1,2 When the density of
atoms in such a layer changes, only the change in the w
function of the system is taken into account in the the
~see, for example, Ref. 3!; the change in the band structure
the system is neglected. This is because, as a rule, the
nitely wide band approximation is used in the theory
charge transfer. This approximation is not applicablea priori
for the problem of a varying adatom density, since the s
face band produced by overlapping quasilevels shifts, bro
ens, and changes shape as the adatom density increas4–8

The present paper examines the role of broadening of
surface band in the formation of the charge composition
the scattered~sputtered! flux.

2. The Anderson Hamiltonian

H~ t !5(
k

«kck
1ck1«a~ t !a1a1(

k
Vk~ t !~ck

1a1h.c.!

~1!

with a time-dependent position«a(t) of the quasilevel of an
adatom and the interaction energyVk(t) of an adatom with a
metal substrate is widely used to describe the charge tran
of atoms~ions! in the process of scattering by the surface
a solid~or sputtering or desorption!.1,2 Here«k is the disper-
sion law of the metal electrons in the substrate,ck

1(c) is the
creation~annihilation! operator of an electron in the statek,
anda1(a) is the creation~annihilation! operator of an elec-
tron in the level «a . For simplicity, the spin index is
dropped.

From the Heisenberg equations of motion, sett
Vk(t)5u(t)Vk , we obtain the equation

i
]C̃a~ t !

]t
52

i

p
u* ~ t !E

t0

t

dt8u~ t8! c̃ a~ t8!

3exp@ i«a~ t2t8!#K~ t2t8!1F~ t !, ~2!

where

K~ t2t8!5E
2`

1`

dvD~v!exp@2 iv~ t2t8!#,

D~v!5p(
k

uVku2d~v2«k!,
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F(t) is an inhomogeneous term~see Ref. 1!. Here and below
the system of units in which\51 is used.

Ordinarily, the following procedure is used to conve
the integrodifferential equation~2! into a differential equa-
tion. First, it is assumed that the factoruVku2 in the expres-
sion forD~v! can be taken outside the summation, averag
the term overk in a corresponding manner,uVku2→V2. Then

D~v!5pV2r~v!, ~4!

where

r~v!5(
k

d~v2«k! ~5!

is the density of states of the substrate. In the infinitely wid
band approximation it is assumed thatr(v)5const. Then it
follows from Eqs.~3! that K(t2t8)}d(t2t8), which trans-
forms Eq.~2! into a differential equation.

3. An attempt to go beyond the infinitely wide-band a
proximation, using a time-dependent Anderson Hamiltoni
was undertaken in Refs. 9 and 10, where a model of
finite-width bands separated by a gap was studied. I also
attention to Ref. 11, where the special case of a tim
independent position«a of an adatom level and interactio
matrix elementV(t) differing from zero only in a definite
time interval is studied.

In the present work I employ the approximation of
wide but finite conduction band in the substrate, whose d
sity of statesr~v! is given by the expression

r~v!5H 1

D
, uvu,D,

0, uvu.D.

~6!

Here the center of thes band, having a width 2D and con-
taining two electrons, is taken as the point of zero ener
Substituting expressions~6! and ~4! into Eq. ~3!, we obtain

K~ t2t8!5pV2
sin@D~ t2t8!#

D~ t2t8!
. ~7!

For sufficiently largeD the functionK has, att5t8, a sharp
maximum with a width of the order of 1/D. If it is permiss-
able to regard the functionsu(t) and c̃ a(t) in Eq. ~2! as
constants in this time interval, then removing them from t

1440144-03$15.00 © 1998 American Institute of Physics



integrand substantially simplifies the calculations. For ex-
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en-
ample, for D51 eV the characteristic time interva
t151/D53.3310216 s. If the desorbed ion moves with ve
locity v5106 cm/s and the interaction potentialV changes
over a characteristic distance of the order of 3 Å, then
desorbed atom interacts with the surface during a chara
istic time intervalt2'3310214 s. Therefore Eq.~2! admits
the simplification described above. Then, repeating all ca
lations of Ref. 1 we obtain the following expressions for t
occupation probabilitŷna(`)& of the level of a particle fly-
ing off ~moving to infinity! with velocity n5const:

1) «a.0

a) «a.« f , na5
D

~D21L2!1/2@p2arctan~D/L!#21

3expH ~« f2«a!

gv
@p2arctan~D/L!#J , ~8!

b) «a,« f , na512
D

~D21L2!1/2@arctan~D/L!#21

3expF2
~« f2«a!

gv
arctan~D/L!G , ~9!

2) «a,0

a) «a.« f , na52
D

~D21L2!1/2@arctan~D/L!#21

3expF2
~« f2«a!

gv
arctan~D/L!G , ~10!

b) «a,« f , na512
D

~D21L2!1/2@p

1arctan~D/L!#213expH 2
~« f2«a!

gv

3@p1arctan~D/L!#J . ~11!

Here

D5H pV2

D
, u«au,D,

0, u«au.D,

~12!

L5
V2

D
lnUD1«a

D2«a
U ~13!

and g is the characteristic reciprocal of the decay length
the hybridization potential:V}exp(2gz), wherez is the dis-
tance from the surface of the substrate to the desorbed
ticle. In Eqs. ~8!–~13! the notation na[^na(`)& and
«a[«a(`) was introduced.

I underscore once again that in deriving the expressi
~8!–~13! we studied a finite but wide band. For this reas
we could neglect all oscillation effects occurring in two-lev
systems1–3 provided that the quasilevel of the adatom li
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the quasilevel is displaced from the edges by an amo
greater than the band half-width!.

4. As an illustration, let us examine the simple particu
caseu«au!D. For «a.0 and«a.« f we obtain

na5
2

p
expF2

p~«a2« f !

2gv GQ1 ,

Q15S 12
4«a

p2D DexpF2
2«a~«a2« f !

Dgv G . ~14!

As D increases,Q1 andna increase and the particle charg
Za[(12na) decreases. For«a.0 and«a,« f we have

na512
2

p
expF2

p~« f2«a!

2gv GQ2 ,

Q25S 11
4«a

p2D DexpF2«a~« f2«a!

Dgv G . ~15!

If D increases, thenQ2 decreases,na increases, andZa de-
creases. Therefore, for a level«a lying above band center th
probability P1}Za of ions escaping decreases with increa
ing band width.

For «a,0 and«a.« f na is given by Eqs.~14! and for
«a,0 and«a,« f is given by Eqs.~15!, i.e., in the present
case the ion yield increases withD. The reason for this effec
is that the shift of the quasilevel of an adatomL}«a /D. As
band width increases, the shift decreases, the adatom q
level shifts to band center, and the filling of the adatom
creases for a level lying above band center and decre
otherwise. This result also holds for an arbitrary ratio of«a

and D. The effect of a change in band width on the pro
ability of ions escaping is proportional to the quanti
u«a(«a2« f)u.

We note that both in the tight-binding model12,13 and in
the free-electron approximation,14 the width of the surface
band is proportional toa22, wherea5a(u) is the distance
between nearest neighbors, which depends on the rela
adatom densityu5Nm /Nm(ML). Since Nm5a22 and
Nm(ML) 5d22, whered is the distance between the neare
neighbors in a monolayer~ML !, we have

D~u!}D~ML !•u.

In the case when the adatoms interact via a dipole-dip
interaction the concentration shiftd« f of the Fermi level of
the adsorption system equals

Dw5Fu~12nm!, F54pe2lNML , ~16!

wherel is half the length of the dipole formed by the a
sorbed ion and its image in the metal substrate andnm is the
number of electrons on the adatom.14,15 For alkali-metal at-
oms, if l is set equal to the half-sum of their ionic an
atomic radii andd is taken as the distance between the ne
est neighbors in the alkali-metal crystal, the
F>15220 eV. ThereforeF(12nm) andD(ML) are of the
same order of magnitude and both effects must be taken
account on the same grounds.

We also note that in describing the concentration dep
dences of the yield of atoms~ions! in electron-stimulated
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desorption allowance must be made for the change in the

r-

9S. Yu. Davydov, A. V. Radyushchin, and A. A. Shaporenko, inAbstracts
of Reports at the 10th All-Union Conference on the Surface–Ion Interac-

.

width of the surface band~see, for example, Ref. 16!.

This work was performed as part of the program ‘‘Su
face atomic structures.’’
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POLYMER. LIQUID CRYSTALS

i-
Positron investigations of free-volume elements in polymer gas-separation membranes
V. P. Shantarovich and Z. K. Azamatova

Institute of Chemical Physics, Russian Academy of Sciences, 117334 Moscow, Russia

Yu. A. Novikov

Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia
~Submitted June 30, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 164–167~January 1998!

This work is a part of an investigation aimed at converting the positron method into a tool for
quantitative investigations of microdefects in polymers. The number (1019 cm23) and
effective radii~0.2–2.8 nm! of elementary free volumes in polymer gas-separation membranes
polytrimethyl silylpropine~PTMSP! and porous polyphenylene oxide~PPO 200 and
70 m2/g! are estimated on the basis of positron data. The calculations are facilitated by using the
mutually complementary programs PATFIT and CONTIN as well as by the possibility of
estimating the diffusion coefficients of positronium in PPO samples having different specific
surface areas. ©1998 American Institute of Physics.@S1063-7834~98!03901-X#

Investigations of free-volume elements~FVEs! in poly- in the temporal distribution of the annihilation radiation. Ev
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mer systems is of great interest, since many mechanical
physicochemical properties of polymers depend on the
and number of such elements. At the same time, until v
recently, no direct methods for investigating the number a
sizes of FVEs were available. Under these conditions
possibilities of the positron-annihilation~PA! method appear
to be very attractive. They were noted from the moment
‘‘free-volume’’ model first appeared.1 According to this
model, positronium—a bound system consisting of a po
tron and an electron~symbolPs!—strives to occupy an FVE
before annihilating, and the annihilation characteristics~life-
times and intensities of long-lived components in the tem
ral distribution of the annihilation radiation! yield informa-
tion about the number and size of the defects~free
volumes!.2–4 Until recently, the PATFIT program was use
to calculate the annihilation characteristics. This progr
analyzes the temporal distribution of the annihilation rad
tion in terms of several exponentials which are characteri
by decay ratesl i /1/t i and intensitiesI i . Gregory and Jean5,6

were the first to use the inverse Laplace transform for
distribution in order to obtain a continuous distribution of t
positron lifetimes in the annihilation spectrum~CONTIN
program!. This makes it possible, in principle, to obtain th
size distribution of elementary free volumes~FVEs!.

In the present work, we employed both programs~PAT-
FIT and CONTIN! to study the unusually long~for poly-
mers! lifetimes of positronium~elements of free volume! in
polymethyl silylpropine~PTMSP!, used as a nonporous ga
separation membrane, as well as in porous polypheny
oxide ~PPO 200 and 70 m2/g!, which is a porous gas
separation membrane.7 The high concentration of these vo
umes gives rise to anomalously high permeability of
membranes and the appearance of a second component~with
respect to the standard positronium componentt3 ,I 3 near 6
ns for PTMSP and approximately up to 30 ns in porous PP!
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dently, the two components correspond to the presenc
two groups of pores of different sizes. Our preliminary P
MSP data were recently confirmed by Consolatiet al.8 and
Ito et al.9 In Ref. 8, PATFIT analysis of the temporal distr
butions of positron annihilation in PTMSP showed
superlong-lived componentt4 whose lifetime for an evacu
ated sample reached 13 ns with the same intensitiesI 4 as in
our measurements. This attests to permeability of the po
and the presence of, together with collisional annihilation
chemical reaction between positronium and atmosph
oxygen in pores.10 The CONTIN program was used in Ref.
to obtain a continuous pore-size distribution in evacua
PTMSP as well as in a sample filled with a plasticizer age
In contrast to atmospheric oxygen, the plasticizer was che
cally inert with respect to positronium and introducing t
plasticizer into pores did not produce quenching~shortening
of the lifetime! but rather it inhibited the formation of posi
tronium ~suppression of the intensityI 4 component!. The
componentI 3 increased at the same time. This can be
plained both by the partial filling of large pores with th
plasticizer~increase in the number of smaller defects! and by
an increase in the probability for capture of positronium
previously existing small defects with complete closing
large defects~vanishing of an alternative channel!.

Continuing our investigations in this direction, we repo
our first results on simultaneous application of the PATF
and CONTIN programs for the above-mentioned PTM
and PPO samples under atmospheric conditions~see Table I
and Figs. 1 and 2!. The error introduced in the estimates
the pore radius by neglecting the chemical reaction of po
tronium with atmospheric oxygen can be estimated by co
paring with the lifetime data for PTMSP.8 This error is found
to be very appreciable and can reach 50–80% for pore r
in PTMSP. We proceeded from the well-known and wide
used Tao-Eldrup equation.2,3 Having PPO samples with a

1470147-03$15.00 © 1998 American Institute of Physics



characterized sp

TABLE I. Comparison of the results of PATFIT and CONTIN analysis of the temporal distributions of the
annihilation radiation in a nonporous PTMSP gas-separation membrane and homogeneous PPO.
Distribution parameter

PTMSP Homogeneous PPO

PATFIT CONTIN PATFIT CONTIN

t1 ,ns 0.13660.006 0.13 0.14160.008 0.15
t2 ,ns 0.36060.010 0.40 0.37060.008 0.35
t3 ,ns 1.52060.012 1.75 1.78060.140 2.30
t4 ,ns 5.58060.020 5.63 3.06060.130
I 1 ,% 23.90 61.40 24.560.4 18.3561.50 14.661.2
I 2 ,% 29.40 61.30 26.760.7 50.4661.21 54.062.0
I 3 ,% 5.58 60.02 5.460.8 15.3862.65 31.060.6
I 4 ,% 40.50 60.30 42.963.0 15.8062.97
ecific surface area and estimating the pore
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The measurements were performed with an ORTEC
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radii, at least with the above-indicated error, it was tempt
to estimate the order of magnitude of the diffusion coe
cientD of positronium before it is captured in a pore since,
this coefficient is known, it is possible not only to determin
the relative pore-size distribution according toR but also the
absolute densityN ~from the capture rates calculated fro
the annihilation characteristicsn54pDRN ~Ref. 11!!.

FIG. 1. a! Probability densityla~l! of positron and positronium annihila-
tion with a fixed ratel for PTMSP. b! Pore-size distributionf (R) in PT-
MSP ~solid line! according to data on the positronium componentsI 3t3 and
I 4t4 ~two left-hand peaks on the annihilation-rate scale!. The dashed line
represents the computed dependence,3 used for obtaining the pore sizes, o
the annihilation ratel on the pore radiusR.
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g
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f

spectrometer, assembled in the ‘‘fast-fast’’ arrangement h
ing a resolution of 230 ps~the full width at half-height of the
peak of instantaneous coincidences!. The total statistical
sample for each curve consisted of at least 107 counts.

The results obtained with the PATFIT and CONTI
analysis of the positron lifetime spectra of PTMSP and n
porous~homogeneous! PPO are presented in Table I. Singl
crystal silicon, whose lifetime spectrum contains the sin
component 220 ps, was used as the standard sample. On
see that homogeneous PPO possesses a spectrum that is
acteristic for ordinary polymer materials. Although PATFI
distinguishes two componentst3 andt4 here, these compo
nents are quite close~their intensities are within 15% of eac
other!. Just as in the case of PTMSP, the CONTIN progra
which was employed in the annihilation rate interv
0.1– 15 ns21 with 75 points in the solution, describes the
by a single wide peak near 2.3 ns with an intensity of 31
At the same time, PTMSP, which is distinguished by

FIG. 2. CONTIN data on the probability density of positronium annihilati
with a fixed lifetime (t5l21) in PPO: 70~1! and 200 m2/g ~2!. In the
PATFIT program these components correspond to intensitiesI 3 andI 4 with
average timest3 andt4 , respectively.
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unusually high permeability, has a lifetime of 5.58 ns with a
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very high intensity of 40.5%. The PATFIT and CONTI
data for PTMSP agree very well with one another. This
explained by the fact that the correct choice of the resolu
function was made in the PATFIT analysis. Figure 1a de
onstrates the annihilation probability distributionla~l! with
a fixed ratel ~Ref. 5! for positrons and positronium in PT
MSP and Fig. 1b shows the pore-size distribution obtain
for PTMSP with the CONTIN data and the well-know
equations~from Refs. 2 and 3! relating the positronium life-
time with the pore size. We also note that, according to
isting ideas,11,12 the I 1t1 component corresponds to a com
bination of processes leading to the annihilation of sing
positronium and delocalized positrons and in many cases
I 2t2 component is due, at least partially, to the annihilat
of positrons localized at small defects in microregions
high density~ordering! in the experimental material. How
ever, this process is not discussed here in more detail.

Let us now consider the data for porous PPO. Figur
~curves 1, 2! shows the CONTIN results for the positroniu
part of the positron lifetime spectra in PPO membranes w
specific surface areas of 70 and 200 m2/g. Ninety points
were used for the solution in the wider interv
0.01– 15 ns21. As one can see, for the 200 m2/g sample, even
under atmospheric conditions, the longest-lived positroni
component~right-hand peak!, whose intensity equals 6.5%
according to the PATFIT data, is characterized by an aver
lifetime of 35 ns. This is somewhat longer than the valuet4

which we presented earlier for this material.4 As noted in
Ref. 4, for such long positronium lifetimes it is no long
entirely correct to use the equations of Refs. 2 and 3, wh
neglect the characteristic annihilation rate of triplet posit
nium (0.007 ns21) compared with the annihilation rate o
positronium in a pore. The correction4 gives somewhat large
~by approximately 30%! pore radii than the values calculate
according to Refs. 2 and 3. Ultimately, it can be conclud
that according to the positron data pores with a radius
approximately 1.4 nm are present in PPO 200 m2/g even un-
der atmospheric conditions. Now, using this specific surf
area as the upper limit of this quantity for the sample in
atmosphere, it can be stated that the pore den
N,3.331019 g21 or, assuming the density of the polym
material to be approximately 1 g/cm3, N,3.331019 cm23

and the average distance between defects~pores!
l.0.331026 cm. Further, according to the calculations
Ref. 4, even if degassing PPO 200 m2/g triples the lifetime,
which ordinarily is not achieved, this will correspond to do
bling of the defect radius. For a fixed surface area, t
means that the pore density decreases and, correspond
the distance between the pores increases. Thus, it is fo
that 0.331026,l,0.531026 cm. Judging from the large
change occurring in the intensity of the longest-lived pe
when the specific surface changes from 200 to 70 m2/g ~Fig.
2!, the positronium diffusion lengthlD

Ps5(6Dt)1/2 before
localization at a defect is close tol and it can be assume
that it falls within the same limits. Taking the lifetimet of
nonlocalized positronium to be approximately equal to
lifetime of free positrons ~0.3 ns!, we find that
531024,DPs,1.531024 cm2/s. We note that in a previ
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the defect density in PTMSP. It turns out that the number
defects united by the right-hand peak in Fig. 1b and cal
lated from the capture raten according to the ration/4pDR
is several units times 1019 cm23.

In conclusion, we note that attempts to estimate the
fusion coefficient of nonlocalized positronium have be
made previously,13,14 with the estimate in Ref. 14 applied t
resins. The equation~2! from Ref. 4, relating the ratio
I 3 /(I 21I 3) to the positronium diffusion coefficient, wa
used. In a three-component description, this ratio appro
mately equals the probability of positronium escaping into
pore. However, even this approach is not perfect because
difficult to distinguish the exact amount of delocalized po
tronium against the background formed by free-positron
nihilation. At the same time, it is interesting that the val
DPs50.231024 cm2/s, which is close to the lower limit of
our estimate, was obtained in Ref. 14.

The smallness of the value obtained for the diffusi
coefficient as compared with the valueD151021 cm2/s15

characteristic for free positrons in polymers shows that
diffusate is positronium and not a positron, whose locali
tion in a pore could be accompanied by the formation
positronium.

Evidently, the accuracy of our estimates can be
creased by working with degassed samples.

We are grateful to Professor R. B. Gregory~Kent State
University, USA! for kindly providing the CONTIN code.
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from the Russian Fund for Fundamental Research.
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FULLERENES AND ATOMIC CLUSTERS

amu
Electron spectroscopy of fluoridated fullerene films
A. L. Shakhmin, N. V. Baranov, and M. A. Khodorkovski 

Russian Science Center ‘‘Applied Chemistry,’’ St. Petersburg, Russia

S. V. Murashov

All-Russia Science Center ‘‘S. I. Vavilov State Optical Institute,’’ St. Petersburg, Russia
~Submitted June 8, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 168–172~January 1998!

The chemical and energy structures of highly fluoridated fullerene films have been investigated.
Analysis of the complex structure of carbon 1s spectra showed the presence of C–F and
C–F2 fragments as well as nonfluoridated carbon atoms with an overwhelming quantity of C–F
bonds. The band gap in fluoridated-fullerene and its films was estimated to be 8.0 eV and
energy loss on an interband transition at 11 eV was also observed. Comparison of the valence-
band spectra of the experimental samples showed that the valence band of fluoridated
fullerenes is divided into anionic and cationic parts~similarly to alkali-halide crystals! and suggests
that fluoridated fullerenes possess the corresponding properties, making it possible to find
new materials with wide practical applications. ©1998 American Institute of Physics.
@S1063-7834~98!04001-5#

Interest and the number of publications concerningsame time, clear signals in the mass range 720–1800
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fullerene are shifting in a direction away from the investig
tion of its properties to the investigation of the properties
its derivatives and compounds. This shift is connected w
the search for possible applications of new materials. In
present work we investigated by electron spectroscopy p
ders of fullerene and fluoridated fullerene as well as fil
obtained from these materials.

The experimental samples were prepared from fuller
soot ~the mixture C60~86%!1C70~14%!!. Fluoridated films
were prepared from fluoridated fullerene powder, obtain
from fullerene soot produced at the Russian Science Ce
’’Applied Chemistry’’ by gas-phase fluoridation with mo
lecular fluorine ~90%F2110%N2! in a flow-through–
diffusion system. A batch of fullerene soot powder was flu
ridated in a reactor in a period of four days with temperat
varying from 19 to 170 °C until the powder acquired a ligh
yellow color. According to the empirical formula, the nom
nal composition of the fluoridated fullerene so obtained~cal-
culated for C60! was C60F46.

Fullerene-soot and fluoridated-fullerene films were o
tained in situ by thermal sputtering of the correspond
powder on aluminum foil, precleaned by ionic etching. Du
ing sputtering the vacuum in the chamber was not worse t
531028 torr. The sputtering process was monitored with
quadrupole mass spectrometer with a mass range of u
2000. Sputtering was performed with controllable heating
to 350 °C. In the course of sputtering of the fluoridate
fullerene film, the mass spectra showed the appearance
appreciable growth of a peak due to atomic fluorine~19 amu!
and molecular fluorine~38 amu! after 250 °C and, starting a
290 °C, the appearance of intense signals with masses
amu (C60) and 840 amu (C70), their double ions, and a larg
quantity of masses ranging from 300 to 400 amu. At

150 Phys. Solid State 40 (1), January 1998 1063-7834/98/
-
f
h
e
-

s

e

d
ter

-
e

-
g
-
n

to
p
-
nd

20

e

~except for 840 amu! that could be attributed to fulleren
with different degrees of fluoridation were not observed.

Thus, according to the mass spectra, fluoridat
fullerene powder predominantly decomposes into fluor
~including atomic fluorine! and fullerene on heating. Th
presence of a large number of peaks in the range 400–
amu attests to decomposition of some fluoridated fullere
into large fragments, which is characteristic for highly flu
ridated fullerenes.1 The evaporated components were dep
ited on room-temperature aluminum foil. In the process, fi
the formation of a fullerene film and fluoridation of the film
could occur simultaneously and, second, fullerene could
fluoridated in the gas cloud between the sputtering cell
the surface of the sample, which were separated by a
tance not greater than 1 cm. The film obtained un
ultrahigh-vacuum conditions was moved into an x-ray ph
toelectron spectrometer, where its energy structure was
vestigated.

The x-ray photoelectron spectra~XPS! of all samples
were obtained with a Perkin Elmer ESCA-5400 spectrome
using MgKa radiation. The energy of the spectrometer w
calibrated with respect to the 4f 7/2 level of gold; the binding
energy of this level was taken to be 84.00 eV.

In the course of the investigations of all samples, surv
spectra, 1s spectra of O, C, and F, and valence-band spe
were recorded and the curve of the difference curr
through the sample was also recorded. The charging ef
for fluoridated-fullerene samples was taken into account
cording to the 1s fluorine peak, whose energy was taken
be the binding energy of the F1s line for teflon~688.75 eV!.2

The atomic composition calculated for the experimen
samples from the XPS spectra is presented in Table I.
cording to this table, the degree of fluoridation of C60Fx pow-

1500150-04$15.00 © 1998 American Institute of Physics
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TABLE I. Atomic composition of fluoridated-fullerene powder and film~in
atomic percent! with different photoelectron collection angles.
der is somewhat higher than that obtained by weighing. T
C1s spectra obtained for both the fluoridated-fullerene fi
and the powder is characterized by a complex shape, im
ing the presence of a large number of components co
sponding to different chemical states of the carbon ato
~Fig. 1!. It should be noted that irradiation of the sample w
low-energy ~10 eV! electrons in order to compensate t
charging does not change the shape and the relative posi
of the features in the C1s spectrum. The spectrum shift
along the energy scale as a whole. This attests to the fact
the surface of the sample is uniformly charged and make

Element
Powder

45°

Film

30° 45° 80°

F 46 34.7 34.7 36.5
O 7 2.1 3.3 2.2
C 47 63.2 62.0 61.3
e

y-
e-
s

ns

at
it

trum taking their relative position into consideration. The F1s

spectrum, in contrast to that of carbon, has no distinct f
tures for both fluoridated samples. This is characteristic
fluorine, which has approximately the same binding ene
in different compounds with carbon.2 The survey spectrum
obtained for the fluoridated-fullerene film shows that t
thickness of the obtained film is, at least, much larger th
the emergence depth of electrons with energies of ab
1100 eV (.25 Å), since the aluminum peaks correspondi
to the 2s and 2p levels are not present in the spectrum a
the binding energy~535.5 eV! of the small oxygen peak is
substantially different from that obtained for the initial al
minum surface~533.0 eV!. As one can see from Table
oxygen is also present in the fluoridated-fullerene powde
an amount equal to 7% with O1s binding energy 535.3 eV a
the maximum~with allowance for charging according t
F1s!; in addition, the O1s spectrum has two features wit
energies;532.7 and;530.7 eV. The binding energy at th
maximum is close to the binding energy of oxygen in wate2

and this component can be regarded as being adsorbed
.

FIG. 1. a! 1s spectra of carbon for dif-
ferent photoelectron collection angles
1—80°, 2—45°, 3—30°. b! Decompo-
sition of the 1s spectrum of carbon
with a collection angle of 45°.
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TABLE II. Decomposition of theC1s spectrum of a fluoridated-fullerene
film into individual components.

a

atmospheric water. The remaining two components can
attributed to oxygen bound with fullerene, similarly to Re
3. The O1s peak obtained on a fluoridated-fullerene film h
a maximum at 535.5 eV and a small shoulder at 533.5 eV
can be interpreted similarly to the oxygen in powder. N
oxygen peak is observed in the fullerene films obtained
the same manner.

The atomic composition of the powder and film of flu
ridated fullerene in Table I is given for different photoele
tron collection angles. This corresponds to the depth of
analysis in the range 10–30 Å.

It is evident from Table I that the film is quite homog
neous within the thickness analyzed. The small increas
the amount of carbon near the surface can be attribute
underfluoridation at the end of the sputtering process, but
difference in the values is less than the error in the exp
mental determination of the atomic concentration. At t
same time, these changes can be indirectly supported by
1a, which displays the C1s spectra obtained from a
fluoridated-fullerene film at different electron collectio
angles. It is evident from this figure that the low-energy ch
acteristics of the spectrum are more intense at the surfac
the film than in the volume; it is logical to attribute th
increase, with allowance for the binding energy, to carb
atoms that do not bind with fluorene.

The results of the decomposition of the C1s spectrum
into individual components are presented in Fig. 1b. The
that, as noted above, the shape of the spectrum is virtu
the same for different conditions of charging of the surfa
of the sample suggests the following picture of chemi
bonds in the fluoridated-fullerene film.

1! Judging from the binding energy of the components
is logical to attribute the three low-energy peaks to carb
atoms which do not form any bonds with fluorine but whi
do possess a different number of nearest-neighbor ca
atoms which do have bonds with fluorine. As a result of
presence of such neighbors, the binding energy of the a
changes by about 0.3 eV~according to the estimate in Ref. 4!
on account of each bond of a neighboring atom with fluori

2! The largest peak, at 290.05 eV, corresponds to car
atoms which have one bond with fluorine. Judging from
atomic density and the numerical decomposition given
the C1s spectrum in Table II, we conclude that these ato
comprise 26% of the total number of carbon atoms a
therefore the same number of fluorine atoms are bound
them. There remains another 9% of fluorine atoms that

Peak No.
~Fig. 1b! Eb , eV

Relative
peak intensity, %

1 285.83 10.69
1 286.59 7.17
3 287.61 28.07
4 290.05 42.29
5 291.93 8.11
6 293.6 2.32
7 295.1 1.36
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form CF2 fragments with carbon. Correspondingly, these c
bon atoms will comprise approximately 7.3% of the to
number of carbon atoms; this is quite close to the intensity
the peak at 291.93 eV. Thus, this peak is due to CF2 frag-
ments. The peaks with energies 295.1 and 293.6 eV are
weak for serious analysis; they could be due to both car
atoms possessing more than two bonds with fluorine a
what is more likely, carbon atoms possessing, besides bo
with two fluorine atoms, an adequate number of fluorida
carbon atoms as nearest neighbors.

To estimate the band gap in the film obtained, t
valence-band spectra and the spectrum of the difference
rent, flowing through the sample in the case when
fluoridated-fullerene film is irradiated with electrons with e
ergies from 0 to 12 eV, and the XPS of electron ener
losses after the F1s peak were measured.

Peaks in the curve of the first derivative of the differen
current through the sample are observed at 1.68, 8.12, an
eV ~Fig. 2!. The peak at 1.68 eV corresponds to the band
in C60 and could be due to nonfluoridated fragments of C60 at
the surface. Since the low-energy primary electrons are s
tered primarily in the surface layer~where the fluorine con-
centration is lower!, the peak at 1.68 eV has the highe
intensity. On this basis, it can be concluded that quite s
stantial structural formations of nonfluoridated fullerene e
ist in the surface layer of the experimental film. The featu
at 8.12 eV apparently characterizes the band gap in
fluoridated-fullerene film. This value of the band gap agre
with the fact that the highly fluoridated fullerene film ob
tained on aluminum foil was visually transparent, which
tests to a much larger band gap than in fullerene~according
to different authors the band gap in fullerene ranges from
to 1.95 eV5,6!, and it agrees with the loss spectrum after t
F1s peak in the XPS~Fig. 3!, where the band gap is estimate
to be of the order of 8.0 eV. The large shoulder in the flu
rine peak is apparently due to surface scattering in the60

FIG. 2. First derivative of the difference current flowing through
fluoridated-fullerene film versus incident-electron energy.
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FIG. 3. Photoelectron energy-los
spectra.1—After the 1s peak of car-
bon for a fullerene film,2—after the
1s peak of fluorine for a fluoridated-
fullerene film.
film. The feature at 11 eV in the curve of the difference
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current ~Fig. 2! could be due to transitions from the max
mum of the density of states of the valence band~featureA
in Fig. 4! into the conduction-band bottom.

Figure 4 displays the valence-band spectrum of
fluoridated-fullerene film. The shape of this spectrum is s
stantially different from that of the spectrum of the starti
fullerene. Comparing the spectra shows that while a num
of features at the valence-band top have the same energy
fluoridated-fullerene film has a much higher density of sta
at the valence-band top~similarly to the valence-band spec
trum of teflon!. The maximum density~featureA! lies ap-
proximately 3–4 eV below the valence-band top, in go
agreement with the position of the feature at 11 eV in Fig
Comparing the valence bands shows that, as a resu
charge transfer to fluorine, the region of thes orbitals of the

FIG. 4. Valence-band spectra of the starting fullerene~1!, fluoridated-
fullerene~2!, and teflon~3!.
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higher energies than in the case of the corresponding re
of the valence band in fullerene and the valence-band to
the fluoridated-fullerene film is formed mainly by the 2p
states of fluorine. Thus, the valence band of the fluoridat
fullerene film consists of a low-energy subband~anionic!
formed by the states of fluorine atoms and a high-ene
~cationic! subband formed by the states of carbon, i.e. it
similar to the bands in alkali-halide crystals~AHCs!.7 On the
basis of the similarity of the valence bands and band gaps7 it
can be expected that highly fluoridated fluorine and its fil
will possess a number of properties which are character
for AHCs. For example, it could be possible to produ
simple and practicable, highly efficient, secondary-elect
emitters, including emitters based on fluoridation of orien
structures of tubular fluorines.

This work was performed as part of the State Scient
and Technical Program ‘‘Urgent directions in condense
media physics’’~direction ‘‘Fullerenes and atomic clusters’!
and was financed by the Fund of the Public Union of Sci
tists for Intellectual Collaboration ‘‘Intellekt.’’
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Elastic moduli of single-crystal C 60
N. P. Kobelev, R. K. Nikolaev, Ya. M. So fer, and S. S. Khasanov

Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovka,
Moscow District, Russia
~Submitted June 4, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 173–175~January 1998!

The matrix of elastic constants of the fcc phase of solid C60 has been determined experimentally
from measurements of the the velocity of 5 MHz ultrasound in single-crystal samples with
different crystallographic orientations. The following values were obtained for the elastic moduli:
C11514.960.9 GPa,C1258.861.0 GPa, andC4456.660.18 GPa. The results are
compared with theoretical estimates of the elastic moduli and data obtained in previous
measurements of the elastic characteristics of solid C60. © 1998 American Institute of Physics.
@S1063-7834~98!04101-X#

In recent years the study of the physical properties of along quartz ampule, which was evacuated to 1026 Torr and
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new class of molecular crystals—fullerites, which consist
giant, highly symmetric, carbon clusters, has attracted
creasing attention from investigators. Solid C60 is one of the
most striking representatives of this class of materials.

The present study is devoted to an experimental de
mination of the elastic moduli of single-crystal C60. It is
necessary to know the elastic constants, which reflect
parameters of the intermolecular interaction in the crystal
order to analyze the thermal and mechanical properties
calculate an entire series of fundamental characteristics,
so on. Moreover, they can serve as a criterion for asses
the correctness of theoretical models describing the inter
lecular interaction in fullerite. However, the matrix of th
elastic moduli of solid C60 has still not been determined ex
perimentally. Only measurements of the elastic propertie
polycrystalline, more precisely, compacted, samples
fullerite,1 measurements of Young’s modulus of sm
single-crystal samples,2,3 and measurements on polycrysta
line films4,5 have been available. This was clearly insuf
cient. Full-scale measurement of the matrix of elastic mod
became possible only in the present work, for which C60

single crystals with adequate dimensions and a high de
of perfection were obtained.

Such single crystals were produced by a modifi
method of growth from the gas phase. At present, ma
two methods are used to obtain C60 crystals: crystallization
from solution6 and growth from the gas~vapor! phase.7 The
main drawbacks of the first method are that the grow
crystal traps the solvent and the samples obtained ha
block structure. The more promising method is growth fro
the gas phase by sublimation and desublimation of the s
ing powder. However, the C60 single crystals so obtained ar
small and they contain many defects. While growing C60

single crystals from the gas phase, we observed that the
fection and geometric dimensions of the signal crystals p
duced can be increased substantially by using as the sta
material very small C60 crystals which are precleaned b
repeated vacuum sublimation. In this connection, the ini
single crystals were prepared as follows: 100–150 mg
chromatographically purified, 99.95% pure, C60 fullerene
powder was placed in an 8–10 mm diameter and 250 m
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heated to 300 °C. Organic solvents and volatile impurit
were removed in a dynamic vacuum within 8–10 h. Ne
the samples were subjected to triple vacuum sublimat
The yield of purified crystals was equal to'70% of the
initial charge by weight. These crystals were placed ba
into the 8–10 mm in diameter and 150 mm long quartz a
pul, which was evacuated to 1026 torr and sealed. The am
pul was placed into a horizontal two-zone furnace. T
growth process occurred under the following condition
sublimation temperature of 600 °C, crystallization tempe
ture of 540 °C, and crystal growth time of 8–12 h. Next, t
crystals were slowly cooled together with the furnace. A
result, we obtained quite large~up to 30 mg!, well-faceted
C60 crystals.

The structural state, degree of perfection, and orienta
of the single crystals obtained were checked by x-ray str
tural analysis. The crystals were fcc at room temperat
with lattice parametera514.17 Å. The external faceting o
the crystals consisted mainly of$111% planes. Samples with
the ‘‘correct’’ faceting consisted of octahedra section
along the$100% and$110% planes. The overwhelming major
ity of the crystals consisted of growth twins, whose dist
guishing morphological feature was the presence of conc
dihedral angles of the external shape. As a rule, the gro
twins were constructed as follows: A sample possesse
central part with developed$111% octahedral faces, on one o
several of which grew a twin ‘‘cap.’’ For this reason, fo
purposes of the present work, crystals with a large nont
central part were selected from the relatively large numbe
single crystals and the twin ‘‘caps’’ were mechanically d
tached. The samples prepared from these crystals for m
surements of the elastic properties consisted of plane-par
plates, one plane of which was the growth surface with
corresponding crystallographic orientation; the other pla
was either mechanically ground parallel to the first plane
it was a cleavage plane~for some samples with$111% orien-
tation!.

Since solid C60 room temperature is cubic at the matr
of the elastic constants has three independent compon
C11 C12, andC44. These elastic constants were determin
by an acoustic method. The velocities of longitudinal a

1540154-03$15.00 © 1998 American Institute of Physics



TABLE I. Measurements of the sound velocities and geometric parameters of single-crystalline solid C60 samples.
Sample No. Orientation
Characteristic cross
section, mm3mm Thickness, mm n l , 105 cm/s n t , 105 cm/s

1 ^111& 433 1.36 3.3860.12 1.57560.035
2 ^111& 433 1.14 3.3560.15 1.6160.045
3 ^111& 1.531.2 1.20 3.3660.15 1.5860.045
4 ^111& 2.231.5 2.10 3.3960.075
5 ^100& 434 1.39 3.0060.1 1.97 60.045
6 ^100& 331.5 1.80 2.9660.075 1.9860.03
7 ^110& 431.5 2.67 3.2760.07
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orientations were measured by the echo-pulse method
transmission scheme. The echo-pulse method that we
ployed was specially modified for measurements of t
samples. The basic instrumental arrangement was as foll
A signal from a built-in high-frequency quartz oscillator w
fed into a circuit forming a timing sync pulse, a circuit form
ing the delay of the oscillograph trigger, and a circuit form
ing a probe pulse, which consisted of a short ('1 ms) radio
pulse with a 5 MHz carrier frequency and a nearly Gaussi
shape phase-synchronized with the radio pulse. This ra
pulse was fed into a wide-band low-Q piezoelectric tra
ducer, which provided excitation of ultrasonic vibrations a
was glued to one of the faces of the sample. The undete
signal received from a similar piezoelectric trasnducer glu
to the opposite face of the sample was fed into the osc
graph input. The propagation time of the received ec
pulses in the sample was determined, using the delay cir
according to the position of the top of the central half-per
of these pulses on the oscillograph screen. In the cas
short samples or strong damping in the material, the pas
time of ultrasound through the sample was estimated as
difference of the delay times~relative to the sync pulse! of
the signal received by the piezoelectric transducer with~pi-
ezoelectric transducer–sample–piezoelectric transducer! and
without ~direct acoustic contact between the piezoelec
transducers! the sample present. This scheme made it p
sible to determine the passage time of ultrasound through
sample to within'0.01ms.

Table I lists the geometric characteristics of the expe
mental samples and the results of measurements of the s
velocities. The values of the elastic moduli of solid C60 cal-
culated on the basis of these measurements are give
Table II. The experimental values of the velocities, measu
with a high degree of accuracy, of transverse ultraso
waves in the directions@100# (rn t

25C44) and @111#
(rn t

25(C112C121C44)/3) directions and longitudina
waves in the direction@100# (rn l

25C11) were used in the
calculation. The remaining data served for additional che

TABLE II. Experimental and theoretical values of the elastic moduliCi j

~GPa! of the fcc phase of solid C60 ~300 K!.

C11 C12 C44 C112C12

14.960.9 8.861.0 6.660.18 6.160.45 Experiment
13.8 6.6 7.0 7.2 Theory of Ref. 8
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for the fcc phase of solid C60, which were obtained theoreti
cally in Ref. 8, where the interatomic Buckingham potent
was used for calculating the intermolecular interaction a
the electrostatic interaction was taken into account. As
can see, the experimental and theoretical values are in s
factory agreement with one another.

The Debye temperatureu for the fcc phase of solid C60

can be determined, using the well-known relation

u5
h

k
•S 9N

4pVD 1/3

•S 2
1

v l
3 1

2

v t
3D 21/3

, ~1!

from the values obtained for the elastic moduli. HereN is the
number of molecules in a unit cell,V is the cell volume,v l

andv t are the average values of the longitudinal and tra
verse sound velocities, andh andk are the Planck and Bolt
zmann constants, respectively. The average values of
elastic moduli must be calculated in order to obtain the
erage values of the sound velocities. Such average va
characterize polycrystalline materials in which the anis
ropy is averaged as a result of the disordered orientation
individual single-crystal grains. In performing the averagin
we determined the bulk modulusK from the equation
K5(C1112C12)/3 and the shear modulusG from the
relation9 G5((C112C12)/2C44)

2/5. All other elastic con-
stants of the polycrystal material~Young’s modulusE, the
longitudinal modulusCl , and the Poisson ration! were esti-
mated fromG andK using the well-known relations betwee
the elastic moduli of an isotropic medium. The compu
tional results are presented in Table III. The average so
velocities are 3.33105 cm/s for longitudinal sound and
1.73105 cm/s for transverse sound. This gives a Debye te
perature;66 K.

The averaging performed here, of the elastic mod
also makes it possible to compare the results obtained in
present experiment with the measurements of the ela
properties performed on compacted samples1 and polycrys-
talline films4 of C60 ~Table III!. As one can see, the values
the elastic moduli of compacted C60 are approximately 30%
lower than those obtained for the single-crystal mater
This is apparently due to the structural imperfection of t
compacted samples. The elastic moduli for the polycrys
line film are also lower than for the single-crystal C60. In this
case, the discrepancy between the results could also be

155Kobelev et al.



TABLE III. Isotropic moduli of polycrystalline C60 , calculated from the values of the moduliCi j of a single crystal, and data from previous works.
K, GPa G, GPa Cl , GPa E, GPa n References

10.860.75 4.8560.18 17.260.45 12.660.45 0.30660.012 This work
8.460.5 3.7560.1 13.460.4 9.860.4 0.30560.02 Ref. 1
6.460.5 4.160.2 13.360.8 1261 0.1860.04 Ref. 4.
to the exsitence of crystallographic texture in the film
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samples.
To compare the results obtained in the present work w

the measurements of the elastic properties of single-cry
C60 performed by other authors,2,3 who estimated only
Young’s modulus, the crystal orientation being essentia
unknown, we estimated on the basis of the elastic const
determined in the present work Young’s modulus for t
most characteristic orientations:E[100]58.360.6 GPa,
E[110]513.261 GPa, andE[111]516.361.2 GPa. The value
1965 GPa was obtained in Ref. 2 and 15.9 GPa was
tained in Ref. 3. It can be assumed that in both cases
orientation of the crystals was close to@111#, and in this case
the agreement between the values obtained is acceptab

In summary, the results of most previous estimates of
elastic properties of solid C60 agree with our measurement
The exception is Ref. 5, where measurements of oscillat
of thin fullerite films gave values for the elastic moduli th
were 3 to 5 times higher than our estimates. In our opini
this could be due to photopolymerization of the very th
fullerite films used in Ref. 5. The appearance of coval
bonds between C60 molecules results in strong stiffening o
the elastic characteristics of fullerite.10

We thank B. Sh. Bagautdinov and R. A. Dilanyan f
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Spin correlations in YBa 2„Cu12xFx…3O71y ceramic

the
G. P. Kopitsa, V. V. Runov, and A. I. Okorokov

B. P. Konstantinov St. Petersburg Institute of Nuclear Physics, Russian Academy of Sciences,
188350 Gatchina, Leningrad Province, Russia
~Submitted April 10, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 23–26~January 1998!

To detect scattering by magnetic correlations and to estimate their characteristic space scale,
YBa2(Cu12xFex)3O71y ceramic with x50.13 and y50.4 is investigated by the small-angle
scattering of polarized neutrons. The measurements are carried out in the range of
temperatures 15 K<T<315 K and magnetic fields 0,H<4500 Oe. Anomalies in the temperature
curves of the intensityI (T,q) ~whereq is the momentum transfer! and the polarization
P(T,q) are observed in the temperature rangeT,40 K. Interference between nuclear and
magnetic scattering is also observed in this temperature range. The observed phenomena are
interpreted as scattering by magnetic correlations having a scale 70 Å,R,370 Å.
Irreversible effects and the type of magnetic ordering are discussed. ©1998 American Institute
of Physics.@S1063-7834~98!00501-2#
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few years, the system of high-temperature~high-Tc! super-
conductors YBa2(Cu12xFex)3O71y continues to hold the at
tention of researchers for its bearing on the question of
existence of magnetism and superconductivity.

According to Mössbauer spectroscopy,1–3 in the low-
temperature range the Fe atoms in this system exhibit m
netic ordering, predominantly of the spin-glass type, and
the same time the superconducting state is preserved
x<0.15 with sufficient oxygen enrichment. This hypothe
has been corroborated in several studies employing div
experimental techniques.4,5 However, the type of magneti
ordering and its characteristic scale within which neutro
scattering experiments might be feasible, remain an o
question, even though such experiments have actually b
performed. Specifically, in the only small-angle neutro
scattering experiment known to us, Katanoet al.5 have ob-
served an extremely weak temperature dependence of
tron scattering atT<20 K, which the authors, drawing o
data from magnetic measurements, have interpreted as
tering by magnetic fluctuations without any further analy
of the hypothesized magnetic scattering, because of its sm
ness above the background of nuclear scattering. In the
ramic, as we know from Ref. 6 and as remarked in Ref
very strong small-angle nuclear scattering is observed a
result of nuclear density fluctuations, highly recommend
the use of polarized neutrons for thea priori observation of
weak magnetic scattering above the nuclear backgrou
Garcia-Muñoz et al.7 have performed diffraction measure
ments on YBa2(Cu0.9Fe0.1)3O71y ceramic using polarized
neutrons. However, they observed only paramagnetic sca
ing in the temperature range 1.5–300 K without any signs
long-range or short-range magnetic ordering, contradic
the premises from Mo¨ssbauer spectroscopy.

In the present study we have detected scattering by
correlations in the investigated ceramic atT<40 K. The
form of the momentum dependence of small-angle magn
scattering and the irreversibility of the temperature dep
dence of the polarization during cooling and heating of
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spin-glass type in the given system in the low-temperat
range.

1. DESCRIPTION OF THE EXPERIMENT

According to Ref. 8, the investigated system is sing
phase with a superconducting transition temperat
Tc>9 K. The measurements were performed on two samp
of the same composition and different thicknesses. One
them was in the shape of a cylinder of length 25 mm a
diameter 9 mm, and the other comprised a plate of dim
sions 2538 mm2 of thickness 3 mm. Polarization effects an
scattering are proportionately weaker for a thin sample,
their observation is naturally more difficult. In measureme
on the thin sample, however, we were able to disregard m
tiple nuclear scattering in analyzing the dependence of
scattering on the momentum transfer.

The temperature measurements were carried out in
RNK 10-300 cryorefrigerator in the range 15 K<T<315 K
within error limitsDT/T<1022. The sample was placed be
tween the poles of an electromagnet, which permitted m
surements to be performed in the magnetic field ran
0,H<4500 Oe. The electromagnet had a large angular
erture and could be rotated in the horizontal plane throu
angles 0<w<30° ~w is the angle between the field vectorH
and the momentum vectorq!, thereby affording the possibil
ity of changing the direction of the applied magnetic fie
relative toq.

The experiment was carried out in the VVR-M reactor
the Institute of Nuclear Physics in St. Petersburg in conju
tion with the Vektor multidetector apparatus for the sma
angle scattering of polarized neutrons.9 A multichannel ana-
lyzer enabled measuring the polarization of the scatte
neutrons

P~T,q!5
I ~↑ !2I ~↓ !

I ~↑ !1I ~↓ !
,

190019-04$15.00 © 1998 American Institute of Physics



where I (↑) and I (↓) are the intensities of neutrons parallel
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and antiparallel to the field vectorH, respectively, simulta-
neously for 20 scattering angles. For the measuremen
magnetic-nuclear interference the analyzer was removed,
the difference in the scattered-neutron intensit
D(T,q)5I (↑)2I (↓) was measured. The main paramete
were established in this experiment: the average neu
wavelengthl59 Å, Dl/l>0.22, the range of momentum
transfers 2.731023Å<q<331022 Å 21, and the polariza-
tion of the incident beamP0>0.94.

2. RESULTS AND DISCUSSION

Several measurement cycles have been carried out u
various temperature measurement conditions and in var
magnetic fields, in which reproducibility of the results w
observed. The most detailed investigation was conducte
the low-temperature range 15 K<T<55 K, where a slight
anomaly, no more than 2%, was observed in the scatte
intensity near 20 K. In the rangeT.55 K, on the other hand
no variations were observed inP(T,q) outside the statistica
error limits. It should be noted at once that neither tempe
ture variations ofP(T,q) in the scattered beam~i.e., for
q.2.731023Å 21! nor variations of I (T,q) and P(T,q)
with the magnitude and direction of the fieldH in the inves-
tigated range were detected beyond the statistical error
its. Variations ofI (T,q) and P(T,q) with the cooling rate
and temperature cyclings were also not found. On the o
hand, the conditions for variations existed. It is likely that t
statistical measurement accuracy and possibly the mag
field range were too small to observe such effects.

Typical temperature curvesP(T,0) for neutrons scat-
tered within the limits of the central counte
(q<2.731023 Å21! under various measurement conditio
are shown in Fig. 1. The temperature dependence of the
teringD(T) is shown in Fig. 2. It is evident from Figs. 1 an
2 that the observed temperature dependences inP(T) and
D(T) are extremely small, not exceeding 1%, but are sta
tically resolvable in the experiment and have a pronoun
double-trough profile with two minima and a maximum
T'26 K. The observable difference ofD(T) from zero is
attributable to interference between nuclear and magn
scattering and, as will be shown below, characterizes
upper bound of the visible scale of magnetic correlations
the given measurements. It has been shown10 that the differ-
enceD(q)5I (↑)2I (↓) is proportional to two terms:

D~q!;2 Re@^c0cm* &1^cncm&#. ~1!

It follows from the law of conservation of the number
particles that

E D~q!dq50. ~2!

The first term in Eq.~1! corresponds to interference of th
direct beam and magnetic scattering, and the second is a
ciated with interference between nuclear and magnetic s
tering ~c0 , cn , and cm are the wave functions of unsca
tered neutrons and neutrons scattered by the nuclear
magnetic potentials, respectively!. We recall that the sign o
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the magnetic interaction potential depends on the directio
polarization of the neutrons relative to the field and, acco
ingly, this fact can be utilized to separate the nucle
magnetic interaction term. In the Born approximation t
amplitudes of nuclear and magnetic scattering are expre
in terms of the Fourier transforms of~respectively! the
nuclear and magnetic densities of scattering lengths~con-
trast!: dbn,m5bn,m(r )2bn,m, wherebn,m(r ) andbn,m are the
local and average scattering lengths in the sample, res
tively. The interference term is therefore proportional to t
cross-correlation function of magnetic and nuclear fluct
tions of the density of neutron scattering lengths. It follow
from condition~2! that the terms in expression~1! must have
opposite signs. This means thatD(q) must have opposite
signs in the rangesq,qmin ~i.e., in the region of the direc
beam, whereqmin is the minimum resolvable momentum o
the instrument! andq.qmin ~i.e., in the scattering-dominate
region!. The change of sign ofD(q) in the regions of the
direct beam and scattered neutrons has been demonstra10

in measurements of the interference effect in supercond
ing YBCO ceramic. Owing to the difference in the signs

FIG. 1. Temperature dependence of the polarization of neutrons scat
within the limits of the direct beam (q<2.731023Å 21), measured for a
sample of thickness 9 mm in variousT-measurement regimes and in variou
magnetic fieldsH. a: 1! ‘‘Zero-field’’ ( H'2 Oe) cooling at the rate
'2 K/h; 2! repeated cooling at the same rate in a fieldH54500 Oe parallel
to q (w50); 3! cooling in a field H54500 Oe, w530°, at the rate
'1.4 K/h. b:3, 4! cooling-heating cycle in a fieldH54500 Oe,w530°.
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the terms in~1!, interference is observed as an effect hav
a certain sign@i.e., D(q)Þ0, includingq50# when scatter-
ing takes place and the instrumental resolution is sufficien
distinguish between scattering and the direct beam. In o
words, the characteristic space scale of the visible scatte
system obeysR<Rmax, whereRmax'1/qmin is the limiting
resolution of the instrument. In the given experime
Rmax'370 Å. This estimate of the scale of magnetic cor
lations is further confirmed by the results of an analysis
the low-temperature momentum dependence of the ex
scattering intensity:DI (q)5I (q,20 K)2I (q,56 K), shown
in Fig. 3. Scattering is satisfactorily described by the fun
tional relation DI (q)'1/(q21k2)2 with the characteristic
radiusR5k21 equal to 100630 Å. However, the statistica
error is too large to decide the form of the dependence of
scattering intensity on the momentum transfer for a spec
form of the correlation function. The data are described w
essentially the same reliability by the relationDI (q)'q2n,
where n52.560.1, so that now the characteristic radi
must be interpreted as a consistent estimate obtained fro
analysis of interference and as a lower bound of the sc
Summarizing, we conclude that the experimentally obser
scale of magnetic correlations lies in the interv
70 Å,R,370 Å.

A definite model capable of describing magnetic-nucl
interference in the sample is nonexistent at the present t
However,D(q) is observed to have the opposite sign fro
that obtained in the observation10 of interference in YBCO
ceramic atT,Tc and H,1000 Oe with the magnetic field
applied after cooling in zero field. In Ref. 10 it is shown th
interference occurs in scattering at voids penetrated by
magnetic field. The opposite sign of the interference effec
the investigated samples indicates that the interferen
producing variations of the nuclear and magnetic scatte
densities occur in phase in the sample, i.e., their max
~minima! coincide. The average induction^B& in the sample

FIG. 2. Temperature dependence of the difference in the intensities of
tronsD(T)5I (↑)2I (↓) scattered within the limitsq<2.731023Å 21 with
polarizations in the same direction~↑! and in the opposite direction~↓! to the
magnetic field, from measurements on a sample of thickness 9 mm
cooling in a fieldH54500 Oe,w530°.
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can be estimated from depolarization data with allowance
the estimated characteristic scale of magnetic correlation
the basis of, for example, the Halpern-Holstein equation11

Within the framework of this model~i.e., based on the as
sumption that for eachi th inhomogeneity of diamete
di'^d&'R the inductiondBi'^B&, and the number of in-
homogeneitiesN5L/^d&, where L is the thickness of the
sample! the average induction can be estimated to lie
tween the bounds 200 G,^B&,400 G at the 0.5% depolar
ization level.

The statistical accuracy achieved in the experimen
insufficient to determine the type of magnetic correlatio
with the necessary reliability, but the experimentally o
served graphical form of the functionP(T) is to some extent
similar to theP(T) obtained in a study12 of the paramagnet-
spin glass transition in a disordered magnetic material w
competing exchange interaction. An analogy is observed
the noncoincidence of the maxima ofI (T,q) and P(T) and
in the stretching of the transition temperature, but mainly i
evident from Fig. 1b that the same kind of irreversibility
in Ref. 12 is observed in our system cooling and heating
is a definite property of spin-glass systems. It is possible
the double-trough profile of the observed anomalies in
polarizationP(T) and in the magnetic-nuclear interferen
D(T) is associated with the existence of the previou
postulated13 two types of ordering in the given system, whic
depend on the spin state of the Fe atoms, as determine
their oxygen environment. Further investigations will b
needed to answer these questions.

u-

th

FIG. 3. Momentum dependence of the intensity of magnetic scatterin
neutrons@difference DI (q)5I (q,20 K)2I (q,56 K)#, from measurements
on a sample of thickness 3 mm with cooling in a fieldH550 Oe. The points
represent the experimental results, and the curve represents numerica
culation by a modified Gaussian technique using the equa
DI (q)5A(q21k2)2.
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Van Hove singularity in Raman scattering spectra of high- Tc superconductors
O. V. Misochko

Institute of Solid State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow District,
Russia

E. Ya. Sherman

Moscow Institute of Physics and Technology, 141700 Dolgoprudny�, Moscow District, Russia
~Submitted May 22, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 27–31~January 1998!

Experimental data are presented which supporting observation of an extended van Hove
singularity in Raman spectra of high-Tc superconductors. Excitation of large-momentum electron-
hole pairs is proposed as a possible mechanism of the scattering. ©1998 American
Institute of Physics.@S1063-7834~98!00601-7#

The singularity in the density of electron statesn ~«! ~« oxygen concentrations!. Experimental data~Sec. 2! indicate
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is the electron energy! lying close to the Fermi level is at
tracting considerable interest as a possible cause of the
transition temperatureTc and of the unusual properties o
superconducting cuprates in normal state.1,2 A variety of ex-
perimental data relating, in particular, to thermopow
anomalous isotope effect, and specific heat, provide an i
rect support for the assumption of a high density of state
the vicinity of the Fermi level. Various band-structure mo
els, in particular, those based on the magnetic pola
concept,3 also indicate the existence of such a singularity.
the same time only data obtained from angle-resolved p
toemission spectra4 offered a direct proof for the existence o
an extended van Hove singularity at some points of the B
louin zone denoted subsequentlykvH . In the vicinity of such
points the carrier dispersion law is strongly anisotropic a
can be written in the form describing a saddle-point exten
along they axis:

«~k!5
1

2 S Kx
2

m
2

Ky
2

M D 2E0 , K5k2knH ~1!

where M@m, m is of the order of the free-electron ma
m0 , E0 is the distance to the Fermi level (EF50), andk is
the electron momentum.~For the sake of simplicity, we as
sume\51.! The value ofE0 derived from photoemission
measurements for hole~p-type! superconductors is typically
25 meV (200 cm21), i.e., it lies in the IR region. Hence thi
singularity may be seen in IR absorption and/or Raman s
tering of light, the methods usually employed for studies
excitation in this energy range. The photoemission met
has a good angular but comparatively poor~about 10 meV!
spectral resolution, which in order of magnitude coincid
with E0 . The Raman method possesses two essential ad
tages over photoemission spectra. First, its spectral res
tion is more than twenty times that of the latter, and seco
optical techniques are capable of probing surface layers
crystal with thickness of the order of light penetration dep
d;1000 Å, whereas photoemission measurements re
only to depths up to 50 Å.

This work reports the temperature and polarization
pendences of the Raman scattering intensity in various h
Tc superconductors with different amounts of doping~i.e.
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the presence, in theA1g scattering spectra of superconduc
ing crystals, of a broad low-intensity line in the frequenc
transfer regionV of about 200 cm21. At the same time this
line is not seen inB1g and B2g spectra of superconductin
crystals nor in all studied scattering symmetries for non
perconducting crystals.~Since orthorhombic distortions af
fect only weakly the tetragonal symmetry of CuO2 layers, we
describe the light scattering in terms of this symmetry.! We
believe that this peak~line! should be identified with an ex
tended van Hove singularity in the electronic spectrum.
quantitative analysis of the mechanism of electronic lig
scattering in the vicinity of the singularity described by E
~1! is given in Sec. 2.

1. EXPERIMENTAL RESULTS

The experiments were performed in backscattering
ometry z̄ (eS ,eI)z, whereeI ,z andeS , z̄ are the polarizations
and directions of incident and scattered light, respective
on standard equipment including a liquid-nitrogen–coo
multichannel detector. The electronic subsystem was exc
by the various spectral lines emitted by Ar1, He-Ne, and
He-Cd lasers. The pump laser power was maintained be
10 W/cm2 in order to avoid overheating of the crystals und
study. The spectral resolution in each experiment was be
than 3 cm21. The laser spot position was monitored with
microscope to within about 10mm. All spectra were de-
convoluted properly using the spectral function of the syst
and normalized to the incident intensity. The experime
were carried out on the following high-quality crystals:

a! YBa2Cu3O72x ~Y-123! with transition temperatures
Tc592 and 57 K, and a nonsuperconducting crystal;

b! YBa2Cu4O8 ~Y-124! with Tc579 K;
c! Bi2Sr2CaCu2O81x ~Bi-2212! with Tc590 K;
d! Tl2Ba2CuO61x ~Tl-2201! with Tc590 K.
The oxygen concentration in the samples was prese

annealing in an oxygen atmosphere. The transition temp
ture of each crystal was determined from magnetic meas
ments, and the crystallographic orientation, by x-ray diffra
tion. As follows from theTc data, the Y-124 and Tl-2201
were overdoped, and the Bi-2212 samples were close to

230023-04$15.00 © 1998 American Institute of Physics



d
o

es

o
te

s
riz
a

a
ti

le
ec
ing

e
b

te
om

at
e
it

ea
21
th

cat-
as
pro-
ed in
t is
is

is
en-
ls

he
non-
eing

s on

we
ak,
oise,

po-
re-
ant
it is
to-
in

f its

the

21
timal. Before measurements, the samples were cleane
methanol to remove surface impurities. Measurements
bismuth-based crystals were made on as-cleaved surfac

Raman scattering spectra of high-Tc superconductors
contain a large number of comparatively narrow phon
lines against an intense continuum originating from scat
ing by excitations of the electronic subsystem. BelowTc the
continuum deforms to produce a broad peak, whose inten
and position depend on the incident and scattered pola
tions. In our experiments redistribution of the continuum w
also observed, but since the ‘‘superconducting’’ peak~seen
above 500 cm21 in theA1g scattering geometry! lies far from
the assumed position of the van Hove singularity, we sh
not discuss the effects associated with the superconduc
transition. For all cuprate superconductors the comp
structure of the phonon spectrum is well known. The sp
trum is usually dominated by diagonal phonons exhibit
interesting properties, such as a decrease of theB1g phonon
frequency (340 cm21) in the superconducting state of th
yttrium-barium cuprate. Nondiagonal phonons were o
served to exist only in Y-123 crystals.

At the same time the electronic continuum demonstra
in all the superconducting crystals studied thus far one c
mon feature, namely, a weak broad peak around 200 cm21.
The fact that this peak is a common characteristic, and th
lies close to the energy of the van Hove singularity deriv
from photoemission spectra, provided a motivation for
comprehensive investigation.

We start with the polarization dependences of the p
intensities. Figure 1 presents the data obtained for Bi-2
crystals in different polarizations. We see that the peak is
strongest in theA1g geometry (eI ieS) and is not seen in

FIG. 1. Polarization dependences of Raman scattering intensity in Bi-2
(Tc590 K) at T55 K. 1/A1g , 2/B2g , 3/B1g .
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crossed polarizations corresponding to theB1g (eI ix8,eSiy8)
andB2g (eI ix,eSiy) scattering geometries.

Let us turn now to the temperature dependence of s
tering. In yttrium- and thallium-based crystals the peak w
not seen at room temperature, became increasingly more
nounced as the temperature was lowered, and was retain
the superconducting state. For the Y-124 crystal this effec
shown in Fig. 2. By contrast, in Bi-2212 crystals this peak
present already at room temperature.

To analyze the influence of doping on the position of th
peak, we compared Y-123 samples with the oxygen conc
trations providing different critical temperatures. In crysta
with Tc592 and 57 K, the peaks were in approximately t
same positions. The peak vanished if the crystal became
superconducting because of the oxygen concentration b
too low ~Fig. 3!. Sm→Y and Nd→Y substitutions did not
reveal any noticeable dependence of the observed effect
the rare-earth species.

Summing up the experimental data, we can say that
have observed a broad maximum which, while being we
was nevertheless essentially above the background n
and peaks around 200 cm21 in the fully symmetricA1g scat-
tered component of superconducting crystals. The peak
sition does not change within the pump-light wavelength
gion of 633 to 442 nm, and the peak itself exhibits a reson
behavior. Since the peak is observed in Y-124 crystals,
certainly not of defect origin, because Y-124 is a stable s
ichiometric compound. The observation of this peak
bismuth- and thallium-based crystals argues in support o
being due to the CuO2 layers, which are common building
blocks in all the crystals studied here. A comparison of

2
FIG. 2. Raman scattering spectra of Y-124 (Tc579 K) obtained inA1g

polarization at different temperatures.T(K): 1/10, 2/190,3/295.
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peak position with the photoemission data5 for Y-123 and
Y-124 shows that it is close to the position of the van Ho
singularity, whereas the polarization and temperature dep
dences of the peak intensities are due to the extended pa
of the spectrum. Note that the temperature dependence o
peak supports its electronic rather than phonon nature,
cause the phonon-mode intensity in Raman scattering sh
decrease with temperature and follow the Bose distribu
for the phonon occupation numbers. At the same time
van Hove singularity should become more pronounced
T<E0 , since it is not smoothed by temperature effects
this region. Photoemission measurements made on Bi-2
crystals6 likewise yield a close position of the Raman peak
E0 . We are not aware of the corresponding data for Tl-22
We believe, however, that the peak observed there is of
same nature as that in yttrium- and bismuth-based crys
since it exhibits a similar pattern. We believe therefore t
the peaks observed in all the crystals are due to an exte
van Hove singularity.

Since light scattering is determined by the electro
properties of a crystal, a singularity in the density of sta
should obviously manifest itself in light scattering. Th
mechanism of this manifestation is discussed qualitativel
the following Section.

2. DISCUSSION OF RESULTS

Consider possible mechanisms of Raman scattering
light by electronic states in the vicinity of the van Hov
singularity.

The vertex~matrix element! describing electron interac
tion with photons for given polarizations of the incident~fre-

FIG. 3. Comparison ofA1g spectra obtained on Y-123 crystals of thre
types atT510 K. Tc(K): 1/92, 2/57, 3/nonsuperconducting crystal.
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g~k,v!5eIeS1
1

m0
(
j , f

F ^ j up̂eSu f &^ j up̂eI u f &
« f~k2« j~k!1v I

D
1

^ j up̂eI u f &^ f up̂eSu j &
« j~k!2« f~k!2vS

. ~2!

In Eq. ~2!, p̂ is the momentum operator, and summation
performed over all allowed transitions connecting the ba
electronic statesu j & and u f & with energies« j (k) and« f(k),
respectively. The interband momentum-matrix elements
pend substantially onk and possibly vanish at high
symmetry points and/or lines in the Brillouin zone.8 Carrier
motion results in fluctuations ing~k,v!, thus giving rise to
elastic and inelastic light scattering. In other words, scat
ing transfers energy from light to excitations of the electro
subsystem associated with various types of carrier motio

It is usually assumed that only extremely lon
wavelength excitations with momentaqd;1/d can be seen in
light scattering spectra. In the vicinity of the van Hove si
gularity, however, the Fermi velocity
vF;AE0 /m0;53106 cm/s is so small that the transferre
frequency, estimated for a pure metal asV;vFqd , does not
exceed 10 cm21. For an isotropic three-dimensional met
with impurities, a finiteqd can explain the scattering patter
only for energies up to 10 meV.9 To consider scattering
within a broader frequency region, one will have to invo
various momentum relaxation mechanisms, which can
come manifest in two mutually dependent ways.10–12 First,
momentum relaxation results in finite damping of excitatio
with extremely smallq;1/d,10,11 i.e. in their finite spectral
density within a frequency interval of width of order 1/t r ,
wheret r is the characteristic relaxation time. This dampi
produces a maximum in intensity atV;t r

21 . Second, the
finite dampingt r allows contribution to Raman scattering o
elementary excitations with a large (q@qd) momentum.

It is reasonable to assume that the timet r satisfies the
inequalityt r<E0

21, i.e.,t r<3310214 s. The corresponding
mean free pathl 5vFt r;15 Å, and, by virtue of the uncer
tainty in k, the possible momentum transfer to the electro
subsystem is evaluated asql;1/l @qd and determined by the
mean free path rather than by the light penetration de
This mechanism allows scattering within a frequency int
val of ordervFql , which can be larger thanE0 . Consider
this mechanism, which corresponds to finite-momentum
citations and is similar in many ways to light scattering ne
the van Hove singularity in the phonon spectrum,13 in more
detail. The Feynman diagram describing Raman scatterin
presented in Fig. 4a, and the corresponding excitation, in
4b. The electron excited by light~photoelectron! interacts
with all other carriers to create an electron-hole pair w
momentumq. Since the momentum of the incident and sc
tered photon is extremely small because of the large li
wavelengthl;d;1000 Å, in order for it to be conserved
momentum2q should be transferred to the crystal in th
course of phonon excitation and/or scattering from impurit
~Fig. 4a depicts the ‘‘phonon’’ process!. Hence this mecha-
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nism is determined both by interaction between electro
which plays an important part in all high-Tc superconduct-
ors, and by the momentum relaxation rate. The correspo
ing intensityI (V) is proportional toV2t r

21 , whereV is the
matrix element of carrier interaction, an
t r5min(timp ,te2p), wherete2p and t imp are, respectively,
the relaxation times associated with electron-phonon inte
tion and impurity scattering. Neglecting temperature-induc
effects, the scattering intensity at frequencyV in this process
can be evaluated as

I ~V!;uRu2E
2E0

0

n~«!n~«1V!d«, ~3!

where R is the matrix element of the process, such th
uRu2;V2t r

21 , «,0 for occupied states, and«1V.0 for
empty states. ForV!E0 , the small phase volume of pos
sible excitations results in low scattering intensity. F
V@E0 , the density of states decreases, which results
decrease of scattering intensity. As follows from this sim
consideration, the intensity should pass through a maxim

FIG. 4. ~a! ‘‘Phonon’’ process describing Raman scattering with finite m
mentum transfer. Solid line relates to electron, wavy line–to photon,
dot-and-dash line–to phonon. Broken line corresponds to interaction
tween electrons,k is the photoelectron momentum.~b! Excitation produced
in scattering.
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«~k! in Eq. ~1! depends only onKx and is nearly independen
of Ky due to the extended nature of the van Hove singula
increases the scattering probability, since the contribution
the scattering intensity at a given frequencyV comes from
excitations occupying a comparatively large volume in m
mentum space in the vicinity of the Fermi surface.

Note that excitation of finite-momentum pairs implie
that Raman scattering redistributes carriers ink space of the
electronic subsystem~Fig. 4b!. The dependence of the matri
element of electron interaction with photons,g~k,v!, in Eq.
~2! on electron momentum results in a change of crystal
larizability as a result of particle redistribution and, hence,
light scattering.

A quantitative investigation of the position of the pea
and of its shape involving a detailed structure of the el
tronic spectrum will be done in a separate publication a
will be based on the concept of magnetic polaron format
in CuO2 sheets.

The authors are grateful to A. Abrosimov, G
Emel’chenko, and M. Kulakov for the crystals used in th
study.
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Zh. Éksp. Teor. Fiz.110, 1480~1996! @JETP83, 819 ~1996!#.

4Z.-X. Shen, Science267, 343 ~1995!.
5A. A. Abrikosov, J. C. Campuzano, and K. Gofron, Physica C214, 73
~1993!; K. Gofron, J. C. Campuzano, A. A. Abrikosov, M. Lindroos
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Influence of the pinning of Abrikosov vortices on the propagation of surface

in
magnetostatic waves in a ferromagnet-superconductor structure
Yu. I. Bespyatykh and V. D. Kharitonov
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141120 Fryazino, Moscow Province, Russia

V. Vasilevski 

Polytechnic Institute, 26-600 Radom, Poland
~Submitted June 25, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 32–35~January 1998!

The influence of surface-layer vortex pinning in a type-II superconductor on the propagation of
surface magnetostatic waves in a ferromagnet-superconductor structure is analyzed. The
pinning is assumed to be strong enough to prevent vortex displacement under the influence of
the Lorentz force generated by the surface magnetostatic waves, so that the ground state
of the superconductor is determined by the elastic properties of the vortex lattice and by pinning.
In the given model the problem reduces to the analysis of the wave spectrum in the
scattered field created by the disordered vortex surface layer. A calculation shows that the
influence of this field on the surface magnetostatic-wave spectrum is slight and, hence, degradation
of the shielding properties of the superconductor does not take place in the presence of
strong vortex pinning~as opposed to the ferromagnet-ideal superconductor structure!. © 1998
American Institute of Physics.@S1063-7834~98!00701-1#

1. The interaction of Abrikosov vortices with magneto- superconductor. We assume that the pinning of vortices
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static waves in a ferromagnet-superconductor structure
been investigated in a number of papers. The entrainmen
a vortex structure by a magnetostatic wave has been
cussed theoretically1 and observed experimentally.2 Popkov3

has investigated the possibility of the amplification of a ma
netostatic wave by a magnetic stream of vortices. A deta
study of the influence of the coupling of a superconduc
vortex lattice with the magnetization of a ferromagnet on
spectrum of surface magnetostatic waves~SMSWs! in hybrid
structures is reported in Refs. 4–9. In particular, a nonmo
tonic dependence of the SMSW on the anglew between the
direction of wave propagation and the direction of the m
netizing fieldH0 ~or on the frequencyv at a fixed anglew!
has been predicted theoretically4 and observed
experimentally.5 An analysis of a structure containing a
ideal superconductor without pinning has shown7–9 that the
displacement of the vortices under the influence of the L
entz force exerted by SMSWs from the plane parallel to
ferromagnet-superconductor interface for small anglesw and
sufficiently large wave numbers can be substantial, and
fact, in turn, causes the SMSW penetration depth to incre
In other words, the shielding properties of the superc
ductor deteriorate, and the wave spectrum more closely
sembles the SMSW spectrum in a ferromagnet-vacu
structure. It has also been shown7–9 that SMSW attenuation
due to the loss of part of its energy in viscous motion of
vortices can significantly exceed the intrinsic magnetic
tenuation and attenuation due to two-magnon scattering
cesses.

2. The major influence of defects on the physical pro
erties of superconductors, the high-Tc variety in particular, is
well known.10 Of top priority, therefore, is the investigatio
of SMSW propagation in a hybrid structure with a nonide
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the surface layer is strong enough to counteract their
placement under the influence of SMSWs. This means
the critical pinning current densityj c must be much higher
than the SMSW-induced surface current densityj m . Accord-
ing to estimates,1 j m;3.5310,6 A/cm2. The condition
j c@ j m is met, for example, by defects of the void or macr
inclusion type, because11 they can raise the critical current t
within the vicinity of the vaporization curren
( j c;23107 A/cm2). In the adopted model the equilibrium
position of the surface vortices is determined entirely by
elastic properties of the vortex lattice and the surface pinn
forces, whereas the influence of vortex coupling with t
magnetization in the ground state of the superconductor
be disregarded. We also ignore thermal fluctuations.

3. We consider a structure consisting of a ferromagne
layer (2L<y<0) and, contiguous with it, a superconduc
ing half-space (y.0) in a tangential magnetizing field
H0inz , which is higher than the saturation field of the ferr
magnet. We describe the superconductor in the London
proximation and assume, in addition, thatklL!1, where
k5(kx ,kz) is the SMSW wave vector, andlL is the London
penetration depth. We write the Gibbs potential of the s
tem in the form

G5Gm1Gu1Gstray1Gint1Gpin , ~1!

whereGm is the magnetization excitation energy,Gu is the
vortex interaction energy, andGstray is the vortex scattering
field ~expressions forGm , Gu , and Gstray are given in
Ref. 9!.

We write the interaction energyGint of the magnetiza-
tion with vortices in the form~in the integrand we retain the
term ;M k

z , which is omitted in Refs. 6 and 9 but will b
needed below!

270027-04$15.00 © 1998 American Institute of Physics
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Gint5BE
4p2

kzE
2L

dye F k
1 iM k~y!Gu2k~0!,

~2!

whereB is the magnetic induction in the superconductor,Mk
anduk(y) are the Fourier components of the magnetizat
and the vortex displacements, respectively. Equation~2! is
identified with the jump of the normal component of th
magnetic induction at the surface of the superconductor;
component is proportional to they component of the vortex
displacement.12

Finally, we write the surface pinning energyGpin in the
form

Gpin52E dk

4p2
Fku2k

y ~0!, ~3!

whereFk is a random pinning force density with zero mea
From the condition of the minimum of the Gibbs potential
the given approximation we obtain

uk
y~0!5zkFk /c11kz , ~4!

wherec11 is the compression modulus of the vortex lattic
and zk is a dimensionless parameter of the order of un
which is given in Ref. 13 We note, in contrast with the bu
random pinning model,14 that the rms displacement of
surface-layer vortex as determined from Eq.~4! is finite and
preserves long-range positional order.

4. In light of the foregoing discussion, the effective ma
netic field of the ferromagnet~ignoring exchange and aniso
ropy! has the form

Heff5H01H1Hstray, ~5!

whereH is the dipole field, andHstray is the scattering field
~magnetic stray field!, which depends on the pining-induce
displacement of the vortices from their ideal positions;
Fourier component is determined from Eq.~2!:

Hstray~k,y!52
]Gint

]M2k~y!
5

1

4p2 H0uk
y~0!kze

ky

3S kx

k
nx1 iny1

kz

k
nzD ~6!

~this equation is written with allowance for the fact th
B'H0 in the given range of fields!. The problem therefore
reduces to the investigation of SMSW propagation in
random fieldHstray generated by the ‘‘frozen’’ displacemen
of surface-layer vortices.

Above all we note that the presence of the fieldHstray in
the structure renders the ground state of the ferromagne
homogeneous:

M ~r ,t !5M01M ~r !1m~r ,t !. ~7!

Linearizing the static form of the Landau-Lifshitz equatio
(Mz'M0 , Mx,y!M0!, we obtain the system of equation
for Mx,y

VHM k
x~y!1

kx

2 E
2L

0

dy8
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~VH11!M k
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4p2 VHkze
kyuk

y~0!50, ~8!

whereVH5H0/4pM0 . The solution of the system~8! has
the form

M k
x~y!5

ik sin w coswH0uk
y~0!

8p3D0~VH11!
@~11hk

0!

3~hk
02sin2 w!eqk

0
~y1L !1~12hk

0!

3~hk
01sin2 w!e2qk

0
~y1L !#,

M k
y~y!5

qk
0 coswH0uk

y~0!

8p3D0~VH11!
@~11hk

0!

3~hk
02sin2 w!eqk

0
~y1L !2~12hk

0!

3~hk
01sin2 w!e2qk

0
~y1L !#, ~9!

where

qk
05hk

0k, hk
05A~VH1sin2 w!/~VH11!,

D05eqk
0L~11hk

0!~hk
02sin2 w!2e2qk

0L~12hk
0!~hk

0

1sin2 w!.

5. We now consider elementary excitationsm(r ,t)
propagating against the background of the inhomogene
ground state~9!. The effective field in the dynamic Landau
Lifshitz equation has the same form~5!, but now contains a
high-frequency part, which is easily determined from the
lution of the magnetostatic boundary-value problem. Tra
forming to Fourier components and linearizing, we obta
the system of equations~omitting the factore2 ivt!

2 iVmk
y~y!1VHmk

x~y!1
kx

2 E
2L

0

dy8

3H Fkx

k
mk

x~y8!1 i sgn~y2y8!mk
y~y8!Ge2kuy2y8u

1Fkx

k
mk

x~y8!1 imk
y~y8!Gek~y1y8!J
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We seek a solution of the system~10! in the form

mk
x~y!5Ake

qky1Bke
2qky1E dk8@Ak8

~1!e~qk81q
k2k8
0

!y

1Ak8
~2!e~qk82q

k2k8
0

!y1Bk8
~1!e2~qk81q

k2k8
0

!y

1Bk8
~2!e~2qk81q

k2k8
0

!y#,

mk
y~y!5Cke

qky1Dke
2qky1...,

which takes into account the renormalization of the grou
state of the ferromagnet due to inhomogeneities. As a re
of expressing all the coefficients in terms ofCk andDk , we
obtain a system of integral equations for these two quantit
which is conveniently written in the matrix form

P̂~0!~k!Ck1E dk8

~2p!2 P̂~1!~k,k8!Ck850, ~11!

where the column vectorCk5(Dk

Ck), the second-rank squar

matrix P̂ (0) corresponds to the system of perturbations, a
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by the displacements of surface-layer vortices. The ma

P̂ (0)(k) has the form

P̂~0!~k!

5S k2qkak
~2 ! sin w

e2qkL~11ak
~2 ! sin w

qk1k

,

k1qkak
~1 ! sin w

2e2qkL~11ak
~1 ! sin w!

qk2k
D .

~12!

Here we have introduced the notation

qk
25hk

2k2512VH cos2 w/@VH~VH11!2V2#,

ak
~6 !5

V2~hk
221!6hk sin w

VH~hk
221!2sin2 w

.

The condition detP̂(0)(k)50 gives the well-known15

SMSW spectrum in the perturbation-free system~i.e., in the
ferromagnet-ideal metal system!,

tanhqkL

5
qkkvH cos2 w

~qk
2 sin2 w2k2!vH1~qk

22k2!~v sin w1vm sin2 w!
,

vH5gH0 .

The explicit expression for the matrixP̂ (1)(k,k8) is too
cumbersome to write out here.

We solve the system~11! by iterations, using a proce
dure similar to that in Refs. 16 and 17 with averaging ov
the random vortex displacements in each step; by virtue
relation ~4! this operation is equivalent to averaging over
random pinning force. Since we are not discussing a mic
scopic pinning model here, it is more practical to work wi
the spectral densityW(k) of the binary correlation function
of the vortex displacements, which is given by the relatio

^uk
y~0!uk8

y
~0!&5~2p!2s2W~k!d~k1k8!, ~13!

where s denotes the standard deviation. For estimates
adopt the simplest form of the spectral dens
W(k);k0 /(k0

21k2)3/2), wherek0 is the correlation length.
Omitting the intermediate calculations, we give the fin

results for SMSWs propagating in the direction perpendi
lar to the fieldH0 .

For thick ferromagnetic plates (kL@1) the relative at-
tenuation is

Im k

k
'

1

p3
&

S s

L D 2A vH

vm12vH
ekL

3H 8k0L/ ln d, ln d@k0L,

~ ln d/k0L !2, ln d!k0L,
~14!

whered5G/vm , andG is the natural attenuation of SMSW
~for yttrium iron garnet filmsd;102321024!.

Calculations for thin plates (kL!1) give
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4Yu. I. Bespyatykh, A. D. Simonov, and V. D. Kharitonov, Pis’ma Zh.
Tekh. Fiz.16~23!, 27 ~1990! @Sov. Tech. Phys. Lett.16, 896 ~1990!#.

-

.

k
'

p3 S L D Avm~vm1vH!

35
&k0L/AkL ln d,

AkL ln d@k0L,

1621@~vH1vm!/vm#3/2kL~ ln d/k0L !2,

AkL ln d!k0L.

Assuming for estimates thatk5102 cm21, L510 mm,
H05500 Oe, and s;k0

21;d, where d5(21/2/31/4)
3(F0 /H0)1/2 is the period of the vortex lattice~F0 is the
quantum of magnetic flux!, we find that the relative SMSW
attenuation due to the investigated scattering mechanism
least one or two orders of magnitude smaller than the nat
attenuation. The corresponding frequency shift is equ
small, so that the wave spectrum essentially coincides w
the SMSW spectrum in the ferromagnet-ideal metal str
ture.

Consequently, strong vortex pinning completely ‘‘r
stores’’ the shielding properties of the superconductor fr
the case of unpinnned vortices.
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Electron paramagnetic resonance of deep boron acceptors in 4 H-SiC and 3 C-SiC
crystals

P. G. Baranov, I. V. Il’in, and E. N. Mokhov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted May 30, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 36–40~January 1998!

EPR spectra of deep boron in 4H-SiC and 3C-SiC crystals have been observed and studied.
Two sites in 4H-SiC produced deep-boron EPR signals, quasi-cubick and hexagonalh. In both
cases the deep-boron center symmetry is close to axial along thec crystal axis, and theg
factor anisotropy is about an order of magnitude larger than that for shallow boron centers. In the
3C-SiC crystal, the deep-boron symmetry is also close to axial along one of the four^111&
directions. The model proposed for the deep boron center with acceptor properties is BSi-vC,
where BSi is the boron substituting for silicon, andvC is the carbon vacancy, with the
BSi-vC direction coinciding in 4HSiC with the hexagonal axis of the crystal for bothk andh
positions. In the cubic 3C-SiC crystal, there are four equivalent deep boron centers,
which represent BSi-vC pairs with the bond directed along one of the four^111& crystal directions.
© 1998 American Institute of Physics.@S1063-7834~98!00801-6#

Silicon carbide finds an ever increasing application as acrystals were obtained. By contrast, enrichment of the va
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promising material for microelectronics devices designed
operation in extreme environmental conditions.

Boron, representing a major acceptor impurity in silic
carbide, creates two levels in the gap corresponding to
types of defects~see Ref. 1 and references therein!. 6H-SiC
contains a shallow and a deep boron center with activa
energies of 0.35–0.39 and 0.55–0.75 eV, respectively. B
centers were detected by deep-level transi
spectroscopy.2–4

The main and most informative method for investigati
defect structure at atomic level is electron paramagnetic r
nance ~EPR!. Recent publications5–7 report detection and
study of EPR spectra of deep-level boron in 6HSiC. A num-
ber of anisotropic signals assigned to deep boron were ea
observed by optically detected magnetic resona
~ODMR!.8–10 ODMR spectra were derived from intensi
changes in the luminescence band associated with deep
ron in 6H-SiC and 4H-SiC crystals.

The hexagonal polytype 4HSiC and cubic polytype
3CSiC are modifications of silicon carbide having the larg
application potential. Besides, these polytypes have a c
paratively simple crystal lattice, which appears important
better understanding of the microscopic structure of deep
ron centers. This work reports detection and investigation
deep boron by EPR in 4H-SiC and 3C-SiC crystals.

1. EXPERIMENTAL

We studied the 4H and 3C polytypes of SiC grown by
the Lely and sandwich sublimation methods.11 In the latter
case growth was in vacuum at 1850–2000 °C. The gro
rate was 0.8–1 mm/h. The desired polytype was prepare
properly choosing the off-stoichiometric vapor-phase co
position. When the vapor was enriched with silicon, 3C-SiC

31 Phys. Solid State 40 (1), January 1998 1063-7834/98/
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phase with carbon, which was achieved by adding tin vap
resulted in the growth of the 4H polytype. The crystals were
n type, with an uncompensated donor-impurity concentrat
of 5310162331018 cm23.

Boron exhibits fast diffusion in silicon carbide.12 There-
fore we studied, as a rule, samples doped with boron
diffusion. The diffusion was carried out in vacuum-tig
graphite containers at 1900–2300 °C. The diffusion time w
varied from 0.5 to five hours. The source used in diffusi
was natural-abundance boron or the10B or 11B isotopes. Af-
ter diffusion, the near-surface, heavily-boron-doped la
about 0.010 mm thick and with concentratio
.531018 cm23 was removed from the sample. Note th
high-quality 3C-SiC crystals did not convert to hexagon
polytypes during the high-temperature annealing.

2. RESULTS OF THE EXPERIMENT

A. 4H-SiC hexagonal crystal

Figure 1 shows EPR spectra of a 4H-SiC crystal doped
by diffusion with 11B. The spectra were taken at 4 K for
different magnetic-field orientations relative to the hexago
(c) axis of the crystal. The rotation was performed in t

$112̄0% plane. As shown earlier for 6HSiC,5–7 the low-field
part of the spectrum is due to the deep-boron centers. T
part of the spectrum is marked in Fig. 1 with a horizon
section indicating roughly the magnetic-field region conta
ing deep-boron signals at different orientations. The sign
belonging to deep-boron centers are denoted by dB. In c
trast to the 6H-SiC polytype, 4HSiC has, besides a hexago
nal site (h), only one quasi-cubic site (k), and this manifests
itself in the EPR spectrum presented in Fig. 1. The sign
due to the deep-boron centers in theh andk positions have
practically the same intensity, whereas in the 6H-SiC crystal
the signal with the lowerg factor, which belongs to two

310031-04$15.00 © 1998 American Institute of Physics
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quasi-cubic positions with practically equalg factors, is
about two times stronger.5–7 Thus the present study permi
an unambiguous assignment of the signal with the maxim
g factor to the hexagonal position, and the second, to
quasi-cubic one.

The high-field part of the EPR spectrum denoted by
in Fig. 1 corresponds to shallow boron, and the two nea
isotropic lines with a;3.6-mT splitting, to the extreme hf
nitrogen-donor components~from the inner part of the crys
tal, which was not fully compensated during the boron d
fusion!.

The EPR spectra in Fig. 1 confined within the 20–4
interval between the magnetic-field direction and thec axis
of the crystal contain a resolved structure caused by hy
fine interaction of the unpaired electron with the11B nucleus.
Native boron consists of two stable isotopes,10B ~19.8%
abundance! and 11B ~80.2%!, with spins I 53 and 3/2, re-
spectively. Figure 1 shows an EPR spectrum obtained o
6H-SiC crystal doped with11B. The spectrum should con
tain in this case one or several groups of lines, with fo
equidistant hfs lines in each group. It is this situation tha
seen qualitatively in Fig. 1 in the 20–50° interval. The res
lution vanishes for angles close to 0°, leaving only two bro
overlapping lines. Measurements carried out at higher
quencies on 6H-SiC crystals revealed a scatter in theg fac-
tors which, for orientations close toBic, destroys spectra
resolution. The hfs splittings atu535° are ;2 mT and
;3 mT for dB (h) and dB (k), respectively.

Deep-boron EPR spectra shown in Fig. 1 can be a
lyzed using the following spin Hamiltonian

H5mBBgS1SAI2gImNBI , ~1!

FIG. 1. Orientational dependence of deep-boron EPR spectra in 4H-SiC:11B

measured inX range at 4.2 K. The rotation was made in the$112̄0% plane.
Vertical arrows identify the extreme nitrogen hfs components.
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where the electronic and nuclear (11B) spins areS51/2 and
I 53/2, respectively,g andA are tensor quantities characte
izing the electronicg factor and hyperfine interaction with
the boron nucleus,mB is the Bohr magneton, andgI is the
nuclearg factor of 11B. The spectra can be approximate
characterized by axial symmetry along thec axis of the crys-
tal. At 4 K, gi52.029 and 2.024 for theh andk deep-boron
positions, respectively, andg'>2.0. Figure 2 displays the
temperature behavior of the deep-boron EPR spectrum
4HSiC:11B obtained in theX range inBic orientation. We
readily see that the deep-boron EPR lines shift with incre
ing temperature toward higher magnetic fields, which i
plies thatgi decreases with increasing temperature and
proaches 2.0. This effect was earlier observed for de
boron, deep-aluminum, and deep-gallium centers6,7

Apparently, as the temperature increases, the first to di
pear are deep-boron spectra associated with theh position,
dB (h), followed above 30 K by EPR signals of the dee
boron occupying thek sites, dB (k), leaving only the EPR
spectrum of the shallow boron.

B. 3C-SiC hexagonal crystal

Figure 3 illustrates the orientational dependence of E
spectra observed in 3CSiC:11B. The spectra were measure
in the X range at 4 K. The crystal was rotated around t
^110& direction. The spectra are seen to be essentially an
tropic. The simplest spectrum is observed in theBi^100&
orientation, which implies for a cubic crystal that the princ
pal symmetry axis of the defect is along^111&. The low-field
spectrum consisting of one group of four lines, marked
propriately in Fig. 3 for theBi^100& orientation, belongs to
the deep boron, whereas the stronger high-field signal or

FIG. 2. Temperature dependence of deep-boron EPR spectra in 4H-SiC:11B
measured inX range inBic orientation.
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nates from the shallow boron. The splitting into four lin
spaced by about 0.3 mT is caused by hyperfine interact
which follows unambiguously from the experiments wi
3CSiC:10B discussed below. Substitution of10B for 11B
should affect substantially the spectrum, because the hy
fine structure for the former isotope should consist of se
unresolved components with a separation three times sm
than that in the case of11B, in other words, one should
observe now one unresolved broad line, whose total w
should be, however, slightly less than the envelope for11B
with unresolved hyperfine structure. Figure 4 presents E
spectra observed in the10B-doped 3C-SiC crystal. As ex-
pected, the EPR spectra that we assign to deep boro
longer contain the resolved structure observed in Fig. 3
some angles, for instance, the center of the unresolved
for the Bi^100& orientation is shown by an arrow, and fo
orientations close toBi^111& the overlapping unresolve
lines have become slightly narrower. Thus the spectrum
are discussing is indeed due to boron. A comparative an
sis of the spectra in Figs. 3 and 4 permits one to separate
line splittings due to hyperfine interaction from those ori
nating from the anisotropy of theg factors because of th
existence of magnetically nonequivalent deep-boron p
tions. Unfortunately, theX range does not allow one to fin
all spin-Hamiltonian parameters for deep boron. Estima
show the symmetry of the centers to be close to axial al
^111&, and theg factor in this direction to begi>2.025.
Similarly to the hexagonal SiC polytypes,g'>2.0. Interpre-
tation of EPR spectra of 3CSiC in the X range presents
certain difficulties, since the widths of the deep-boron lin
are comparable to the line shifts in different orientations. W

FIG. 3. Orientational dependence of deep-boron EPR spectra in 3C-SiC:11B
measured inX range at 4.2 K. The rotation was made about the^110&
direction.
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have at present no possibility for concluding unambiguou
whether the double lines observed for close toBi^111& ori-
entations in Figs. 3 and 4 are due to the centers having lo
than axial symmetry~such a lowering of symmetry for dee
boron was observed by us5–7 in the case of 6HSiC! or to the
presence in the crystal of an 6H-SiC impurity, which could
partially form in the course of high-temperature boron diff
sion. One clearly sees in Fig. 3 an additional satellite on
high magnetic-field side, whose position is orientation d
pendent, with the maximum field for its position observ
for Bi^111&. In this case, the line is separated from t
g52.0 position by about 1.5 mT. Figure 5a presents te
perature behavior of the EPR spectrum of deep boron
3CSiC:11B measured inX range in theBi^111& orientation.
We readily see that the temperature at which deep-bo
EPR signals are no longer seen~about 20 K! correlates fully
with that of the satellite line disappearance, which indica
that the latter belongs to deep boron. Such a satellite line
observed also in 6H-SiC crystals in orientations close t
B'c, and, in addition, experiments5–7 with 6H-SiC crystals
enriched in the13C isotope showed unambiguously that th
line is not caused by hyperfine interaction with13C. Shown
for comparison in Fig. 5b is the temperature dependenc
the deep-boron EPR spectrum in 6HSiC:11B obtained inX
range in theB'c orientation. One could apparently isola
here also the second low-field component with a splitting
about 3 mT.

3. DISCUSSION

An analysis of deep-boron EPR spectra based on
assumption that the deep-boron symmetry is close to ax

FIG. 4. Orientational dependence of deep-boron EPR spectra in 3C-SiC:10B
measured inX range at 4.2 K. The rotation was made about the^110&
direction.
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FIG. 5. Temperature behavior of deep-boron EPR spectra inX range obtained~a! in 3C-SiC:11B crystal withBi^111& and ~b! in 6H-SiC:11B crystal with
B'c.
and on the strong anisotropy of deep-boron compared to
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experiments on SiC crystals enriched with the29Si isotope.
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shallow-boron spectra in13C-enriched crystals, led to a con
clusion that deep boron in the acceptor state in 6H-SiC crys-
tals represents a BSi-vC pair, with the bond directed along th
c axis for both the hexagonal and the two quasi-cu
positions.5–7 Our present investigation suggests that
deep-boron acceptor center in 4HSiC is also a BSi-vC pair,
with the bond aligned with thec axis in both hexagonal an
quasi-cubic position. While this model can be used for cu
3CSiC as well, this crystal has four nonequivalent dee
boron centers representing BSi-vC pairs with the bond
aligned with one of the four̂111& axes.

Note one more essential point. An earlier analysis of
mechanism of boron diffusion in SiC led to a conclusion th
the boron states taking part in diffusion are the BC-vC asso-
ciates. It would be difficult, however, to assign the EP
spectra of deep boron to this configuration. It may be arg
that mobile associates created in the near-surface layer
sample dissociate to a considerable extent during the d
sion anneal with a release ofvC, which is subsequently cap
tured by BSi to form the stronger associate BSi-vC.

The line broadening observed to occur in theBic orien-
tation ~Bi^111& in 3CSiC! and, as a consequence, the stro
decrease in EPR signal intensity in this orientation, may
caused by a stress-induced scatter in thegi factors. The sat-
ellite lines observed by us are possibly due to hyperfine
teraction with29Si. In order to reliably establish the elec
tronic structure of deep-boron centers, one has to make
ENDOR study at high EPR frequencies, as well as carry
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Classical analogs to the Chalker–Coddington model

S. N. Dorogovtsev
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~Submitted May 30, 1997!
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A description is given of a classical analogs to the Chalker–Coddington model, i.e. of a lattice
model of the integer quantum Hall effect, which has recently been used to investigate
intensively mesoscopic conductance fluctuations at the plateau transition. It is shown that the
corresponding classical problem is current percolation through bonds forming a two-
dimensional percolation-cluster hull. It is also shown that, in contrast to standard percolative
problems, the scaling relations for conductance, as also the conductance distribution function for
finite samples, contains only the critical correlation-length exponent in the problem under
study. It is known that such relations developed for the integer quantum-Hall effect likewise
contain only the critical correlation-length exponent. It is finally concluded that this
essential feature of the quantum Hall effect is determined not so much by its quantum nature as
by the geometry of the problem. ©1998 American Institute of Physics.
@S1063-7834~98!00901-0#

The Chalker-Coddington model1,2 is presently the most P~s,L !5 f ~Lt/ns!. ~3!
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popular lattice model for the integer quantum Hall effect.
permits one to describe in a sufficiently simple and revea
way the so-called plateau transition in the quantum Hall
fect at zero temperature.3 Recent studies reported strong flu
tuations of conductance in mesoscopic samples directl
this transition.4 The conductance distribution functions
this regime and the behavior of the conductance of sm
samples in the vicinity of the plateau transition were succe
fully investigated within the Chalker-Coddington model bo
numerically5,6 and by the renormalization-group~RG!
method in real space.7

It turned out that the average conductance of a sm
sample is connected with its linear dimensionsL and the
deviation from the transition pointD through the following
scaling relation which includes only the critical exponenn
of the localization length:

^G&5g~L1/nD!, ~1!

whereg(x) is a scaling function~we shall explain the mean
ing of D in the Chalker–Coddington model later!. The con-
ductance distribution functionP(G) at the plateau transition
does not depend on dimensionL at all.

It would seem that the conductance of classical perc
tive systems should behave in a radically different way
criticality. Consider, for instance, the bond percolation pro
lem, where the scaling relation connecting averaged cond
tance of a sample of dimensionL with the deviation of the
conducting-bond concentrationp from the percolation
thresholdpc

^s&~p,L !5L2t/ns@L1/n~p2pc!# ~2!

contains both the ‘‘static’’ correlation-length exponentn and
the ‘‘dynamical’’ critical-conductance exponentt @s(x) is
the scaling function#.8–11The general expression for the co
ductance distribution function at the threshold also conta
the dynamical critical exponent:
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At first sight, this significant difference between th
quantum and classical problems should not appear stra
Indeed, in the quantum problem the conductance is
pressed through the transmission matrix,12 and the critical
localization-length exponent cannot be called ‘‘static
whereas in classical percolation problems separation of
critical exponents into static and dynamic is a radical iss
~see, e.g., a comprehensive discussion in a review13!. Now
does this imply that there is nothing in common between
quantum and classical problem? We are going to prove h
that this is not so. We shall show that the classical analog
the Chalker–Coddington model is the percolation probl
where, in contrast to the standard formulation, the sca
relations for the conductance and resistance distribu
function at the percolation threshold contain only the sta
critical exponents, which are determined, as usually, by
form of the percolating cluster, namely,

^s&5L2dhs@L1/n~p2pc!# ~4!

and

P~s,L !5 f ~Ldhs!. ~5!

Here dh , as we shall see, is the fractal dimension of t
percolating cluster hull, i.e. the static critical exponent. It
known that in a two-dimensional problem this quantity
directly expressed through the critical correlation-length
ponent:dh5121/n.14

We shall thus verify that the conductance of the class
analog of the Chalker–Coddington model exhibits comm
features with that in the quantum problem, in that the cor
sponding scaling relations contain only exponentn. Rather
than presenting a rigorous proof, however, we shall rest
ourselves to a very instructive and straightforward calcu
tion of critical exponents of the classical problem.

350035-06$15.00 © 1998 American Institute of Physics
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1. CHALKER–CODDINGTON MODEL AND SPIRAL RANDOM
WALK

We shall first recall the Chalker–Coddington model.1 A
quantum particle~an electron! can propagate through bond
on a square lattice in the directions shown in Fig. 1.
scattering from a lattice site, the particle can turn either to
left with a probability amplituder , or to the right, with a
probability amplitudet, with the scattering,r , and transmis-
sion, t, probability amplitudes related in the standard wa
ur u21utu251. ~To avoid ‘‘right turns’’ and ‘‘left turns,’’ one
can introduce two appropriately chosen matrices for differ
lattice sites, namely, one scattering matrix for the sites s
of coordinates whose,i 1 j , is an even number, and anoth
one, which is related to the first through the transformat
of rotation by an anglep/2, for the sites whose coordinat
sum is odd.1,5,15! Walk over the bonds results in accumul
tion of random phases, over which one shall have to perfo
averaging when the calculation of concrete quantities
reached. The constraint on possible directions of mot
models the magnetic field and simplifies considerably
quantum localization problem. Delocalization in the squ
lattice under study occurs atutu251/2, which is the plateau
transition point in the integer quantum-Hall effect. The p
rameter of deviation from this critical point,D, which enters
Eq. ~1!, can be expressed throughutu asD[i tu21/&u.

Obviously enough, to the Chalker–Coddington quant
problem corresponds directly the following simple classi
problem of random walk on a square lattice. We assume
after a step from one lattice site to its nearest neighbo
classical particle can walk to the left~to the nearest site! with
a probabilityp, and to the right, with a probability 12p. No
second steps in the same direction are allowed. Such ran
walk belongs to the spiral class.16

If we prescribe the direction of the first step of the pa
ticle, all its subsequent possible walks on the lattice w
form the same pattern that is used in the Chalke
Coddington model~Fig. 1!. ~Strictly speaking, depending o

FIG. 1. Directed-bond lattice used in the Chalker–Coddington model an
the model under study. The bond arrows specify the directions in whic
particle may walk.

36 Phys. Solid State 40 (1), January 1998
n
e

:

t
m

n

m
is
n
e
e

-

l
at
a

om

-
l
–

whether the first step was made in the horizontal or vert
direction we shall obtain two patterns with opposite dire
tions of the corresponding bonds.!

It is clear that such random walk represents, gener
speaking, a non-Markovian process, since the direction
step depends on that of the preceding one. In two ca
however, this process reduces to the Markovian pattern
p!1, the particle will walk most of the time aroun
plaquettes, with only infrequently hopping from on
plaquette to its neighbor. Actually, we have here usual r
dom walk between plaquettes with a probabilityp/4 to move
to one of the four sides after each step. Let the linear dim
sion of the lattice cell bea, and the time between steps,t.
The neighboring plaquettes involved in such walk lie diag
nally ~Fig. 1!, so that their separation is&a. Using the stan-
dard relations,17 we come to the following expression for th
diffusion coefficient in this regime:

D5
~&a!2

4t
4p5

2a2p

t
. ~6!

In the second case, the probabilities of left and rig
steps are equal,p51/2. Note that, irrespective of the direc
tion of the preceding step, the particle will enter after tw
steps with equal probability one of the four sites marked
Fig. 2. Thus in two steps the particle moves along the di
onal of the square-lattice cell again by&a with a probability
of 1/4 for each of the four possible directions. Thus

D5
~&a!2

4t/2
4•

1

4
5

a2

4t
. ~7!

So, as could have been expected, the classical prob
which directly corresponds to the Chalker–Coddingt
model contains no hint whatsoever of the criticalities occ
ring in plateau transitions in the quantum Hall effect. To fi
something similar to this in the classical domain, we sh
have to invoke percolation problems.18

in
a

FIG. 2. Lattice sites which can be reached by a particle from siteA in two
steps.
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FIG. 3. Clusters used to construct renormalization-gro
transformations. The scaling factor is 2, 3, and 4 for clu
ters a, b, and c, respectively. The mirrors at the sites
arranged arbitrarily.
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PERCOLATION PROBLEM

Consider the following percolating problem. Doubl
sided mirrors are placed at the sites of a square network
a unit lattice constant. The mirrors are tilted at an angle
1p/4 or 2p/4 to the horizontal, so that the trajectory
particle motion over the bonds is given uniquely by the m
ror arrangement. Denote the lattice site coordinates by (i , j ).
Let the probability that the mirror tilt angle at a given site
(21)i 1 jp/4 be p, while that for the mirror tilt angle to be
(21)i 1 jp/4 is (12p) ~see Fig. 3!.

We note immediately that particle trajectories in such
problem do not branch, do not meet, and do not intersect
another. Therefore they can be either closed, or begin
end at the sample boundary.

For p50 andp51, the mirrors are arranged in a chec
erboard pattern, and the lattice is actually divided in
plaquettes not connected with one another, and it is o
around them that the particle can move. One can also rea
see~we shall verify this directly later! that only for p51/2
can a particle move to infinity.~Light can pass through suc
a mirror system only forp51/2!! Thus percolation can exis
in this problem at the only pointp51/2. In the quantum
problem, this corresponds to delocalization atutu251/2.

We should like to stress that we can arrange our mirr
also on a lattice with bonds oriented as they are in
Chalker–Coddington model~Figs. 1 and 3!. As a result, the
direction of particle motion becomes fixed, so that, for
stance, forp50 the particle will move around a plaquet
counterclockwise, and forp51, clockwise. As for the trajec
tory pattern itself and the behavior at criticality, they ce
tainly do not change.

We have thus formulated a model in which quantu
interference between different particle trajectories is
cluded in principle because the direction of scattering at e
site is rigidly fixed. In place of the quantum scattering mat
we have classical mirrors at lattice sites, which determ
uniquely ~for the given mirror configuration! where the par-
ticle should be scattered, to the right or left. The averag
over the phase advance of a quantum particle in
Chalker–Coddington model is replaced in our case by
over different mirror configurations. Despite the fundamen
differences between the quantum and classical problems
shall find that they have common features as well.

We should mention an earlier treatment of a consid
ably more complex percolative problem, with gyrotropy i
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the so-called gyrotropic percolation.19

How could this problem be related to the convention
percolation approach? Let us first forward some general c
siderations, after which we shall verify them by direct calc
lation of the critical exponents. If the probabilityp is neither
zero nor one, the system is divided into a multiplicity
clusters of two types. In the first of them, the mirrors at t
( i , j ) sites are tilted at an angle (21)i 1 jp/4 to the horizon-
tal, while in clusters of the second type the mirror tilt angle
(21)i 1 jp/4. For p>1/2, conventional percolation can tak
place over regions of the first type, and forp<1/2, over
regions of the second. One can readily check that part
trajectories pass in our problem along the boundaries s
rating clusters of different types.~An exception to this are
the trajectories circling around unit plaquettes inside su
clusters.! Thus our problem actually reduces to description
particle motion through bonds along the percolating clus
hull in the conventional percolation model.14,20–22 In con-
tinuum percolation problems this corresponds to mot
along equipotentials near the percolation threshold.23,24

The above considerations can in no case be consid
rigorous. They need serious substantiation. Here we s
simply use the position-space RG method to find the criti
exponents for the problem under study with an accuracy h
enough to check what are actually mere assumptions. If t
are correct, the critical correlation-length exponent of o
problem will coincide with that in the conventional two
dimensional percolation. As for the fractal dimension of
infinite trajectory forp51/2 obtained in our case, it shoul
coincide with that of the percolating cluster hull in the co
ventional percolation model@see Eqs.~4! and ~5!#.

The method of position-space renormalization, a
called renormalization group in real space~see, e.g., Refs
25–27!, turns out to be particularly simple in our case. It
found that the clusters most suitable for constructing R
transformations of probabilityp are those shown in Fig
3a,b,c for the scaling factorb of 2, 3, and 4, respectively
One can readily verify that the number of sites in each s
cluster isn5b21(b21)2.

Let the bonds in the clusters be oriented as shown in F
3. It is easy to see that if for a given mirror configuration t
trajectory starting on the left reaches, say, the upper bo
then the trajectory starting on the right will without fail g
down. Therefore there is only one way to perform an R
transformation, namely, one has to determine the probab

37S. N. Dorogovtsev
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tually come up if the corresponding probability for a site isp
or 12p, depending on the actual site number~see formula-
tion of the model in the beginning of the Section!. Note that
in order to findp8 one will have to make a brute-force sear
through 2n possible mirror configurations.

For a cluster withb52 ~Fig. 3a!, brute-force search
through configurations with due account of their weigh
yields the following transformation for probabilityp:

p8~p!52p2~12p!318p3~12p!215p4~12p!1p5.
~8!

By the way, transformation~8! has the same form as that o
the renormalization group for the simplest self-dual cluste
the conventional bond percolation problem.25–27 It turns out
that this coincidence occurs only in theb52 case.

Because the clusters considered here are symmetr
RG transformations yield the precise value of the percola
threshold. Indeed, the fixed transformation pointp8(pc)5pc

is precisely one half,pc51/2.
In order to find the critical exponentn of the correlation

lengthj, we shall use the standard procedure.25–27 If before
the RG transformation the correlation length in the critic
region wasj5c0up21/2u2n, wherec0 is a constant, then
after the transformation it will be expressed through
renormalized probability p8 in the following way:
j5bc0up821/2u2n, since the linear dimension of the ce
increasedb times. As a result

n5
ln b

lnudp8~p51/2!/dpu
. ~9!

Inserting Eq. ~8! in this expression forb52 yields
n51.4277.

The RG transformation for a cluster withb53 ~here the
number of sitesn513, see Fig. 3b! is found as simply but
looks more cumbersome

p8~p!53p3~12p!10138p4~12p!91209p5~12p!8

1627p6~12p!711089p7~12p!611078p8

3~12p!51677p9~12p!41283p10~12p!3

178p11~12p!2113p12~12p!1p13. ~10!

Using now relations~9! with b53 and~10!, one can readily
find a more accurate value for the critical correlation-len
exponent:n51.3797.

The number of configurations to be searched for clus
with b53 and 4 is already quite large, and therefore it
reasonable to use for this purpose a computer, espec
because the algorithm for selecting the configurations c
tributing to p8 is extremely simple.

Let the coordinates of the center of the cluster be~0,0!.
One selects such mirror configurations for which the part
trajectory starting on the left, at point (2b,0), ends at (0,b)
on top. Denote the coordinates of the site visited by the p
ticle at kth step by (i (k), j (k)). Introduce for each cluste
site a quantityd( i , j )561, which is11 if the site mirror is
tilted at 1p/4 to the horizontal, and21, if the mirror tilt
angle is2p/4. At sites external to the cluster~with coordi-
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Fig. 3! we shall also place mirrors and tilt them so as to for
the particle to remain inside the cluster.

It is easy to check that the coordinates of the parti
after each step are related to its position at the preced
steps through the following relations

H i ~k11!5 i ~k!1d@ i ~k!, j ~k!#@ j ~k!2 j ~k21!#
j ~k11!5 j ~k!1d@ i ~k!, j ~k!#@ i ~k!2 i ~k21!#

. ~11!

Therefore it is not difficult to calculate the complete traje
tory of the particle for each mirror arrangement and sel
the desirable configurations.

Such a simple brute-force search through 235 configura-
tions for theb54 cluster shown in Fig. 3c yields immed
ately the relation

p8~p!54p4~12p!211102p5~12p!2011230p6

3~12p!1919272p7~12p!18148718p8

3~12p!171188512p9~12p!161553496p10

3~12p!1511252416p11~12p!1412198498p12

3~12p!1313001802p13~12p!1213204984p14

3~12p!1112715264p15~12p!1011854463p16

3~12p!911032857p17~12p!81471428p18

3~12p!71175870p19~12p!6153028p20~12p!5

112646p21~12p!412300p22~12p!3

1300p23~12p!2125p24~12p!1p25, ~12!

which can be used by means of Eq.~9! to find the critical
correlation-length exponentn51.3627.

We see that the values of exponentn obtained by the
renormalization group procedure withb set successively to
2, 3, and 4 approach 4/3, which is the exponent for conv
tional percolation in two dimensions. Since this convergen
is monotonic, it appears reasonable to extrapolate this se
to b→`.25–27 As usual, the extrapolation is not a rigorou
and unique procedure and can be performed, for instanc
the following way. Let us plot the values ofn obtained in this
way as a function of reciprocal powersb2a, where index
a.0 is, in principle, arbitrary. We construct a curve d
scribed by a quadratic polynomial through these points. T
intercept of this curve on the vertical axis yields the desi
extrapolated value ofn(b→`).

Clearly, the result of the extrapolation depends ess
tially on the indexa we choose. For example, fora51 we
obtain n(b→`)51.340. It turns out that the valuen(b
→`)51.335 closest to 4/3 is obtained if we takea51.335.
This is certainly nothing but an amusing coincidence.
least we could not find an explanation for it. In any ca
extrapolation results in values ofn very close to the
correlation-length exponent for conventional percolatio
which supports our conjectures. Note that earlier estimate
exponentn in such a problem used the procedure based
the transfer matrix method and yieldedn51.2960.04.3

In conclusion to this Section, we touch briefly on anoth
problem with site mirrors, which would appear to be close

38S. N. Dorogovtsev



ours. In this model, the probability for a mirror to be tilted at
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an angle of1p/4 is p, and that of a tilt angle of2p/4, is
12p for eachsite. In this case forp50 particles or light can
propagate along one diagonal of the lattice, and forp51,
along the other diagonal. One can easily check, howe
that for arbitrarily smallp or 12p light will already propa-
gate along both lattice diagonals. Indeed, in this case l
can penetrate into anN3N lattice along one diagonal to
distance of orderN, and along the other, to a distance
order pN. Thus in this model, in contrast to the one d
cussed here, there are no exponential correlations an
traditional percolation threshold.

3. RESISTANCE AND CONDUCTANCE DISTRIBUTION
FUNCTIONS

Consider now the behavior of the resistance and cond
tance at criticality in our model. What distribution function
will be obtained for them atp51/2 in the case of a finite
sample? What is the fractal dimension of an infinite traj
tory for p51/2?

In principle, finding these distribution functions is a ve
complex problem. One should construct an RG transform
the corresponding distribution functions and find their s
tionary point, which is the universal distribution function b
ing sought. Actually, one has to solve a complex nonlin
integral equation. This can be done only approximately,
the procedure involved is usually extremely time consum
~see, e.g., Ref. 7!. One succeeds in solving analytically su
problems only in one dimension, or by means of the fai
forced method of Migdal-Kadanov.11

Rather than invoking sophisticated procedures, we s
make use of the extremely simple approach, first propo
for such problems by Kirkpatrick,8 which nevertheless give
quite satisfactory results.~It should be stressed, howeve
that this approach is certainly not capable of yielding ac
rate results.! In our case it looks as follows. Before the R
transformation, we shall replace the distribution function
the length of trajectories passing, for instance, from the
upward~see Fig. 3! with a delta function, in other words, w
shall assume that forb51 the distribution function has th
form Q0( l )5d( l 22) ~the bond length on a square lattice o
which in our case is the same, the bond resistance are
sumed to be unity!.

Let us find the form the distribution function in bon
length assumes after the RG transformation at the perc
tion threshold, i.e. where it has a universal form.~Obviously,
the exact distribution function can be found in this way on
for b→`.! To determine the scaling exponents@see Eqs.~4!
and~5!#, the distribution function obtained is again replac
by a delta function. The question of where this delta funct
should best be placed is postponed until later. This func
is usually constructed at the point of mean resistance
mean conductance.~Since the trajectories neither branch n
intersect one another, the length of such a trajectoryl[R
plays the part of resistance, and its inverse,l 21[s, of con-
ductance.! In order to find the critical exponent we are loo
ing for, it remains to compare these values with the cor
sponding value before the RG transformation, i.e., 2 or 1
respectively, in the first and second case.
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Let us perform this procedure successively for the R
transformations with the scaling factors 2, 3, and 4~see clus-
ters in Fig. 3!. In the search through configurations describ
in the preceding Section~we set nowp51/2 from the very
beginning!, we calculate for each configuration the length
the trajectory which leads, for instance, from the left u
wards. The distribution functions thus obtained for t
lengths of such trajectories~i.e. cluster resistances! and con-
ductances have the forms shown in Figs. 4 and 5, which
the distributions obtained after the action on the delta fu
tion of the RG transformation with the scaling factorb54.

Actually, the conductance distributionQ(R) is obtained
in the form of a set b22b11 of discrete values
Q(R)dR,(2b14k) , k50,1,2,...,b22b, placed with an equa
step of four fromR52b to R52b(2b21), which are the
minimum and maximum possible trajectory lengths in t
cluster, respectively. After smoothing, this distribution c
be readily used to construct the conductance distribu
P(s)5Q(s21)/s2.

Already after applying transformations with smallb53
andb54, the distributions thus found turn out to be close
one another. Therefore, for example, from the shape of

FIG. 4. Resistance distribution functionQ(R) obtained after renormaliza-
tion-group transformation withb54 ~See Fig. 3c!. The discrete values a
pointsR52b14k, k50,1,2,...,b22b are connected by a line.

FIG. 5. Conductance distribution functionP(s) obtained after renormal-
ization-group transformation withb54 ~See Fig. 3!. The vanishing of the
distribution function at the conductances5@2b(2b21)#2151/56 is a con-
sequence of the cluster used being finite.
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conductance distributionP(s,b54) derived for a cluster
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with scaling factorb54 ~see Fig. 5! one can form an idea o
the universal distribution introduced by Eq.~5!. As follows
from this relation, the universal distribution functio
f (x)5P(42dhx,b54). The above procedure does not na
rally permit us to establish the shape of the distribution fu
tion for small and large conductances.

In order to find the critical exponentdh introduced in Eq.
~5!, one will have to replace, in the way described above,
calculated distributions by delta functions constructed,
instance, around the mean resistance or mean conduct
Obviously enough, since the conductance distribution~Fig.
5! is more asymmetric than the resistance distribution~Fig.
4!, the solution obtained for the critical exponent by the fi
approach should be substantially more accurate than tha
rived by the second. In the first case we can use Eq.~5! and
the requirement of universality of the distribution function
criticality to obtain the following general relation for expo
nentdh :

dh
r 5 lnS ^R&

2 D / ln b. ~13!

The relation to be used to calculate the exponent from m
conductance is somewhat different:

dh
s5 lnS ^s&

1/2D / ln b. ~14!

The upper indicesr ands on dh indicate the way by which
the calculation is performed. It should be stressed that
actually calculate the fractal dimension of our trajectory
percolation threshold.

The calculation of the critical exponent using Eqs.~13!
and ~14! yields convergent seriesdh

r 51.7549, 1.7485,
1.7454 anddh

s51.4764, 1.5289, 1.5623 for clusters wi
b52, 3, and 4, respectively.

Extrapolations constructed by means of the same
trapolating functions as the ones used in the preceding
tion yield the following values:dh

r (b→`)51.738 and
dh

s(b→`)51.655. As already mentioned, the first valu
should be substantially closer to the truth than the seco
This gives us an idea of the error with which the answer
been found. Thus the approximate value of the expon
~1.738! is very close to the fractal dimension of the hull
the conventional percolating cluster,dh5111/n57/4. This
result supports our assumptions.

Thus, despite its seeming simplicity, the Chalke
Coddington model is fairly complex because of the compl
ity in the interference accompanying propagation of a qu
tum particle through a system posessing a large numbe
scattering centers. The nature of quantum localization i
still remains not fully clear. For instance, one does not kn
accurately enough the critical localization-length expon
~see, e.g., a comprehensive discussion in Ref. 7!. As for the
classical percolation analog of this model considered her
allows a very simple description of the critical behavior a
reveals some common features with its prototype, nam
the critical relationships for resistance and conductance
their distribution functions at percolation threshold conta
only exponentn. One may thus conclude that this property
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sition in the integer quantum-Hall effect but rather of t
common geometry of the two problems.

We note in conclusion that we have used here extrem
simple and straightforward methods of critical-exponent c
culation, and have not employed any sophisticated calc
tional procedures like the Monte Carlo approach, whi
generally speaking, is applicable to such problems. Nev
theless, the critical exponents were obtained with a rema
ably high accuracy which is difficult to reach in studies
the conventional percolation problem.

There are two reasons responsible for such a high a
racy. First, the trajectories along which a particle can mo
are in this situation very simple, namely, they cannot me
branch, or intersect one another. This simplifies considera
the RG calculational procedure. Second, the clusters for
RG transformations were chosen very conveniently. N
that the cluster shown in Fig. 3a was used7 in a study of the
Chalker-Coddington model.
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Anisotropy of the hopping conductivity in TlGaSe 2 single crystals

ous
S. N. Mustafaeva, V. A. Aliev, and M. M. Asadov

Institute of Physics, Academy of Sciences of Azerbaidzhan, 370065 Baku, Azerbaidzhan
~Submitted June 10, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 48–51~January 1998!

The temperature dependences of the conductivities parallel and perpendicular to the layers in
layered TlGaSe2 single crystals are investigated in the temperature range from 10 K to
293 K. It is shown that hopping conduction with a variable hopping length among localized
states near the Fermi level takes place in TlGaSe2 single crystals in the low-temperature range,
both along and across the layers. Hopping conduction along the layers begins to prevail
over conduction in an allowed band only at very low temperatures~10–30 K!, whereas hopping
conduction across the layers is observed at fairly high temperatures (T<210 K) and spans
a broader temperature range. The density of states near the Fermi level is determined,
NF51.331019eV•cm3)21, along with the energy scatter of these statesJ50.011 eV and
the hopping lengths at various temperatures. The hopping lengthR along the layers of TlGaSe2

single crystals increases from 130 Å to 170 Å as the temperature is lowered from 30 K to
10 K. The temperature dependence of the degree of anisotropy of the conductivity of TlGaSe2

single crystals is investigated. ©1998 American Institute of Physics.@S1063-7834~98!01001-6#

Single crystals of TlGaSe2 are typical representatives of sembling that of amorphous semiconductors. The amorph
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layered semiconductors and are of considerable interes
scientists for their intriguing physical properties. Among t
latter are strong anisotropy of the electronic characteris
due to the uniqueness of their crystal structure. According
crystallographic data, the structure of TlGaSe2 is described
by the space groupC2/c(C2h

6 ). The primitive cell contains
eight formal units of TlGaSe2. This compound has a mono
clinic, pseudotetragonal structure with paramet
a5b510.75, c515.56 Å, andb5100°. The interatomic
distances are equal to 3.45 Å~Tl–Se!, 3.92 Å ~Se–Se!, and
3.42 Å ~Tl–Tl!.1,2

So far many physical properties of these single crys
and the charge transfer processes in them have been inv
gated in detail. However, our analysis of the published
pers shows that the authors have been preoccupied
charge transfer processes in the allowed bands of these
tals, assuming that the main conductivity contribution
from carriers moving from one allowed band to another
from impurity states into one of the allowed bands.

It is important to note that the TlGaSe2 single crystals
studied so far havep-type conductivity, a high electrical re
sistivity, and a low density of free carriers. These crystals
characterized by an abundance of localized states in the
gap;3,4 for example, Karpovichet al.3 have established tha
the conductivity activation energy in the temperature ran
290–400 K is equal to 0.8–1.1 eV for various TlGaS2

samples. The localized levels are attributable the presenc
these crystals of structural defects such as vacancies, in
sion impurities, and dislocations. In locations where the id
periodicity of the crystal structure breaks down, states oc
with energies lying in an interval forbidden in the ideal cry
tal. In other words, in contrast with bands associated with
crystal as a whole, the additional levels correspond to st
localized at crystal defects. The high density of localiz
states in the band gap@of the order of 1019(eV•cm3)21; Refs.
4 and 5# endow these crystals with an energy structure
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state is characterized by the presence of highly deformed
even broken chemical bonds, which tend to acquire acce
properties. The role of these defects is especially pronoun
for crystals having a layered structure. The existence of s
defects is explained, in particular, by a high density of sta
near the Fermi level.

One possible charge transfer mechanism in amorph
and compensated semiconductors is thermally activated
ping. Charge carriers hop from one center localized in
band gap to another center, with the emission or absorp
of a phonon. Hopping conduction is usually observed at l
temperatures, where it prevails over the conduction of th
mally excited carriers in an allowed band.

Here we present the results of a study of charge tran
processes in a layered TlGaSe2 single crystal in a static elec
tric field. The crystals were grown by Bridgman direction
crystallization from a melt TlGaSe2 at a rate of 5–10 K/min.
The conductivity of the prepared samples was determi
both along and across the layers in the single crystals.
dium was melted into the single crystals to form an ohm
contact with TlGaSe2. Samples had thicknesses of the ord
of 1002130mm. The contacts were applied to them on t
side faces in such a way as to direct the electric current al
the natural strata of the single crystal, i.e., perpendicula
the C axis. The distance between the contacts w
l 50.1020.15 cm. We denote the conductivity of th
samples along the layers bys'c . Other TlGaSe2 samples
were prepared in a sandwich configuration designed to di
the electric current across the natural layers of the sin
crystals, i.e., along theC axis of the single crystal. We de
note the conductivity of the TlGaSe2 samples in this configu-
ration bys ic .

The amplitude of the static electric field applied to t
samples (F51022103V/cm) corresponded to the ohmic re
gion of theI –V curve.

The conductivities of the samples were measured in

410041-04$15.00 © 1998 American Institute of Physics
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temperature range from 10 K to 293 K. During the measu
ments the sampleswere in a Utreks helium cryostat wit
temperature stabilization system~stabilization error 0.02 K!.

Figure 1 shows the temperature dependence of the e
trical conductivitys'c in the temperature range 10–232 K
The conductivitys'c decreases exponentially as the te
perature is lowered from 232 K to 150 K. In this temperatu
range the main contribution to the conductivity is from ca
riers activated from a shallow impurity levelEt50.04 eV.
With a further reduction in temperature the conductivity
creases, attaining a maximum atT5104 K. The anomalous
behavior ofs'c in this temperature interval is probably a
tributable to phase transitions, whose presence is further
firmed by measurements of the heat capacity and the op
properties of the TlGaSe2 single crystals in the temperatur
interval 100–120 K~Ref. 6!. At T,104 K the conductivity
s'c again decreases as the temperature is lowered, w
variable activation energy. In the low-temperature ran
~10–30 K! the experimental points provide a poor fit to
straight line in coordinates (logs'c ,103/T) ~Fig. 1!. The ap-
proximate activation energy of the conductivity in this tem
perature range is;0.01 eV. However, these point
straighten out fairly well in coordinates (logs'c ,T21/4) ~Fig.
2!. This experimental result indicates that hopping cond
tivity with a variable hopping length among localized sta
in the vicinity of the Fermi level is observed in the TlGaS2

single crystals in the indicated temperature range. In
type of conductivity the plot of logs5f(T21/4) should be a
straight line with slopeT0 ~Ref. 7!:

s;exp@2~T0 /T!1/4#, ~1!

T05
16

NFka3 , ~2!

whereNF is the density of states near the Fermi level,k is
the Boltzmann constant,a51/a is the localization radius
and a is the decay constant of the localized-carrier wa
function c;e2ar .

FIG. 1. Temperature dependence of the conductivity along the layer
TlGaSe2 single crystals in the ohmic regime.
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From Fig. 2 we find the valueT055.43105 K. Know-
ing T0 , we determine the density of localized states near
Fermi level from Eq., ~2!. We obtain
NF51.331019(eV•cm3)21. In calculatingNF , we assume
that the localization radiusa'30 Å ~Ref. 7! by analogy with
a GaSe single crystal, which is the binary analog of
TlGaSe2 single crystal.

The value ofNF agrees in order of magnitude with ou
results obtained earlier in a study of the hopping conductiv
of TlGaSe2 single crystals in alternating electric field
NF55.431019(eV•cm3)21 ~Ref. 5!, and also with the results
of Darvishet al.,4 who obtainedNF51.331019(eV•cm3)21.
For their calculations, however, they seta58 Å. Localiza-
tion radii of this order are usually assumed for amorpho
materials;8 for TlGaSe2 ~a ternary analog of GaSe!, however,
it is recommended to usea'30 Å, which has been obtaine
experimentally for GaSe single crystals.7

We use the equation

R~T!5
3

8
aT0

1/4T21/4 ~3!

to determine the carrier hopping lengthR at various tempera-
tures. The value ofR increases from 130 Å to 170 Å as th
temperature is lowered from 30 K to 10 K. It is evident th
the average hopping length is five times the average dista
between carrier localization centers. From the condition8

4

3
pR3NF

J

2
51 ~4!

we find the scatter of trapping states near the Fermi le
J50.011 eV. The true density of deep-level traps, det
mined from the equation Nt5NFJ, is equal to
1.431017cm23.

The foregoing discussion applies to the case of the
layer conductivitys'c of the single crystals. The tempera
ture dependence of the conductivitys ic along theC axis of
the single crystal exhibits a somewhat different behav
The conductivity of samples prepared in the sandwich c

of
FIG. 2. Low-temperature conductivity of TlGaSe2 single crystals along their
layers in Mott coordinates.
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figuration was measured in the temperature interval 96–
K ~Fig. 3!. Unfortunately,s uc could not be measured a
lower temperatures, because the currents in the samples
too low. The high-temperature branch of thes ic(T) curve
has an exponential character. In the temperature inte
210–293 K this curve has a slope of 0.54 eV. Below 210
the conductivity activation energy decreases continuou
and atT<165 K the conductivitys ic becomes almost inde
pendent of the temperature. AtT5113 K, however, the
s ic(T) curve is observed to have a small conductiv
‘‘peak.’’ As mentioned above, a phase transition takes pl
in TlGaSe2 single crystals in the temperature interval 100
120 K. A continuous decrease of the conductivity activat
energy to zero in TlGaSe2 singles crystals at low tempera
tures has been reported previously,3 but the cause of this
behavior ofs has not been established in Ref. 3.

We attribute the monotonic decay of the conductiv
s ic with decreasing temperature to the hopping of carri
among localized states near the Fermi level. The same
pendence, replotted in coordinates (logsic ,T21/4), is shown
in the inset to Fig. 3. The slope of this graph
T053.43106 K. For the density of localized states near t
Fermi level we obtainNF5231018(eV•cm3)21. As men-
tioned above, from the results of conductivity measureme
along the TlGaSe2 layers we obtain
NF51.331019(eV•cm3)21, almost an order of magnitud
higher than the value ofNF obtained from thes ic measure-
ments. The disparity is most likely attributable to the anis
tropic spatial distribution of defects in the investigated cr
tals. The carrier hopping lengths across the layers of
single crystals, determined from Eq.~3!, are equal to 129 Å
at 200 K and to 136 Å at 165 K. In the temperature inter
discussed above a phonon is absorbed in the hopping
carrier from one localized center to another. The existenc
an activation energy is associated with the scatter of the
calized levels. As the temperature is lowered, the probab
of carrier hops to spatially more distant but energetica

FIG. 3. Temperature dependence of the conductivitys ic in TlGaSe2 single
crystals in coordinates logsi versus 103/T. Inset: the same in coordinate
log si versusT21/4.
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closer centers increases, and this is the reason for the d
of the hopping activation energy and the increase in the h
ping length as the temperature decreases. Finally, th
comes a time at which the conductivity ceases to depend
the temperature, in which case carrier hops take place w
the emission of phonons. We assume that the temperat
dependent conductivity observed in TlGaSe2 is nothing other
than zero-activation hopping conductivity.

Our experimental results have shown that a hoppi
mechanism of charge transfer among states localized nea
Fermi level is operative at low temperatures, both along a
across the layers of TlGaSe2 single crystals. It must be noted
however, that hopping conduction along the layers of t
single crystals begins to prevail over conduction in an
lowed band only at very low temperatures~10–30 K!,
whereas hopping conduction across the layers is observe
fairly high temperatures (T<210 K) and spans a broade
temperature range.

Figure 4 shows the temperature dependence of the
gree of anisotropy of the conductivitys'c /s ic of TlGaSe2
single crystals in the range 96–232 K. It is evident from Fi
4 that as the temperature is lowered from 232 K to 180
s'c /s ic rises abruptly at first~more than 50-fold! and then
forms a plateau in the interval 180–135 K, after whic
s'c /s ic slowly continues to increase until at 96 K it attain
the value 93107, which is two orders of magnitude greate
than the value ofs'c /s ic at T5232 K. It is important to
note the moderate scatter of the experimental points
phase-transition temperatures~104 K and 113 K! are ap-
proached. These segments are indicated by arrows in Fig

1T. J. Isaaks and J. D. Feichther, J. Solid State Chem.14, 260 ~1975!.
2D. Müller and H. Hahn, Z. Anorg. Allg. Chem.438, 258 ~1978!.
3I. A. Karpovich, A. A. Chervova, and L. I. Demidova, Izv. Akad. Nauk
SSSR, Neorg. Mater.8, 70 ~1972!.

4A. M. Darvish, A. É. Bakhyshov, and V. I. Tagirov, Fiz. Tekh. Polupro
vodn.11, 780 ~1977! @Sov. Phys. Semicond.11, 458 ~1977!#.

5S. N. Mustafaeva, S. D. Mamedbe�li, and I. A. Mamedbe�li, Neorg. Mater.
30, 626 ~1994!.

FIG. 4. Temperature dependence of the conductivity anisotropy of TlGa2

single crystals.
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Physical characteristics of electron-induced dichroism in vitreous arsenic trisulfide

hen
O. I. Shpotyuk

Lvov Scientific-Research Institute of Materials, 290031 Lvov, Ukraine;
Institute of Physics at the Pedagogical University, 42200 Czestochowa, Poland

V. O. Balitskaya

Lvov Scientific-Research Institute of Materials, 290031 Lvov, Ukraine
~Submitted February 5, 1997; resubmitted June 11, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 52–56~January 1998!

The dependence of the electron-induced dichroism effect in vitreous As2S3 on the photon energy
of the probe radiation and on the temperature of subsequent thermal anneals is investigated.
The effect is observed to be completely suppressed after prolonged storage of the samples~10–15
days! following electron irradiation. It is shown by induced-reflection Fourier-transform IR
spectroscopy that the observed effect is associated with processes involving the formation of
oriented defects in the form of undercoordinated atomic pairs in the glass structural
matrix. © 1998 American Institute of Physics.@S1063-7834~98!01101-0#

Recent detailed studies of the influence of absorbed lightampoules previously cleaned and dehydrated and t
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~photoinduced phenomena! ~Ref. 1! and high-energy pen
etrating radiation~radiation-induced phenomena! ~Refs. 2
and 3! on amorphous chalcogenide semiconductors have
to the disclosure of a profound similarity between these p
nomena. It has been established that the mechanism of
tostructural and radiation-structural transformations is g
erned by processes involving the formation of coordinat
defects, i.e., defects induced by switchings of chem
bonds; the accompanying relaxation processes are capab
spanning structural zones on an average scale of the ord
several interatomic distances.1–4 Subsequent investigation
have shown that this conclusion applies not only to sca
phenomena~isotropic changes in the physical properties
the amorphous chalcogenide semiconductor!, but also to vec-
tor phenomena, in particular, to photoinduced and radiat
induced dichroism, which appears under the influence of
early polarized light5,6 and a directed stream of accelerat
electrons,7 respectively.

At first glance, the radiation analog of vector photoi
duced phenomena in amorphous chalcogenide semicon
tors ~linear or circular dichroism, birefringence5,6! should be
rendered impossible by the nonpolarization of high-ene
radiation, specificallyg rays, which produce the most signifi
cant changes in the physical properties.2 Nonetheless, it has
been shown earlier7 that the difference between the absor
tion coefficients of probe light having its polarization pla
oriented parallel and perpendicular to the stream of acce
ated electrons can be determined for cubic samples of v
ous v2As2S3 previously irradiated by accelerated electro
(E52.8 MeV).

Continuing the work begun in Ref. 7, we have inves
gated the spectral profiles of electron-induced dichroism
vitreous v2As2S3, the temperature dependence of this
fect, its time variations, and the microstructural mechanis

1. EXPERIMENTAL PROCEDURE

The investigatedv2As2S3 samples were prepared from
components of extreme purity~at least 99.999%! in quartz
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evacuated.The samples were prepared at a maximum te
perature of 1050 K, and the ampoules were furnace-coo
The samples were shaped into cubes 6–8 mm on a s
whose faces were polished to a high degree of cleanline

The samples were irradiated by a collimated beam
accelerated electrons having an energy of 2.8 MeV at
ences ranging fromF51015 cm22 in the direction perpen-
dicular to theBB1C1C plane~Fig. 1!. We arbitrarily desig-
nate this plane of the cube by the symboli in accordance
with the parallelism of its normal vector to the direction
the electron beam. The probe light beam had a diamete
2–3 mm and passed through the sample at a distanc
1.5–2 mm from theBB1C1C plane. Analogously, we iden
tify the ABCD plane of the cube by the symbol'. The
accelerated electrons essentially achieved total penetratio
the light-probed zone~penetration depth;526 mm; Ref. 8!
under the stated conditions.

We thus determined two orthogonal directions for pro
light with polarization planes parallel (a–a) and perpen-
dicular (b–b) to the direction of the accelerated electro
beam~Fig. 1!.

The electron-induced dichroism was measured the
after electron irradiation on a Specord 40 spectrophotom
in the range 200–900 mm. Effects associated with inhom
geneity of the scalar electron-induced darkening9 were ex-
cluded by balancing the 100% level of the instrument w
the probe beam directed alternately onto opposite sides o
sample.

The degree of electron-induced dichroism was estima
by the parameteŗ in accordance with the well-known
expression5,6

¸5Dd5~a i2a'!d5
2~t'2t i!

~t'1t i!
,

where a(t i) and a(t') are the absorption~transmission!
coefficients of the probe light with parallel (a–a) and per-
pendicular (b–b) orientations of the polarization plane, an
d is the thickness of the sample.

450045-05$15.00 © 1998 American Institute of Physics
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Anisotropy of the reflection coefficient was disregarde
because it is at least an order of magnitude lower than
anisotropy of the absorption coefficient~a similar assumption
is made in Ref. 6!.

The microstructural mechanism of the electron-induc
dichroism was investigated by induced-reflection Fouri
transform infrared spectroscopy~using a Bruker IFS 113V
spectrophotometer! in the range of the vibrational bands o
the main structural complexes of v2As2S3

(4002100 cm21).3,4 Multiple reflection spectra of
v2As2S3 were stored up~at least 256 in number! and were
subtracted on a computer before and after electron irra
tion, i.e., the investigated useful signal represented the s
trum of electron-induced reflectionDR. Positive values ob-
tained for this quantity,DR.0 ~additional reflection!,
corresponded to structural complexes formed as a resu
irradiation, and negative values,DR,0, conversely, corre-
sponded to vanishing complexes. All the measurements w
performed from planes of the cube with their normals o
ented perpendicular (ABCD) and parallel (BB1C1C) to the
direction of the accelerated electron beam~Fig. 1!.

This technique is well suited for investigating structu
changes in amorphous chalcogenide semiconductors a
level of 1% of the total concentration of transformed chem
cal bonds. It was first used in 1988 to identify structu
transformations induced by absorbed light in thin arse
trisulfide films.10

We know11–13 that v2As2S3 is characterized by distinc
separation of the vibrational bands of the main structu
fragments. Pyramidal AsS3 units and bridged As–S–Asunits
formed by heteropolar As–S chemical bonds are charac
ized by a group of bands in the interval 335– 285 cm21 ~Ref.
12!. Molecular products with ‘‘irregular’’ homopolar As–As
and S–S chemical bonds correspond to the bands 379,
231, 210, 168, 140 cm21 ~Refs. 11 and 12!. We have also
heeded the fact that, according to factorial group analys13

crystalline As2S3 is characterized by four IR vibrationa

FIG. 1. Diagram illustrating the conditions for the experimental observa
of electron-induced dichroism in vitreousv2As2S3.
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modes observed in the interval 335– 285 cm21 ~323.1, 307.3,
301.3, and 288.9 cm21!.

To study the electron-induced dichroism mechanism,
investigated the IR Fourier spectra of the additional refl
tion of v2As2S3 irradiated by accelerated electrons after
2-h anneal at temperatures of 300–423 K, i.e., below
above the threshold of scalar radiation-induced darken
~390–400 K!.14

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 2 shows spectral curves of the parameter¸ for
v2As2S3 after electron irradiation at a fluenc
F5531016 cm22 ~curve1! and subsequent thermal annea
at various temperaturesT ~curves2–5!. It should be noted
that the electron-induced dichroism effect is observed in
spectral region of the fundamental optical absorption edg
the investigated samples~see the inset to Fig. 2!.

In studying the dose dependence of the electron-indu
dichroism, we have found that dichroism appears after e
tron irradiation at fluences of at leastF5531015 cm22, at-
tains a relative maximum in the interva
F553101621017 cm22, and then increases slightly~by
10–15%! up to F5531017cm22 without appreciable satu
ration.

We now consider the characteristics of the electro
induced dichroism ofv2As2S3 after electron irradiation at a
fluenceF5531016cm22. The electron-induced dichroism i
observed to have a fairly sharp edge with a slope
6 – 7 eV21 in the energy rangehn.1.9 eV ~curve 1 in Fig.
2!. In this range the parameteŗattains values of 0.7–0.9
which are much higher than in the case of photoinduc
dichroism.6 Subsequent thermal annealing causes this cu
to shift toward shorter wavelengths, as in the thermally
duced recovery of the scalar optical properties ofg-irradiated
amorphous chalcogenide semiconductors.14 Unlike this pro-

nFIG. 2. Spectral curves of electron-induced dichroism inv2As2S3. 1! After
irradiation by accelerated electrons atF5531016cm22; 2–5! after subse-
quent thermal anneals at various temperatures:2! 343 K; 3! 373 K; 4! 398
K; 5! 423 K. Inset: spectral curve of the optical absorption coefficient
v2As2S3.
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FIG. 3. Spectrum of additional reflection
DR' induced by thermal annealing at
temperature of 333 K for electron
irradiatedv2As2S3.
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dichroism has a nonthreshold character and commence
ready at temperatures of 300–330 K~curves2–4 in Fig. 2!.
This effect essentially vanishes altogether after thermal
nealing at 420–430 K~curve 5 in Fig. 2!.

At longer wavelengths (̧,0.1020.15) we observe a
fairly elongated electron-induced dichroism ‘‘tail,’’ whic
becomes shorter after annealing, and now the linear cont
ations of thȩ ~hn! curve intersect at a single pointF ~Fig. 2!.
This feature distinguishes electron-induced dichroism fr
the analogous scalar phenomenon of radiation-indu
darkening,2,14which produces parallel shifts of the lower pa
of the absorption spectrum.

We have established that electron-induced dichroism
v2As2S3 vanishes completely at room temperature ove
period of 10–15 days, whereas the familiar photoinduc
analog dies out only partially at this temperature.6 Conse-
quently, Lyubin and Tikhomirov’s6 scenario of the influence
of external perturbing factors on native defect centers ex
ing in amorphous chalcogenide semiconductors before
diation, proposed to explain the mechanism of photoindu
dichroism, is scarcely applicable to our case. Moreover,
assume that the model of photoinduced topological reor
tation of dipoles existing before irradiation~in the form of
so-called defect pairs of alternating valence!,15 including the
switching of three ‘‘rigid’’ covalent bonds,5 is not very prob-
able for amorphous chalcogenide semiconductors.

Taking into account the negligible concentration of n
tive defects in thermally annealed glass in comparison w
their concentration in thin films prepared under the m
nonequilibrium conditions of deposition by therm
evacuation,15 we can assume that the mechanism of electr
induced dichroism inv2As2S3 is not associated with reori
entation, but with the electron-induced formation of ne
~oriented relative to the electron stream! defects.

Comparing the total spectra ofR' and Ri of v2As2S3

~i.e., the spectra of reflection from the facesABCD and
BB1C1C, respectively! immediately after electron irradia
tion (F5531016cm22), we note that the background valu
of R' is higher thanRi . In addition, the vibrational band a
420 cm21, which corresponds to As–O complexes,16 is
stronger in theR' spectrum.
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electron-stimulated transformations on the surface of the
vestigated samples: first of all, surface damage, i.e., rheol
cal changes~Tanaka17 has recently investigated a simila
process!; second, surface oxidation due to the chemical
teraction of destroyed complexes in the glass matrix w
absorbed oxygen atoms, as in the case ofg-ray-induced oxi-
dation of the surface of amorphous chalcogenide semic
ductors in long-term exposure to radiation.18 The first pro-
cess is observed to take place on the ‘‘parallel’’BB1C1C
plane of thev2As2S3 cube, and the second process on t
‘‘perpendicular’’ ABCD plane.

Rheological changes reduce the background radia
level Ri , significantly impeding the correct identification o
intrinsic electron-induced structural transformations on t
plane~at any rate up to temperatures of 390–400 K, at wh
processes of recovery of the reflectivity of the damaged s
face begin to set in as a result of thermal healing of
previously formed macrodefects!. The onset of vacancion
clusters, cracks, microscopic voids, crystalline inclusio
and other macrodefects in the amorphous chalcogenide s
conductor after exposure to high-energy radiations has
been observed by a number of other authors.19–21

The second process~electron-induced oxidation! does
not exert any appreciable influence on the vibrational sp
trum of v2As2S3 in the range of the bands of the princip
structural units of the matrix (400– 100 cm21), because the
stretched and bent modes of As–O complexes are situate
a shorter-wavelength region (n.400 cm21).16

Figure 3 shows the spectrum of additional reflecti
DR' , induced by thermal annealing atT5333 K, for
electron-irradiated (F5531016cm22) v2As2S3.

More than ten additional-reflection (DR') bands can be
discerned, corresponding to various structural complexe
v2As2S3 based on heteropolar~As–S! and homopolar
~As–As and S–S! covalent chemical bonds. The results i
dicate a significant rise in their concentration in the inves
gated samples after thermal annealing. The most pronoun
increase is characteristic of complexes with heteropo
As–S chemical bonds, which in Fig. 3 correspond to ba
of the DR' spectrum in the range 335– 285 cm21 ~Refs. 12
and 13!. This effect is not observed in nonirradiated samp
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annealed at temperatures belowT54402450 K ~Ref. 22!.
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When the annealing temperature is raised from 390 K
400 K, the intensity of thev2As2S3 vibrational modes
shown in Fig. 3 is further amplified. This is particularly tru
of the modes of structural complexes having homopo
chemical bonds ~379, 340, 243, 231, 188, 168, an
140 cm21). In other words, electron-induced defects crea
by the destruction of heteropolar As–S bonds are more
stable and sensitive to the thermal annealing conditions~be-
ing restored at relatively low temperatures!.

At temperatures above 390–400 K the receiv
additional-reflection signal is more complex. Two comp
nents are discernible in theDR' spectrum: 1! a component
similar to the one shown in Fig. 3 but with stronger bands
the region of vibrational modes corresponding to homopo
chemical bonds; 2! a component representing the switchi
of chemical bonds due to the thermal annihilation of defe
responsible for scalar radiation-structural transformation3

The second component appears only after annealing at
peratures above the threshold of thermal recovery of the
radiatedv2As2S3 ~390–400 K!.14 Also under these condi
tions the rheological electron-induced flaws~macrodefects!
on theBB1C1C plane partially vanish, the background r
flection Ri from this plane increases significantly, and res
ration of the characteristic brightness of the investiga
samples in reflected light is visually observable after therm
annealing. All the same, a precise numerical evaluation
the two additional-reflection components in theDRi spec-
trum is rendered difficult by their overlap.

Consequently, the structural framework of electro
irradiatedv2As2S3 samples contains a definite concent
tion of defects in the form of broken chemical bonds~which
are restored during thermal annealing!,15,23 and they are re-
sponsible for the vector electron-induced dichroism effe
Such defects comprise atoms having an incompletely s
rated valence~undercoordinated atoms!.22,23The dissociation
of chemical bonds in amorphous chalcogenide semicond
tors is essentially homolytic, i.e., the electrons initially form
ing a covalent bond become delocalized at a single a
after destruction of the bond;15 consequently, unpaired spin
do not appear during the formation of such defects, and
resulting defects are essentially pairs of oppositely charg
undercoordinated atoms. The total electroneutrality of
samples is therefore unchanged by irradiation, and a st
electron-induced EPR signal is not received~at room tem-
perature!; this result is consistent with well-established e
perimental data.2

Using the model of a random structural framework
v2As2S3 ~Ref. 15! and taking the experimental results in
account~Fig. 3!, we can conclude that the defects in quest
are heteroatomic pairs~As2

1 ,S1
2! as well as homoatomic

pairs ~As2
2 ,As2

1! and ~S1
2 ,S1

1!. The superscripts indicate th
charge state of the atom, and the subscripts give the num
of covalent-bound nearest neighbors. The difference betw
the electronegativities of the arsenic and sulfur atoms24 is
taken into account in forming the heteropolar pair~As2

1 ,S1
2!.

Such defects are metastable, existing in the investiga
samples immediately after irradiation at room temperat
and vanishing at higher temperatures, in perfect agreem

48 Phys. Solid State 40 (1), January 1998
o

r

d
n-

d
-

n
r

s
.
m-
ir-

-
d
l
f

-
-

t.
u-

c-

m

e
d,
e
le

f

n

er
en

ed
e
nt

chroism. An investigation of the temporal stability of th
electron-induced dichroism shows that the annihilation p
cess also takes place at room temperatures with a chara
istic longevity of 10–15 days.

The initiating factor of defect formation is the elast
scattering of electrons by sulfur nuclei, which displaces
oms from their equilibrium positions and subsequently
sults in the destruction of covalent chemical bonds.8,23,25The
effective formation of displacive radiation defects in amo
phous chalcogenide semiconductors is attributable to the
threshold energies associated with the large contribution
van der Waals and other intermolecular interactions.1,15 This
explanation is supported by the agreement of the calcula
concentrations of defects formed inv2As2S3 by the dis-
placement of atoms by a subthreshold mechanism23 and of
undercoordinated atomic pairs responsible for the induced
reflection signal in Fig. 3.

The undercoordinated defect pairs are oriented predo
nantly along the propagation direction of the electron be
~owing to the orientation of the atomic displacements! and,
in the final analysis, can be regarded as oriented elec
dipoles generating the observed electron-induced dichro
effect.

The broken heteropolar As–S~1! and the homopolar
As–As and S–S~3! chemical bonds are restored after t
annihilation of~As2

1 ,S1
2!, ~As2

2 ,As2
1!, and~S1

2 ,S1
1! defects,

respectively. It follows from the inclusion of the dissociatio
energy of various chemical bonds inv2As2S3 ~Ref. 15! that
the first annihilation process is dominant over the other tw
in good agreement with the experimental results of induc
reflection Fourier-transform IR spectroscopy.

The electron-induced dichroism effect vanishes inv
2As2S3 at annealing temperatures aroundT54202430 K.
According to our estimates~based on a comparison of th
intensities of the vibrational bands of stretched modes
complexes with heteropolar As–S bonds before and a
electron irradiation!, the concentration of completely annih
lated undercoordinated atoms is;9212%.

It has been shown earlier that similar broke
coordination defects formed at highg-irradiation doses~in
which case they lack a predominant orientation! are a source
of additional photodarkening of these samples, thereby fo
ing a structural channel of radiation sensitization.23

This work has been carried out as part of Project N
2.4/13 of the National Fund for Fundamental Research
Ukraine.
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Electrical and magnetic properties of CeNi 4In with Ce in saturated valence state

ted
M. D. Koterlin, B. S. Morokhivski , R. R. Kutyanski , I. D. Shcherba, and Ya. M. Kalychak

L’vov State University, 290005 L’vov, Ukraine
~Submitted May 22, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 7–9 ~January 1998!

Measurements of the electrical resistance, thermopower, and magnetic susceptibility of CeNi4In
have been carried out within the 4.2–400 K range, with Ce in saturated valence state. It is
shown that this state of Ce in metallic compounds is characterized by formation of a fine structure
in the density of states near the Fermi level, which is qualitatively different from the case of
usual intermediate-valence state. ©1998 American Institute of Physics.
@S1063-7834~98!00201-9#

The nature of the saturated valence state of cerium innf;0.7060.03, which corresponds to the state of satura
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metallic compounds plays a major role in the valence ins
bility of rare-earth elements.1 In contrast to usua
intermediate-valence states, cerium in saturated-valence
exhibits comparatively weak correlation effects and a h
stability of the f -shell occupationnf (nf.0.6520.70) in
relation to a number of external factors~temperature, pres
sure, substitution-induced changes in lattice parameters!.1–4

Starting with the approximation of extreme localizatio
of Ce f states in metallic systems, saturated valence may
considered as a nonmagnetic Kondo state with a high c
acteristic temperatureTs f;103 K.5 At the same time there
are experimental and theoretical data6,7 indicating an essen
tially band character off states in saturated-valence cond
tions. The available information is still insufficient even for
qualitative description of the Ce saturated-valence stat
the microscopic level. This stresses the need of further inv
tigation of this phenomenon in various crystal matrices.

This communication reports a study of the electrical a
magnetic properties of a new compound, CeNi4In @MgSnCu4
cubic structure, space groupF 4̄3m ~Ref. 8!#, with cerium in
saturated-valence state. To separate quantitatively the co
bution of this Ce state to the electrical properties of CeNi4In
at high temperatures, we used the isostructural compo
with Nd.

The compounds were prepared by direct arc melting
purified argon of nickel~99.91% pure!, indium ~99.99%!,
and the rare earth metal~pure to not worse than 99.85%!.
Homogenization anneal was performed at 900 K for 150
The alloy lattice constants determined with a DRON-2.0 d
fractometer~Fe Ka radiation! were in good agreement wit
published data.8

The sample preparation and measurement techniq
were described elsewhere.9 The valence state of Ce was d
termined from x-rayL III absorption spectra 300 K~see Ref.
10!. The thermopower was measured with respect to Cu

Figure 1 displays an experimental CeL III absorption
spectrum and its deconvolution into the components~a
Gaussian describing the 2p-5d transition and an arctan-like
line approximating the band absorption edge! corresponding
to the conventional ionic configurations Ce31(4 f 1) and
Ce41(4 f 0). The occupation number of thef shell derived
from the intensity ratio of the principal lines was found to
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valence in metallic compounds.
Figures 2 and 3 present the temperature dependenc

electrical resistivity r and thermopowerS for RNi4In
~R5Ce, Nd!. Ther(T) relation for CeNi4In is similar to that
observed for intermediate-valence Ce compounds11 ~Fermi-
liquid behaviorr;AT2 with A52.431023 mVcm•K22 for
T,60K, negative curvature ofr(T) where one expects
r;T for T.100 K!. In the case of NdNi4In, the r(T) be-
havior follows qualitatively the Bloch-Gru¨neisen law. The
absence of a clearly pronouncedr5const section forT→0
is apparently due to carrier scattering by Nd31 magnetic ions.
This additional scattering does not present with qualitat
evaluation of the contribution of the valence-unstable
states~Dr! to the totalr. We see that within the temperatur
range coveredDr does not saturate~see inset in Fig. 2!,
which is in qualitative accord with the expected large va
of Ts f(.400 K) characterizing the valence-saturated Ce.
contrast to systems where Ce has an intermediate val
state,11 the S(T) relation for CeNi4In does not exhibit the
characteristic positive contribution with a maximum. A com

FIG. 1. Experimental x-rayL III absorption spectrum of Ce in CeNi4In and
its deconvolution.

50005-03$15.00 © 1998 American Institute of Physics
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parison of the high-temperature portions inS(T) for CeNi4In
and NdNi4In suggests a negative contribution of the C
saturated-valence state to thermopower. This behavior o
S(T) relations was earlier observed by us in the case
CeNi5 with valence-saturated Ce, when Ni was replaced s
cessively byp elements~Al, Ga, Si, Ge!.3,4 Remarkably, in
the case ofp elements of the In group,S(T) relations similar
in behavior to that presented in Fig. 3 for CeNi4In are ob-
served for CeNi4Al and CeNi4Ga. The additional negative
contribution to S(T) for T,100 K can be attributed to
electron-phonon interactions.12

FIG. 2. Temperature dependences of the electrical resistance of R4In
@R5Ce ~1! and Nd ~2!#. The inset shows the contribution of the valenc
unstable state of Ce to total electrical resistance against log temperatu

FIG. 3. Temperature dependences of the thermopower of RNi4In @R5Ce~1!
and Nd~2!#.

6 Phys. Solid State 40 (1), January 1998
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Magnetic susceptibilityx of CeNi4In exhibits a complex
temperature behavior and follows qualitatively the Cur
Weiss law only forT,20 K ~Fig. 4!. Taking into account
possible magnetic activity of the Ni sublattice, thex(T) re-
lation was approximated by

x~T!5C/~T1u!1xP~T!,

xP~T!5xP~0!@12bT2 ln~T/Ts f!#. ~1!

Here the first term is the Curie–Weiss component ofx, and
the second, taken from Ref. 13, describes the Fermi-liq
behavior of thex component due to the valence-unstable C
The smallest fitting error (,1%) is obtained for
C57.431025 cm3g21K21, u54.4 K, xP(0)53.531026

cm3g21, b529.5310212 K22, andTs f51213 K. This cor-
responds to an effective magnetic momentmeff50.5mB on
Ni ions and a Pauli componentxP falling off with increasing
T ~see inset in Fig. 4!. Taking for the separation ofxP(T) the
paramagnon model14 used frequently in describing the mag
netic susceptibility of metallic systems with valence-unsta
Ce

xP~T!5xP~0!@11a~T/Ts f!
2#, ~2!

we obtain, with a slightly larger fitting error (;1.2%), ap-
proximately the same values of parameters for the Ni sub
tice ~C57.931025 cm3g21K21, u54.9 K! and for the
xP(T) component@xP(0)53.431026 cm3g21, a521.0,
andTs f51091 K#. In both cases, thexP(T) relation remark-
ably lacks a noticeable plateau,xP.const, forT!Ts f and a
maximum characteristic of Fermi-liquid systems of su
type. This behavior implies13,14 the absence of appreciab
positive curvature of the density-of-states function near
Fermi levelEF , which is typically observed in systems wit
intermediate-valence Ce.

.

FIG. 4. Temperature dependences of the magnetic susceptibility of CeN4In.
The inset shows the susceptibility component due to the valence-uns
state of Ce.
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1J. Rohler, inHandbook on the Physics and Chemistry of Rare Earths,
edited by K. A. Gschneidner, Jr., L. Eyring, and S. Kufner~North-
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intermediate-valence state exhibit near the Fermi level a
row peak in the density of statesgf(E) of width G f;Ts f ,
which is pinned above EF so that S(T);dgf(E)/
dEuE5EF

.0,15 and that theirx(T) relation is well described
for T,Ts f by Eqs.~1! and ~2! and passes through a max
mum atT;Ts f ~Refs. 11, 14!. The totality of our data per-
mits a conclusion that a density-of-states peak forms in
Fermi region belowEF . The formation possibility of such a
structure is in qualitative agreement with band-struct
calculations16 made in the Anderson impurity model wit
strong degeneracy and with additional inclusion of spin-o
splitting. The involvement of the Ce31J57/2 multiplet in
formation of an additional fine structure in the density
states nearEF appears quite possible if one takes into a
count that the spin-orbit splitting energyDso.0.2 eV in
valence-saturated Ce~Ref. 1! is comparable toTs f . Addi-
tional support for the possibility of the Ce saturated-valen
state in metallic systems forming a fine structure in the d
sity of states below the Fermi level is provided by the a
pearance of an additional negative contribution to the to
thermopower in the CeNi52xMx solid solutions~M5Al, Ga,
Si, Ge! and in the induced phase transition in CeNi52xCux

involving a change in the valence state.17

We note in conclusion that the nature of forming such
structure could be clarified by numerical calculations us
the model of Ref. 16, which would include real microscop
parameters off -state coupling with band states of the crys
matrix.
7 Phys. Solid State 40 (1), January 1998
r-

e

e

it

f
-

e
-

-
l

a
g

l

Holland, Amsterdam, 1989!, Vol. 10, p. 453.
2V. A. Shaburov, Yu. P. Smirnov, A. E. Sovestnov, and A. V. Tyun
JETP Lett.41, 259 ~1981!.

3M. D. Koterlin, O. I. Babich, B. S. Morokhivski�, G. Ya. Len’, R. V.
Lutsiv, and Yu. N. Grin’, Fiz. Tverd. Tela~Leningrad! 29, 943 ~1987!
@Sov. Phys. Solid State29, 542 ~1987!#.

4M. D. Koterlin, O. I. Babich, B. S. Morokhivski�, M. B. Konyk, and R. V.
Lutsiv, Fiz. Tverd. Tela~Leningrad! 30, 1612 ~1988! @Sov. Phys. Solid
State30, 873 ~1988!#.

5J. W. Allen and R. M. Martin, Phys. Rev. Lett.49, 1106~1982!.
6L. Severin and B. Johansson, Phys. Rev. B50, 17886~1994!.
7S.-H. Yang, H. Kumigashira, T. Yokoga, A. Chainani, T. Takahas
H. Takeya, and K. Kadowaki, Phys. Rev. B53, R11946~1996!.

8V. I. Zaremba, V. M. Baranyak, and Ya. M. Kalychak, Vestn. L’vo
University, Ser. Khim.25, 18 ~1984!.

9M. D. Koterlin, O. I. Babich, B. S. Morokhivski�, L. I. Nikolaev, and
A. V. Yushchenko, IMF Preprint No. 15, Kiev~1987!.

10M. D. Koterlin, B. S. Morokhivski�, I. D. Shcherba, and N. V. German
Ukr. Fiz. Zh.38, 262 ~1993!.

11N. B. Brandt and V. V. Moshchalkov, Adv. Phys.33, 373 ~1984!.
12S. Cabus, K. Gloos, U. Gottwick, S. Horn, M. Klemen, J. Ku¨bler, and

F. Steglich, Solid State Commun.51, 909 ~1984!.
13S. Misawa, Physica B149, 162 ~1988!.
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Temperature dependence of the magnetic susceptibility in IV-VI semiconductors
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The magnetic susceptibility of IV-VI semiconductors with a quasirelativistic electron spectrum is
investigated. ©1998 American Institute of Physics.@S1063-7834~98!01201-5#

The specific attributes of the band structure of IV-VI The average value of the operator~3! is determined by mean
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compounds are such that their investigation can often be
fined to the contribution of certain characteristics of ele
trons exclusively within a small neighborhood of the ba
gap ~which are described by a Dirac-type equation2! on the
assumption that the contribution of all other band electron
constant. The investigation of the magnetic properties
such compounds,3 PbTe~Ga! in particular, leads to the prob
lem of the magnetic susceptibility of a Dirac gas of fr
electrons. From another angle, this problem is equally in
esting as a means of tracing, for example, the influence
interband transitions and the finiteness and anisotropy of
spectrum on the magnetic response, and also for asse
the contribution of impurities to the susceptibility.

1. GENERAL STATEMENT OF THE PROBLEM

The unperturbed Hamiltonian has the form

Ĥ05â iv i j p̂ j1b̂D,

or it can be written in the expanded matrix form

Ĥ05S D ŝ iv i j p̂ j

ŝ iv i j p̂ j 2D
D . ~1!

Here ŝ5(sx ,sy ,sz) denotes the Pauli spin matrice
p̂52 i¹ ~in all intermediate equations we have set\51!,
D5(1/2)«g is the half-width of the band gap, andv i j is a
tensor representing the interband transition matrix elem
To simplify matters for the time being, we consider the is
tropic case, when the tensor can be written in the fo
v i j 5vd i j . The magnetic field is included in the Hamiltonia
by the customary gauge-invariant operation

Ĥ05S D vsS p̂2
e

c
AD

vŝS p̂2
e

c
AD 2D

D . ~2!

Adopting the usual definition of the current density opera

¤̂5
dĤ
dA

5evS 0 ŝ

ŝ 0
D , ~3!

we can rewrite Eq.~2! in the form

Ĥ5Ĥ01V̂5Ĥ02
1

c
Ĵ•A. ~4!
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of the density matrix

^Ĵ~x!&5tr~ Ĵr̂ !, ~5!

and the density matrix is obtained from the Green’s funct
of the Schro¨dinger equation in an external field:

r̂~x,x8!5 R
C

dv

2p i
Ĝv~x,x8!. ~6!

Here the integration is carried out along the realv axis, and
the contourC encloses only occupied states. The avera
value of the current density operator is related to the fi
through the response functionQi j :

^Ĵ~x!& i5E d3x8Qi j ~x2x8!Aj~x8!, ~7!

where^Ĵi is the i th component of the vector̂Ĵ. From now
on, since the velocity tensorv i j is isotropic, we shall assum
everywhere thatQi j 5d i j Q. The transformation to Fourie
components in Eq.~7! yields

j q5E dxe2 iq–x^Ĵ~x!&5Q~q!Aq . ~8!

Here Aq denotes the Fourier components of the fieldA. In
the investigated system the free Green’s function is given
the equation

Ĝv
~0!~p!5

1

v22«2~p! S v1D v~ ŝp!

v~ ŝp! v2D
D , ~9!

where«(p)5AD21v2p2 is the dispersion law. The follow-
ing expression for the Green’s function in the external fie
A can be written on the basis of Eq.~4!;

Ĝv~p!.Ĝv
~0!~p!1Ĝv

~0!~p!V̂Ĝv
~0!~p! ~10!

~to determine the response to a weak field, it is sufficien
know the Green’s function in the first order with respect
A!. The density matrix described by the first term of Eq.~10!
is the zero-field density matrix of the system and does
contribute to the average current density operator. Con
quently, with allowance for~7! Eq. ~10! assumes the form

^Ĵ&5 R
C

dv

2p i
Tr~ ĴĜv

~0!V̂Ĝv
~0!!. ~11!

Transforming to Fourier components in Eq.~11! and taking
Eqs.~4! and~8! into account, we obtain the following equa
tion for Q ~n is the unit vector in the direction of the fieldA!:

500050-05$15.00 © 1998 American Institute of Physics



Q~q!52
1 R dv E dp

Tr@~ Ĵ,n!Ĝ~0!
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plicated, because this term depends on the relative orienta-
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q.
c C 2p i ~2p!3 v

3~p!Tr~ Ĵ,n!Ĝv
~0!~p1q!#. ~12!

In Eq. ~12! the trace operator applies only to ‘‘spinor’’ ind
ces, i.e., the indices of four-row matrices@see Eq.~1!#. It is
convenient to go over to the representation of the Gree
function ~9!. Then, taking Eq.~3! into account, we have

Q1~q!52
e2v2

c R
C

dv

2p i E dp

~2p!3 Tr@~ ŝ,n!Ĝ11~p!

3~ ŝ,n!Ĝ22~p1q!#,

Q2~q!52
e2v2

c R
C

dv

2p i E dp

~2p!3 Tr@~ ŝ,n!Ĝ12~p!

3~ ŝ,n!Ĝ21~p1q!#, ~13!

In Eqs. ~13! GAB denotes the elements of the matrix~9!
(A,B51,2), every such element, in turn, is a 232 matrix,
the trace operator applies only to indices of these matri
i.e., to ‘‘spin’’ indices, and the total response function is

Q~q!52@~Q1~q!1Q2~q!#. ~14!

The following remark is essential before we proceed w
specific calculations. To determine the static magnetic s
ceptibility x0 , it is sufficient to knowQ(q) to within quan-
tities of the order ofq2. In fact, if we invoke the relation
between the currentj and the sample magnetizationM :
j5ccurlM , along with the relationH5curlA and Eq.~8!, we
readily obtain

x05 lim
k→0

S Qk

ck2D . ~15!

2. CALCULATION OF THE SUSCEPTIBILITY FOR m50.

It is useful to begin by determining the susceptibility
zero temperature and for ‘‘half-filling’’~the chemical poten-
tial lies in the band gap!. In this case the contour of integra
tion C in ~6! encloses only states of the lower band, i.
2`,v,2D. The quantity Q(q) is calculated in two
stages in accordance with Eq.~14!:

Q1~q!52
e2v2

c E dp

~2p!3 R
C

dv

2p i

3
2~v22D2!

@v22«2~p!#@v22«2~p1q!#

5
e2v2

4p2cq E dpFp~«12«2!

v2 2
p3

«p
lnU «p1«1

«p1«2
UG . ~16!

Here p5upu, q5uqu ~the integration in the last equation i
~16! is carried out with respect to the absolute value of
momentum p!, «65AD21v2(p6q)2, and
«p5AD21v2p2. The two factors in the denominator of th
integrand in the first equation derives from the trace of
two-row unit matrix. The calculation ofQ2(q) is more com-
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tion of the vectorsq andn. Expanding the trace of the fou
s-matrices, we obtain

Q2~q!52
e2v4

c E dp

~2p!3

V~p,q,n!

@«~p!1«~p1q!#«~p!«~p1q!
.

~17!

The functionV(p,q,n) is defined as follows:

V~p,q,n!5H 2px
22p22pzq, n'q,

2pz
22p21pzq, niq.

Here the vectorq is directed along thez axis, and the direc-
tion of n in the first row is chosen along thex axis. Only the
transverse part of the vector potential has physical sign
cance; hence,Q2

i [0. The following renormalization of the
responseQ(q) will be useful in our subsequent calculation

Q~q!→Q̃~q!5Q'1
1

2
Qi . ~18!

Making the change of notationD→vD, from Eq. ~17! we
obtain

Q2~q!5
e2v

8p2c E dpFp2

«p
2

p~«12«2!

q
1

p

q«p

3S p22
q2

2 D lnU «p1«1

«p1«2
G . ~19!

Under the renormalization ~18! we have Q1(q)
→Q̃1(q)5(3/2)Q1(q), becauseQ1(q) does not depend on
the relative orientation ofq andn. In addition it is important
to note that the vector potentialA5const also does not gen
erate current, i.e.,Q̃(0)[0, so that from now on we drop al
terms that do not containq. For Q̃(q) we finally obtain

Q̃~q!52S e2v
8p2cD E

0

`

dpF5p~«12«2!

2q
2

2p3

q«p

3 ln U «p1«1

«p1«2
U2 pq

2«p
lnU «p1«1

«p1«2
UG . ~20!

As mentioned, it is sufficient to know the response functi
in the second order with respect toq @see Eq.~15!#. The
expansion of the logarithms in the integrand out toO(q5)
yields the following result for~20!:

Q̃~q!522
e2vq2

8p2c E
0

`

dpF p2

2«p
3 1

p3

3«p
S 3p3

2«p
6 2

p

«p
4D G

.2
e2vq2

6p2c
ln

Dv
D

~21!

@all the terms in this equation diverge as lnp in the limit p
→`, the term containingp(«12«2) in the integrand of
~20! yields terms that converge in the limitp→` and is
therefore omitted in~21!, and the divergence is eliminated b
cutting off the integral overp in ~21! at a large valueL#. The
susceptibility is deduced from this result on the basis of E
~15! ~\ is restored in the final equation!:
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52ux u, ~25!
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6p2c2\ D 6p2 c D

wherea5e2/\c is the fine-structure constant. To within th
logarithm, this equation is similar to the well-known Land
susceptibility equation

xL52
e2vF

12p2c2\
52

e2pF

12p2c2\m
.

The result ~22! agrees with the analogous expression o
tained in Ref. 4. Assuming thatLv is of the order of the
atomic energy scale and that the ratiov/c is of the order of
1022, we estimatex to be of the order of 1025, which is
much larger than the susceptibility of ordinary materia
;1026.

3. CALCULATION OF THE RESPONSE FOR ARBITRARY
FILLING

The filling is described by the chemical potentialm or by
the corresponding momentump0 (umu5AD21v2p0

2). It is
convenient to separate the response into two compone
x5x (0)1dx. Here x (0) is the susceptibility~22! corre-
sponding tom50, anddx is the contribution associated wit
nonzerom. The definition ofdx is the same as in the prece
ing section@see~12!# except that the integration is now ca
ried out with respect to occupied states as described by
equationD,uvu,umu. It is obvious at the outset that th
result is not going to depend on the sign ofm; we therefore
assume everywhere below thatm is positive. For the contri-
bution to the response function fromdx we obtain

dQ~q!52~dQ1~q!1dQ2~q!!.

The definitions ofdQ1(q) anddQ2(q) are analogous to~13!
except that now the integration over the frequency is c
fined to the limitsD,v,m.

From dQ̃(q) we obtain

dQ̃~q!5
e2v

4p2c E
0

p0
dpS 2p3

«pq
1

pq

2«p
D lnU 2p1q

2p2q U. ~23!

To determine the susceptibility, we can expand the integ
in Eq. ~23! as functions of the parameterq. After subtraction
of the response function forq50, this operation gives

dQ̃~q!5
e2vq2

4p2c S 1

6 E 0
p0

dp

«p
1

1

2 E p0
dp

«p
D

5
e2vq2

6p2c
arcsinh

p0v
D

.

The contribution to the susceptibility is finally described
the equation

dx5
e2v

6p2c2\
arcsinh

p0v
D

5
a

6p2

v
c

arcsinh
p0v
D

. ~24!

In the limit p0→` ~or, more precisely,p0→L! we have
arcsinh(p0v/D)→ ln(p0v/D), and Eq.~24! goes over to~22!
with the opposite sign, as it should in the absence of carri
In the opposite limit (p0→0) the susceptibility goes over t
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6p2c2\D 6p2c2\m* L

where m* 5D/v2 is the effective mass, which can be o
tained by expanding the dispersion law«p5AD21v2p2 for
small momentum. The susceptibility~25! coincides with the
total susceptibility of a noninteracting electron gas, which
the sum of the Pauli susceptibility and the Landau susce
bility and is equal in absolute value to 2uxLu. We obtain the
final equation for the magnetic susceptibility in the form

x5
e2v

6p2c2\ F ln
Lv
D

2arcsinh
p0v
D G

52
e2v

6p2c2\
ln

Lv
p0v1umu

~26!

@the sign of the modulus ofm in the last equation again
underscores the fact that Eq.~26! is identical for positive and
negative values of the chemical potential#.

For D!m,Lv Eq. ~26! goes over to an expression co
sistent with~22! but with D replaced bym:

x.2
e2v

6p2c2\ F ln
Lv
D

2 ln
p0v
D G52

e2v
6p2c2\

ln
L

p0

.2
e2v

6p2c2\
ln

Lv
m

. ~27!

4. ANISOTROPY OF THE SUSCEPTIBILITY FOR m50

The susceptibility of the gas in the anisotropic case c
be calculated by analogy with the preceding case. For s
plicity we consider an axisymmetric system, in which t
tensor velocity matrix elementv i j , resolved along the prin-
cipal axes, is described by two constants and has the f
(v' ,v' ,v i).

In this case the magnetic susceptibility again has t
components in the principal axes~x i andx'!, corresponding
to orientation of the magnetic fieldH parallel and perpen-
dicular to the anisotropy axis~z axis!. The calculation of the
susceptibility in this case is analogous to the calculation
Sec. II, but with corrections for the anisotropic dispersi
law and the orientation of the vectorsA andq relative to the
anisotropy axis. Nonetheless, a change of integration v
ables reduces the calculation to the isotropic case. The
responding velocity matrix element is then determined fr
the condition of invariance of the total number of states w
energies lower than the cutoff energy~which for IV-VI semi-
conductors is of the order of the average ionicity gapD ion ;
Ref. 1!. Consequently, for the caseHiz we obtain

x i52
e2v'

2

6p2c2v i\
ln

D ion

D
, ~28!

and forH'z

x'52
e2v i

6p2c2\
ln

D ion

D
. ~29!

For v i5v'5v, Eqs. ~28! and ~29! go over to ~22!
(Lv5D ion). It should be noted that the domain of validity o
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FIG. 1. Magnetic susceptibility versus chemical potentialm and temperatureT.
Eqs. ~28! and ~29! is bounded by the condition whereby
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In Eq. ~31! we have introduced the function
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D ion /v' andD ion /v i ~corresponding to the cutoff momenta!
must not exceed the Brillouin momentum.

5. SUSCEPTIBILITY AT FINITE TEMPERATURE

The susceptibility is also easily determined for a free g
at finite temperature. The procedure for determining it is
actly analogous to the one described above except fo
modification of the method of determining the density mat
from the Green’s function: The relation between these qu
tities is now given by the following equation instead of E
~6!:

r̂~x,x8!5 R
C

dv

2p i
Ĝv~x,x8!nF~v!. ~30!

The functionnF(v) is the ordinary Fermi distribution func
tion. In Eq.~30! the integration is carried out along a conto
enclosing all frequencies. Equations~13! now go over to

Q1~q!52
e2v2

c E dp

~2p!3 R
2`

` dv

2p i

3
1

exp~~v2m!/T!11

2~v22D2!

~v22«2~p!!~v22«2~p1q!!

and similarly forQ2(q). A repetition of the previous calcu
lations yields an expression forQ̃(q) similar to ~23!:

Q̃~q!52
e2v

4p2c E
0

`

dpS 2p3

«pq
1

pq

2«p
D

3 f ~«p ,m,T!lnU 2p1q

2p2q U. ~31!
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f («p ,m,T)5nF(2«p)2nF(«p). From this equation we ob-
tain the following result for the magnetic susceptibility:

x~m,T!52
e2v

6p2c2 E
0

` dp

«p
f ~«p ,m,T!

52
e2v

6p2c2 E
0

` dp

«p

sinh~«p /T!

cosh~«p /T!1cosh~m/T!
. ~32!

The behavior ofx as a function ofT andm is shown in Fig.
1. The chemical potential and the temperature~referred to the
half-width of the band gap! are plotted along the horizonta
axis, and the ratio of the susceptibility~with the opposite
sign! to the quantityx05(e2v/6p2c2)'1.231026 is plotted
along the vertical. The temperature is varied from zero
0.1D, which roughly corresponds to 100 K, and the positi
of the chemical position is varied from the middle of th
band gap to the bottom of the conduction band (0<m
<D). It is important to note that the susceptibility remain
diamagnetic for all possible values ofT andm. @Diamagne-
tism is attributable to the fact that the functionf («p ,m,T) is
positive. The response becomes paramagnetic when
function f changes sign, but this is possible only at negat
temperatureT, i.e., in the presence of population inversion#

It is readily verified that Eq.~32! goes over to~22! in the
limit T→0 for m50, and for nonzerom it goes over to an
expression identical to~26!. From Eq.~32! we can deduce
the asymptotic behavior for

m,D@T and um2Du;T. ~33!

Under these conditions the functionf («p ,m,T) can be writ-
ten in the form 12nF(«p). In this case the term withf 51 in
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completely filled lower band and, by the first condition
~33!, coincides with~22!. By the second condition in~33! we
can assume that the carriers in the upper band are nonde
erate and thatnF(«p) is a Boltzmann distribution. In this
case the susceptibility has the form,

dx~m,T!5
e2v

6p2c2 E
0

` dp

«p
expS m2«p

T D . ~34!

The main contribution to~34! is from states near the bottom
of the band, where«p'D1(p2/2D); it suffices to retain the
momentum dependence only in the exponential function.
then obtain

dx~m,T!.
e2v

6p2c2 expS m2D

T D E
0

` dp

D
expS 2

p2

2DTD
5

e2v
6p2c2 expS m2D

T D A2pDT

2D
. ~35!

To clarify this expression, it must be noted that the carr
density in the upper band under the same assumption
given by the equation

dn5tr~ r̂~x,x8!!52E
0

` dp

~2p!3 expS m2«~p!

T D
'expS m2D

T D A2p~TD!3

2p2 .

In this light Eq. ~35! now assumes the form@see also the
comments to Eq.~25!#

dx~m,T!.
e2v4\2dn

6c2TD2 5
2

3

dn

T S e\

2m* cD 2

~36!

~the correct power ofv is automatically restored here!. This
equation coincides with the well-known equation for the
tal susceptibility of a Boltzmann electron gas@see also Eq.
~25!#:

x5
2

3

n

T S e\

2mcD
2

.
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~32! for m,D!T,Lv. To make such an estimate, we sep
rate the integral in Eq.~32! into two temperature intervals
The contribution of the high-energy term is dominant at hi
T, so that the following expression is obtained for the s
ceptibility in the limit T→`:

x~m,T!52
e2v

6p2c2\
ln

Lv
T

. ~37!

This expression is again similar to Eqs.~22! and ~27! with
the appropriate substitutions.

In closing, it is important to note that the computation
method graphically demonstrates the origin of the diam
netic response in such systems. Indeed, as is readily
ceived, it follows from Eq.~13! that the contribution of
Q1(q) is identical for the casesA'q and Aiq. Conse-
quently, the susceptibility is attributable to the termQ2(q)
originating from off-diagonal elements of the Hamiltonia
~1!, i.e., elements describing interband transitions. Moreov
the given diagramming technique can be used to choose
gauge best suited to the subsequent calculations, rather
to fix it a priori. The method should prove far more conv
nient and straightforward in calculating, for example, susc
tibility corrections due to impurities and weak localizatio
associated with the latter.
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Characteristics of the temperature dependence of the EPR spectrum of a layered

GaSe:Gd crystal
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The temperature dependence of the axial constantsb2
0 characterizing the fine structure of the

EPR spectra of Gd31 in a layered GaSe crystal is investigated. The compound GaSe:Gd contains
three types of centers, in which Gd31 is associated with Li1 or Na1 ions situated in the
interlayer space. The influence of these ions on the phonon spectrum of the crystal is studied. It
is shown that the lithium atoms are too small to have any appreciable influence on low-
frequency optical vibrations~the E9 mode!, which govern the behavior of the temperature curve.
Hereb2

0(T) remains linear in the temperature range well below the Debye temperature
QD ; this is a characteristic feature of layered structures. Sodium, on the other hand, completely
suppresses theE9 mode, so that, for centers associated with it, the temperature dependence
of b2

0(T) exhibits the same behavior as for ordinary~nonlayered! crystals, where linearity is
observed only forT.QD . © 1998 American Institute of Physics.@S1063-7834~98!01301-X#

Within layer atoms in layered crystals are connected byties did not exceed the following upper limits:DT<2 K;
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strong ionic-covalent bonds, whereas weak bonds of the
der Waals type are active between the layers. The pres
of the weak bonds creates low-frequen
(v5102100 cm21), low-dispersion optical branches in th
phonon spectrum of the layered crystal,1–3 which are respon-
sible for anomalies in various kinds of temperatu
dependences.4–6

In an electron paramagnetic resonance~EPR! study of
layered GaSe:Mn21 ~Ref. 6! the unusual behavior of the tem
perature dependence of the constantb2

0 characterizing the
interaction of the electron spin of a paramagnetic center w
the axial crystal field has in fact been successfully explai
by low-frequency optical modes. An anomaly has been
ported in Ref. 6 in that the linear part of theb2

0(T) curve
extends into the temperature range well below the De
temperatureQD ~QD.300 K for GaSe!.

The EPR spectrum of GaSe:Gd31 has been investigated7

It has been established that Gd31 replaces a covalent-boun
pair of gallium Ga2

41 atoms and is situated in the center
the layer. Electron-nuclear double resonance measurem
have disclosed that alkali-metal ions~Li1 or Na1! exist be-
tween the layers in the vicinity of paramagnetic cente
where they act as charge compensators. These ions
present in the crystal as uncontrolled impurities.

Since Li1 and Na1 shunt interaction between the laye
in this configuration and, hence, exert a significant influe
on the generation of low-frequency optical modes, it is
structive to investigate the variations induced in the tempe
ture dependences of the EPR spectra by the presence
impurity in the gap between layers. The results of such
investigation are given below.

The measurements were carried out on a Varian E
EPR spectrometer. The sample was placed in a double qu
tube with helium gas blown through it. The sample tempe
ture was varied by regulating the temperature of the gas fl
and was measured by a special sensor placed in direct
tact with the sample. The errors of the measurement qua
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Two types of interlayer gapsv and w exist in the

polytype-« GaSe lattice, where the volume ofw is much
larger than the volume ofv ~Refs. 7 and 8!. The dimensions
of the Na1 ion significantly exceedv and are commensurat
with w. For this reason sodium is found only in thew gap
~we label it Naw

1 . The dimensions of Li1 are such that it can
exist in both gaps, forming bothLv

1 andLw
1 . Consequently,

the «-GaSe:Gd crystal is characterized by three types
paramagnetic centers: Liw

1Gd31w, Liv
1Gd31v, and

Naw
1Gd31w ~the closest interlayer gaps or ions contained

them are indicated to the left and to the right of Gd31!. The
complete set of parameters of these centers and a det
description of their EPR spectra are given in Ref. 7. We h
investigated the temperature dependenceb2

0(T) for these
centers. The corresponding curves are shown in Fig. 1. A
shown for comparison in the same figure is the tempera
dependence for Mn21 centers, taken from Ref. 6.

It is evident from Fig. 1 that curves2 and3 associated
with lithium centers are similar to curve1 ~Ref. 6! and can
therefore be described by the expression5,6

b2
0~T!5b2~0!

0 1b2~1!
0

•coth~v/2kT!, ~1!

wherev is the frequency of the low-frequency optical mod
having the strongest influence on the constantb2

0 and extend-
ing the linear part of the temperature curve into the lo
temperature region, andb2(0)

0 and b2(1)
0 are parameters tha

depend on the nature of the center and its interaction with
crystal field and with phonons. Equation~1! is obtained by
expandingb2

0 with respect to the relative displacements
the atoms, averaging, and retaining only low-frequency
tical phonons in the second-order terms of the expans
Acoustic modes—flexural modes in particular9—and the di-
latation or compression of the crystal are ignored here. It

550055-02$15.00 © 1998 American Institute of Physics
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been shown6,10 that this approximation yields fairly goo
agreement between theory and experiment for layered c
tals of the GaSe type.

Curves2 and3 in Fig. 1 are satisfactorily described b
Eq. ~1! for the following values of the parameters. For
Liw

1Gd31w center: b2(0)
0 521831024 cm21, b2(1)

0 5406
31024 cm22, v558 cm21; for a Liv

1Gd31v center:
b2(0)

0 518431024 cm21, b2(1)
0 534931024 cm22,

v560 cm21.
In contrast, curve4 in Fig. 1, which is associated with

Naw
1Gd31w center, differs significantly from curves1–3. It

cannot be described by Eq.~1! and is more similar to the
temperature curvesb2

0(T) for ordinary~nonlayered! crystals.
The nonlinearity of the dependence in the rangeT,QD in-
dicates the suppression of low-frequency optical modes
this case.

These results can be interpreted as follows. Accordin
Polian et al.,1 low-frequency optical vibrations with
v.56 cm21 ~E9 mode! are generated in layered GaS
where the atoms execute motion perpendicular to the nor
to the layer. The strong bonds turn easily in this case, and
atoms in adjacent layers slide relative to each other. In s
deformations the role of the elastic force is taken mainly
weak interlayer bonds, so that the vibration frequency
lower than the usual. TheE9 mode significantly deforms the
nearest-neighbor environment of the paramagnetic ce
and, hence, strongly modulatesb2

0. As a result, the mode
completely determines the temperature behavior ofb2

0, as
has indeed been observed6 for Mn21 and for the Liv

1Gd31v
and Liw

1Gd31w centers in our experiments.
The influence of ions situated in the interlayer space

theE9 mode depends on the position and size of the ion~Fig.
2!. The structure of thev gap is such that an ion situated

FIG. 1. Temperature dependence of the constantb2
0 characterizing the EPR

spectra of paramagnetic centers in a layered GaSe crystal.1! Mn21;
2! Liw

1Gd31w; 3! Li v
1Gd31v; 4! Naw

1Gd31w. The solid curves for centers
1–3 represent the theoretical curves obtained from Eq.~1!, and the points
represent the experimental data. The dashed curve for center 4 represe
approximation of the experimental data. The absolute values ofb2

0 are plot-
ted along the vertical axis. The right vertical scale corresponds to cent
and the left scale to centers2–4.
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it, even with dense packing~such that the ionic radiusRu is
commensurate with the effective gap radiusRv!, does not
really inhibit theE9-mode vibrations. In the case of thew
gap, on the other hand, theE9 mode can exist only if
Ru!Rw . For Ru.Rw vibrations are no longer possible, be
cause the atoms in the adjacent layers lose their ability
slide relative to each other~Fig. 2!. Owing to the small size
of the lithium ions, theE9 mode is preserved both for Liv

1

and for Liw
1 . For the Naw

1 ion, on the other hand, this mod
is completely suppressed.

The physical properties of the layered GaSe crystal c
sify it has a quasi-two-dimensional structure. The prese
of a sodium ion in the interlayer space renders the cry
locally three-dimensional. This effect is responsible for t
similarity of the b2

0(T) curve for the Naw
1Gd31w center to

the temperature curves of nonlayered structures, which u
ally exhibit nonlinear behavior only in the temperature ran
T,QD .
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FIG. 2. Models of Gd31 centers in GaSe. The horizontal dashed lines r
resent the boundaries of the layer. The arrows indicate the directio
motion of selenium atoms in adjacent layers in theE9 mode.
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Relaxation of the conductivity of CsI-Tl after excitation by subnanosecond

ci-
electron pulses
B. P. Aduev and V. N. Shva ko

Kemerovo State University, 650043 Kemerovo, Russia
~Submitted June 9, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 66–67~January 1998!

The pulsed conductivity is investigated for a CsI-Tl crystal having a Tl1 concentration
N5831017cm23 and excited by an electron beam~0.2 MeV, 50 ps, 1022104A/cm2). It is shown
that the amplitude of the conduction current pulse is almost an order of magnitude lower
than for ‘‘pure’’ CsI crystals irradiated under like conditions. The conduction current relaxation
time is preserved up tot5100 ps in this case. Under the experimental conditions, therefore,
the lifetime of electrons in the conduction band is controlled by trapping at Tl1 centers. The
electron capture cross section at a Tl1 center is determined:s57310216 cm2, which
agrees in order of magnitude with estimates of the capture cross section for a neutral trapping
center. © 1998 American Institute of Physics.@S1063-7834~98!01401-4#

Investigations of the transient conductivity of CsI crys- perimental conditions. Oscillograms of the time-shifted ex
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tals excited by subnanosecond electron beams have bee
ported in recent papers.1,2 It has been shown that the condu
tion current pulse in CsI relaxes at room temperature i
time ;1 ns, obeying second-order kinetics. A linear dep
dence of the amplitude of the conduction current pulse on
excitation density is observed here. This behavior and a c
parison with optical experiments3,4 have led to the conclu
sion that the observed relaxation time is associated with
coherent transfer of conduction-band electrons, limited
recombination withVk centers. Processing of the experime
tal curves within the framework of the model provides
estimate of the electron mobility:m5(862) cm2/V•s,
which agrees in order of magnitude with the mobility
band electrons and corroborates the preceding conclusio

These considerations have stimulated interest in set
up a detailed experiment on CsI crystals doped with a c
trolled impurity. If the impurity concentration is sufficientl
high and if the lifetime of conduction-band electrons is d
termined primarily by the impurity, the capture cross sect
of an electron by an impurity center can be determined fr
the measured relaxation time of the conduction current:

s5~vtN!21, ~1!

where v is the thermal electron velocity
(v51.7531.75 cm3/s at T5300 K), andN is the impurity
concentration.

The CsI crystals used in the study were doped with T1

ions to a concentration N5831017cm23. The excitation
source was an electron accelerator~0.2 MeV, 50 ps,
1022104 A/cm2). The temporal resolution of the experime
tal procedure was 150 ps. The relaxation time, which can
estimated from convolution-integral processing of the
perimental results, has a value*20 ps. Measurements pe
formed on samples of identical dimensions and at ident
excitation density have shown that the amplitude of the c
duction current pulse in CsI-Tl is approximately an order
magnitude lower than in pure CsI, and the relaxation time
abruptly curtailed. Consequently, the electron lifetime is li
ited by the dominant reaction Tl11e2→Tl0 under our ex-
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tation and conduction current pulses are shown in Fig. 1~the
center of the excitation pulse is taken as the origin!. The
oscillograms are processed by means of the convolution
tegral

R~ t !5E
0

t

W~ t8!F~ t2t8!dt8, ~2!

whereR(t) is the observed experimental dependence,W(t8)
is the profile of the excitation pulse, andF(t2t8) is the
impulse response function. In our situation the excitat
pulse is found to be well described by a normal distributi
W(t)5exp(22t2/w2), wherew5180 ps is the Gaussian pa
rameter characterizing the pulse duration. The functionF(t)
is assumed to have the formF(t2t8)5exp@(t82t)/t#. The
dashed curve is calculated from Eq.~2! with the parameter
t5100 ps. Using Eq.~1! and the values of the quantities i
it, we calculate the cross sections57310216 cm2, which
agrees in order of magnitude with estimates for the cap
cross section at a neutral center.

FIG. 1. Oscillograms of the excitation pulse~a! and the conduction curren
pulse~b!, together with the calculated oscillogram~c!.
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Influence of pulsed laser radiation on the real structure of CdTe single crystals

lm,
I. L Shul’pina, N. K. Zelenina, and O. A. Matveev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted June 19, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 68–72~January 1998!

Back-reflection x-ray diffraction topography is used the measure the real structure of the surface
layer of CdTe single crystals. It is found that the structural changes depend mainly on the
laser power, on the presence of a doping impurity, and on the orientation and profile of the sample
surface. Three distinct and conspicuous phenomena are discussed: overall improvement of
the real structure of the surface layer, the periodic relief of the crystal surface, and twin mosaic
structure. ©1998 American Institute of Physics.@S1063-7834~98!01501-9#

Various types of laser processing of materials, includingposite the deposited film. Upon begin absorbed in the fi
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laser impurity injection, are among the latest technolog
used in the design of modern devices. In application to
GaAs, and CdTe crystals, laser impurity injection is used
form ohmic and rectifying contacts, and this doping tec
nique is enjoying increasingly widespread acceptanc1,2

However, irradiation-induced structural defects can hav
strong influence on the electrical characteristics of device
great deal has yet to be investigated in this area; informa
on the structural changes in CdTe crystals, which are hig
sensitive to heat,5 is particularly scarce. The main advanta
of laser injection over other doping techniques in regard
semiinsulating CdTe crystals is the confinement of heatin
a thin surface layer. The main structural transformations
CdTe are also expected to take place in a thin layer
should be significant. There is hope for the possibility
detecting the changes by back-reflection x-ray topograph6,7

Cadmium telluride is a highly absorbing material, a
the x-ray diffraction examination of it has unique charact
istics. The latter have been thoroughly studied7–9 and are
such that CuKa radiation can be used to analyze the stru
ture of a surface layer a few micrometers thick, essenti
without any concern for the contribution of its normally m
saic dislocation bulk structure, which can be observed
Mo Ka radiation. For this reason we have adopted reflect
x-ray topography as the principal method for investigat
structural changes taking place in CdTe in exposure to h
intensity pulsed radiation under conditions close to those
countered in the injection of doping impurities.

1. EXPERIMENTAL CONDITIONS AND DESCRIPTION OF
THE SAMPLES

For the investigation we used an OGM-40 pulsed la
with two heads: ruby~wavelengthl50.694mm! and neody-
mium (l51.06mm); the pulse duration was 20 ns in bo
cases. The radiation beam from the ruby laser is absorbe
a surface zone of the investigated CdTe crystal~absorption
coefficientK563104 cm21; Ref. 10!, causing it to heat up
The absorption of radiation from the neodymium laser by
crystal is weak (K5123 cm21; Ref. 10!; we therefore used
CdTe samples coated with a vacuum-evaporated film o
doping impurity ~e.g., Al!, which was removed chemicall
after irradiation. The sample was irradiated on the side
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the laser radiation heated the contact zone of the crystal
A photoconductive cell with an output diameter of 0

cm was used to focus the radiation and to equalize its in
sity over the beam cross section. The sample was mou
tightly against the output end of the photoconductive cell
was irradiated over a wide range of energie
(0.2– 1.8) J/cm2.

The investigated CdTe crystals were grown from t
melt in the zero-gradient heat field of the furnace.11 Samples
having dimensions 83831.5 mm were cut from single-
crystal wafers oriented primarily along the~111! plane. The
surfaces of the samples were prepared by abrasive polis
and subsequent chemical polishing.

The real structure of the crystals was investigated
reflection x-ray diffraction topography. Primary CuKa ra-
diation and a series of reflections were used. The extrac
of the crystals in reflection and the estimation of their deg
of structural imperfection~e.g., blocks, the presence of ma
rostresses, large inclusions, etc.! were performed in a URT or
KRS chamber using a Start television system, and deta
examinations were made on photographic plates for nuc
photographs of the MK type with emulsion thicknesses of
mm and 50mm.

The crystals selected for the investigations were free
blocks and had a most homogeneous real structure. H
ever, subgrains, small-angle boundaries, and macrostre
were present in the samples. The dislocation densities,
mated from auxiliary photographs of the 444 reflection
Mo Ka radiation, had values in the interva
10242105 cm22. The dislocation structure had a typical m
saic character. A distinctive attribute of the real structure
the samples was the presence of shallow, sparse, circ
inclusions, presumably Te~Ref. 12!. The largest solitary in-
clusions of this type generated dislocations along the^110&
directions. They show up as stars on the topograms.

2. PROCEDURE OF THE INVESTIGATIONS

The real structure of the as-prepared samples could
characterized on the basis of topograms obtained in CuKa
radiation and the 444 reflection in a single-crystal pho
graphic arrangement, because essentially all important st
tural defects are displayed under these conditions, with

590059-04$15.00 © 1998 American Institute of Physics



FIG. 1. Structural transformation of the surface layer of a CdTe sample as a result of irradiation by a neodymium laser at energy;0.3 J/cm2. a! Before
irradiation; b! after irradiation, CuKa radiation, 620 reflection; the object in the lower right corner is a circular marker.
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ible!. After laser irradiation, on the other hand, particularly
low energies;0.320.5 J/cm2, this technique was found to
be inadequate, and an attempt was made to find more s
tive crystal photography conditions.

The asymmetric 422, 531, 331, 440, 620, and 711 refl
tions were tested for~111!-oriented crystals. The beam pe
etration deptht was calculated for them according to th
equation

t5
2.3

m@csc~u1a!1csc~u2a!#
,

wherem is the linear x-ray absorption coefficient,u is the
Bragg angle, anda is the tilt angle of the reflecting plan
relative to the surface of the sample. The penetration de
decreased from 4mm to 0.7 mm for this set of reflections
and for the 444 reflection it was equalt56.7 mm. This is the
thickness of the crystal surface layer capable of contribut
in principle, to the formation of diffraction images of defec

The last reflections in the above-stated series were fo
to be the most sensitive to weak surface flaws induced
laser irradiation under our conditions. The 620 reflection w
chosen as the working line on the basis of practical pho
graphic considerations. For this reflection the angle of in
dence of rays on the crystal is 5.6°~2.6° for the 711 reflec-
tion! with the crystal surface precisely oriented along t
~111! plane. Recording of the topograms in these reflecti
did not require scanning of the crystal and the photograp
plate ~scanning is mandatory for other reflections!. A two-
crystal arrangement was used to determine the physica
ture of the patterns observed in the topograms~see below!.
The monochromator in this case was a Ge crystal.

3. RESULTS

Laser irradiation in the energy interval (0.2– 0.3) J/c2

is followed by overall improvement in the structure of th
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~Figs. 1a and 1b!: First, the total reflection intensity dimin
ishes in the irradiated zone relative to the nonirradia
sample surface, corresponding to enhancement of the s
tural perfection of the crystals. Second, tiny scratches in
duced in the technological irradiation process heal ov
Third, we see enhancement of the contrast of individual
fects, including inclusions, which increase in number, wh
those existing prior to irradiation increase in size. The lat
effect is attributable to stress relaxation around the inc
sions, which renders them more detectable through their g
eration of dislocations. Accordingly, dislocations arou
large inclusions are dispersed farther away. This behavio
unquestionably promoted by heating of the surface laye
the crystal.

A periodic pattern similar to an interference pattern
observed in the topograms at energies above 0.3 J/cm2, ap-
pearing as rings or loops with a period that diminishes
ward the periphery~Figs. 2a and 2b!. The visibility of this
pattern clearly depends on the irradiation energy. At ne
threshold energies'0.3 J/cm2 it is only visible in the 620
and 711 reflections, whereas at higher energies it is visibl
440, 531, and even 422.

The configuration of the patterns differs for differe
samples, strongly implying a dependence of the type of p
tern on the profile of the sample surface, which is not p
fectly flat, but acquires a certain convexity as a result
prolonged chemical polishing.

From the standpoint of the formation of an x-ray diffra
tion image, the pattern can be attributed either to a perio
deformation of the crystal~in the form of elastic waves gen
erated, for example, by the high-intensity pulsed irradiatio!
or to its periodic surface relief.

We have taken the following approach to the explanat
of the observed pattern. We first attempted to determ
whether a given pattern is associated with modification of
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FIG. 2. Structural transformation of the zone irradiated by
ruby laser, CuKa radiation. Onset of recrystallization struc
ture: a! local atE50.8 J/cm2 ~440 reflection!; b! over the en-
tire area atE51.37 J/cm2 ~620 reflection!; c! magnified frag-
ment of topograma ~440 reflection!.
as-prepared dislocation structure of the crystals. Unfortu-
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nately, the resolution of the topograms recorded w
Mo Ka radiation was not sufficient to arrive at a conclusi
decision; in our opinion, the as-prepared dislocation struc
of the crystal does not undergo any appreciable transfor
tion.

Second, we used a two-crystal topographic record
scheme with reduced x-ray dispersion, which had no r
influence on the visibility of the loops, and the results bias
us in favor of periodic surface relief of the crystals as t
physical cause of the observed pattern.

We should interject at this point that the pattern of pe
odic loops is visually observable on the crystals themselv
Moreover, a periodic structure is visible on the glass se
rating the crystal from the photoconductive cell, most like
originating from CdTe evaporation products formed in he
ing.

Inasmuch as this pattern, according to our observatio
depends on the gap between the glass and the sample, w
is determined by, among other conditions, the profile of
sample surface, it can be identified with the behavior of
volotile products occupying the small gap. Considerable
fort continues to be devoted to the investigation of this m
ter, and the results of its analysis will be published later.

In this study we have investigated the structural chan
of CdTe using successively incremented laser energies
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the formation of a mosaic twin structure.
This effect was first discerned locally in irradiation by

ruby laser at an energy of 0.8 J/cm2. It shows up in the
topograms in the form of a triangular grid with boundari
along thê 211& direction~Figs. 2a and 2c!. The length of the
boundaries varies from 250mm to 50mm.

The center of the zone with this structure does not co
cide with the center of the periodic loops, but with the cen
of the irradiated zone. The ratio of the dimensions of t
zone in two mutually perpendicular directions is 1:2.

In irradiation at an energy of 1.37 J/cm2 this type of
structure is observed over the entire area of the irradia
zone with a diameter of 7 mm except for a thin periphe
ring of width ;300 mm, but the actual structure is muc
shallower, particularly in the center of the zone~Fig. 2b!.
The length of the mosaic cell boundaries here is;30 mm
and increases to;50 mm toward the periphery. At high en
ergies (1.81 J/cm2) this type of structure is distinctly ob
served only in the peripheral part of the irradiated zone;
the center it becomes disordered.

The above-described type of structure is observ
against the background pattern of periodic loops and d
not appear to be related to this pattern.

We have attempted to elucidate the structure of the m
saic cell boundaries. In particular, we ascertained their c

61Shul’pina et al.



tallographic orientation to be along^211&, supporting the no-
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tion of twins rather than dislocations, which a
characterized by thê110& direction. We then determined th
detectability of the three systems of directions of the^211&
boundaries in different reflections. Only in one reflecti
~444! is a mosaic structure visible without any background
images of periodic loops~which are not visible in this reflec
tion!. Two rather than three systems of cell boundaries
visible in different 422 reflections, corroborating the tw
character of the boundaries.

Unfortunately, our resolution was too low to enable us
observe interactions of the laser-induced twin mosaic st
ture with the as-prepared dislocation mosaic structure of
crystals. It seems to us, on the whole, that the observed s
ture can be regarded as a recrystallization structure in
somewhat liberal interpretation of this concept13 when ex-
tended to twins of the special type encountered in semic
ductor materials. It is a well-known fact that recrystallizati
in metals results in the formation of high-angle boundari
During recrystallization in semiconductors the dislocati
mosaic structure is probably capable of changing into a t
mosaic structure. It is possible that this structural transform
tion must also be accompanied by a changes in the prope
of the surface layer of CdTe, as is typical of recrystallizati
in general.12,13

For irradiation by a neodymium laser in the prese
study the CdTe surface was coated with an Al layer
vacuum evaporation. In the structural examinations it w
noted that the presence of Al in the surface layer of CdTe
a definite influence on the recrystallization and formation
the twin mosaic structure. When Al is dissolved in CdTe
large concentration, it can promote the formation of a fin
scale twin mosaic structure. Investigations are continuing
this area.

4. DISCUSSION OF THE RESULTS

We have described preliminary results of a study
laser-induced structural changes in CdTe surface layers
der conditions of impurity doping. We have observed e
plicit evidence of structural transformation, which is not u
expected in light of the fact that laser irradiation
accompanied by heating of the surface layer of CdTe. T
heating can be so intense as to cause melting of the su
layer. It is interesting to note that at an irradiation ener
;0.3 J/cm2, for which the pattern of periodic loops observe
by us becomes appreciable, earlier calculations10 give the
thickness of the melted layer;2502300 Å. The real struc-
62 Phys. Solid State 40 (1), January 1998
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this case. At the same time, however, we do not observe
significant change in the structure of the surface layer. In
opinion, a distinctly observable recrystallization and pr
nounced structural transformation of the surface take plac
higher energies>0.8 J/cm2, which, according to the sam
calculations,10 correspond to a molten thickness;1400 Å.
It is conceivable that this process could be controlled
only by varying the irradiation energy, but also by means
suitable coatings to inhibit evaporation of the semiconduc
We believe that an irradiation regime with distinct recryst
lization promises to be the most practical for laser impur
injection.

It should be noted that the scale of the structural chan
in CdTe under the influence of laser irradiation could
smaller than that observed by x-ray topography. Laser p
cessing is known to have many ramifications,14 but the in-
vestigation of CdTe in this setting has only just begun.
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Fundamental Research, Grant No. 97-02-18331.
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DEFECTS, DISLOCATIONS, PHYSICS OF STRENGTH

lec-
Influence of uniaxial compression at 80 K on the formation of radiation defects in
KCl, KBr, and KI crystals

A. Z. Bekeshev, E. T. Sarmukhanov, Sh. Zh. Sagimbaeva, S. K. Tulepbergenov,
and K. Sh. Shunkeev

Aktyubinsk State University, 463000 Aktyubinsk, Kazakhstan

E. A. Vasil’chenko and A. A. Élango

Institute of Physics of Estonia, EE2400 Tartu, Estonia
~Submitted June 27, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 73–78~January 1998!

The influence of uniaxial compression at 80 K on the efficiency of formation of stable radiation
defects in KCl, KBr and KI crystals is investigated by absorption spectroscopy. It is found
that compression along thê100& directions does not alter the efficiency of radiation defect
formation in KCl and KBr crystals, but in KI the efficiency drops by more than an order
of magnitude. It is concluded from a semiquantitative analysis that the observed difference is
attributable to the impossibility of H centers fitting into the compression-reduced
interstitial voids in KI, whereas several multiples of ten-percent compression is required to
produce the analogous effect in KCl and KBr. ©1998 American Institute of Physics.
@S1063-7834~98!01601-3#

It has been shown previously1–3 that initial plastic defor- characteristics of the nonradiative channel of decay of e
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mation produces a large number of vacancy defects in a c
tal, which take on the role of stabilizing traps for mobi
electron excitations and radiation defects. The trapping
electron excitations~which is crucial at low, helium tempera
tures! tends to lower the efficiency of radiation defect form
tion, whereas the trapping of mobile radiation defects~which
is important at temperatures above the temperature of d
calization of H centers! tends to raise the efficiency.

Fundamentally new and interesting possibilities for
vestigating the decay of electron excitations are found w
a crystal is subjected directly to mechanical stress, wh
produces elastic deformation.4,5 Phenomena can occur in th
stressed crystal from a change in the symmetry of the lat
and can alter certain critical distances in it; the latter effe
in turn, can influence the primary act of decay of electr
excitations, both radiative and nonradiative, with the form
tion of radiation defects~F and H pairs!.

We have previously4,5 reported preliminary studies o
the influence of uniaxial compression at 80 K on the x-r
luminescence spectra of KCl, KBr, and KI crystals. We ha
observed a significant increase in the efficiency of intrin
~not impurity-related! luminescence in stressed crysta
These investigations have since been extended to a
crystal.6 It has been hypothesized that the cause of the
hancement of intrinsic luminescence is a decrease in
mean free path of free electron excitations~excitons and
holes! when the translational symmetry of the crystal is d
rupted by uniaxial compression. This process will neces
ily reduce the transfer of excitation to defects and raise
efficiency of self-localization of electron excitations. A sp
cial study has been mounted to confirm and develop
hypothesis, and in the present article we focus on the spe
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tron excitations.
Adsorption spectroscopy has been used to investigate

structure and formation efficiency of radiation defects in t
x irradiation~at 80 K! of KCl, KBr, and KI crystals stressed
in uniaxial compression at 80 K.

We also carry out a semiquantitative analysis of the p
sibilities of the stable formation of halogen defects at t
instant of decay of electron excitations in a field of elas
displacements in stressed crystals.

The KCl and KBr crystals were grown by the Stoc
barger method from raw material purified by a combinati
method of treatment developed at the Institute of Physics
Estonia in Tartu.7 The final stage of purification entailed 60
fold zone melting, which had the effect of reducing the m
jority of impurities in the crystals to the level of 102621028

mole fractions. Some of the KI crystals were grown by t
Kyropoulos procedure in an inert-gas atmosphere, and ot
were supplied by Harshaw/Bicron, having a concentration
sodium ions at the level of 102421025 mole fractions.

The crystals were stressed in vacuum along the crys
lographic^100& direction from the end section of the cryst
at 80 K directly in a nitrogen cryostat. At low temperature
according to Refs. 8 and 9, the slip process is frozen in~the
fraction of plastic deformation decreases!, and the elastic
limit of the crystals is raised. At 80 K, however, none
these effects radically alters the plastic properties of alk
halide crystals. The strain of the crystal was set by mean
a compressing screw~with a pitch of 1 mm per full revolu-
tion of the crystal holder!, which imparted translational mo
tion to the pressed rod. The structure of the cryostat was s
that the lower limit of strain of the crystal could be set e
perimentally in vacuum at 80 K; the stress could be remo

630063-05$15.00 © 1998 American Institute of Physics
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at any time and restored during the experiment.
The crystals were exposed to W x rays from a URS-55

machine operating at 45 kV, 18 mA. The absorption spe
of the stressed and x-irradiated crystals were measured a
K by means of a Specord M40 spectrophotometer in
spectral range 1.7–6.2 eV.

The basic methodological approach was to compare
nature of the radiation defects and the efficiency of th
formation during x irradiation in two samples: one u

FIG. 1. Absorption spectra measured at 80 K for KCl~a! and KBr ~b!
crystals after 3-h x irradiation at 80 K. 1! Without deformation («50%); 2!
with compression («52%) along^100& at 80 K.
a
80
e

e
ir

the risk imposed by inhomogeneities in the objects,
samples used for the comparative experiments were two
cisely cleaved, mirror-image halves.

Figures 1 and 2 shows the excited absorption spectr
x-irradiated KCl, KBr, and KI crystals. It is evident from
comparison of the spectra of the unstrained crystals~curves
1! and the stressed crystals~curves2! that the nature of the
radiation defects formed in both cases does not change u
load application. The principal radiation defects in all t
crystals are F andX3

2 centers~X for halogen!: The F and Cl3
2

centers in KCl crystals have absorption bands with maxi
at 2.3 eV and 5.2 eV, respectively; the F and Br3

2 centers in
KBr crystals have absorption maxima at 2.06 eV and 4.6
the F and I3

2 centers in KI crystals have absorption maxim
at 1.87 eV and 3.6 eV, respectively. The formation ofa
centers~excitation of a halogen in the field of an anion v
cancy! has also been observed.

Significant changes in the formation efficiency formati
of F centers under the application of stress could not
detected in the KCl and KBr crystals. Only a certain red
tribution of halogen radiation defects was observed~Fig. 1b!,
but they did not alter the total number of generated F-cen
radiations.

The application of uniaxial compression has an al
gether different influence on the efficiency of radiation def
formation in a KI crystal. It is evident from Fig. 2a that th
number of radiation defects in a stressed crystal is more t
an order of magnitude lower than those formed by isodos
irradiation of an unstressed crystal. The number of comp
mentary F and I3

2 centers and the number ofa centers both
s-

t-
-

FIG. 2. Absorption spectra of KI
crystals. a! As-cleaved crystal, 3-h x
irradiation; b! ‘‘defective’’ crystal,
1-h x irradiation;18,28! before irra-
diation; 1,2! after irradiation; 18,1!
spectra measured without compre
sion; 28,2! with compression along
^100& to 2%. Inset: curves represen
ing the buildup of F centers in an as
cleaved KI crystal:1! without defor-
mation; 2! with compression
(«52%) along^100& at 80 K.

64 64Phys. Solid State 40 (1), January 1998 Bekeshev et al.



FIG. 3. Absorption spectra of KI-Na
(131023 mol. %) and KBr-Na
(531024 mol. %) ~inset! at 80 K af-
ter 1-h x irradiation.1! Without com-
pression; 2! with compression at
80 K («5223%) along^100&.
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centers mimics the efficiency of formation of F and I3
2 cen-

ters!. The inset to Fig. 2a shows the kinetics of defect grow
as the x-irradiation dose is increased. A drop in the rate
radiation defect formation under compressive stress and
absence of the initial stage of the growth curve are clea
visible.

In view of our capability of recording the decay of fun
damental absorption in a KI crystal, we also investigated
changes taking place in this spectral region. The fundame
absorption edge of the as-prepared, unstrained crystal~curve
18 in Fig. 2a! shifts toward the low-energy end of the spe
trum under the application of stress~curve 28 in Fig. 2a!.
After x irradiation of the stressed crystal and annealing of
resulting radiation defects at temperatures up to 490 K
fundamental absorption edge~curve18 in Fig. 2b! does not
fully return to the initial state, and a second compression
the crystal~curve28 in Fig. 2b! shifts it still farther toward
the low-energy end of the spectrum. These shifts reflect
formation of predominantly vacancy defects in the course
plastic deformation of the crystal.1 The observed shifts indi
cate that, under 2–3% uniaxial compression at 80 K,
crystal is not only elastically deformed,4 but also undergoes
plastic deformation, which persists after the removal
stress. We have performed control measurements to dis
how plastic deformation can influence the resulting drop
efficiency of radiation defect formation in a KI crystal. No
the initial object of investigation was, in our terminology,
‘‘defective’’ KI crystal, which had already been subjected
compression at 80 K, x irradiation of the compressed cry
at 80 K, and heating to 490 K~curve 18 in Fig. 2b!. The
formation of radiation defects in this crystal is illustrated
curve 1 in Fig. 2b. When this x-irradiated crystal is aga
heated to 490 K to eliminate~anneal out! radiation defects
~curve28 in Fig. 2b! and is then once again x-irradiated at
K, but now in the uniaxially compressively stressed state,
formation of radiation defects is again observed to dimin
~curve2 in Fig. 2b!. The reduction in this case is somewh
less than for the as-prepared, unstrained crystal~Fig. 2a!, but
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causes of the slightly weaker influence of uniaxial compr
sion in the defective crystal~Fig. 2b! is a decrease in the
homogeneity of the crystal due to the formation of vario
vacancies. This process diminishes the uniformity and m
nitude of the applied uniaxial compression throughout
total volume of the crystal.

We can assume therefore that the observed reductio
the radiative formation of stable defects under uniaxial co
pression in a KI crystal is attributable to elastic deformatio
which lowers the point symmetry of the crystal fromOh to
D4h ~Ref. 10!.

The reduction of radiation defect formation in conjun
tion with lowering of the crystal symmetry can be attribut
to various causes: The channel of exciton decay into F
pairs becomes unfavorable, reverse recombinations incr
as a result of the difficulties of separating primary F-H d
fects, or the efficiency of association of interstitial H cente
decreases. The possibility of the latter phenomenon is in
cated by an effect that we have observed previously11 in KBr
crystals containing a sodium impurity: a redistribution of t
efficiency of association of H centers among different ch
nels under uniaxial compression.

It has been shown that the formation efficiency of B3
2

centers in the interaction of two H centers decreases, w
the efficiency of localizing of H centers about the sodiu
impurity increases in a KBr-Na crystal subjected to compr
sion. The reason for this effect is abatement of the lo
range, inherently elastic, mutual interaction of two H cente

To verify whether or not a similar effect is responsib
for the reduction of radiation defect formation in a stress
KI crystal ~Fig. 2!, we have investigated the influence
uniaxial compression on radiation defect formation in a
crystal containing a sodium impurity. The measurement
sults are shown in Fig. 3. It is evident from a comparison
curves1 and2 that the formation efficiency of radiation de
fects in a KI-Na crystal subjected to uniaxial compression
in the pure KI crystal, decreases substantially. This fact
significant departure from the result obtained for a KBr-N
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crystal ~see the inset to Fig. 3!, where all that is observed i
a redistribution of halogen defects (Br3

2-HA) with conserva-
tion of the total number of resulting radiation vacancy d
fects ~F-a centers!.

We can therefore conclude on the basis of these res
that the application of uniaxial compression and x irradiat
at 80 K induces a substantial~by more than an order o
magnitude! reduction of the formation efficiency of stab
radiation defects in a KI crystal, whereas similar treatm
does not alter the efficiency of radiation defect formation
pure KCl and KBr crystals. We have also established exp
mentally that the reduction of defect formation in a KI cry
tal is attributable to uniaxial elastic deformation of the cry
tal and that it is not related to a change in the associatio
primary interstitial defects in the stressed sample.

In seeking to explain the causes of the difference
tween the influence of uniaxial compression in KI, on t
one hand, and in KCl and KBr, on the other, we make use
a recently12 modified geometrical model of an alkali-halid
crystal. According to this model, anions (X2) are assumed to
be ‘‘elastic,’’ and cations (M* ) and halogen atoms (X0) are
assumed to be perfectly rigid~nondeformable!. We assume

FIG. 4. Structure of the H center for the calculation ofRmax in an fcc
alkali-halide crystal in compression along the^100& direction.

TABLE I. Parameters of the KCl, KBr, and KI latt
66 Phys. Sol
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the radius of the halogen atom (Ra0), and the maximum
possible void radius (Rmax) for occupation by the H center i
determined by the elasticity of the anions. IfRmax.Ra

0 , fa-
vorable conditions are established for the formation of an
center, but ifRmax,Ra

0 , then the halogen atom~and, hence,
the H center! does not fit in the designated void.

The maximum possible void radius for the postulated
center, according to the geometrical model12 in Fig. 4, is

Rmax5
1

2
Aa21L222aL cosa2Rc

1, ~1!

whereRc
1 is the cation radius,a is the lattice constant, andL

is the bond length in the H center; it is defined in the inter
(Ra

11Ra
0)>L>2Ra

0 .
If we assume that uniaxial compression~or tension!

along the crystallographiĉ100& direction is achieved by vir-
tue of anion elasticity, the anglea, which is an indicator of
how the crystal is affected by deformation, varies as a fu
tion of the degree of elastic stress. It follows from Fig. 4 th

cosa5AO/OO851/A11Q2, ~2!

so thatQ5a8/a516« @Q is the relative variation of the
lattice constant due to external compression or tension,a8 is
the lattice constant in compression~tension!, and « is the
elastic strain~in %!#. The lattice dilates forQ.1 and com-
presses forQ,1. We have investigated the latter case.

Assuming thatL52Ra
0 and taking Eqs.~1! and ~2! into

account, we find

Rmax5
~a224~Rc

1!2!

~8Rc
114a/A11~12«!2!

. ~3!

The maximum elastic strain«max at which the H-center
occupation condition is satisfied (Rmax5Ra

0) can be estimated
from Eq. ~3!:

«max512A@4aRa
0/~a224~Rc

1!228Ra
0Rc

1!#221. ~4!

The results of calculations ofRmax and «max(%) for
Rmax5Ra

0 are summarized in Table I.
We see that the ratio of the void radius to the radius

the halogen atom (Rmax/Ra
0) increases in the orde

KI→KBr→KCl, exemplifying the increasingly favorable
imbedding of H centers in the corresponding crystals. W
recall the well-known fact that the efficiency of radiatio
defect formation increases in the same order. According
our data, occupation by the H center is the fullest poss
(Rmax/Ra

050.999) in the unstrained KI lattice. At the lowe

s.
r

66ev et al.
Crystal
a, Å

~Ref. 12!
Ra

0 , Å
~Ref. 13! Rmax, Å Rmax/Ra

0
«max, %

~for Rmax5Ra
0!

KI 7.066 1.4 1.399 0.999 20.16
KBr 6.597 1.15 1.243 1.081 24.41
KCl 6.293 1.0 1.143 1.143 43.18

Note: Herea is the lattice constant,12 Ra
0 is the atomic radius,13 Rmax is the maximum possible void radius fo

occupation by an H center,Rmax/Ra
0 is the ratio of the void radius to the radius of the H center, and«max is the

maximum strain at which an H center fits into the lattice.
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compression of the KI lattice a situation arises where
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Ra.Rmax, and it is no longer possible for the H center to
the void. In KBr and KCl crystals the analogous chang
must take place at very high compression ratios: 24.4
43.2, respectively. These figures indicate the presence
large reserve of empty space for occupation by H center

Consequently, the phenomenon observed in this stu
i.e., the marked reduction of radiation defect formation in
KI crystal under uniaxial compression at 80 K, is most like
attributable to attenuation of the nonradiative channel for
formation of F-H pairs, owing to the impossibility of H cen
ters fitting the compression-reduced interstitial voids of
KI lattice. Not to be overlooked is the well-known~see, e.g.,
Refs. 14 and 15! reduction of radiation defect formation in
KI crystal by a similar mechanism when the x-irradiatio
temperature is lowered to 4.2 K.

In KCl and KBr crystals the formation efficiency o
short-lived F, H centers scarcely changes at all in the te
perature range from 80 K down to 4.2 K.16 This behavior is
also fully consistent with our present results, which sh
that uniaxial mechanical compression~much greater than the
compression encountered in cooling! does not alter the effi-
ciency of radiation defect formation in KCl and KBr crystal

When the process of decay into F-H pairs weakens,
energy of the decaying electron excitation must transfer
ther into the radiative process or into another nonradia
process associated with the generation of a large numbe
lattice modes.17 We have previously4,5 remarked that the am
plification of the intensity of intrinsic luminescence in a K
crystal uniaxially stressed at 80 K is much larger than in
analogously stressed KBr crystal. On this basis we can
sume that, whereas the amplification of the luminesce
intensity in KBr is mainly attributable to a reduction o
losses associated with the transfer of excitation to defect
the stressed crystals, the amplification of the luminesce
intensity in KI can be attributed to the same factor plus
tenuation of the decay process into F-H pairs. A power
consideration in regard to this explanation is the absence
strict quantitative dependence in the degrees of amplifica
of intrinsic luminescence and reduction of impurity lumine
cence in KI.

The lack of any influence of uniaxial compression at
K on the efficiency of radiation defect formation in KCl an
67 Phys. Solid State 40 (1), January 1998
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these crystals is highly stable against the geometrical fac
This consideration is possibly one reason why the efficie
of radiation defect formation in KCl and KBr does not d
minish when the temperature is lowered to 4.2 K~Refs. 14
and 15!. Thermal compressions, which drastically reduce
efficiency of defect formation in KI, are incapable of affec
ing the formation of F-H pairs in KCl and KBr.

In closing, we are grateful to S. M. Ryabykh for a di
cussion of the problem.
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Activation energy of spatial separation of the components of interacting pairs
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Frenkel defect pairs in ionic crystals, created during thewinds up beyond 12 spheres of its possible positions aro
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decay of electronic excitations, annihilate for the most p
the remainder are transformed into stable color centers
accumulate in the crystal. The temperature dependence o
efficiency of color center accumulation is complex. Of esp
cial interest in this dependence is a segment of the temp
ture range in which substantial growth of the color cen
accumulation efficiency is observed. As we have shown,
reason for the growth in the accumulation efficiency in t
range is an increase, with rising temperature, of the proba
ity of spatial separation of the components of the radiati
generated interacting pairs via thermally activated motion
the mobile component.1,2

In the present paper, we use computer modeling to a
lyze the process of spatial separation of F–H pairs with p
scribed initial distribution of the components, with the aim
determining the dependence of the activation energy of
accumulation process on the parameters governing the
mally activated motion of the mobile component of the p
in the field of the immobile component.

We adopted the following model to calculate the sepa
tion of correlated F–H pairs created during the decay
electronic excitations, where this separation takes place
thermally activated motion of the mobile component of t
pair ~the H center!. At temperatures above that necessary
delocalization~20–60 K in alkali-halide crystals! the H cen-
ter can undergo thermally activated motion via success
hops to neighboring lattice sites. Since the activation ene
to reorient the H center is lower than that necessary for a
~see, e.g., Ref. 3!, the model assumes that transitions of an
center are possible in any direction regardless of its ini
orientation. The H center is found in the attractive field
the F center. This is taken into account in the model b
distortion of the potential relief for motion of the H center
the immediate vicinity of the F center. The potential rel
for motion of the H center in the field of the F center
depicted schematically in Fig. 1. The interaction potential
the F center with the H center is unknown. We prescribe i
the form E(r )52a exp(2br) allowing us to vary both the
magnitude of this interaction through the parametera and its
stength~long-range action! through the parameterb.

In the calculations we assigned the initial position of t
H center to coincide with one of the lattice sites in the i
mediate vicinity of the F center. Then, using the Monte Ca
method we calculated the probabilities of transition of the
center from its assigned state to any possible new state v
series of successive jumps. The transition of the H cente
the zero state in the model means its annihilation with th
center and disappearance. In the case when the H ce
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the F center, it is taken to have transformed into a sta
center under the conditions of the experiment and to be
longer able to annihilate. The probability that an H cen
survives up to the prescribed time of its migration was c
culated as a function of the temperature of the crystal
given H center was assumed to have survived regardles
its coordinates~inside or outside 12 spheres around the
center!. The effective activation energy of spatial separati
of the interacting components of the F–H pairs~or the effec-
tive activation energy of defect accumulation! was calculated
from the temperature dependence of the probability of s
vival of an H center.

The effective activation energy of spatial separation
the interacting F–H pairs was calculated as a function of
activation energy of migration of an H centerEH and the
parameters of the interaction potential of an F and an
center,a andb.

Results of calculating the activation energyEp of spatial
separation of the components of F–H pairs in a crystal h
ing the structure when the H center is initially located a
lattice site nearest the F center~the state@110# for the F
center located at the origin! are presented in Table I. Th
calculations were performed for 1028 s separation of the
F–H pair following start of the experiment with the potenti
parameters indicated in the table. As the calculations sh
the effective activation energy of spatial separation of
components of the F–H pairsEp is independent of the acti

FIG. 1. Schematic form of the potential relief for motion of an H center
the field of an F center. The number of the stateN denotes the order of the
sphere of equivalent mutual displacements of the centers.

680068-02$15.00 © 1998 American Institute of Physics
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TABLE I. Effective activation energyEp of spatial separation of F and H
centers located on neighboring lattice sites tabulated as a function of the

f
aC
vation energy of migration of an H centerEH , varies weakly
with time, and tends toward a limiting value. It is found th
Ep depends on thea and b parameters of the interactio
potential of an F and an H center.

The activation energy of spatial separation depends
the initial distribution of the components of the separat
pair. Table II, for example, presents results of a calculat
of Ep for the case in which the starting states for initiation
motion of the H centers are states 1 and 2 corresponding
crystal with NaCl structure to sites@110# and @200# relative
to the F center, which are equiprobable in these two sta
Table II also presents results of calculations

parameters of their interaction potentialE(r )52a exp(2br) and the acti-
vation energy of migration of the H centerEH in a crystal with NaCl struc-
ture.

EH , eV a

Ep , eV

b57 b58 b59

height 0.02 6 0.0311 0.0105 0.0034
9 0.0536 0.0199 0.0064

12 0.0833 0.0305 0.0102
15 0.104 0.0414 0.0149

0.04 6 0.0311 0.0105 0.0034
9 0.0536 0.0199 0.0064

12 0.0833 0.0305 0.0102
15 0.104 0.0414 0.0149

0.06 6 0.0311 0.0105 0.0034
9 0.0536 0.0199 0.0064

12 0.0833 0.0305 0.0102
15 0.104 0.0414 0.0149

0.08 6 0.0311 0.0105 0.0034
9 0.0536 0.0199 0.0064

12 0.0833 0.0305 0.0102
15 0.104 0.0414 0.0149

TABLE II. Dependence of the activation energy of spatial separation o
and H centers on their initial mutual displacement in a crystal with N
structure.

Initial distribution over states

Ep , eV0 1 2

0 1 0 0.0414
0 0 1 0.0076
0 0.5 0.5 0.0142
69 Phys. Solid State 40 (1), January 1998
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also applies to any other values of the interaction poten
parameters andEH .

We also calculated the dependence of the activation
ergy of spatial separation on the interaction potential para
eters and activation energy of migration of the H center i
crystal having the fluorite structure. Qualitatively, the depe
dence is quite similar to that described above. But for all
input parameters the same, in a crystal with fluorite struct
Ep turns out to be 2–3 times lower than in a crystal w
NaCl structure.

The calculations provide a qualitative picture of th
separation process of correlated, close-lying, interac
Frenkel pairs formed during the decay of electronic exc
tions. The trajectory of the mobile component of the pair
the field of the immobile component bound with it, for e
ample an H center in the field of an F center, has a com
cated character. The trajectory depends on the ratio of
magnitudes of the barriers to jumps of the mobile compon
for all possible directions and also on the temperature of
crystal. At low temperatures, but still sufficient for an
center to overcome the lowest barrier to a jump, motion of
H center is terminated by annihilation with an F center a
result of one or more jumps in the direction of the F cent
As the temperature is increased, the probability of jumps
an H center in a state having the same or greater dista
from the F center increases, i.e., as the temperature is ra
the H center traverses a longer path before annihilation
passes beyond the limits of the interaction region. The m
probable separation trajectory of an H center is a spher
spiral. This means that the speed of displacement of a mo
defect from an immobile one in whose interaction field it
found is much less than its linear velocity of motion. This
true for the motion of any defect in a crystal containing oth
defects. The speed of displacement of a defect should
crease sharply as it passes by another defect with which t
is a mutual attraction or repulsion. This effect, obvious
can show up in tunneling processes. Retardation of the
gration of a defect near another defect should lead t
growth of the efficiency of the possible tunneling proces
between them.

1V. M. Lisitsyn, Izv. Vuzov, Fizika2, 86 ~1979!.
2V. M. Lisitsyn, V. I. Korepanov, and A. N. Yakovlev, Izv.
Vuzov, Fizika11, 5 ~1996!.

3Ch. B. Lushchik and A. Ch. Lushchik,Decay of Electronic Excitations
with Defect Formation in Solids@in Russian#, Nauka, Moscow, 1989.
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Influence of the concentration of Ca impurity on the magnetic threshold of the

of
magnetoplastic effect in NaCl crystals
V. I. Al’shits, E. V. Darinskaya, and O. L. Kazakova

Institute of Crystallography, Russian Academy of Sciences, 117333 Moscow, Russia
~Submitted June 5, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 81–84~January 1998!

It is found experimentally that the threshold magnetic fieldBc for the magnetoplastic effect, i.e.,
the field at which the depinning of dislocations from paramagnetic impurities in an external
magnetic field begins to be observed, increases with increasing concentrationC of Ca impurity in
NaCl crystals in the rangeC5(0.5– 100) ppm. It is shown that the dependenceBc(C)
exhibits a distinct tendency toward saturation. The physical interpretation of the observed
dependence rests on the notion that as the impurity concentrationC increases, the average size of
the impurity complexes increases and, accordingly, the local atomic configuration around
the impurity atoms changes according to a definite pattern. In particular, the average numbern̄ v
of cation vacancies among the nearest neighbors increases from 1 to 6 as the numberN of
Ca atoms in the complex increases, and this trend, in turn, should cause the thermal vibration
amplitude of the Ca atoms to increase. In other words, the phenomenon in question
appears to be physically analogous in its microscopic mechanisms to the previously observed
increase ofBc with increasing temperature. The proposed interpretation is further
supported by good correlation of the experimental dependenceBc(C) with the calculated
function n̄ c(N). © 1998 American Institute of Physics.@S1063-7834~98!01801-2#

This paper is a continuation of an investigation of the
1–9

This prediction has been fully confirmed in a recent study
5
magnetoplastic effect, which entails the depinning of dis-
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locations from paramagnetic centers in nonmagnetic crys
under the influence of a magnetic field. We assume that
depinning timetdp is determined by the evolution in th
magnetic field of a spin radical pair in the system$paramag-
netic pin-dislocation% to a new state, in which the spin dete
rent is lifted from a particular process~e.g., electron transi-
tion! that radically alters the configuration of the system a
in particular, the energy of interaction in it, thereby releas
the dislocation from its pinning site. A physical scheme
this kind has proven itself to be highly beneficial in the i
terpretation of the observed influence of magnetic fields
the rates of chemical reactions,10 photocurrents in
semiconductors,11 and a great many other processes.12 In ev-
ery case the occurrence of the corresponding phenomen
required that the spin evolution in the system under the
fluence of a magnetic field proceed more rapidly than
thermal randomization of spins. From this standpoint
magnetoplastic effect can only be observed as long as
depinning timetdp does not exceed the spin-lattice rela
ation timetsl in the given dislocation-impurity system. Ac
cording to our experimental data,2 the time tdp is almost
totally independent of the temperature and increases rap
as the magnetic field is reduced,tdp}B22. On the other
hand, the converse property of the timetsl is well known, as
it is only slightly sensitive to the magnetic field, but depen
on the temperatureT, decreasing asT increases. We infer
therefore, that there must be a threshold magnetic fieldBc ,
governed by the relation

tdp~Bc!5tsl , ~1!

below which the magnetoplastic effect cannot be observ
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ours, in which we have measured the magnetic thresholdBc

for NaCl, LiF, and Al crystals. The physical model describ
below is supported not only by the actual existence of
thresholdBc , but also by its shift in the proper directio
after an independent controlled variation of the right or l
side of Eq.~1!. In particular, raising the temperature from 7
K to 300 K and thereby shortening the timetsl had the effect
of raising the thresholdBc , and weakx irradiation, which,
according to our own independent data,6 shortens the time
tdp in a fixed fieldB, lowered the levelBc . The existence of
the magnetic thresholdBc of the magnetoplastic effect ha
also been confirmed in a recent study9 of the influence of a
magnetic field on the macroplasticity kinetics of LiF crysta
subjected to active deformation at a constant strain

«̇5const.
The objective of the present undertaking is to investig

experimentally the dependence of the threshold fieldBc on
the concentration of Ca impurity in NaCl crystals and to gi
a physical interpretation of the measured dependence.

The experimental procedure, based on observation of
mobilities of individual dislocations in crystals in an extern
static magnetic field without mechanical loading, is d
scribed in detail in Refs. 1–4. In particular, the mean-fre
path l of the dislocations as a function of the magnetic fie
B, the durationt of magnetic processing of the samples, a
the Ca impurity concentrationC in them is determined from
histograms of the dislocation paths measured by repe
chemical etching. We investigated NaCl crystals with fo
different Ca impurity concentrations: C150.5 ppm,
C251 ppm, C3510 ppm, andC45100 ppm.

We have previously investigated the dependen
l (B,C,t) for these crystals.1–5 Our intention here is merely

700070-04$15.00 © 1998 American Institute of Physics
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to augment the existing database with measurements o
dislocation mean free paths in low fieldsB at subthreshold
levels B,Bc . The required functional dependence has
form

l 5 l 01kB2t, ~2!

where l 0 is the background mean free path, which does
depend on the magnetic field and is governed by stray eff
~e.g., the etching-out of subsurface pinning sites!. As the
magnetic fieldB is decreased, the coefficientk, which is a
function of the Ca impurity concentrationC but does not

FIG. 1. Normalized mean free path of dislocations versus magnetic in
tion B for four Ca impurity concentrations.1! C50.5 ppm;2! 1 ppm;3! 10
ppm;4! 100 ppm. The dark points of curves1–3 are taken from Ref. 4, and
those of curve4 are taken from Ref. 5.
he

e

t
ts

upon passing through the threshold valueB5Bc .
Figure 1 shows corresponding experimental plots

k(B)5( l 2 l 0)/B2t for four concentrationsC. The most sig-
nificant inference drawn from the curves is the depende
of the threshold fieldBc on the Ca impurity concentrationC
~Fig. 2!. The steep variation ofBc(C) in the pure crystals
with low concentrations in the vicinity ofC;1 ppm gives
way to a smoother behavior at concentrationsC;10 ppm,
distinctly tending to saturation atC*100 ppm.

The observed dependenceBc(C) leads to the following
fairly obvious interpretation. It is a well-known fact13–16that
the average size of impurity complexes in annealed crys
grows larger as the impurity concentration is increas
However, it has been shown2 that this fact does not have an
appreciable influence on the dependencetdp(B). More pre-
cisely, the critical frequency of rotationnc}B2 of the
samples in a magnetic field, i.e., the frequency above wh
dislocation depinning is not observed, is identical for Na
crystals having very different Ca concentrations. Accord
to the model used to describe the effect,5 this characteristic
uniquely determines the timetdp :

tdp5~102221023!nc
21 , ~3!

implying that an elementary depinning event associated w

c-
t
FIG. 2. Threshold magnetic fieldBc versus Ca impurity concentrationC, in coordinates (Bc ,AC), and average numbern̄ v of vacancies in the neares

neighborhood of a Ca impurity versus numberN of Ca atoms in the complex, in coordinates (n̄ v ,AN).
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FIG. 3. Model structures of Ca com
plexes in NaCl crystals.1! Ca21; 2!
Cl2; 3! cation vacancy.
spin evolution is actually the breakoff of dislocations from
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individual Ca atoms rather than correlated depinning fr
the complex as a whole.

Consequently, according to the reported data, the p
portionality factor in the relationtdp}B22 does not depend
on C. It therefore follows from Eq.~1! that the concentration
dependence of the magnetic thresholdBc must be deter-
mined entirely by the function

Bc5
const

Atsl~C!
. ~4!

The dependencetsl(C), in turn, characterizes the respon
of spin-lattice relaxation in the dislocation-impurity ato
system to variation of the size of the impurity complexe
The physical cause of such a response can be linked to
following consideration. The response of the spin system
thermal lattice vibrations must obviously increase as the
bration amplitude increases. In particular, this is why
time tsl decreases as the temperature is raised. Clearly
same thing happens at a fixed temperature when the num
of vacancies among the nearest neighbors of each imp
atom increases. The complexes formed by the divalent
impurity in the ionic NaCl crystal have the distinctive featu
that one cation vacancy and two Cl2 ions must be associate
with each Ca21 ion substituted for a monovalent Na1 ion in
the complexes. It is evident from Fig. 3 that the number
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increases as the numberN of Ca atoms in the complex in
creases:nv51 for N51 ~Fig. 3a!, nv52 for N52 ~Fig. 3b!,
and forN516 in the cube-shaped complex~Fig. 3c! we have
nv56, 4, 3 or 2, depending on whether the Ca atom is s
ated in the interior volume (nv56), on the surface (nv54),
or on an edge~nv53 or 2!. As N increases, the number o
Ca atoms in the interior of the complex obviously increas
and the average numbern̄ v must increase as well, tendin
asymptotically to 6.

Let us consider, for example, a model family of cub
complexes consisting of ‘‘unit cubes’’ having the structu
shown in Fig. 3c. Ann-fold increase in the edge of the cub
causes the number of Ca atoms in the complex to increas
N516n3. Figure 3d illustrates such a complex forn52 and
N5128. It is readily perceived that in each complex of th
family the total ofN516n3 impurity atoms includes

N6516n3224n2110n ~5!

bulk atoms, each containingnv56 nearest-neighbor catio
vacancies,

N4524n2222n14 ~6!

surface atoms surroundingnv54 vacancies, and

N358n24 ~7!
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N254n ~8!

edge atoms characterized by the parametersnv53 and
nv52, respectively. As a result, the average numbern̄ v of
vacancies surrounding impurity atoms in the given comp
is equal to

n̄ v5
6N614N413N312N2

16n3 562
12n22n21

4n3 . ~9!

Figure 2 shows the functionn̄ v(N) plotted in coordi-
nates n̄ v ,AN! through the points~N51, n̄ v51!, ~N52,
n̄ v52!, and @N516n3(n51, 2,...), n̄ v51# according to
Eq. ~9!. The striking and surprising similarity between th
Bc(C) and n̄ v(N) curves, of course, cannot be treated
quantitative agreement between theory and experim
Nonetheless, it most certainly lends support to the propo
physical scheme. The next step must be to establish spe
relations betweenC and N and betweenBc and n̄ v .

So far we can only assume on the basis of Fig. 2 that
complexes in the purest NaCl crystals with Ca impurity co
centrationsC150.5 ppm andC251 ppm are composed o
several impurity atoms, those in crystals withC3510 ppm
consist of several tens of impurity atoms, and finally t
complexes in crystals with a concentrationC45100 ppm can
contain hundreds of impurity atoms. And while it may b
premature to discuss a new technique for the experime
determination of the average size of paramagnetic c
plexes, the observed sensitivity of the thresholdBc of the
magnetoplastic effect to the impurity concentrationC en-
courages the likelihood that such a technique will be fou
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Excess free volume and mechanical properties of amorphous alloys

ith
V. I. Betekhtin, A. G. Kadomtsev, and A. Yu. Kipyatkova

A. F. Ioffe Physico-technical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

A. M. Glezer

I. P. Bardin Institute of Metallurgy and Metal Physics, 107005 Moscow, Russia
~Submitted July 2, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 85–89~January 1998!

Characteristics of the excess free volume in amorphous alloys quenched from a melt are
investigated and analyzed. It is established by small-angle x-ray scattering that the application of
intense hydrostatic pressure causes this volume to decrease. This decrease leads to an
enhancement of a number of characteristics of the mechanical properties of amorphous alloys.
© 1998 American Institute of Physics.@S1063-7834~98!01901-7#

Key problems concerning the mechanical behavior ofvealed the existence in amorphous alloys of regions w
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amorphous alloys include the challenge to elucidate
atomic mechanism of heterogeneous plastic flow and
condition for generating quasibrittle cracks as an alterna
mechanism to relaxing external stresses. In light of the b
similarity of the process of heterogeneous plastic flow
amorphous alloys and the process of plastic flow in crys
line materials, we are right to assume that, as in cryst
plastic deformation of amorphous alloys is determined b
combination of processes of generation, interaction, and
nihilation of defects that are the basic carriers of plastic
formation.

A sufficiently detailed picture of all stages of structur
relaxation and the mechanism of plastic deformation
amorphous alloys can be had from the free-volume mod1

In our understanding of the term, the free volume consist
regions of depressed density, characterized by a definite
distribution ~from fractions of an atomic diameter to hun
dreds of nanometers! which depends on the conditions o
preparation, composition, heat-treatment regime, and a n
ber of other factors. Within this model, we have the pos
bility of tracing, both theoretically and experimentally, th
evolution of regions of free volume from their generation
regions of rarefaction in the melt through transformation
their shapes and redistribution over the cross section of
amorphous matrix upon quenching the melt, to modificat
of their morphology and size distribution parameters of th
defects under various external influences. Note that in
presence of a continuous size distribution of free-volume
gions, different fractions of these defects should possess
stantially different activation energies and migration mec
nisms.

Let us dwell briefly on experimental demonstrations
the existence of free volume in amorphous alloys quenc
from melt.

1! It is well known2 that the density of amorphous alloy
is several percent lower than the density of crystalline ma
rials of the same chemical composition. As dilatometric e
periments have shown, at the structural relaxation stag
compaction of the amorphous matrix takes place associ
with partial annihilation and removal of excess free volum

2! Small-angle x-ray scattering experiments have
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electron-density fluctuations which are several nanometer
several hundreds of nanometers in extent.3 Changes in the
characteristics of these regions in the presence and abs
of surfactants, and also with progress of structural relaxa
processes, give reason to suppose that the main scatt
centers are the free-volume regions. It was also establishe
Ref. 3 that these regions play an important role in format
processes of microfissures during mechanical treatments

3! Scanning electron microscopy and auto-ion micro
copy studies have provided direct evidence of pores and
micropores which can be assigned to a certain fraction of
regions of free volume.1 The volume density of the submi
cropores undergoes marked growth at the stage of dil
metrically recorded compaction when the free volume g
out of the amorphous matrix most vigorously, not only on
outer surfaces but also onto inner free surfaces.

4! In electron-microscopy studies of submicrocrystalli
iron-based alloys obtained by quenching from melt, i.e.,
tained using the same preparation method used to prepar
amorphous alloys, a very high volume density of prisma
dislocation loops and submicropores (101021011 mm23)
was observed.1 In essence, these defects, arising as a con
quence of agglomeration of nonequilibrium high-temperat
vacancies, make up the excess free volume of the crys4

The difference from the amorphous state consists only in
fact that, as a consequence of Wolf–Bragg scattering effe
we have the possibility of easily visualizing these defects
a crystal, and also in the fact that the free-volume density
the amorphous state is two orders of magnitude larger t
that which we see with an electron microscope in rapi
quenched crystals.

In general, the free volume can be divided into exce
free volume and structurally induced free volume. The c
egory of excess free volume does not impose significant
strictions on the structural model of the truly amorpho
state since it can be considered as a defect of that state
not a structural element. Removal of the excess free volu
does not lead to any changes in the nature of the symm
or the topological characteristics of the amorphous state.
precisely this most mobile component of the free volume t
is responsible for changes in the structure and physic

740074-05$15.00 © 1998 American Institute of Physics
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FIG. 1. Anisotropy of small-angle x-
ray scattering as a function of the im
age direction~1—image in theYZ
plane,2—image in theXZ plane! ~a!
and calculated shape of the scatterin
inhomogeneities~free volume! ~b!
for the investigated amorphou
samples.
mechanical properties of amorphous alloys in structural re-
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laxation stage. The structurally induced free volume is
structural element entering into the make-up of the ato
complexes determining the topological and compositio
characteristics of the amorphous state. Thus, for exampl
the case of the polycluster model of the amorphous state,5 the
structurally induced free volume is a necessary elemen
the intercluster boundaries.

All the above underscores the need for a detailed st
of those characteristics of the free volume that can noticea
influence the mechanical behavior of amorphous alloys
the present study we have undertaken an effort, using sm
angle x-ray scattering, to analyze the shape of the region
free volume and the nature of their distribution over the to
volume of samples quenched from melt. The interpretat
of the small-angle scattering data has so far not been un
since, in principle, several scattering sources are poss
micro-patches, particles of a second phase, and regions
riched by a dopant element or possessing an increased
of internal strains. In this light, it would be useful to intro
duce a physical parameter of internal action that would al
us to uniquely link the small-angle scattering characteris
with the parameters of homogeneities of a given type. Su
parameter, in our opinion, is the external hydrostatic press
since it is well known that it is capable of effectively d
creasing the porosity of a wide range of materials.6–10 In this
context, one usually observes a decrease in the averag
mensions of the pores while their overall concentration
mains unchanged. Motivated by this fact, we also set o
selves the goal of determining the effect of the hydrosta
pressure on the volume fraction and nature of the size di
bution of the free-volume regions.

1. MATERIAL AND EXPERIMENTAL TECHNIQUE

The amorphous alloys investigated in this stud
Co60Fe10Si15B10 ~alloy 1!, Fe56Co24Si15B15 ~alloy 2!, and
Fe78Ni2Si8B12 ~alloy 3!, were prepared by quenching from
melt in the form of strips or ribbons 30mm thick and 5 to 10
mm wide. Structural studies confirmed the amorphous s
of the alloys and the absence of any particles of a sec
phase.

In this study we used a small-angle x-ray chamber w
Kratki collimation Mo ~Ka or Co Ka radiation!. This setup
made it possible to determine the inhomogeneity parame
in the range 3–300 nm. To increase the reliability of t
results, we also processed the samples independentl
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created in a high-pressure bomb in an oil medium.8 The mi-
crohardness was measured by a specially develo
technique11 on the end-face of the strip. We also determin
the tensile strength of samples cut from the strip of the am
phous alloys by stretching them with constant rate of load
to the point of tensile rupture. The temper brittleness te
perature of the amorphous alloys was determined by me
of a series of isochronous anneals at different temperat
with subsequent mechanical deflection testing at room t
perature.

2. EXPERIMENTAL RESULTS

The small-angle x-ray scattering studies showed that
nature of the scattering for the three investigated comp
tions are qualitatively similar. The scattering inhomogen
ities have a slightly prolate shape, and their size distribut
is clearly non-uniform. The small-angle scattering indicat
ces measured along the longitudinal axis of the strip~the X
axis! possess greater steepness and smaller total width
those measured in the direction perpendicular to the axi
the strip~along theY axis! ~Fig. 1a!.

Analysis shows that the inhomogeneities have a ne
spherical, slightly ellipsoidal shape since they are oblate r
tive to the normal to the surface of the strip and prolate in
plane of the strip in theY direction. Thus, the ellipsoida
defects are oriented with their major axes perpendicula
the direction of the strip in the plane of the strip~Fig. 1b!.
The ratio of the major axis to the minor axis of the ellipse
1.13–1.15. With this in mind, in what follows we will us
the term ‘‘pore size,’’ similar in concept to the reduced d
ameter.

Processing of the indicatrix by the Guinier method t
gether with calculation and processing of the invariant
the same alloy makes it possible to reliably distinguish
least two fractions of inhomogeneities with mean siz
around 100 and 20 nm~curve1 in Fig. 2!. In addition to this,
weak scattering from inhomogeneities with sizes in the ra
4–5 nm is observed, along with scattering~in the supersmall-
angle range! by inhomogeneities with sizes around 250 n
~An analysis of the nature of scattering by these inhomo
neities will be given separately.!

On the whole, the small-angle scattering pattern and
interpretation are qualitatively similar to the results obtain
for Fe–B based amorphous alloys.3

75Betekhtin et al.
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The results of the application of hydrostatic pressure
duce to the following. Figure 2 displays the results of a stu
of inhomogeneities of scattering of amorphous alloy 1 af
the application of a hydrostatic pressure of 1 GPa. It can
seen that an overall decrease of the intensity of small-an
scattering and of the mean dimensions of the readily dis
guished scattering inhomogeneities is observed. Calculat
show that the total volume of the scattering inhomogenei
decreased twofold on average. A detailed analysis of
trend of the curves in different coordinates, the magnitu
of the absolute scattering intensities, the outer form of
curve of the invariant and its magnitude showed that
observed scattering can be interpreted uniquely only as s
tering by micro-patches~micropores!. The decrease of the
small-angle scattering intensity after application of hydr
static pressure clearly proved to be associated only wit
decrease in the volume of the scattering particles. Here
change is observed in the concentration or the electron d
sities of the scattering inhomogeneities. According to R
12, if only the size of the inhomogeneities is changed
definite relation between the change in their size (D) and the
change in the scattering intensity (I ) should hold. In our case
~slit collimation, almost round pores! this relation has the
form D5;I w50 ~Ref. 13!. Indeed, for alloy 1 after applica
tion of a pressure of 1 GPa~time of action 10 s! the quantity
D5 decreased by a factor of 1.73 while the scattering int
sity decreased by a factor of 1.8. The estimates confirm
cavity-like nature of the scattering inhomogeneities.

Assuming that the observed inhomogeneities are
cropores, we can estimate their volume fraction. For all
alloys examined, it amounts to a few percent. It is significa
that the volume-fraction estimate of scattering inhomoge
ities, assumed to differ in nature, gives unreal values—m
than a hundred percent.

Figure 3 plots the average pore volume of one of t
fractions for alloy 1 as a function of the applied pressu
(P). It can be seen that the pores begin to close up alread
very small pressuresP<0.1 GPa. At large pressures, th
process is observed to extinguish. A similar trend was
tained for other alloys and the other pore fraction.

Figure 4 plots the scattering invariant obtained for all
2 in its original state after quenching from melt~curve1! and
after removing from each surface by electrolytic etching

FIG. 2. Invariants of the scattering indicatrices of alloy 1 before~1! and
after ~2! application of hydrostatic pressure.
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surface layer about 3mm thick ~curve2!. It can be seen tha
removal of the surface layer is followed by a substan
decrease in the size of the scattering centers, which indic
a clearly non-uniform size distribution of the inhomogen
ities: the larger scattering regions become concentrate
surface regions of the ribbon-like samples while the sma
regions become concentrated in interior regions.

As is well known,6–10 closing of the micropores almos
always leads to an improvement in the physical-mechan
properties of the materials. Regarding the amorphous al
examined in this study, we were able to establish experim
tally that the application of external hydrostatic pressure
creases the microhardness of the alloys on average by 7–
Closing the micropores has a similar effect on the ten
strength of amorphous alloys as shown by deflection test
Thus, the tensile strength of samples of alloy 1 at 18 °C a
100 °C was 1,500 and 1,400 MPa, respectively, and, for
same samples after the application of a pressure of 1 G
the tensile strength at the above-indicated temperatures
creased to 1,610 and 1,520 MPa, i.e., by 7–8%.

Still more interesting is the fact that, after high-pressu
treatment, the temper brittleness temperature, i.e.,
viscous-brittle transition temperature observed in almost
metal-metalloid amorphous alloys following annealing abo
a critical temperature, was observed to increase in all th
amorphous alloys. Thus, for alloy 3, the transition to t
brittle state after preliminary high-pressure treatment a
GPa takes place after annealing at a temperature 5
higher than in the same alloy not having undergone s
treatment. Similar results were obtained for the other inv
tigated amorphous alloys.

3. DISCUSSION

In the present study, the application of intense hyd
static pressure to amorphous alloys lowered the volume f
tion of scattering inhomogeneities and their mean size w
out changing the magnitude of electron-density fluctuatio
or the volume density of the scattering centers. Comp
analogy with ordinary porous materials leaves no doubt th
in amorphous alloys quenched from melt, small-angle sc
tering reveals in a fundamental way the characteristics of
excess and structurally-induced free volume. The results
tained using this technique indicate unambiguously that
addition to free volume on the atomic scale, amorphous
loys contain noticeably larger micro-patches tens and h
dreds of nanometers in size.

FIG. 3. Dependence of the mean pore volume on hydrostatic pressu
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Let us consider the possible mechanism by which
quenching parameters influence the size and shape dist
tion of the free-volume regions and their distribution over t
cross section of the ribbon-like samples produced by ra
quenching on a rapidly rotating disk-chiller. It is first nece
sary that in the melt contain, before its sudden cooling on
disk, regions of rarefaction whose size and number incre
with the temperature of the melt.14 At the moment the drops
of melt fall upon the cooled surface of the rapidly rotati
disk, forces act on the rarefaction regions~future regions of
excess free volume!, whose magnitude and duration of actio
determine the characteristics of the free volume after
melt solidifies. An analysis of the combined action of the
forces shows that the regions of free volume forming dur
rapid solidification of the melt should generally be ellipsoid
oblate to different degree along the axis perpendicular to
surface of the ribbon-like samples, with a different ratio
the other axes depending on the specific quenching pa
eters and the properties of the material. This correspond
the experimental data shown in Fig. 1. The influence of
centrifugal forces depends on the quenching rate and is
pressed in the nonequilibrium of the defect distribution o
the cross section of the strip; this is also confirmed exp
mentally~Fig. 4!. In the surface regions the mean size of t
free volume is much higher than in the interior regions.

Within the framework of the above ‘‘force’’ model, th
melt temperature and the effective quenching rate influe
the size distribution of the free volume in two ways: T
melt temperature is mainly responsible for the total num
of regions having reduced density, where this number can
‘‘frozen’’ upon quenching, and for the shift in the size di
tribution toward larger values when the melt temperature
raised. The effective quenching rate is responsible for
total number actually ‘‘frozen’’ defects and for the shift
the size distribution toward smaller values with growth of t
effective cooling rate of the melt.

The structural model of the temper brittleness of am
phous alloys according to which annealing above some c
cal temperature is followed by a change in the failure w
first formulated in Ref. 15. Such a change is associated w
a facilitation of generation of large cracks in the micropo
of relaxational origin, arising as a result of coalescence of
regions of excess free volume. Each amorphous alloy wi
given size distribution of the free-volume regions has a d
nite critical temperature of the elastic-brittle transition, lea

FIG. 4. Invariants of the indicatrices of amorphous alloy 2 before~1! and
after ~2! electrolytic etching of the surface of the ribbon-like samples.
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size sufficient for macrodestruction. The applied hydrosta
pressures, by shifting this distribution toward smaller valu
obviously increase the critical temperature necessary for
formation of supercritical micropores. Thus, the experime
on the effect of hydrostatic pressure on the temper brittlen
temperature described in this study, on the one hand, con
the validity of the relaxation model of temper brittleness p
posed in Ref. 15 and, on the other, reveal one more wa
affecting on the critical temperature of the elastic-brittle tra
sition in amorphous alloys.

It is significant that experiments on hydrostatic po
closing, in principle, give new information about plastici
mechanisms in amorphous alloys. It is clear that the decre
in the size of pores under pressure is possible only as a re
of the occurrence of microplastic flow processes~the tem-
perature is too low for diffusion processes to occur!. Analy-
sis of the curve in Fig. 3 reveals that the threshold press
for onset of the closing-up process is either too lo
(&.1 GPa) or is even simply absent. Preliminary data a
indicate that the degree of closing up depends on the tim
action and depends weakly on the size of the pores. Al
these results taken together give us reason to suppose th
the present the mechanism of viscous flow characteristic
amorphous materials is realized. In this regard, note that
closing up of pores in crystalline materials occurs by a d
location mechanism which is characterized by the prese
of a threshold pressure, the absence of a dependence of
ing up on the time of action of this mechanism~in the range
10232104 s!, and an enhancement of the degree of clos
up accompanying an increase in the size of
micro-patches.6–10

In conclusion, let us dwell briefly on the nature of th
smallest-size and largest-size fractions of the scattering in
mogeneities, of sizes 4 and 250 nm. The small-angle sca
ing behavior subsequent to application of pressure does
permit a unique interpretation of these fractions as sub
cron patches since their volume fraction hardly changes a
after the application of intense hydrostatic pressure. It se
that we are dealing here with scattering inhomogeneities
nature requiring additional study.

Thus, on the basis of the above study we may concl
that amorphous alloys quenched from the melt cont
slightly ellipsoidal submicron patches 20–100 nm in siz
nonuniformly distributed over the cross section of t
ribbon-like samples. The decrease in the volume fraction
these defects of the amorphous state caused by the app
tion of intense hydrostatic pressures leads to change
many of the mechanical properties of the investigated m
rials.

The authors thank the Russian Fund for Fundame
Research for financial support~Grant No. 97-02-17412! and
V. I. Matveev for determining the hardness of the amorpho
alloys.
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MAGNETISM AND FERROELECTRICITY

the
Dynamical theory of thermal spin fluctuations in metallic ferromagnets
V. I. Grebennikov

Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
~Submitted April 7, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 90–98~January 1998!

A self-consistent dynamical theory of thermal spin fluctuations is developed which describes
their spatial correlation. It is based on the functional integral method and utilizes the quadratic
representation for the electron free energy in a fluctuating exchange field with renormalized
susceptibilities allowing for the interaction of various spin fluctuation modes. Interpolation
between the single-site and homogeneous susceptibilities is used, where these susceptibilities
are found self-consistently. The average over fluctuations takes account of both long-wavelength
and local excitations. A closed system of equations is formed for both unknown quantities:
the magnetization and the mean-square exchange field at a site. The basic characteristics of a
specific magnet are the density of electron states and the atomic magnetic moment at
T50. A method is proposed for separating the relatively slow thermal-spin fluctuations from the
rapid zero-spin fluctuations forming the ground state of the magnets. AtT50 we have a
system of equations of mean field theory. The temperature excites thermal spin fluctuations, which
are described by taking account of correlation in time and space. The magnetization,
susceptibility, magnitude of the spin fluctuations and their distribution over momenta, and the
degree of magnetic short-range order in iron are calculated as functions of the temperature
in the ferromagnetic and paramagnetic phases, and also at the transition between them, the Curie
temperature. ©1998 American Institute of Physics.@S1063-7834~98!02001-2#

The effect of electron-spin-density fluctuations on theCPA scheme have been limited to a consideration of
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magnetic properties of metallic magnets at finite tempe
tures has been studied intensely for several decades.1–4 Re-
cent successes in the description of spin fluctuations h
been linked to the use of the functional integral meth
based on the Stratonovich–Hubbard transformation,5,6 which
allows one to reduce the density-of-states calculations of
interacting electrons to a problem of motion of independ
electrons in an external field, varying arbitrarily both
space and in time.

However, the overwhelming majority of studies ha
been based on the static single-site approximation,7–12 in
which the field fluctuations are determined by tim
independent potentials randomly distributed over the site
the crystal lattice. Electron scattering by them is trea
within the framework of the coherent potential approxim
tion ~CPA!.

This theory has explained the Curie–Weiss law for pa
magnetic susceptibility. Estimates were made of the Cu
temperature and showed, in general, that it is less than
value predicted by the Stoner–Wohlfahrt mean-field theo
Note that quantitative results in the study of band structu
calculated from first principles13–16have turned out to be les
successful than calculations based on model densitie
states.11,17 In most of the cited references, with the excepti
of Refs. 8, 9, and 12, only one-dimensional spin fluctuatio
along the magnetization were taken into account althoug
is completely obvious from general considerations that tra
verse fluctuations in the ferromagnetic region predomin
But such was done and is still done.17–19

Efforts to go beyond the single-site approximation in t
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pairwise distribution function of the fluctuating static pote
tials at neighboring sites.20,21

An alternative approach was proposed by Hertz a
Klenin.22 They considered dynamical fluctuations in the s
called long-wavelength limit and obtained a generalization
the well-known random-phase approximation~RPA!23 for
the susceptibility where the latter depends on the wave v
tor and the frequency. Unfortunately, this theory was dev
oped only for the paramagnetic region; therefore, the mec
nism of a feedback effect of the spin fluctuations on t
magnetization is completely absent from it. The authors
this theory have used it to explain the possibility of the e
istence of spin waves above the Curie temperature als
concrete estimates, again, based on the static approxima
Due to its great mathematical difficulties, this approach h
not received further development.

Spatial correlation of spin fluctuations was examined
the basis of the Murata–Doniach model functional24–27 and
its generalizations giving the described spin fluctuatio
within the framework of classical statistics. In particula
recently,27 the parameters of the effective functional we
determined with the aid of first-principle calculations of th
energy of spiral spin configurations, followed by a standa
thermodynamic calculation. The results obtained in Ref.
demonstrate all of the essential features of the static appr
mation. These include the abrupt fall;T of the magnetiza-
tion at low temperatures, the approach of the lo
temperature specific heat not to zero, but to a constant va
the need to introduce a cutoff in the wave vector, the sm
value of the effective magnetic moment in the Curie–We

790079-08$15.00 © 1998 American Institute of Physics



law, etc. Along with this, reasonable estimates of the Curie
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1. MATHEMATICAL DESCRIPTION AND MAIN
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temperature in iron, cobalt, and nickel were obtained.
A large number of studies have examined the effects

interelectron correlations in the ground state of the Hubb
model. Their influence on the temperature dependence o
properties of the transition metals has received significa
less study. In Refs. 28 and 29 the functional integral met
was united with the Gutzwiller method to calculate the el
tron wave functions with correlation taken into accou
However, here also the fluctuating field was described in
single-site static approximation. It turns out that the m
effect of the electron correlations reduces to a renormal
tion of the coupling constant. But since its magnitude in a
case is effective~it is determined from the observed magn
tization atT50, whether by the mean-field theory or by th
variational approach!, in reality the effect of the electron
correlations in iron is roughly 10%, and in nickel st
smaller. Note that Ref. 28 again only considered longitudi
fluctuations. Although in some sense taking electro
electron correlations into account is equivalent to taking
namic field fluctuations into account, in the given case
essence only ‘‘zero’’ fluctuations~fluctuations in the ground
state! were taken into account, and this proved to be entir
insufficient for obtaining the true temperature behavior of
main characteristics of ferromagnetic metals.

Thus, although it has been possible within the fram
work of the static approach to explain, either qualitatively
semiquantitatively, a number of physical properties pre
ously amenable to description, for a quantitative descript
it is necessary to extend the theory by allowing fuzzy
dynamic spin fluctuations. In Ref. 3, based on the Gaus
approach, Grebennikov and Turov formulated a dynam
theory of local spin fluctuations~in the single-site scattering
approximation! and found general relations between the
sults of the dynamic and static descriptions. Grebenniko31

then generalized the dynamical theory to spatially correla
spin fluctuations, granted, only in the paramagnetic reg
This problem was considered in connection with the probl
of magnetic short-range order and the interpretation of
observed paramagnetic scattering of neutrons. An analog
problem was investigated within the framework of the sta
approximation by Hasegawa.14 The development of the dy
namical theory became possible after it became clear32 that,
in describing the scattering of electrons by spin fluctuatio
there is no need to use the coherent potential schem
second-order perturbation theory is quite adequate.

In the present paper, I develop a self-consistent dyna
cal theory of thermal fluctuations of the electron spin dens
in metallic ferromagnets that takes their spatial correlat
into account. The input data for this theory are the density
electron states of the considered magnet and the magne
tion at T50. The self-consistent system of equations o
tained allows one to calculate the magnetization at any t
perature, the local and homogeneous susceptibilities,
mean-square fluctuating field at a site, and the associ
magnetic, thermodynamic, spectroscopic, and other pro
ties of the electron subsystem in the ferro- and paramagn
phases, and also over the transition between them.
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We will use the above-mentioned functional integr
scheme. The Stratonovich–Hubbard transformation5,6,22 al-
lows one to reduce the problem of calculating the density
states of interacting electrons to finding the density of sta
of the electrons in the spatiotemporally fluctuating exchan
field with subsequent integration over all possible configu
tions

Q5eF/T5
*DV exp~2F1~V!/T2F0~V!/T!

*DV exp~2F0~V!/T!
, ~1!

whereT is the temperature in energy units. The problem
the motion of the electrons in an external field formally h
an exact solution. Their free energy

F1~V!5T Tr ln G~V!1mNe ~2!

is written in terms of the single-particle Green’s function
the electrons in the external fieldV

G~V!5~z1m2H02V!21. ~3!

Herez is an energy variable that can take generally comp
values,m is the chemical potential,H0 is the matrix of the
single-particle Hamiltonian of the system~without creation
and annihilation operators!. Equation~1! also contains the
eigenenergy of the exchange field

F05
1

2
Tr

V2

u
. ~4!

The system is described by one effective coupling c
stantu, which is determined below by solving the approp
ate equations provided the magnetization atT50 is known.

Here we use matrix notation. The trace Tr is the sum
the diagonal elements and is independent of the specific
resentation of the matrices. The matrix elements of the
change field in the site representation and the temporal
resentation have the form

Vii 8ss8~t,t8!5sV i~t!d i i 8d~t2t!, ~5!

where the indexi labels the lattice sites~atoms!, s is the spin
number,V i(t) is the real vector exchange field at sitei , t
P(0;1/T) is ‘‘imaginary’’ time, which appears in the trans
formation to the interaction representation, andsa are the
Pauli spin matrices. The Fourier transformation with resp
to the spatial coordinates and time allows one to write t
matrix in the momentum and frequency~energy! representa-
tion. It depends on the difference of the wave vectors a
frequencies,

Vqq8nn8ss85Vq2q8,n2n8,ss8 . ~6!

Due to boundedness of the time interval, we use a Fou
series in the frequenciesvn52pnT, which are multiples of
the temperatureT.

The zeroth-order Green’s functionG0 is defined by Eq.
~3! for V50. By virtue of the time-independence and tran
lational invariance of the one-electron HamiltonianH it is
diagonal in theqvn representation

Gqq8nn8ss8
0

5Gqns
0 dqq8dnn8dss8 . ~7!
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The Green’s function averaged over the fluctuating field,
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^C(V)&, which will be made use of in what follows, pos
sesses analogous properties.

Since the matricesV and G0, as can be seen, do no
diagonalize simultaneously in real space or moment
space, Eq.~2! is purely formal, and must be simplified fo
practical use. Incidentally, we may note that, in the sta
single-site approximation, only the site-diagonal compone
of the Green’s function and the field atv50 remain.

We will make use of the expansion of the free energ

F~V!5F1~V!5F0~V! ~8!

over fluctuations of the fieldDV5V2^V& about its mean
value ^V&, which we determine from the condition that th
first variation of the total free energyF vanish,

T TrS ^G~V!&1
^V&
uT Dsa50. ~9!

The Green’s function averaged over the field fluctuations
ters here by virtue of Eq.~1!. The averagê...& is understood
to mean the integral with the distribution function

c~V!5exp~2F~V!/T!Y E DV exp~2F~V!/T!, ~10!

in which F(V) is initially assigned by Eq.~8!, but in what
follows we will use the quadratic approximation. Equati
~9! together with the condition (]F/]m50) of conservation
of the total number of electrons

T Tr^G~V!&5Ne ~11!

are the equations of Stoner’s theory for the static homo
neous exchange field̂V& and the chemical potentialm. The
only difference consists in the fact that the Green’s funct
is calculated not in the mean field itself^V&, as in the Stoner
theory, but with the fluctuations taken into account. If w
replace^G(V)& by G(^V&), then we arrive at the equation
of the Stoner–Wohlfahrt mean-field theory.

In order to find the distribution function~10!, we expand
F(V) out to terms of second order inDV „with Eqs.~9! and
~11! taken into account…

F~V!.F ~2!~V!

5
1

2
T TrF S dab

uT
1^G~V!saG~V!sb& DDVaDVbG

5N(
qna

S 1

u
2xqn

a DDVqn
a DVq2n

a . ~12!

Equation~12! contains the definition of the bare susceptib
ity xqn

a of the electrons in the presence of the fluctuat
exchange field;N is the number of atoms. Again, if we re
placeG(V) by G(^V&), we arrive at the known formulas fo
the zeroth~loop! susceptibility in the RPA.

Calculation of the inhomogeneous dynamic suscepti
ity xqn5xq( ivn), a function of four variables, with subse
quent summation over wave vectorsq and frequencies
vn52pnT for real metals is a pointlessly complicated pr
cedure. As the fruit of such efforts we will get only numbe
the magnetization, the homogeneous static susceptibility,
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inadequacy: each harmonicq gives its own contribution to
the energy~12! and, consequently, to the distribution fun
tion ~10!, which is independent of the other harmonics, i.e.
system of non-interacting fluctuations~spin waves! obtains,
which does not correspond to the physics of the phenome
for a large number of excitations. Interaction of the mod
can be taken into account very simply by introducing a lo
~single-site! bare susceptibility

x l~z!5
1

N (
q

xq~z!5$xq~z!%, ~13!

which is the susceptibility averaged over the momenta in
Brillouin zone. We denote the operation of momentu
averaging by the symbol$...%. The local susceptibility is no
longer determined by the total Green’s function, but only
the single-site Green’s function, which is expressed in ter
of the density of electron states~DES!. The corresponding
formulas are given below.

The idea is to obtain the renormalized susceptibilitiesxq

by interpolating between two points:x0 andx l . This allows
us, on the one hand, to take account of interaction of mo
and, on the other, the determine theq dependence of the
susceptibility or the associated spatial correlation of the s
fluctuations. This principle of taking simultaneous account
local and spatial fluctuations is employed to calculate
average Green’s function and the corresponding eigenen
DS. Second-order perturbation theory gives~summation is
assumed over repeated indices!

DSpm5^DVqn^G~V!&p2q,m2nDV2q,2n&

.^DVqn^G~V!&p2q,mDV2q,2n&. ~14!

The latter equation holds only for thermal fluctuations po
sessing low energy in comparison with the characteristic
ergies of the electron subsystem.

We introduce the principle of separating the zero flu
tuations~vacuum fluctuations, in the ground state! and ther-
mal fluctuations. The interaction of the electrons with ea
other generates fluctuations of the charge density and
density both atT50 and at any finite temperature. We wi
assume that correlation effects caused by fluctuations ar
ready taken into account in some way in the calculation
the density of electron states atT50 ~by the density func-
tional method or variational approach, etc.!. It remains for us
to consider only theirT-dependent part, in other words th
thermal fluctuations. The zero vibrations have a wide ene
spectrumDE ~of the order of the intra-atomic electron repu
sionu! and short periodDt5h/DE. The thermal fluctuations
possess low energiesDE5kBT and are therefore relatively
slow excitations. This latter peculiarity allows us to disti
guish them from fluctuations in the ground state, that is,
detect thermal spin fluctuations in ‘‘fast’’ experiments~fast
in terms of their time scale!. Equilibrium thermal spin fluc-
tuations may be considered33 as almost static scatterers fo
the conduction electrons in the calculation of the kine
properties of magnets. For this reason, from the set of
fluctuations we will consider only thermal, or temperatu
spin fluctuations.

81V. I. Grebennikov
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sum over the Brillouin zone in Eq. ~14!: 1!
^G(V)&p2q.^G(V)&p ; this estimate assumes that the ma
contribution comes from quasihomogeneous fluctuati
with q.0. This is the so-called long-wavelength limit.1,22 2!
In the second estimate the Green’s function is replaced
the local ~single-site! Green’s functiong5$^G(V)&p2q%.
This approximation assumes that excitations with anyq are
roughly the same and is called the local~random! fluctuation
approximation.1,8 Our approach takes both these aspects
account—the long-wavelength and the random, see Eq.~22!.
Let us now turn to the characteristics of the spin fluctuatio
Using the quadratic expansion for the free energies~12!, we
obtain the Gaussian distribution function~10!, which allows
us to calculate the mean value

^DVqn
a DV2q,2n

a &5^uDVqn
a u2&5

uT

2N

1

12uxqn
a . ~15!

Summing over the odd frequencies, we obtain after anal
extension of the function to the real axis

(
n

^uDVqn
a u2&5(

n

uT

2N

1

12uxqn
a

5
u

2N

2

p E
0

`

d«S B~«!1
1

2D
3Im

1

12uxq
a~«1 i0!

. ~16!

HereB(«)5(exp(«/T)21)21 is the Bose–Einstein function
The term proportional to 1/2 describes the contribution of
temperature-independent zero fluctuations which, as was
cussed above, should be discarded~effects of zero fluctua-
tions in the ground state were examined in Refs. 34 and!.
Because of strong localization of the Bose function at z
energy of excitation, it suffices to know the behavior of t
susceptibility only in the limit«→0.

We employ the well-known expansion30

xq~«!5xq~0! iwq«. ~17!

Approximating the Bose function by

B~«!5H T/«, «,p2T/6,

0,
~18!

we obtain an analytical relation for the integral in Eq.~16!

(
n

^uDVqn
a u2&5

uT

2Nlq

2

p
arctan

p2uTwq

6lq
, ~19!

where

lq512uxq~0!

is the inverse gain factor of the susceptibility.
The first factor in~18! defines the fluctuations in th

static approximation~formally in the limit T→`!. The sec-
ond takes account of their dynamics and plays the role
cutoff factor.

As was already noted, we require only the local susc
tibility ~13!. To calculate it we used equations~12! in which
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average Green’s functions. As a result, we arrive at a clo
system of equations.

2. CALCULATIONAL FORMULAS

The electron system in the absence of an external fiel
described by the density of statesn~«! and the corresponding
single-site Green’s function

G0~«!5E d«8
n~«8!

«2«8
. ~20!

Heren~«! is the nonmagnetic density of states in the calc
lation per atom, perd band, per spin, which is assumed to
known. In the fieldVqn

a , characterized by its mean valu
V̄5^V& and mean-square fluctuation at a site

za5(
qn

^uDVqn
a u2&, ~21!

the diagonal spin components of the single-site Gree
function g5N21Sk^G(V)&k are given by

gs~«!5 (
s856

Pss8G
0~«2DSs~«!2s8v !, ~22!

where

v5~ V̄1zx1zy1zz!1/2, Pss85
1

2
S 11ss8

V̄

v D ~23!

is the root-mean-square value of the exchange field and
weight of its quasihomogeneous configurations6v. The
eigenenergy due to the random part of the fluctuations
equal to

DSs~«!5zzgs~«!1~zx1zy!gs~«!. ~24!

Due to axial symmetry herezx5zy. In the paramagnetic
phasezx5zy5zz. For any fixed value of the fluctuations th
values za solve equations for the mean fieldV̄ and the
chemical potentialm of standard type

V̄52usz~ V̄!, ne5n11n2 , sz5~n12n2!/2, ~25!

where

ns5DE d«

p
f Im gs~«! ~26!

is the number of electrons with spin projections at a site in
all D(55) bands,f («,T)5(exp(«2m)/T11)21 is the Fermi
function, ne is the total number of electrons per atom~a
known quantity!, andsz is the average spin of the atom.

For za50 the equations transform into the equations
mean-field theory. This is always true forT50, and this fact
makes it possible to find the effective coupling constanu
provided the saturation magnetizationm052mBs0 is known.

The magnitude of the local thermal field fluctuations
calculated from the relations

za5H uT

2lq
a

2

p
arctan

p2w l
auT

6lq
a J ,a5x,y,z, ~27!
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where$...% denotes averaging over all momenta in the Bril-
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equal volume.

The inverse gain factor

lq
a5l0

a1~l l
a2l0

a!q2/$q2% ~28!

is found by interpolation over two of its values forq50 and
we average overq,

l0
a512ux0~0!, l l

a512u$xq
a~0!%512ux l

a~0!,
~29!

These values are found self-consistently in the course of
solution. In Eq.~27! wq has been replaced by its mean val
w l5$wq%.

The local susceptibilityx l and its derivative with respec
to the energyw l are expressed30 in terms of the average
single-site Green’s function~22!

x l
x52DE d«

p
f Im~g1g2!,

w l
x5dE d«

p S 2
d f

d« D Im g1Im g2 ,

x ls52DE d«

p
f Im~ds!

2,

w ls5DE d«

p S 2
d f

d« D ~ Im gs!
2,

x l
z5~x l 11x l 2!/2, w l

z5~w l 11w l 2!/2. ~30!

The unamplified static homogeneous spin susceptibility
obtained by numerical differentiation of the spin density~25!
with respect to the magnetic fieldh

x0
z5

Dsz

Dh
5~sz~ V̄1h/2!2sz~V2h̄/2!!/h, h→0. ~31!

Note that the mean exchange fieldV̄ is completely analogous
to the external magnetic fieldh ~in energy units!. For this
reason32 the total susceptibilityx̃0

a is related to the zero
~bare, loop! susceptibilityx0

a via the familiar gain factor

x̃0
a5

x0
a

l0
a 5

x0
a

12ux0
a . ~32!

In the absence of magnetic anisotropy any small exte
magnetic field induces a rotation of the large spontane
magnetization of a ferromagnet, which entails a diverge
of the susceptibility. This means we can setl0

a50 for
T,Tc . In the paramagnetic region this is no longer the c
and we must use relation~31! to calculate the bare suscep
bility x0

z5x0
x5x0

y and~32! to calculate the total susceptibi
ity x̃0 determined experimentally.

Equations~20!–~32! constitute a closed system of equ
tions which yield the solution of the magnetic problem. L
us comment separately on its parts.

The average Green’s function~22! is obtained from the
following considerations. If we use the above-mentioned
proximation of quasihomogeneous fluctuations22 in its origi-
nal form, then
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Gk5 K «2«k2VsL .
~«2«k!

22^V2&

5 (
s56

1

2
S 11

sV̄sz

v D 1

«2«k2sv
. ~33!

Summing in Eq.~33! over all quasimomentak, we obtain the
single-site Green’s function in the form~22!, but only for
DS50. Here in the average over the fluctuations, to simp
the calculations we used a splitting11 of the form ^V2n&
→^V2&n and ^V2n11&→^V2&n^V&. Function ~33! describes
only the quasihomogeneous part of the fluctuations. In or
to take account of their random part, we introduce t
eigenenergyDS~«!. Its value may be determined by min
mizing the total free energyF in Eq. ~1! with respect toDS
in the single-site scattering approximation. This proced
leads to the equation of coherent potential theory. Howe
in the case of thermal fluctuations the perturbation is
large and the CPA equation takes the form~24!, where the
functionsgs on the right-hand side can be calculated by s
ting DSs50. Expression~24! can also be treated simply as
correction to the energy level in second-order perturbat
theory.

Local electrical neutrality.So far in our approach we
have completely neglected the interaction of the fluctuati
of the charge density. Fluctuations of the exchange field g
erate not only changes in the spin density but also in
number of electrons at the lattice sites. Usually the contri
tion of the charge fluctuations in the functional integr
theory is taken into account by introducing a variable cha
field whose magnitude is estimated by the method of stee
descent.8,12 We reject this procedure for two reasons. First
complicates the calculational scheme by introducing an
ditional arbitrary constant, the charge coupling constant, a
second, it nevertheless completely ignores the interactio
electrons at different sites since this interaction is absen
the initial Hubbard model although it is important.

We propose a second path. It is not hard to find the lo
spin susceptibility, defined by the second variation of t
free energy~12!, given the additional condition of total elec
trical neutrality of the atoms. This leads to a change only
the longitudinal local susceptibility in the ferromagnetic r
gion. The last two equations in~30! are replaced by the fol-
lowing new ones:

1

x l
z 5

1

2 S 1

x l 1
1

1

x l 2
D , and

1

w l
z 5

1

2 S 1

w l 1
1

1

w l 2
D . ~34!

Mixing the susceptibilities calculated according to fo
mulas~34! and~30! with some weighing factor, it is possibl
to allow for partial conservation of local electric neutrality
the presence of spin fluctuations.

Averaging over directions.The proposed model in effec
allows for interaction with different wave vectorsq by intro-
ducing the bare susceptibility averaged overq. Of course,
they interact with each other and with spin fluctuations
different polarizations. In order to somehow take this int
action into account and also simplify the theory~which is
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the longitudinal and transverse susceptibilities by their m
value

xa→x5~xz1xx1xy!/3, ~35!

and we make an analogous substitution forwa. Here the
root-mean-square spin fluctuationz loses its dependence o
the polarization, and for each fixed temperature the m
system of equations now contains only two unknown nu
bers z and V̄ ~of course, there is always one more trivi
variable, the chemical potentialm!. In the paramagnetic
phaseV̄50, and there only remains the root-mean-squ
field fluctuation at a site.

Thus, our approach may be considered as a genera
tion of the Stoner–Wohlfahrt mean-field theory resulti
from the introduction of the additional variablez, the root-
mean-square fluctuation of the exchange field at a site. T
quantity depends explicitly on the temperature, see Eq.~22!,
and serves as the main source of temperature dependen
the properties of metallic magnets associated with their e
tron subsystem. The old source, thermal smearing of
Fermi distribution, is ineffective for integral characteristi
although it can be important for describing single-parti
excitations at the Fermi surface.

3. MAGNETIC SHORT-RANGE ORDER

In the functional integral theory the calculation of th
spin correlation functions is equivalent to a calculation of
pairwise correlators of the fieldV ~Ref. 1!. Recall that the
original problem reduces to the interaction TrsV of the elec-
tron spin densitys with the fieldV. Hence it follows that

^sqn
a s2q2n

b &5
T2

4 E DV expS 2
F0

T D ]

]Vqn
a

]

]V2q2n
b

3expS 2
F1

T D Y E DV expS 2
F01F1

T D
5

^Vqn
a V2q2n

b &
u2 2

T

2uN
dab. ~36!

The last equality was obtained by integrating by parts us
the explicit form ofF0 @Eq. ~4!#.

Invoking Eq. ~15!, we find the correlators for the fluc
tuationsDs5s2^s&

^Dsqn
a Dsq2n

a &5
T

2N

xqn
a

12uxqn
a . ~37!

The correlator~37! is defined by the total susceptibilityx̃ of
the type~32! in complete agreement with the fluctuation
dissipation theorem. For Gaussian fluctuations, this susc
bility has the RPA form; however, the zero susceptibilityx
~30! is changed due to the fluctuations.

Summing in Eq.~37! over frequenciesvn , we obtain the
correlator for coincident times

^Dsq
a~ t !Ds2q

a ~ t !&5
1

Np E
0

`

d«S B~«!1
1

2D Im
xq

a~«!

12uxq
a~«!

.

~38!
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scattering of neutrons with momentum transferq. However,
experimentally, the neutron energy losses« are bounded by
their small initial energy and the instrument transmiss
function. For this reason, in practice the integration inter
on the right-hand side of Eq.~38! is 1002200 meV. Thus,
the zero~from 1/2! spin fluctuations make a small contribu
tion, and for this reason the thermal spin fluctuatio
„B(«);T/«… fit into this energy window completely. By ob
serving paramagnetic scattering of neutrons it is possible
estimate the degree of magnetic short-range order abovTc

~Ref. 31!. A calculation of the spin correlators in the stat
approximation was carried out in Refs. 14.

We obtain an explicit expression for the spatial co
relator of the thermal spin fluctuations for coincident tim
by invoking Eqs.~38!, ~17!–~19!, and interpolation~28!,

^Dsa~r !Dsa~0!&5N$exp~ iqr !^Dsq
aDs2q

a &%

5E
0

1

dk3k
sin~krqD!

rqD

T

ul l
ab~k!p

3arctan
p2uTw

6l l
ab~k!

,

where

b~k!5d1k2~12d!/0.6, d5l0
a/l l

a . ~39!

Here qD is the radius of the Debye sphere in wave-vec
space. The number of states contained within the De
sphere is equal to the number of atoms per unit volum
(4/3)pqD

3 5(2p)3N/V, $q2%50.6qD
2 .

At distancesr satisfying the inequalityrqD.p, the
Fourier transform is determined by smallk, i.e., by the func-
tion k/b(k), and we arrive at the well-known result

^Dsa~r !Dsa~0!&;
1

qDr
exp~2qDr /a!,

a5S d21

0.6 D 1/2

, ~40!

Thus, the ratio of gain factors for the homogeneous a
local susceptibilitiesd5(12ux l)/(12ux0) determines the
spin correlation radiusr 05a/qD . For abcc lattice with lat-
tice constanta0 it is equal tor 0.0.2a0a. At the Curie point
r 0 diverges, and the spin fluctuations~40! fall off in inverse
proportion to the distance.

4. CALCULATED RESULTS FOR IRON

In what follows we assume that detailed comparat
studies of various factors have already been carried out, s
as the dynamics of the spin fluctuations, their spatial co
lation, contributions of the transverse and longitudin
modes, and local electrical neutrality in transition metals a
their alloys using densities of states calculated from fi
principles. Here we limit ourselves simply to an illustratio
of the possibilities of the proposed method in the case
iron.

As the initial density of states~DES! we take the non-
magnetic density of states36 calculated by the density func
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tional method. From it we exclude the constants2p back-
ground so that the area under the DES curve becomes e
to 10 electrons per atom. As a result, we obtain a band w
total widthW513.4 eV and number ofd electrons per atom
ne57.05. Next the DES is smeared by convolving it with
Lorentzian with half-widthG50.01W in order to eliminate
the unphysical sharp peaks that always arise in band ca
lations that completely ignore the decay of one-elect
states. The DES obtained by this procedure and normal
to one state,n(E), is plotted in Fig. 1. The dashed curve
the same figure depicts the zero static local susceptibilityx l

as a function of the position of the Fermi level (m5E).
Solution of the equations atT50 gives the observed value o
the atomic magnetic momentm052.2mB for the exchange-
coupling constantu equal to 1.29 eV.

Solutions of the system of equations~20!–~32!, as func-
tions of the temperatureT normalized to the experimentall
observed Curie temperatureTc

exp51044 K, are shown in Fig
2. The calculated magnetizationm essentially coincides with
the experimental result depicted by the dotted lin
Tc50.98Tc

exp. The paramagnetic susceptibility obeys t
Curie–Weiss law with effective magnetic mome
meff53.27mB ~experimental value 3.12mB! and the paramag
netic Curie pointuc51.08Tc

exp. Figure 2 also shows the
mean-square thermal fluctuation of the exchange fi
^DV2&5zz1zx1zy in units of the exchange splitting
V(0)5us051.42 eV atT50, ^DV2&/V2(0), and thedimen-
sionless reciprocal correlation radiusa21 ~40!.

The density of states at the three temperaturesT/Tc50,
0.89, and 2.17 are plotted in Fig. 3. These results can
compared with the photoemission spectra. The excha
splitting of the spectra is preserved at temperatures sig
cantly exceedingTc . Thermal spin fluctuations only smea
out the corresponding structure in contrast to the result
mean-field theory, according to which splitting complete
disappears in the paramagnetic state, and the spectra s
reproduce the nonmagnetic density of states shown in Fig

Figure 4 plots the thermal spin fluctuations with differe

FIG. 1. Nonmagnetic density of electron states atT50 ~solid curve! and
local susceptibilityx l ~dashed line! as functions of the position of the Ferm
level (m5E). The vertical lines are the Fermi levels for electrons w
different spins, energyE is in units ofW513.4 eV.
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wave vectors in the Brillouin zone atT51.28Tc
exp, normal-

ized to unit splitting. This quantity describes the parama
netic scattering of neutrons.31 The solid curve was calculate
in the dynamical theory according to~38! without the zero
fluctuations. The static approximation result, calculated
cording to~37! for n50, is shown for comparison.

The corresponding dynamic correlation function, char
terizing the degree of magnetic short-range order, is depic
in Fig. 5. Note that the function̂m2(q)& ~Fig. 4! is the same
at all sites of the reciprocal lattice, and its Fourier transfo
^m(r )m(0)& is defined at the sites of the direct lattice, i.e
the coordinater takes the discrete valuesr i while m(r i) is
understood as the integrated moment of the electrons in
MT sphere~momentum-transfer sphere! centered at thei th
atom. As can be seen, the correlation of the spin fluctuati

FIG. 2. The magnetizationm(T)/m(0) ~solid line—calculation, dash–dot–
dot—experiment!, mean-square fluctuation of the exchange field at the
^DV2&/V2(0) „for the exchange field in units of the exchange splittingV(0)
at T50… ~dashed curve!. AboveTc : inverse susceptibility 1/x ~per atom, in
units of kBTc

exp/mB
2! ~dotted curve!, dimensionless inverse correlation radiu

1/a ~40! ~dash–dot curve!. All quantities plotted as functions of temperatu
T/Tc

exp.

FIG. 3. Spin-integrated density of electron states atT50 ~solid curve!,
T50.89Tc ~dashed curve! andT52.17Tc ~dotted curve!. The vertical lines
correspond to the chemical potentialm.
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To sum up, I have proposed a simple~in terms of its
h
of
l
h
site
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tical
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z.

r,

. F

it
in real space is not large, but it is completely sufficient
paramagnetic scattering of neutrons to be distinctly obs
able.

In conclusion, we note that our theory is based on
well-known Gaussian approximation for describing the flu
tuating field and at the same time differs fundamentally fr
previous approaches. The key point consists in separating
temperature fluctuations from the zero fluctuations~the fluc-
tuations in the ground state atT50!. As a result, the dynami
cal problem reduces to a calculation of quasi-elastic sca
ing of electrons by a fluctuating exchange potential which
characterized by the mean-square thermal fluctuation at a
^DV2&. It is just this value that is calculated by the dynam
cal formulas and it contains an explicit temperature dep
dence which differs qualitatively from that obtained in t
static approach. Our relations, especially in the form~16!, are
very similar to the well-known RPA equations, howeve
with a very important difference, namely, that the zero s
ceptibility is renormalized due to the spin fluctuations and
calculated self-consistently.

FIG. 4. Distribution of spin fluctuations over wave numberq ~in units of the
limiting vector qD of the Brillouin zone! in the dynamical theory~solid
curve! and in the static approximation~dashed curve!.

FIG. 5. Spin correlation function plotted against distancer ~in units of the
bcc lattice constant of irona0!. The dashed curve is its asymptotic lim
~40!.
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final relations! theory of thermal spin fluctuations whic
takes account of 1! the dynamics and spatial correlation
the spin fluctuations, 2! the interaction of different spatia
modes, and 3! contributions from both the long-wavelengt
and random spin fluctuations to the average single-
Green’s function, which in fact is the sole characteristic
the electron subsystem. As input data, the mathema
scheme uses the density of electron states~e.g., based on
first-principle calculations! and the atomic magnetic momen
at T50.
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Production, structure, and microhardness of nanocrystalline Ni-Mo-B alloys

r-
G. E. Abrosimova, A. S. Aronin, I. I. Zver’kova, A. F. Gurov, and Yu. V. Kir’yanov

Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow Region,
Russia
~Submitted March 11, 1997; resubmitted June 17, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 10–16~January 1998!

Radiography, differential scanning calorimetry, luminescence and high-resolution electron
microscopy are used to study the production, nanocrystalline structure, stability, and microhardness
of alloys from the Ni-Mo-B system containing from 27 at. % to 31.5 at. % Mo and 10 at. %
B. All studies of these alloys indicated that annealing at 600 °C leads to the creation of a granular
phase consisting of FCC nanocrystallites with average grain sizes of 15–25 nm, depending
on the chemical composition of the alloy. Annealing these nanocrystalline samples isothermally at
a temperature of 600 °C has no appreciable effect on the grain size. Structurally, the
nanocrystalline phase consists of grains of an FCC solid solution of Mo and B in Ni, dispersed
in an amorphous matrix that isolates them from one another. The lattice parameters of the
FCC nanocrystallites depend on the alloy composition and the duration of their isothermal anneal.
Within this latter time, molybdenum and boron atoms diffuse from the FCC solid-solution
lattice into the surrounding amorphous matrix. The stability of the nanocrystalline structure is
determined by the thermal stability of the amorphous matrix, whose crystallization
temperature increases with the isothermal annealing time due to enrichment by boron and
molybdenum. As the structure forms, the alloy becomes harder as the nanocrystalline grains grow
in size. This relation between hardness and grain size, which is opposite to the Hall—Petch
law, is explained by hardening of the amorphous matrix due to changes in its chemical
composition. ©1998 American Institute of Physics.@S1063-7834~98!00301-3#

The creation of new materials is usually driven by a needmaterials obtained by controlled crystallization of amo
5,6
to improve the properties of known materials or to produce
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new combinations of these properties. The recent discov
of a new class of materials—nanocrystalline alloys—is
exception to this principle. In addition, nanocrystalline m
terials ~in which the grain size does not exceed 50 nm! are
extremely interesting subjects for research, since an ap
ciable fraction of their atoms are located at surfaces or in
immediate vicinity of surfaces. The unique properties
these materials stem from their ultrafinely dispersed gran
structure and the large fraction of surface atoms. Nanoc
talline materials can be obtained by various methods: s
tering, electrolytic deposition, laser ablation, mechanical
loying, and crystallization of metallic glasses1,2 ~for example,
a nanocrystalline structure is observed when amorph
Fe-B alloys are crystallized at high temperatures, see Ref!.
A major impetus for the development of this last method w
provided by the discoveries that nanocrystalline alloys ba
on Fe exhibit good magnetic softness4 and nanocrystalline
light alloys based on Al and Mg are high-strength materia5

It is widely known that many mechanical properties
polycrystalline alloys depend on the grain sized. In particu-
lar, the plasticity limit of these materials, like their micro
hardness, obeys the Hall-Petch law

st5s01Ky /Ad,

where st is the plasticity limit,s0 is the frictional stress,
which is independent of grain size, andKy is a constant.
Therefore, nanocrystalline materials with extremely sm
grain sizes are of great interest from the point of view
creating high-strength properties. However, nanocrystal
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which probably indicates that the deformation mechanism
different ~i.e., unlike that of ordinary polycrystalline alloys!.
The nanocrystalline alloys discussed in this paper, wh
consist of Ni with a large amount of Mo, are promising m
terials from the point of view of achieving good corrosio
resistance and electrocatalytic properties.7 An important
property of these materials is the high thermal stability of
nanocrystalline structure. Previously, we showed8 that the
thermal stability of the nanocrystalline allo
~Ni65Mo35!90B10, obtained by controlled crystallization of
metallic glass, is determined by the stability of the am
phous matrix that exists between the grains. The goal of
paper is to investigate the creation, structure, thermal sta
ity, and microhardness of pre-eutectic alloys with nanocr
talline structure from the system Ni-Mo-B as well as the
dependence on the concentrations of the metalloid~B! and
the refractory components~Mo!, and to establish a correla
tion between the structural and mechanical properties.
investigated these samples by electron microscopy, radio
phy, differential scanning calorimetry, and microhardne
measurements using the Vickers method.

1. METHOD OF INVESTIGATION

In this paper, we will discuss the alloy
~Ni65Mo35!90B10, ~Ni70Mo30!90B10, and ~Ni70Mo30!95B5 ~by
batch!. We used high-purity metals (.99%) to prepare the
alloys. Initially amorphous samples were obtained by ra

80008-06$15.00 © 1998 American Institute of Physics



quenching from a melt on a copper disk rotating at a speed of
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'20 m/s ~melt spinning!. The thickness of the amorphou
alloy ribbons was about 30mm.

The amorphous alloys were held under isothermal c
ditions in a resistive oven, and then placed in ampoules
were pumped down to a vacuum of 131025 Pa and hermeti-
cally sealed. These ampoules were placed in the oven
kept there for periods of time that varied from 1 to 6
hours.

The crystallization of the amorphous alloys was stud
by differential scanning calorimetry using a DSC-7 Perk
Elmer thermal analysis setup. The ampoules were heate
an argon atmosphere at a rate of 20 K/min.

The microhardness was measured on a PMT-3 mic
hardness meter at a load of 0.5 N for 20 s. Each experime
value was determined from 40 measurements with an e
of about 3%. The sample structure was investigated by r
ography, luminescence, and high-resolution electron mic
copy. The diffraction patterns were obtained with a Siem
D-500 diffractometer, using CuKa radiation. The electron
microscopy studies were made using a JEM-100CX elec
microscope with an accelerating voltage of 100 kV, and
high-resolution JEOL-400EX microscope~spherical aberra-
tion constantCs51.0 mm, U5400 kV!. Samples for the
electron microscopy were prepared by ion polishing on
GATAN600 setup.

The average grain size was determined from the bro
ening of peaks in the x-ray scans, using the Selyakov-She
formula9 and from dark-field electron-microscopy images.
order to determine the grain size from the broadening of
peaks, we used a special set of computer programs. Whe
diffraction lines under study partially overlapped, we r
solved them using a set of diffraction line-resolving pr
grams. In order to determine the lattice parameters we ad
a standard~Al powder!. The sample was not removed fro
the diffractometer while the standard was deposited.

2. EXPERIMENTAL RESULTS

We investigated three alloys with the following comp
sitions: ~Ni70Mo30!90B10 ~1!, ~Ni70Mo30!95B5 ~2!,
~Ni65Mo35!90B10 ~3!. As obtained, the alloys were amo
phous: diffraction studies revealed no sign of a crystall
phase, only diffuse maxima that are typical of amorpho
structures. Upon heating, these amorphous alloys proce
to crystallize. Crystallization proceeded by a primary cryst
lization mechanism in which the crystals that emerge fr
an amorphous host~in our case, a solid solution based on N
see Fig. 1! have a composition different from that of th
original alloy. The composition of the matrix changes
these primary crystals are liberated.

For these alloys, the lattice parameter of the nanosi
grains of FCC solid solution was a function of how long th
were isothermally held at 600 °C. In the allo
~Ni70Mo30!90B10, the lattice parameter of the FCC solid s
lution increased from 0.3592 nm when the alloy was isoth
mally held in the oven for 1 hour to 0.3602 nm when he
there for 360 hours; in~Ni70Mo30!95B5 this treatment pro-
duced practically no change~from 0.3600 nm after 5 hours to

9 Phys. Solid State 40 (1), January 1998
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was a negligible decrease~from 0.3600 nm after 5 hours to
0.3597 nm after 144 hours!.

The process of crystallization of these alloys is illu
trated in Figs. 2a, 2b. The crystallization temperatures (Tx)
determined from the differential scanning calorimetry data
a heating rate of 20 K/min were 829, 802, and 847 K for t
alloys ~Ni70Mo30!90B10, ~Ni70Mo30!95B5, ~Ni65Mo35!90B10 re-
spectively. Thus, the crystallization temperature of these
loys increases with increasing concentration of the metal
~B! and the refractory component~Mo!. During the period of
primary crystallization, grains of a solid solution of boro
and molybdenum in nickel were formed.

We studied crystallization processes in these allo
while they were annealed isothermally at a temperature
600 °C. Figure 1 illustrates the evolution of the structure, a
the way it changes with increasing oven time, which grad
ally increases the fraction of crystalline phase. The maxi
in the diffraction patterns of the annealed alloys~Fig. 1! are
caused by the presence of nanocrystallites with an FCC
tice and the residual amorphous phase, except perhaps fo
pattern corresponding to a duration of 600 hours.

As we have already mentioned, crystallization of the
amorphous alloys begins with the liberation of crystals o
solid solution of boron and molybdenum in Ni from th
amorphous matrix. The grain size is several nanometers
creasing the time the samples were kept in the oven
600 °C caused these grains to increase slightly in size,
after 144 hours there was practically no change in grain s
at all. Figure 3 shows the dependence of the average g
size on the oven time for all the samples we studied. T
mean size was determined from electron microscopy data
all the alloys we investigated, a nanocrystalline struct
forms with an average grain size that does not exceed 28
Signs of this structure are visible in Fig. 4, which show
light-field (a) and dark-field (b) images of the structure o
samples of the alloy~Ni70Mo30!90B10 after being kept iso-
thermally for 144 hours at 600 °C.

The finest-grained nanocrystalline structures form in
alloy ~Ni70Mo30!90B10, the coarsest-grained in the allo
~Ni65Mo35!90B10. The nanocrystalline structure is two-phas
consisting of an amorphous matrix in which grains of a so
solution with an FCC lattice are uniformly distributed. Th
grains have no direct contact with one another. The hi
resolution image of this structure shown in Fig. 5 reve
grains separated by regions of the amorphous phase.
magnitude of defocusing was249 nm, corresponding to
Schertzer defocusing.

Plots of the changes in microhardness for the alloys v
sus oven time are shown in Fig. 6~curves1–3!. In the origi-
nal state, the alloy~Ni65Mo35!90B10 exhibits the largest mi-
crohardness, while~Ni70Mo30!95B5 exhibits the smallest. The
microhardness of the alloy~Ni70Mo30!90B10 in the amorphous
state essentially corresponds to that of the al
~Ni65Mo35!90B10, i.e., with increasing concentration of th
metalloid the microhardness increases. It is also clear fr
Fig. 6 that the microhardnesses of all the alloys increase w
the anneal duration. At the stage where the nanocrysta

9Abrosimova et al.



f
FIG. 1. Diffraction pattern of alloys annealed at 600 °C for 1-600 hours. a—~Ni70Mo30!95B5, b—~Ni70Mo30!90B10. The arrows indicate the position of lines o
the FCC phase. The numbers on the curves indicate oven time~in hours!.
microstructure is stable~i.e., after being kept isothermally at
e

ve
ll
d

3. DISCUSSION OF RESULTS

or-
on
a-
lid
ry
600 °C for 72 to 240 hours! the microhardnesses of all th
alloys practically coincide. The observed dependence~Fig.
6! correlates with the dependence of the grain size on o
time ~Fig. 3!. It is noteworthy that the microhardness of a
the alloys drops rapidly as the nanocrystalline structure
cays.
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As we have already noted, the starting alloys were am
phous. On heating they crystallize by primary crystallizati
due to the composition of the alloys. In primary crystalliz
tion from the amorphous matrix, crystallites of the FCC so
solution based on Ni are liberated. Since during prima

10Abrosimova et al.
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crystallization the composition of the crystals that form d
fers from that of the matrix, the composition of the rema
ing amorphous phase changes as the crystallization proce
For these alloys, the amorphous phase is enriched by b
and molybdenum as the fraction of crystalline phase
creases. On the other hand, the composition of the liber
crystals also undergoes a change that depends on the
spent in the oven. This change in composition of the nan
rystallites causes a change in the lattice parameter. As
noted earlier, increasing the time the alloys are kept
600 °C increases the lattice parameter of the al
~Ni70Mo30!90B10, leaves it unchanged in the allo
~Ni70Mo30!95B5, and decreases it slightly in the allo
~Ni65Mo35!90B10. The observed changes in lattice parame
confirm the composition of the nanocrystallites changes d
ing their stay in the oven. Since dissolving Mo in Ni leads
an increase in the lattice parameter of the resulting Ni-ba
solid solution, while dissolving B in Ni leads to a decrea
these changes in lattice constant can be explained in the
lowing way. It is well known10 that the equilibrium concen
tration of Mo in Ni at 600 °C is 13.6 at. %, while for B it is

FIG. 2. Differential scanning calorimetry curves for amorphous Ni-Mo
alloys heated at a rate of 20 K/min. a—~Ni70Mo30!95B5, b—~Ni70Mo30!90B10.

FIG. 3. Dependence of the average grain size on oven time at 600 °C1—
~Ni70Mo30!95B5, 2—~Ni70Mo30!90B10, 3—~Ni65Mo35!90B10.
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lites consist of a supersaturated solid solution of Mo and B
Ni. While the samples are in the oven, a combined diffus
of Mo and B from the nanocrystallites occurs. It is qui
likely that due to the different chemical composition of th
original alloys, the initial compositions of the nanocrysta
lites in the alloys will also be different. Different supersat
rations of the nanocrystallite solid solutions of molybdenu
and boron lead to different values of the lattice paramet
The maximum lattice parameter is observed for the larg
molybdenum content~the alloy Ni65Mo35!90B10 and the mini-
mum boron content~the alloy~Ni70Mo30!95B5!. As the boron
concentration increases~from the alloy Ni70Mo30!90B10 to the
alloy Ni70Mo30!95B5! or the Mo concentration decrease
~from the alloy Ni70Mo30!90B10 to the alloy~Ni65Mo35!90B10,
nanocrystallites with decreased values of lattice param
form. While the samples are held isothermally in the ov
combined diffusion of molybdenum and boron into the s
rounding amorphous matrix occurs. A slight decrease in
lattice parameter is observed when molybdenum leaves
nanocrystallites for the case where the amount of lost mo
denum~combined with boron! is largest, i.e., for the alloy
~Ni65Mo35!90B10 ~compared to the other alloys!. Since nanoc-
rystallites of the alloy~Ni70Mo30!90B10 lose less molybde-
num, simultaneous boron diffusion into the amorphous m
trix leads us to expect an increase in the lattice parame
which is also observed. Nanocrystallites of the all
~Ni70Mo30!95B5 initially contained less boron than in th
other alloys, and a larger amount of molybdenum than in
alloy ~Ni70Mo30!90B10. Therefore, the combined diffusion o
molybdenum and boron from the nanocrystallites in this
loy does not lead to an appreciable change in the lat
parameter. It is noteworthy that all the experimental latt
parameters we have obtained for the FCC solid solut
based on nickel are larger than the lattice parameter of p
nickel ~0.353 nm!. It is therefore clear that the nanocrysta
lites contain a large amount of molybdenum at all stages
existence of the nanocrystallite structure. Estimates of
molybdenum concentration in the nanocrystallites based
lattice parameter in accordance with Vegard’s law give
value of about 20 at. %. These estimates do not take
account the presence of boron atoms in the nanocrysta
lattice.

The nanocrystalline structure of the alloys investiga
here has high thermal stability. The average grain size i
the range 15–20 nm, depending on processing. The o
temperature, which is roughly 0.6 of the melting tempe
ture, is entirely adequate for recrystallization to take place
ordinary fine-crystalline alloys.11 However, in these alloys
the increase in the grain size does not remain significant
very long. Let us consider how this can be explained.

While they are in the oven, these alloys all exhibit
increase in the average size of the nanocrystallites~Fig. 3!.
The change is significant in the initial stage of their stay
the oven, but then the grain size almost ceases to cha
During this time the amorphous matrix is enriched by m
lybdenum and boron. Because the amorphous matrix is s
ated so as to isolate the nanocrystallites from one anothe
prevents their growth at one another’s expense. In this wa

11Abrosimova et al.
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FIG. 4. Microstructure of~Ni70Mo30!90B10 alloy after
144 hours in the oven at 600 °C. a—bright-field imag
b—dark-field image.
determines the thermal stability of the nanocrystalline struc-
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ture. The differential scanning calorimetry results~Fig. 2!
imply that increasing the concentrations of boron and
refractory component~i.e., Mo! in the amorphous matrix
leads to an increase in the crystallization temperature of
amorphous alloys. Thus, while the alloys are in the oven
chemical composition of the amorphous matrix chang
leading to an increase in its crystallization temperature
hence thermal stability.

Figure 6 shows the change in microhardness of the
loys HV as a function of oven time. For all three alloys,
the isothermal oven time increases the microhardness
creases~along with a simultaneous increase in grain siz!.
This implies ~since st is roughly equal toHV/3! that the
experimental dependence of the plasticity limit on grain s
is opposite the Hall-Petch law~i.e., st5s01Ky /Ad, where
st is the plasticity limit; the frictional stresss0 , whose
value does not depend on grain size, is the stress require
translate unpinned dislocations in the unpinned glide pla
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with the propagation of strain through a grain boundary!.12

The experimental dependences shown in Fig. 6 canno
explained in terms of dislocation interactions~the Hall-Petch
law!. A similar dependence of the plasticity limit on the siz
of the nanocrystallites was also noted in Ref. 6 in nanocr
talline alloys obtained by crystallization of metallic glass
based on Zr.

It is likely that the microhardness of these alloys is d
termined in large part by the amorphous matrix, and that
increase as the nanocrystallites form and grow is due to h
ening of the amorphous matrix. This hardening of the am
phous matrix is a result of the redistribution of chemic
components during the formation and growth of the crys
lites. The largest change in microhardness occurs simu
neously with the largest change in average grain size. H
ever, the change in composition of the grains and diffus
of molybdenum and boron from them occurs over the en
time the samples are kept in the isothermal oven. Con

12Abrosimova et al.



f
FIG. 5. High-resolution image of the structure o
nanocrystalline alloys~Ni65Mo35!90B10 after 72~isother-
mal! hours in the oven at 600 °C.
quently, the change in composition of the amorphous matrix,
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which determines the microhardness, is largest while
grains are forming and growing, i.e., during primary cryst
lization, and is not a consequence of diffusion of compone
from the nanocrystallites while they are in the oven. Duri
this time, the amorphous matrix is enriched by boron a
molybdenum, causing its hardness to increase~HV is larger
for an amorphous alloy with increased concentrations of
ron and molybdenum thanHV for an alloy with decreased
concentrations; see the initial points of the curves shown
Fig. 6!. It is obvious that the bulk fraction of remainin
amorphous matrix depends on the concentration of Mo an
in the original alloy, and increases with its growth. Therefo
alloys with larger Mo and B content should be harder. On
other hand, these alloys contain more coarse grains of
crystalline phase; therefore, we should expect them to exh
the lowest hardness. However, at the stage of stable e
tence of the nanocrystalline structure the values of mic
hardness, taking into account measurement errors, are

FIG. 6. Plots of microhardness~load 0.5 N! of the alloy system Ni–Mo–B
versus isothermal time in the oven at 600 °C.1—~Ni70Mo30!95B5, 2—
~Ni70Mo30!90B10, 3—~Ni65Mo35!90B10.
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depend on the grain size. Therefore the observed iden
values of microhardness are most likely due to the influe
of both the effects discussed above.
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Effect of Cr 31 ions on the magnetic moment of ferrites of the system CuFe 22xCrxO4

ag-
L. G. Antoshina, A. N. Goryaga, and E. N. Kukudzhanova

Moscow State University (M. V. Lomonosov), 119899 Moscow, Russia
~Submitted April 23, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 99–100~January 1998!

The dependence of the magnetic momentn0exp of samples of the system CuFe22xCrxO4 ~x50.0,
0.2, 0.3, 1.0, 1.4, 1.6, and 2.0! on their Cr31 content is examined here for the first time. It
is found that the experimental values of the magnetic momentn0exp are much smaller than the
values calculated from the cation distribution obtained previously (n0 theor). It is suggested
that this relationship (n0 theor.n0exp) is due to a decrease in the magnetic moments of the Cr31 ions
resulting both from pairing of thet2g orbitals of these cations in the octahedral sublattice
and from a transfer of spin density from the ligands to theeg orbitals of these ions. For
compositions withx.1.0, the noncollinear magnetic structure also leads to an increase
in the difference betweenn0 theor and n0exp. © 1998 American Institute of Physics.
@S1063-7834~98!02101-7#
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dence of the magnetic moments of ferrites of the sys
CuFe22xCrxO4 on their Cr31 content. There is no such infor
mation available in the literature. As a rule, a depres
value of the experimental magnetic momentsn0exp is ob-
served in ferrite-chromites relative to the theoretical valu
n0 theor. This is usually linked to the presence of a nonc
linear magnetic structure in the B sublattice which is resp
sible for the magnetic moment of ferrite-chromites. Ho
ever, it is not ruled out that this situationn0exp,n0 theor may
also be due to other factors.

For our study we chose samples of the syst
CuFe22xCrxO4 with substitution levelsx50.0, 0.2, 0.3, 1.0,
1.4, 1.6 and 2.0. The samples were prepared using cer
technology. We found atT5293 K that the samples with
chromium contentx50.0, 0.2, and 0.3 have tetragonall
distorted spinel structure withc/a.1; for x51.6 and 2.0,
c/a,1; while the samples withx51.0 and 1.4 occur in the
cubic phase, in agreement with the results of Ref. 1. A st
of the magnetization at 4.2 K in fields up to 12 kOe is carr
out here for the first time using the ballistic method. T
relative error of measurement of the magnetization was

By extrapolating the linear part of the 4.2 K isotherms
s(H) to H50 we found the value of the spontaneous ma
netizationss , from which we calculatedn0 exp. The theoret-
ical valuen0 theorwas calculated using the cation distributio
in ferrite–chromites of copper suggested in Ref. 1. Here
assumed that the magnetic moments of the ions entering
composition of these ferrites have only a spin origin and t
there is collinear ordering in the A and B sublattices.

Figure 1 plots the magnetic momentsn0 expandn0 theoras
functions of the Cr31 content in the system CuFe22xCrxO4.
The error bars shown on then0 theor(x) curve correspond to
errors in the cation distribution.1 It can be seen that the de
pendencen0 exp(x) differs markedly from the dependenc
n0 theor(x): whereasn0 exp only decreases with increase ofx,
the theoretical valuen0 theor, on the other hand, grows vigor
ously. Here it turned out that the experimental valuesn0 exp

are significantly lower than the theoretical onesn0 theor. For
example, in CuFeCrO4n0 theor is 2.5 times larger thann0 exp
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Earlier we found2 that the magnetic structure of th

CuFeCrO4 sample, which has cubic structure, is collinea
i.e., the large difference observed in the experimental
theoretical valuesn0 exp andn0 theor for the given sample can
not be associated with a decrease in the magnetic mome
the B sublattice as a consequence of noncollinear order
At the same time, in the CuFe22xCrxO4 sample, according to
neutron diffraction data, to the contray, a noncollinear m
netic structure is present in the B sublattice.

According to Goodenough,3 in ferrite–chromites in ad-
dition to indirect exchange interactions, direct exchange
teractions can take place between the magnetic cations in
B sublattice since the distances between the B cations
comparable toRCr , for which immediate overlap of thet2g

FIG. 1. Experimental,n0exp, and theoretical,n0 theormagnetic moment plot-
ted as functions of the Cr31 content in samples of the system
CuFe22xCrxO4.

870087-02$15.00 © 1998 American Institute of Physics



orbitals of the 3d cations is possible. Since one electron is
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found on each of thet2g orbitals in Cr (t2g ,eg), pairing of
their spins and, consequently, a decrease of the mag
moment can take place as a result of such overlap.

It is well known that ferrite–chromites having the spin
structure belong to the class of compounds with a quite la
covalent impurity bonding. Therefore transfer of spin dens
is possible in them, according to the results of Ref. 4, fr
the ligands to the vacanteg orbitals of the neighboring Cr31

ions. The authors of Ref. 4 assume that such a transitio
energetically identical for a spin aligned with the magne
moment of the Cr31 ion and an anti-parallel spin.

Since the values ofn0 exp are much smaller than those o
n0 theor, we believe that transfer of spin density to the Cr31

ions in the system CuFe22xCrxO4 will take place for anti-
parallel spin. Since the orbital moment of the octahed
Cr31 ions is completely frozen by the crystal field, this tra
sition will lead only to a decrease of their spin magne
moment. In this case, the theoretical value of the Cur
Weiss constantCs theor for ferrite–chromites should be large
than the experimental value in the paramagnetic region.
established this fact for the CuFe0.4Cr1.6O4 and CuCr2O4
88 Phys. Solid State 40 (1), January 1998
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perimental valueCs exp53.460.2 whereas the theoretica
value Cs theor55.11; for a sample with x52.0,
Cs exp51.260.2 whileCs theor54.11.

We believe that the large difference between then0 theor

andn0 exp values for samples of the system CuFe22xCrxO4 is
associated in first order with a decrease in the magnetic
ments of the Cr31 ions both as a result of pairing of thet2g

orbitals of the cations in the octahedral lattice and as a re
of transfer of spin density from the ligands to theeg orbitals
of these ions. However, it should be noted that, for cop
ferrite–chromite samples withx.1.0 their noncollinear
magnetic structure will also lead to a still larger differen
between their theoretical and experimental magnetic m
ments.

1H. Ohnishi and T. Teranishi, J. Chem. Phys.16~1!, 35 ~1961!.
2L. G. Antoshina and A. N. Goryaga, Fiz. Tverd. Tela~Leningrad! 34,
3373 ~1992! @Sov. Phys. Solid State34, 1805~1992!#.

3J. B. Goodenough, Phys. Rev.117, 1442~1960!.
4P. Freund, J. Owen, and B. F. Hann, J. Phys. C6, L139 ~1973!.

Translated by Paul F. Schippnick
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Transport properties of antiferromagnetic fcc-iron alloys

G. A. Takze , I. I. Sych, and S. V. Cherepov

Institute of Magnetism, National Academy of Sciences of Ukraine, 252680 Kiev, Ukraine
~Submitted June 19, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 101–105~January 1998!

A study is reported of the electrical resistance and thermopower of FexNi802xCr20 fcc alloys
within the 44<x<70 at. % range. It is shown that, at low temperatures, they typically exhibit
minima in the temperature dependences of electrical resistance. The appearance of these
anomalies is attributed to the formation of a gap in the conduction electron spectrum due to the
onset of long- or short-range antiferromagnetic order in the alloys. The effect of magnetic
field on the magnetic states appearing in frustrated antiferromagnetic alloys has been studied, and
an H-T magnetic phase diagram constructed. ©1998 American Institute of Physics.
@S1063-7834~98!02201-1#

Variation in the concentration of alloying components in 2. EXPERIMENTAL RESULTS AND DISCUSSION
si-
a
-
al
he

v
th
oy
m
he
re
rg

a
-
ag
h
ga
ei
or
e
ib

s
p
nd
a

ve
to

w
%

f re-

rgo

at
e

on
ce,

t

,
t to
ch
. 5,
nce

e
SG

is
and
FM
eld
-
m-
na-

ts,
the
s?
the
a-
etic

of
ere

01
the fcc alloys FeNiMn and FeNiCr along different qua
binary cuts was shown1,2 to drive a phase transition from
long-range ferromagnetic~FM! to long-range antiferromag
netic ~AFM! order. It is essential that, close to the critic
concentrations where magnetic order changes type in t
alloys, a spin glass~SG! state sets in.

It is of interest to establish how the onset of the abo
magnetic phases and states in these alloys can affect
transport properties. Of particular interest are the fcc all
FexNi802xCr20, which have a rich magnetic phase diagra3

~Fig. 1!. It is in these alloys that one first observed in t
high iron-concentration region a reentrant temperatu
driven AFM-SG transition for a frustrated Heisenbe
magnet.3,4

The present study deals with the electrical resistance
thermopower of FexNi802xCr20 alloys within a broad compo
sition range and shows, by invoking data obtained in m
netic measurements, that the anomalous behavior of t
transport properties is due to the formation of an energy
in the electronic spectrum of the alloys induced by th
AFM ordering. Besides, the investigation of the transp
properties has permitted us to refine the magnetic structur
the alloys in the SG state, which in some cases is imposs
to do by other means.

1. EXPERIMENTAL TECHNIQUES

The FexNi802xCr20 samples were 40 mm-long wire
0.2–0.3 mm in diameter. Prior to measurements, the sam
were quenched from 1400 K in water. X-ray diffraction a
dilatometric analysis showed that when cooled to 4.2 K
alloys retained their original fcc state.

The electrical resistance was measured by the con
tional four-probe dc technique in two current directions
exclude the effect of parasitic emf.

The temperature dependences of the alloy thermopo
were studied in the 9–200-K range with respect to 99.999
pure lead.
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A. Electrical resistance

Figure 2 presents typical temperature dependences o
duced electrical resistance DR(T)/R(5 K)
5@R(T)2R(5 K)#/R(5 K) of FexNi802xCr20 alloys, which,
in accordance with the phase diagram in Fig. 1, unde
paramagnet-ferromagnet~PM-FM!, PM-FM-SG, PM-SG,
PM-AFM-SG, and PM-AFM magnetic transformations
x544; 54; 60; 64 and 66; and 70 at. %, respectively. W
readily see that the alloys in the AFM composition regi
(x>62) are characterized by minima in electrical resistan
whose temperatureTm and relative depthDR(Tm)/R(5 K)
are the larger, the larger isx. Figures 1 and 2 show also tha
for AFM alloys Tm,TN , whereTN is the Néel temperature.

For alloys with 54<x<60, i.e., in the spin-glass region
minima in electrical resistance are also typical. In contras
the AFM alloys, however, in SG state this anomaly is mu
weaker. It should also be pointed out that, contrary to Ref
we did not observe any anomalies in electrical resista
either close to the SG freezing temperatureTG or in the
vicinity of TN . The latter observation is in accord with th
results of many studies of the electrical resistance of the
state, as well as of the frustrated FM and AFM.6

Consider now the effect of magnetic field on th
anomaly in the electrical resistance. As seen from Figs. 3
4 illustrating the corresponding dependences for the A
alloy and the spin glass, a sufficiently strong magnetic fi
shifts theDR(T)/R(4.2 K) anomaly toward lower tempera
tures without suppressing it completely. This argues una
biguously for the observed anomalies being of magnetic
ture.

Let us turn now to interpretation of the above resul
which should answer at least three questions. First, why
minima in resistance are most clearly seen in AFM alloy
Second: what causes the minima in resistance in
FexNi802xCr20 spin glass? And, finally, what is the mech
nism of depression of the resistance minimum by magn
field?

We note first that the above anomalies in the form
minima in the temperature dependences of resistance w
observed also in other fcc-iron alloys@FeNiCr~Refs. 5, 7–9!,

890089-05$15.00 © 1998 American Institute of Physics
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FIG. 1. Magnetic phase diagram of FexNi802xCr20 alloys.1—paramagnetic
region, 2—ferromagnetic region,3—coexistence of long-range FM orde
with local distortions of the collinear spin structure,4 and5—reentrant spin
glass,6—spin glass,7—antiferromagnetic region.TC ,TN ,TG ,Tm are the
Curie, Néel, spin-glass freezing, and electrical-resistance-minimum t
peratures, respectively,TA is the temperature of the onset of noncolline
ferromagnetic state.

FIG. 2. Temperature dependence of the relative electrical resistanc
FexNi802xCr20 alloys.x: 1—70, 2—66, 3—64, 4—60, 5—54, and6—44.

90 Phys. Solid State 40 (1), January 1998
Fe65(Ni12xMnx)35 ~Ref. 10!, (Fe0.65Ni0.35)12xMnx ~Refs. 11,
12! close to the critical concentration of the onset of lon
range AFM order, and were attributed to various mec
nisms of conduction electron scattering, which, unfor
nately, cannot describe the totality of the availab

-

of

FIG. 3. Temperature dependence of the relative electrical resistance o
antiferromagnetic alloy Fe64Ni16Cr20 in a magnetic field.H(kOe): 1—0,
2—30, 3—50.

FIG. 4. Temperature dependence of the relative electrical resistance o
spin-glass alloy Fe60Ni20Cr20 in a magnetic field.H(kOe): 1—0, 2—5,
3—17, 4—40.
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experimental data. It should be stressed that all the above
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alloys are magnetically of the same nature. Therefore
reasons for the anomalous behavior of their electrical re
tance should also be the same.

The resistivityr of the alloys of interest to us here ca
be presented for temperatures belowTN andTG in the form

r~T!5r01rPH1rEE1rSW1rSD1rEG , ~1!

wherer0 is the residual, temperature-independent resistiv
rPH ,rEE , and rSW are the contributions due to electro
phonon, electron-electron, and electron–spin-wave sca
ing, respectively,rSD is the term accounting for electro
scattering from randomly frozen spins in SG state, andrEG

is the contribution arising from the formation of a gap in t
carrier energy spectrum.

Because of the large residual resistivi
(r0'65270mV•cm) of FexNi802xCr20 alloys, the total
contribution of therPH , rEE , andrSW terms to the resistiv-
ity is apparently fairly small. Besides, since they do not
crease with decreasing temperature,13 they cannot produce
minima in the temperature dependences of the electrica
sistivity of the alloys under consideration~Figs. 2–4!. The
rSD term likewise cannot be responsible for the anomalie
electrical resistivity of these alloys. Indeed, below the S
freezing temperatureTG, the magnetic contribution to resis
tivity in classical spin-glass systems decreases with decr
ing temperature.6 At the same time in the FexNi802xCr20 spin
glass withx520 ~Fig. 4! we observe an opposite patter
Besides, as seen from Fig. 1, the concentration depend
Tm(x) of the temperature at which the resistivity is minimu
correlates very well withTN(x), which is not observed for
theTG temperature. All this gives us grounds to suggest t
the anomalous behavior of the electrical resistivity of t
alloys is connected with the onset of AFM ordering. Or,
be more precise, one can expect that for this type of orde
an energy gap appears in the conduction electron spec
below the Ne´el temperatureTN, and it is this gap that ac
counts for the semiconducting character of the alloy cond
tivity at low temperatures.

This conclusion is borne out by band parameter calcu
tions for atomically ordering14 and AFM15–17 metal alloys.
The net result of these calculations is that under both ato
and AFM ordering a gap at the conduction band center m
appear below the ordering temperature. In the case of A
ordering, the gap width is proportional to the relative ma
netization of the AFM sublattices.15 If the Fermi level in
paramagnetic state is at the center of the conduction b
then the metal can become semiconducting forT,TN . The
complex shape of the Fermi surface of fcc-iron alloys allo
formation of a gap, however, only in certain directions of t
reciprocal lattice.16 It thus follows that not all carriers tak
part in the gap conduction, since otherwise one would
serve a metal-insulator transition forT,TN . This conclusion
is supported by the data in Fig. 2, which show that the larg
increase in electrical resistance forT,Tm does not exceed
;0.5%. In other words, the comparatively weak increase
electrical resistivity belowTm can be connected with
temperature-induced variations in the concentration of e
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insignificant part of all electrons in the system.
Thus turning back to Eq.~1!, we can maintain that the

main contribution to the temperature dependence of ele
cal resistivity of the alloys under study comes from therPH

and rEG terms, with the first of them decreasing, and t
second, increasing with decreasing temperature.

Despite the absence of long-range AFM order in t
FexNi802xCr20 spin glasses (54,x<60), the minimum in
the temperature dependence of their electrical resisti
~Figs. 2 and 4! can be attributed to the presence in the c
responding alloys of finite-length correlations~short-range
AFM order!. These correlations are due to local compositi
fluctuations, within which each iron atom is surrounded on
by iron atoms.18 Calculations show14,17 that local AFM or-
dering can also give rise to formation of an energy g
which is the smaller, the smaller is the average length of
AFM correlations. In FexNi802xCr20 alloys with x!55, i.e.
in the FM composition region~Fig. 1!, AFM correlations of
considerable length are unlikely to set in. Therefore in su
alloys, for example, in thex544 alloy, one should observ
gap conduction, and this is supported by the experime
data of Fig. 2.

Putting off the discussion of the effect of external ma
netic field on the anomalies in electrical resistivity until th
third Subsection of this work, we shall consider the tempe
ture dependence of the thermopower of FexNi802xCr20 AFM
alloys.

B. Thermopower

Thermopower is an electronic property which is know
to be most sensitive to the band structure of metals. One
thus expect that the rearrangement of the electronic struc
of FexNi802xCr20 alloys resulting from their AFM ordering
should affect their thermopower. Figure 5 shows the te
perature dependence of thermopowerS of the FexNi802xCr20

alloy with x564. We readily see that the thermopower u
dergoes a strong anomaly near the Ne´el temperatureTN and
even reverses its sign. Interpretation of such experime
meets with serious difficulties, since it requires a detai
knowledge of the electronic structure of alloys. Neverthele
we shall attempt to analyze the above result drawing fr
fairly simple considerations. We can write13

S5
p2

3

k2T

e F] ln s~E!

]E G
E5EF

5
p2

3

k2T

e F] ln L

]E
1

] ln S

]E G
E5EF

, ~2!

wheree is the electronic charge,EF is the Fermi energy,s is
the conductivity,L is the electron mean free path, andS is
the Fermi surface area. Using the above relation and neg
ing the temperature dependence ofL, we can give a qualita-
tive description of the temperature dependence of th
mopower. Indeed, when AFM order sets in in fcc-iron alloy
part of the Fermi surface contracts because of the forma
of the gap.16 As a result, the second term in Eq.~2! becomes
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negative, and thermopower can reverse its sign at temp
tures belowTN , where the gap appears. It is this that occ
in reality ~Fig. 5!.

C. H-T phase diagram

Let us consider now how one could explain the effect
magnetic field on the observed electrical resistance ano
lies in AFM alloys within the above model~Fig. 3!. Obvi-
ously enough, total suppression of these anomalies wo
require magnetic fields capable of destroying AFM order
the alloys. Figure 6 presenting a magnetic phase diagramH-
T for the FexNi802xCr20 alloy with x564 ~Refs. 3, 4! shows
that application to the sample of a comparatively low ma
netic fieldH'17 kOe suppresses long-range AFM order.
other words, regions 1 and 4 in the magnetic phase diag
~Fig. 6! correspond to the alloy in paramagnetic state. At
same time states 1 and 4 differ considerably. As seen f
Fig. 3, a magnetic fieldH550 kOe does not suppress com
pletely the minimum in electrical resistance in this alloy, a
in the Fe60Ni40Cr20 spin glass too~Fig. 4!. Recalling our
previous discussion, this implies that, in contrast to
purely paramagnetic region 1, where no noticeable spin
relations are present, and region 2, where long-range A
order exists, in region 4 short-range AFM order persists
this sense, between the state of the Fe64Ni16Cr20 alloy in
regions 3 and 4 and that of the Fe60Ni20Cr20 alloy in region 6
in Fig. 1 there is a formal similarity, namely, in all the abo
cases there is no long-range AFM order while there
finite-length AFM correlations. At the same time there
also a radical difference in that such correlations in regio
in Fig. 6 exist in the presence of a sufficiently strong ma
netic field in the PM matrix of the alloy, while in the SG
state~region 6 in Fig. 1! or in the reentrant SG state~region
3 in Fig. 6! they coexist with the frozen-spin system.

FIG. 5. Temperature dependence of the thermopower of the Fe64Ni16Cr20

alloy.
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Thus the experimental data presented here and t
analysis permit a conclusion that the anomalies in the e
trical resistance of FexNi802xCr20 fcc alloys in the form of
minima in its temperature dependence originate from the
mation of a gap in the electron conduction-band spectr
when both long- and short-range AFM order sets in in
alloys. This approach offered an explanation for the anom
lous behavior of the thermopower of alloys near the N´el
temperature and for the partial depression of the resista
anomalies by magnetic field in both AFM alloys and the sp
glass, and made possible establishment of AFM correlati
in paramagnetic state in AFM alloys placed in a sufficien
strong magnetic field.

The above concepts can be used apparently in explai
the reasons for the anomalous electrical resistance of
wide variety of antiferromagnets and spin glasses ind
transition-metal alloys. Besides the compounds studied
this work, one could refer in this connection to the allo
FeNiMn,10–12 CoMn and FeCoMn,19 FeMnAl,20 and some
others.

We are grateful to V. F. Los’ and S. P. Repetski� for
fruitful discussions.
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Logarithmic singularity in the specific heat in the vicinity of phase transitions in

en-
uniaxial ferroelectrics
B. A. Strukov, E. P. Ragula, S. V. Arkhangel’skaya, and I. V. Shna dshte n

Moscow State University (M. V. Lomonosov), 119899 Moscow, Russia
~Submitted May 12, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 106–108~January 1998!

Using precise vacuum adiabatic calorimetry it is shown that the specific heat of the model
ferroelectric crystal TGS does not exhibit the logarithmic singularity predicted by theory above
the transition temperature. This discrepancy with the available specific heat data in the
literature, obtained by dynamical measurements, is discussed with allowance for the maximum
attainable measurement accuracy~0.3%! in the static adiabatic experiment. ©1998
American Institute of Physics.@S1063-7834~98!02301-6#

It is well known that anomalies associated with phasereveal the logarithmic singularity in the temperature dep
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transitions in intrinsic uniaxial ferroelectrics, are well d
scribed by the Landau theory of second-order phase tra
tions. In particular, we observed the specific-heat discont
ity predicted by the Landau theory in crystals of triglycin
sulfate~TGS!, a model uniaxial ferroelectric with Curie tem
peratureTc548.2 °C.1–4 The magnitude of the jump agree
with the expected value to within 10–15%. At the same tim
a number of papers have discussed the logarithmic contr
tion to the specific heat from the paraelectric phase (T.Tc),
which reflects in the static thermodynamic functions fluctu
tions of the order parameter—the electrical polarizat
along the polarb axis. It is remarkable that the logarithm
contribution to the specific heat was noted in measurem
employing the dynamical method5–7 whereas the jumplike
discontinuity was observed in measurements employing
static adiabatic method.3 It is well known that the dynamica
method possesses greater sensitivity in relative units whe
the vacuum adiabatic method possesses greater absolu
curacy, which can reach 0.1–0.3%. It is significant that,
si-
-

,
u-

-
n

ts

e

as
ac-

o

dence of the specific heat, it is necessary to correctly sepa
out the lattice contribution, which is not associated with t
phase transition and is determined by the noncritical deg
of freedom of the crystal.

The aim of the present work is a detailed comparison
accurate data on the temperature dependence of the sp
heat of a crystal of TGS, obtained by vacuum adiabatic ca
rimetry, with the data available in the literature on the ex
tence of the logarithmic singularity in the specific heat
T5Tc . Specific heat measurements were performed in
temperature interval 80–350 K on a computerized stand
calorimeter capable of nearly limiting measurement accur
~0.3%!. The heating intervals wereDT;0.3 K, and the mass
of the sample was 1.102 g.

Figure 1 plots the temperature dependence of the spe
heat of a crystal of TGS over a wide temperature range.
solid curve shows the lattice specific heat, obtained by in
polation of experimental data by the Debye and Einst
of
l

l.
-

FIG. 1. Temperature dependence
the specific heat of a TGS crysta
over a wide temperature interva
The solid curve is the calculated lat
tice specific heat.
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FIG. 2. Temperature dependence
the specific heat of a TGS crysta
above the Curie temperature. Th
solid curve is the lattice specific hea
The measurement error is indicate
for a few representative points
~0.3%!.
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C056.5 J/g•K, C152.7 J/g•K, C250.346 J/g•K2,
QD5215 K, QE5380 K!. The curve of the lattice specifi
heat coincides with the experimental points in the tempe
ture interval from 80 to 250 K (T,Tc) and from 324 to
350 K (T.Tc). The excess entropy isDS56.78 J/mol•K,
and the energy associated with the phase transition
DQ51.9983103 J/mol. The temperature region in the v
cinity of the phase transition together with the experimen
points and the lattice specific heat curve~line! is shown in
Fig. 2. It can be seen that the spread of the experime
points relative to the latter curve does not exceed 0.3%
within the limits of this accuracy the measured values
T.Tc do not reveal any ‘‘excess’’ specific heat~above the
‘‘normal,’’ i.e., the lattice specific heat! down to
(T2Tc),1 K, where ‘‘smearing’’ of the phase transition b
defects shows up in the usual way. This result confirmed
above-noted ‘‘insensitivity’’ of the static method to logarith
mic corrections.

As can be seen from Fig. 1, the method we used
separate out the lattice specific heat in the region of
anomaly shows that linear approximation~used in Refs. 5–7!
is not satisfactory. Here taking account of the nonlinearity
the dependenceCp

lat(T) by means of the interpolation equa
tion used leads to a decrease in the very small excess sp
heat forT.Tc , making it experimentally undetectable.

On the other hand, it may also be supposed that a p
sible temperature dependence of the fluctuational contr
tion to the specific heat of the typ
Cp2Cp

lat5A ln(T2Tc)/Tc , observed in Refs. 5–7, lies withi
the limits of the spread of experimental points observed
our experiment. In this case, the coefficientA should be not
larger than 7.031023 J/g•K for the temperature interva
Tc512350 K. It is well known that for the fluctuationa
contribution to the specific heat of uniaxial ferroelectrics t
relation
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is valid, wherea52p/CC2W is proportional to the recipro-
cal of the Curie–Weiss constant andd is the correlation
parameter.8 Using our estimate for the coefficientA, we ob-
tain d<1.0310215 cm22. This value leads to a reasonab
estimate for the correlation radius far from the phase tra
tion: j0;(d/aTc)

1/2,331028 cm.
We thus arrive at the conclusion that observation of

logarithmic correction to the specific heat in intrins
uniaxial ferroelectrics, is only possible, if at all, for a relativ
measurement accuracy significantly better than 0.1%, wh
is unattainable under the conditions of the static adiab
experiment, where the latter does demonstrate the agree
of the temperature dependence of the anomalous part o
specific heat with the conclusions of the Landau theory w
out taking the fluctuational contribution into account.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant No. ~96-02-
17723a!.
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Dielectric and photoelectric properties of Pb „Mg1/3Ta2/3…O3 crystals

an-
A. A. Bokov, I. P. Raevski , M. A. Malitskaya, and S. M. Emel’yanov

Scientific-Research Institute of Physics, Rostov-on-the-Don University, 344104 Rostov-on-the-Don, Russia
~Submitted May 22, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 109–110~January 1998!

The temperature dependence of the dielectric constant« and the spectral dependence of the
photoconductivity of Pb~Mg1/3Ta2/3!O3 crystals are investigated. The width of the band gap~3.4
eV! is determined. It is found that above the temperature of the maximum of the dielectric
constant, its reciprocal 1/« varies with temperature first quadratically and then according to a linear
law, as is characteristic of ferroelectrics with a smeared phase transition. The smearing
parameter of the transition estimated from the experimental data is close to the value calculated
assuming the absence of long-range order in the arrangement of the Mg and Ta ions.
© 1998 American Institute of Physics.@S1063-7834~98!02401-0#

Ferroelectric phase transitions in complex disordered In many crystals with a smeared ferroelectric phase tr
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perovskites are accompanied, as a rule, by smeared an
lies in the temperature dependence of their physical pro
ties. The reasons for smearing of the transitions canno
taken as finally elucidated despite the fact that there e
several models explaining it~reviews of these models can b
found in Refs. 1 and 2!. In this light, experiments allowing
one to assess the validity of the theoretical conclusions of
various models are essential. A large part of the experime
studies of the properties of ferroelectrics in the vicinity of t
smeared phase transition were performed
Pb~Mg1/3Nb2/3!O3 ~PMN! crystals. Therefore the questio
arises, which of the results are characteristic specifically
this compound and which are due to general regularities

We have carried out studies of the Pb~Mg1/3Ta2/3!O3

~PMT! crystal, which is similar to PMN in composition. Dat
on its properties are very few in number. It is known that
298 °C a smeared phase transition is observed in it, wh
is interpreted as a ferroelectric phase transition related to
existence of dielectric hysteresis loops.3 PMT crystals are
also interesting from a practical point of view. Because
linearization of the electro-optical effect characteristic
other ferroelectrics with smeared phase transition is abse
PMT crystals in electric fields whose field strength is not le
than 50 kV/cm, and their dielectric constant and dielec
losses are small, they are very promising for use as l
modulators.4

PMT crystals, light yellow in color and having the sha
of parallelepipeds with sides up to 4 mm, were prepared
mass crystallization. The solvent was a lead oxide and bo
oxide melt. Crystallization occured in the temperature int
val 1250–1030 °C with a cooling rate of 5 °C/h. To facilita
the measurements, aquadag electrodes were deposited o
crystals.

The temperature dependence of the dielectric consta«
of the PMT crystal, measured at a frequency of 1.59 kHz
plotted in Fig. 1. Apart from the maximum at285 °C, cor-
responding to the smeared phase transition, no anomalie
the temperature interval from2190 to 1300 °C are seen
The maximum value«m , around 10,000, exceeds somewh
the literature value~the crystals used in Ref. 3 had«m around
7,000!.
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sition, the temperature dependence of« in the vicinity of the
maximum is described by the relation

1

«
5

1

«m
1

~T2Tm!2

2«ms2 ,

whereTm is the temperature at which« reaches its maximum
value«m , s is the smearing parameter of the transition.
can be seen from Fig. 2, this relation holds in PMT w
s530 K. The Curie-Weiss law, 1/«5(T2T0)/C, is ful-
filled at temperatures exceedingTm by more than 150 K
~curve 2, Fig. 1!. The Curie constant is equal t
C51.73105 K, and the Curie-Weiss temperature is equal
T05218 °C, which significantly greater thanTm . Such a
relationship betweenTm andT0 , and also the observed tran

FIG. 1. Temperature dependence of the dielectric constant« ~1! and its
reciprocal 1/« ~2! for a crystal of Pb~Mg1/3Ta2/3!O3, measured at 1.59 kHz
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sition from the quadratic dependence of 1/«(T) to a linear
dependence are characteristic of ferroelectrics with
smeared phase transition.5,6

Recently, a new model of ferroelectric phase transitio
in disordered crystals was developed,7 according to which
smearing of the transition is caused by random static dis
tions of the ionic configuration in the unit cells, associat
with a difference in the sizes of the disordered ions. Us
the equations derived in Ref. 7, we can calculate the sm
ing parameters in a disordered compound or solid solutio
Our calculations for PMT, which assume that the absenc
long-range order in the arrangement of the Mg and Ta io
give s522 K. This is much smaller than the value obtain
experimentally. Such a discrepancy may be connected
the fact that besides disorder in the arrangement of the
and Ta ions, other crystal defects also make a definite c
tribution to the smearing of the transition in these crystal7

In connection with the promising characteristics of PM
for electro-optical applications, it is of interest to study tho

FIG. 2. Dependence of 1/« on (T2Tm)2 for a crystal of Pb~Mg1/3Ta2/3!O3.
97 Phys. Solid State 40 (1), January 1998
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tals, in particular, the width of the band gapEg . Since there
is no information in the literature aboutEg for PMT, we
studied the photoconductivity of these crystals by the te
nique described in Ref. 8. In the spectral dependence of
transverse photoconductivity of PMT we detected maxima
3.4 and 2.9 eV. These results are similar to those obtaine
a study of the photoconductivity of PMN crystals, whe
maxima were observed at 3.4, 2.8, and 2.0 eV~Ref. 9!. The
maximum at 3.4 eV in PMN corresponds to the band gap
was confirmed by the results of a study of optical absorpt
and electrical absorption.9 Apparently, the photoconductivity
maximum in PMT at 3.4 eV also corresponds toEg . Note
that the values ofEg in PMT and PMN are much smaller les
than in triple perovskites of the type A21B1/3

21B2/3
51O3, in

which A can be Ba, Sr, or Ca.10,11 This difference is due to
the contribution of thes orbitals of lead to the formation o
the band gap.8,11
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An EPR study of local fluctuations in the vicinity of the ferroelectric phase transition in

-

Li2Ge7O15

M. P. Trubitsyn, M. D. Volnyanski , A. Yu. Kudzin, and T. L. Kuz’menko

Dnepropetrovsk State University, 320625 Dnepropetrovsk, Ukraine
~Submitted June 6, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 111–113~January 1998!

EPR spectra of Mn21 ions have been studied in the temperature interval containing the
ferroelectric transition in crystalline lithium heptagermanate Li2Ge7O15. The EPR linewidth and
shape were measured as functions of temperature and orientation. It is shown that the
critical resonance-line broadening observed to occur in the vicinity of the phase transition is due
to fluctuations in the local order parameter with frequencies below 107 Hz. © 1998
American Institute of Physics.@S1063-7834~98!02501-5#

Li2Ge7O15 ~LHG! crystals undergo a ferroelectric transi- ^h&, and time-dependent,dh(t), part. The expansion coef
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tion at TC5283.5 K from the high-temperature paraelect
~space groupD2h

14! to ferroelectric~space groupC2v
5 ! phase

accompanied by the onset of spontaneous polarization a
the c axis.1–3

This work is a continuation of an EPR study of Mn21

centers~0.06 and 0.2 wt %! in LHG crystals, whose prelimi-
nary results were published earlier.4,5 The resonance line
were found5 to undergo a considerable broadening and
crossover from a near-Lorentzian to a pure Gaussian pro
It was proposed that the observed effects are actually a
sequence of slowed-down dynamics of the local order
rameter. Concurrently, the inhomogeneous broadening o
magnetic resonance lines in the vicinity of the phase tra
tion could be due to other reasons, for instance, to interac
of impurities with the local order parameter.6 Therefore the
character of the fluctuation contribution to the width a
shape of the EPR lines requires further study.

The transformation of Mn21 EPR spectra accompanyin
the paraelectric-ferroelectric transition can be described
the spin Hamiltonian7

HFP5HPP1H̃5 HgbH1( bn
mOn

mJ 1( b̃n
mOn

m .

A calculation4 of parametersbn
m of the spin Hamiltonian

HPP in paraphase showed the local symmetry of Mn21 at TC

to lower from monoclinicC2 to triclinic C1 . The parameters
of the spin HamiltonianH̃ lowering the symmetry at the
transition are functions of the local order parameterb̃n

m(h),
and, thus, can be expanded in the vicinity ofTC in powers of
h. Note that the expansions of the monoclinic parametersb̃n

m

will contain only even, and those of the triclinic paramete
any powers ofh.

It thus follows that for an arbitrary orientation of th
external magnetic fieldH relative to the crystallographic
axes, the resonance fields, in which microwave power is
sorbed, can be expanded in powers of the local order par
eter

HR5H01Ah1Bh21..., ~1!

whereH0 corresponds to the line position in the parapha
andh(t)5^h&1dh(t) can be presented as a sum of a sta
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ficientsA(u,w) andB(u,w) depend on external-field orien
tation with respect to the crystal axes, withA being deter-
mined by the triclinic, andB, by the monoclinic parameter
bn

m . It was shown6,8 that, if the resonance fields are linear
related to the order parameter (B;0), the fluctuation contri-
butiondh to EPR linewidth can be obtained in an analytic
form for two limiting cases. If the fluctuations are fast com
pared to the characteristic EPR frequencies in an experim
the regime is dynamic, and the critical contribution in t
vicinity of TC

1 can be written

dHCR;A2~u,w!kBTuT2TC /TCu2n, ~2!

where kB is the Boltzmann constant, andn is the critical
correlation-length exponent. If the fluctuations may be co
sidered static on the EPR time scale, we have for the crit
contribution to the linewidth

~dHCR!2;A2~u,w!kBT$12constuT2TC /TCun%. ~3!

According to Eqs.~2! and ~3!, at the transitiondHCR be-
haves differently with temperature in the two limiting case
namely, in the dynamic mode~2! dHCR diverges, and in the
static regime~3! it takes on a finite value. The lack of precis
data on the critical exponents quite frequently does not p
mit one to separate unambiguously the intervals where
above approximations are applicable by analyzing
temperature-dependent parts of Eqs.~2! and ~3!. It was
shown6 that the actual mode realized in an experiment can
identified by studying the orientation dependences of
critical linewidth, namely, in the dynamic limi
dHCR;A2(u,w), while in the static casedHCR;A(u,w).

We have performed therefore a study of the orientat
and temperature dependences of the linewidth and shap
the mj525/2 hfs component of theMS523/2↔25/2
high-field electronic transition for temperatures aboveTC .
The EPR spectra were obtained on a Radiopan SE/X 2
radiospectrometer in the X range. The samples were he
and cooled in nitrogen vapor in a standard cryostat capa
of holding the sample temperature stable to within60.02 K
aroundTC .

Figure 1 shows angular dependences of the linewi
defined as the distance between the extrema of the deriva
of the absorption line with the fieldH deviating from theb

980098-03$15.00 © 1998 American Institute of Physics
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axis in the ~a,b! plane. The measurements could be p
formed only within theu interval 0–20°, since for large
angles the analysis of spectra was made difficult by supe
sition of the hfs sextets corresponding to t
MS523/2↔25/2 andMS521/2↔23/2 electronic transi-
tions. As seen from Fig. 1, the resonance line broaden
one approaches the transition, with the magnitude of bro
ening depending substantially on angleu. The inset to Fig. 1
shows also the angular dependences of the position of
line under study aboveTC and of the two split components
which are observed below the transition point and are du
the local order parameter6^h& becoming nonzero. Correla
tion of the linewidth anisotropy atTC

1 with the angular de-
pendence of the line splitting belowTC (DH;^h&) provides
a direct indication that the EPR line broadening in the vic
ity of the phase transition is governed by fluctuations in
local order parameter. As seen from Fig. 1, the anisotrop
the critical contribution to linewidth reflects the symmetry
the polar phase even before the transition, forT.TC .

FIG. 1. Angular dependences of the width of themj525/2 hfs component
of the MS523/2↔25/2 transition for different temperatures~K!. 1—
TC139.9, 2—TC114.2, 3—TC13.7, 4—TC11.2, 5—TC10.4, 6—
TC10.1. TC5283.7 K.u5/H,b, H'c. Inset: angular dependences of th
line position in the paraphase atT5284.1 K ~solid line! and of the split
components in the ferroelectric phase atT5273.2 K ~dashed line!.
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A comparison of the data presented in Fig. 1 sho
clearly that forHib no noticeable broadening is observe
nearTC

1 , and there is no splitting belowTC . Deviation from
this orientation results in a progressive increase of criti
broadening forTC

1 and of the domain splitting forT,TC .
The reason for this behavior is clear; indeed, the absenc
splitting in the ferroelectric phase forHib implies that coef-
ficient A(u50)50, and, thus, the relation of resonan
fields to the local order parameter~1! should be determined
by the termBh2. The small broadening forTC

1 in the prin-
cipal orientation shows that the fluctuation contributi
given by the quadratic term in Eq.~1! may be neglected, thu
making it possible to use Eqs.~2! and ~3! in an analysis of
experimental data.

It should be pointed out that the shape of the resona
line also depends on temperature and angleu. Therefore in
order to separate the critical contribution to linewidthdHCR ,
we performed computer modeling of the experimental l
profile in the form of a convolution of a Lorentzian with
Gaussian

FIG. 2. Angular dependences of~a! Gaussian and~b! Lorentzian linewidth
components for different temperatures,1–6, specified in the caption to Fig
1. Notation of curves1–6 is the same as in Fig. 1.
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F~H !5E L~H2HC /dHL!G~HC2H0 /dHG!dHC ,

whereH0 determines the line center, and the fitting para
etersdHL anddHG relate to the homogeneous and inhom
geneous contributions to linewidth, respectively. The res
of the least-squares fitting are shown in Fig. 2. We read
see that the Lorentzian widthdHL practically does not de
pend on temperature, and that the critical line broaden
near TC is determined by the considerable increase of
inhomogeneous Gaussian componentdH0 . Thus the contri-
bution to critical linewidth can be derived from the relatio

dHCR
2 ~u,T!5dHC

2 ~u,T!2dHG
2 ~u,T* 5323.6 K!.

Here the Gaussian widthdHG(u,T* ) is assumed as a bas
line, so that no noticeable broadening effects are obse
for T* 5TC139.8 K within the wholeu interval studied.

FIG. 3. Critical contribution to EPR linewidth as a function of parameteA
for different temperatures~K!. 1—TC13.7, 2—TC11.2, 3—TC10.4, 4—
TC10.1.
100 Phys. Solid State 40 (1), January 1998
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domain splitting~see inset to Fig. 1!. As seen from expan-
sion ~1!, the appearance of^h&Þ0 belowTC results in a line
splitting, whose magnitude DH(u)5HR1(u,1^h&)
2HR2(u,2^h&)52A(u)^h& reflects directly the angular de
pendence of parameterA(u).

Figure 3 displays the dependences of the critical lin
width dHCR on A. Although the error ofdHCR determina-
tion increases as one moves away fromTC , a linear depen-
dencedHCR;A appears preferable over a quadratic one
all the above relations. Thus, based on Eqs.~2! and~3!, one
may assume the static regime to prevail throughout the t
perature interval where EPR line broadening is observ
This implies that the broadening is due to fluctuations in
local order parameter occurring with frequencies lower th
the frequency analog of the resonance linewidth. For
resolution of the EPR experiment one can accept the base
value dHG(T* );0.35 mT. Hence the characteristic fre
quencies of the fluctuations resulting in an increase in
inhomogeneous linewidth component should be less t
107 Hz. By comparing the above results with data obtain
by submillimeter and Raman spectroscopy,9,10 one can relate
the line broadening observed in EPR with the presence of
central peak in the vibrational spectrum of LHG.
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