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Determination of the local structure of NbO 6 octahedra in the orthorhombic phase of a
KNbO3 crystal using EXAFS

L. A. Bugaev, V. A. Shuvaeva, I. B. Alekseenko, K. N. Zhuchkov, and R. V. Vedrinski 

Rostov-on-Don State University, 344090 Rostov-on-Don, Russia
~Submitted November 20, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1097–1101~June 1998!

A new method proposed by us to determine the displacement direction of B atoms from
centrosymmetric positions in ABO3 crystals is used to study the local atomic structure of KNbO3

in the orthorhombic phase. It is shown that the conventional treatment of the EXAFS yields
serious errors in determinations of the local distortions of NbO6 octahedrons. To eliminate these
errors, it is suggested that diffraction data on the average atomic displacements should be
combined with the results of direct calculations of the NbK-EXAFS of KNbO3 in the
orthorhombic phase. This approach was used to establish that the preferential direction
of displacement of Nb in the orthorhombic phase of KNbO3 is in the direction of the polar two-
fold axis. © 1998 American Institute of Physics.@S1063-7834~98!02806-8#
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In Ref. 1 we proposed a new method to determine
displacement of B atoms from centrosymmetric positions
perovskite structures of ABO3 binary oxides. This method is
based on the qualitative difference observed in Ref. 1 in
behavior of the Fourier transforms of the EXAFS of pol
crystalline samples for various possible types of displa
ment of the B atom. We use the results obtained in Ref.
study the local atomic structure of a KNbO3 crystal. It has
now been established that like BaTiO3, this crystal exhibits
significant structural disorder, which has been studied in
merous publications~see, for example, Refs. 2–5!. Experi-
mental data2,3 indicate that local distortions of ideal NbO6

octahedra in these crystals are even found in the highly s
metric cubic phase. Similar conclusions were recently dra
for the PbTiO3 crystal.5 Since the atomic displacements r
sponsible for local disorder do not possess long-range or
these are difficult to determine by conventional diffracti
methods and, as will be shown subsequently, information
the required local atomic structure can only be obtained
using EXAFS spectroscopic data in conjunction with d
obtained by conventional structure analysis.

It should be noted that the problem of determining sm
atomic displacements in perovskite crystals by EXAFS
highly complex. In view of the complex splitting of the firs
coordination sphere of the Nb atom caused by small
placements of this atom from the center of the NbO6 octahe-
dron, formal implementation of the conventional procedu
for fitting the experimental spectra may yields errors in
determination of the magnitude and the directions of d
placement. For instance, the similarity between the
K-EXAFS in the rhombohedral and orthorhombic phases
the KNbO3 crystal would appear to indicate that the loc
distortions of the NbO6 octahedra in the orthorhombic pha
are of a rhombohedral nature.6 However, as will be shown
subsequently, the combined use of EXAFS and results
diffraction structure analysis reliably indicates that these d
tortions are orthorhombic, where the Nb atoms are displa
1001063-7834/98/40(6)/5/$15.00
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from the centers of NbO6 octahedra along the two-fold axis
An analysis of the EXAFS spectra obtained for a sing
crystal sample7 confirms this conclusion.

1. EXPERIMENTAL

EXAFS spectra above theK absorption edge of the Nb
atom in a KNbO3 polycrystal in the rhombohedral and ortho
rhombic phases at temperaturesT5270 and 300 K were
kindly supplied by the authors of Ref. 6, and for the orth
rhombic phase these spectra were recorded by one of
authors~V. A. Shuvaeva! using a laboratory EXAFS spec
trometer atT5300 K. The absorption spectra of the samp
were measured in the energy range between 18 700
19 800 eV at intervals of around 3.5 eV. The radiation inte
sity at each point in the spectrum was measured by a fi
count of 106 pulses. The energy resolution was better th
9 eV.

2. RESULTS AND DISCUSSION

There are two possible models of phase transitions i
KNbO3 crystal: the displacement-type transition model a
the order–disorder transition model. The first model assum
that, as a result of lattice anharmonicity at a certain tempe
ture, which is the same as the phase transition tempera
the crystal symmetry changes spontaneously and is acc
panied by displacement of Nb atoms along the four-fold a
for a transition from the cubic to the tetragonal phaseT
5693 K!, along the two-fold axis for a transition to th
orthorhombic phase (T5488 K!, and along the three-fold
axis for a transition to the rhombohedral phase (T5238 K!,
as shown schematically in Fig. 1. In this case, the amplitu
of the thermal vibrations about the appropriate sites are
anomalously high in any of the phases. On the other ha
the order–disorder transition model assumes that the l
structure of the NbO6 octahedra in almost all phases is th
same and is similar to the structure of these octahedra in
1 © 1998 American Institute of Physics
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rhombohedral phase, where the Nb atoms are displaced
tive to the centers of the octahedra along their axes of th
fold symmetry. Only in the rhombohedral phase are all
octahedra translationally equivalent at given instant. In
high-temperature phases they are only equivalent on aver
while at any instant the directions of displacement of the
atoms in different octahedra are different. Thus, it may
roughly assumed that in the orthorhombic phase, there
two types of instantaneous displacement of Nb atoms al
the two local axes of three-fold symmetry closest to the
rection of average displacement of these atoms, which
determined by the direction of electric polarization of t
crystal oriented along one of the axes of two-fold symme
frequently called the polar axis. Thus, in the tetrago
phase, there are four possible directions of displacemen
Nb atoms along the axes of three-fold symmetry of the
tahedra so that, on average, the displacement takes p
along the polar axis of four-fold symmetry, situated betwe
these axes. Finally, in the cubic phase, the Nb atoms hav
equal probability of being displaced in all eight possible
rections from the centers of the octahedra along their axe
three-fold symmetry. This model of the atomic structure o
KNbO3 crystal, which assumes extremely strong anharm
nicity, was first proposed by Comes, Lambert, and Guin2

and will subsequently be called the CLG model. The res
of recent diffraction analyses8 do not agree with the CLG
model, but they do not yield any definitive conclusion on t
nature of the local distortions of KNbO3 octahedra. We used
EXAFS data to obtain additional information which wou
allow us to establish beyond doubt the nature of these
tortions in a KNbO3 crystal. However, if a comparativ
analysis of the NbK-EXAFS spectra in the rhombohedr
and orthorhombic phases of KNbO3 is confined to the con-
ventional procedure for the analysis of experimental spec
based on Fourier transformation followed by fitting, the sim
larity between the Fourier transforms of the NbK-EXAFS
spectra in the rhombohedral and orthorhombic phases
KNbO3 shown in Fig. 2 would most likely yield the conclu
sion that the directions and magnitudes of the Nb ato
displacements in these phases are identical, as has
noted. On this basis, the authors of Ref. 6 concluded
EXAFS spectroscopy directly confirms the CLG model.

FIG. 1. Possible directions of displacements of Nb atoms in the orthorh
bic phase of a KNbO3 crystal.
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In order to obtain a better understanding of the similar
between the NbK-EXAFS spectra in the rhombohedral an
orthorhombic phases, we made direct calculations of th
spectra for two models of local distortion of the NbO6 octa-
hedra in a KNbO3 crystal: rhombohedral and orthorhombi
The results showed that the experimental spectra obta
for a polycrystalline KNbO3 sample can be explaine
equally well by either model if we use different values f
the displacements of the Nb atom from the center of
NbO6 octahedron along the axes of two-fold and three-fo
symmetry, respectively. For the calculations we used me
ods developed earlier which, as was shown in Refs. 9 and
give good results for crystals known to exhibit no local d
order. Data on the atomic positions given in Ref.11 we
used to calculate the spectrum of the rhombohedral ph
Apart from EMT518 965.0 eV, which was determined as
Ref. 10 and then fixed, the other parameters characteri
the EXAFS spectra12 used in the calculations, were dete
mined by the conventional procedure from the best agr
ment between the calculated and experimental spectra. T
parameters were 2s250.004 Å2, G53 eV, andS0

250.9. It
should be stressed that the spectrum does not depend
strongly on the parameterG, which determines the rate o
decay of electron–hole excitation in the crystal, but the c
culated spectrum depends considerably more strongly on
thermal parameters2 in the Debye–Waller factor. It can b
seen that the Fourier transform of the calculated EXA
spectrum for a rhombohedral KNbO3 polycrystal plotted in
Fig. 3 shows good agreement with the experimental sp
trum, which further confirms the accuracy of the results o
tained in Ref. 11, especially the displacement of the Nb at
from the center of the oxygen octahedron by 0.19 Å alo

-

FIG. 2. Moduli uFu ~fine lines! and imaginary parts ImF ~thick lines! of
Fourier transforms of experimental NbK-EXAFS spectra of a KNbO3 crys-
tal in the rhombohedral phase atT5270 K ~a! and in the orthorhombic
phase atT5300 K ~b!.
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the three-fold axis. At this point, it is appropriate to note th
neither the results of the structure analysis nor the data on
diffuse scattering of x-rays by the KNbO3 crystal in the
rhombohedral phase give any reason to assume local d
der in different NbO6 octahedra, so that no doubts are cast
the assumption that the Nb atoms in all octahedra are
placed along the axis of three-fold symmetry. However,
principle, the magnitude of this displacement can be refin
It was shown in Ref. 1 that the intensity of the addition
peakA in the imaginary part of the Fourier transform of th
EXAFS spectrum is highly sensitive to the displacement
the Nb atom along the three-fold axis. Thus, good agreem
between the imaginary parts of the Fourier transforms of
calculated and experimental EXAFS spectra provides ex
lent confirmation of the displacement of the Nb atom fro
the center of the oxygen octahedron along the axis of th
fold symmetry, obtained in Ref. 11 by an analysis
neutron-diffraction data from a powder sample. At the sa
time, this agreement further confirms the high accuracy
the calculation method used.

We shall examine the results of the calculations for
orthorhombic phase, in which there is reason to expect s
differences in the local structure of different NbO6 octahe-
dra. We initially disregarded this possibility and used info
mation on the atomic positions obtained by diffracti
techniques,8,11 assuming that the local structure of all th
NbO6 octahedra in the orthorhombic phase is identical, a
the rhombohedral phase. Other parameters of the EXA
spectrum were the same as in the rhombohedral phase
suming that the spectra were recorded at similar temp
tures. Thus, we assumed that Nb atoms in all NbO6 octahe-
dra are displaced from the centers of the octahedra by 0.2
along the axis of two-fold symmetry~model of orthorhombic
distortion of octahedra!. The results of the calculations plo
ted in Fig. 4~curve b! show that in this model of the loca
atomic structure of a KNbO3 crystal in the orthorhombic
phase, the agreement between the Fourier transform o
calculated EXAFS spectrum and that of the experimen

FIG. 3. Moduli uFu ~fine lines! and imaginary parts ImF ~thick lines! of
Fourier transforms: a — of the function kxexp(k) of the experimental Nb
K-EXAFS spectrum of a rhombohedral KNbO3 crystal atT5270 K; b — of
the functionkx1

th(k) of the theoretical NbK-EXAFS-spectrum calculated
for displacement of the Nb atom along the axis of three-fold symmetry
0.19 Å.
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spectrum is as good as that in the rhombohedral phase.
result is important in its own right, since it indicates that t
similarity between the EXAFS spectra in different phases
not a sufficient basis for concluding that the nearest-neigh
structures of the ionizable atoms in these phases are id
cal. This result also indicates that the model of
displacement-type of transition for a phase transition fr
the rhombohedral to the orthorhombic phase in a KNb3

crystal does not contradict the EXAFS spectroscopic data
order to determine whether these results are consistent
the CLG model, we turned our attention to the fact that t
model should give the same average displacement of an
atom from the center of the oxygen octahedron along
polar axis of two-fold symmetry as the displacement mod
In other words, if we wish to reconcile the CLG model~the
model of local rhombohedral distortion! with the diffraction
data, we must assume that the Nb atom is displaced from
center of the oxygen octahedron along the axis of three-
symmetry by the distanceD̃, whose projection on the pola
axis of two-fold symmetry isD50.21 Å ~Fig. 1!. It is easy to
see that this requiresD̃50.26 Å. Calculations of the EXAFS
spectrum for this displacement of the Nb atom along the a
of three-fold symmetry give the Fourier transform of th
spectrum shown in Fig. 4~curve c!. This clearly shows that
the calculated spectrum differs abruptly from the experim
tal one, this difference being qualitative.

In order to investigate the sensitivity of the calculat
results to the model parameters, we also calculated the s
tra for various intermediate models with different displac
ments of the Nb atom from the nodal point along thex axis,
shown in Fig. 1. The results of these calculations made
displacements of 0.04, 0.06, and 0.08 Å together with

y

FIG. 4. Moduli uFu ~fine lines! and imaginary parts ImF ~thick lines! of
Fourier transforms: the functionkxexp(k) of the experimental Nb
K-EXAFS-spectrum of an orthorhombic KNbO3 crystal atT5300 K ~a!,
the functionkx1

th(k) of the theoretical NbK-EXAFS-spectra calculated for
displacements of the Nb atom along the axis of two-fold symmetry
0.21 Å ~b! and along the axis of three-fold symmetry by 0.26 Å~c!.
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results obtained in the absence of any displacement along
x axis ~the Nb atom lies on the polar axes of twofold sym
metry!, and also for a displacement of 0.15 Å~displacement
along the axis of three-fold symmetry! made forG58 eV are
plotted in Fig. 5 together with the Fourier transform of t
experimental spectrum of an orthorhombic KNbO3 crystal.
The results of the calculations made using a fairly wide ra
of values of the parameterss2 and G (s250 – 0.008 Å2,
G50–15 eV! indicate that the characteristics of the functi
Im F(r ) remain stable„F(r ) is the Fourier transform of the
normalized EXAFS functionx(k)… and a comparison o
these Fourier transforms with each other and with the exp
ment shows that the model of local orthorhombic distort
of NbO6 octahedra gives the best results for moderate va
of the parameterss2 andG obtained by fitting for the ortho-
rhombic phase.

These results suggest that the combined use of data
tained by conventional structure analysis and EXAFS eli
nates the possibility of using the pure form of the CL
model to describe the local structure of NbO6 octahedra in a
KNbO3 crystal. In order to make this model consistent w

FIG. 5. Moduli uFu ~fine lines! and imaginary part ImF ~thick lines! of the
Fourier transforms of the functionkx1

th(k) of the theoretical NbK-EXAFS
spectra calculated withG58 eV for displacement of an Nb atom from th
nodal point along thex axis by 0~a!, 0.04~b!, 0.06~c!, 0.08~d!, and
0.15 Å ~e!, compared with the experimental data for orthorhomb
KNbO3 ~f! at T5300 K.
the

e

ri-

es

b-
i-

the EXAFS data, it would be necessary to assume that
conventional structure analysis gives a highly exaggera
average displacement of the Nb atom from the center of
oxygen octahedron along the polar two-fold axis in t
orthorhombic phases of a KNbO3 crystal ~agreement would
be achieved for a displacement of 0.15 Å!. Since the value of
0.21 Å used by us was obtained by several authors6,11 by
analyzing x-ray diffraction and neutron diffraction dat
there is no serious basis for reexamining this value. Thus,
combined use of conventional structure analysis and EXA
data suggests that the CLG model cannot be used to des
the phase transitions in a KNbO3 crystal. This conclusion is
consistent with the observation that the values of the ther
parameters determined by neutron diffraction for the ort
rhombic and tetragonal phases of the KNbO3 crystal are con-
siderably lower11 than those which should be observed if t
CLG model accurately described the local structure of
high-temperature phases in this crystal. However, a perc
tible increase in the thermal parameters on transition fr
the rhombohedral to the orthorhombic phase, as eviden
by neutron diffraction data,11 indicates that the pure
displacement-type transition model also does not accura
describe the experimental data for the transition from
rhombohedral to the orthorhombic phase. Data on the diff
scattering of x-rays2 also indicate that specific local disorde
exists in the high-temperature phases of a KNbO3 crystal.
All this evidence suggests that the crystal lattice in a KNb3

crystal exhibits complex dynamics which have by no mea
been exhaustively studied and which will require consid
able effort to understand.

Thus, the following conclusions can be drawn on t
basis of this study:

1! The conventional method of analyzing EXAFS spe
tra to study distortions accompanying phase transitions in
local atomic structure of perovskite binary oxides may yie
serious errors because the experimental EXAFS spectra
be explained with almost the same accuracy using differ
assumptions as to the nature of the local distortions in
crystal.

2! Additional information is required to eliminate th
ambiguity of the results of analyses of the EXAFS spec
particularly information on the average coordinates of
atoms in the lattice which can be provided by conventio
methods of diffraction structure analysis.

3! The combined use of NbK-EXAFS spectra and dif-
fraction data for a KNbO3 crystal in the orthorhombic phas
indicates that the local distortions of the NbO6 octahedrons
in the orthorhombic phase are orthorhombic distortions w
preferential displacements of Nb atoms along the polar a
of two-fold symmetry.

4! The assumption that the local distortions of the Nb6

octahedra in an orthorhombic KNbO3 crystal are rhombohe
dral, which follows logically from the similarity between th
Nb K-EXAFS spectra in the rhombohedral and orthorhom
phases, gives displacements of the Nb atoms along the
of three-fold symmetry at variance with the diffraction da
on the average positions of the Nb atoms in the lattice of
orthorhombic KNbO3 crystal.
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EPR of the ferroelectric phase transition in Li 2Ge7O15 :Cr31 crystals
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A Cr31 EPR study of lithium heptagermanate crystals, Li2Ge7O15 ~LHG!, close to the phase
transition is reported. Orientation dependences of the spectra in the paraelectric phase of LHG have
been measured. An anomalous broadening of the resonant lines accompanied by a crossover
in their shape was found in the vicinity of the transition point. Doublet splitting of the EPR lines
was observed to occur belowTC as a result of emergence of two structurally nonequivalent
positions for Cr31 ions. © 1998 American Institute of Physics.@S1063-7834~98!02906-2#
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In the paraelectric phase, the structure of Li2Ge7O15

crystals belongs to space groupD2h
14 and contains four for-

mula units per unit cell.1 When cooled belowTC5283.5 K,
lithium heptagermanate~LHG! crystals transform to the
ferroelectric phase2,3 with orthorhombic symmetry4 C2v

5 . In
the vicinity of the phase transition, a soft mode with
anomalously small effective charge was observed by opti5

and submillimeter-wave6 spectroscopy. The estimated cont
bution of the soft mode to dielectric permittivity is not mo
than 10% of the maximum value of« at the transition point.6

A study of dielectric dispersion showed the anomaly in« in
the vicinity of TC to be dominated by a relaxation-typ
mode.7 Neutron diffraction measurements contributed to u
derstanding on the microscopic scale.8,9 These data8,9 permit-
ted one to assign the oscillator mode to rotational vibrati
of the @GeO4#42 tetrahedra, and the relaxation mode, to t
motion of Li1 ions, which are located in channels of th
LHG structure and are only weakly bonded to
germanium-oxygen framework.

Of main interest in EPR studies of structural phase tr
sitions are paramagnetic centers of various nature, which
cupy structurally nonequivalent lattice positions.10 Our ear-
lier EPR study11 dealt with Mn21 centers substituting fo
Li1 ions with double oxygen coordination8,9 in the LHG
lattice. In view of different dynamic properties assigned
the Ge-O framework in the structure and to the sublattice
weakly bonded Li1 ions, it appeared expedient to study t
paramagnetic centers substituting for Ge41 ions in the LHG
lattice.

This work deals with EPR spectra of LHG crystals ac
vated with Cr31 ions ~0.01 wt %!. The spectra were obtaine
in the X range on a Radiopan SE/X 2547 spectrometer.

Figure 1 shows magnetic-field scans of the spectra
paraelectric phase (T5298 K! made in the@010#, @100#, and
@001# planes. One observes spectra of Cr31 ions (S53/2)
corresponding to the four magnetically nonequivalent po
tions of paramagnetic centers in the LHG paraphase st
ture. The H scans reveal two conjugate spectra for ea
plane, which exhibit the same angular patterns and
shifted by a certain angle (6a) relative to the crystallo-
graphic axes. These spectra are characterized by strongl
1001063-7834/98/40(6)/3/$15.00
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isotropic resonant-line width and clearly pronounced lo
symmetry effects.12

The multiplicity km54 and the orientation of the mag
netic axes of conjugate spectra indicate that Cr31 centers are
localized in eitherCi or C1 positions. Taking into accoun
the relative magnitude of the ionic charges and radii of
Cr31 paramagnetic centers and Ge41 and Li1 ions in the
LHG lattice, substitution of the centers for germanium io
appears to be the most likely possibility. According to x-r
diffraction data,1 the framework of the LHG unit cell is mad
up of 24 @GeO4#42 tetrahedra sharing corners with one a
other and with four@GeO6#82 octahedra. The octahedrall
coordinated Ge1 ions occupy positions with local symme
C2 and magnetic multiplicitykm52. The germanium ions
located at the centers of the oxygen tetrahedra are local
in three structurally nonequivalent positions Ge2, Ge3, a
Ge4 with monoclinic symmetryC1 and multiplicity km54.
Our results indicate that local symmetry of the Cr31 para-
magnetic centers corresponds to that of the Ge2, Ge3,
Ge4 positions. Allowing Cr31 centers to be surrounded b
oxygen tetrahedra, we have to assume equally probable
cupation by chromium of all three structurally nonequivale
positions. In this case one should observe three group
structurally nonequivalent Cr31 spectra, with each consistin
of four conjugate spectra; this is, however, at odds with
data of Fig. 1. The multiplicity of the observed spectra (km

54) suggests that Cr31 ions substitute for Ge1 in the oxy
gen octahedra, and that the lowering of point symmetry fr
monoclinic C2 to triclinic C1 occurs as a result of loca
charge compensation of the impurity ion.

EPR spectra of Cr31 centers in LHG crystals were stud
ied before.13 A detailed calculation of the principal value
and determination of the tensor axis orientation of the C31

spin Hamiltonian provided a basis for a model,13 by which
the effective negative charge of the Cr31 center in the octa-
hedral position Ge1 is compensated by an ‘‘excess’’ inter
tial ion Li1. Investigation of optical electronic spectra o
LHG:Cr31 confirmed the model of the pair-dipole cent
Cr31-Li1 and showed that the excess Li1 ion lies in the
direction of thea axis relative to the Cr31 position.

The pattern of the angular scans displayed in Fig. 1 is
6 © 1998 American Institute of Physics
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FIG. 1. Magnetic field scans of Cr31

EPR spectra in LHG crystals in crys
tallographic planes.T5298 K.
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agreement with the EPR angular plots obtained13 in the Q
range. One may conclude that paramagnetic ions in
LHG:Cr31 single crystals studied by us sit in the same po
tions, and that the model of the Cr31 centers substantiated i
Refs. 13–15 is in accord with our present experimental d

We studied the temperature dependence of Cr31 spectra
close to the main orientations of a dc magnetic field in
vicinity of the ferroelectric transition in LHG crystals. Figur
2a shows the transformation of the low-field resonant l
uMSu51/2↔3/2 for the Hia orientation. For the chose
magnetic field direction, the conjugate spectra are indis
guishable in the paraphase, and the given electronic tra
tion produces a single line. As seen from Fig. 2a, as
approachesTC from above, the line shifts slightly towar
high fields and exhibits considerable broadening in the vic
ity of the transition point. The temperature dependence of
linewidth, dH(T), measured as the distance between the
trema of the first derivative of the absorption line, is sho
in Fig. 3. The graph looks as a characteristicl-shaped
anomaly, the linewidth far fromTC is ;0.48 mT and in-
creases to;1.15 mT near the transition point.

The increase in widthdH is accompanied by a change
the resonant-line shape. AtT5297 K ~Fig. 2b!, the experi-
mental resonant-line profile is close to a Lorentzian. NearTC

the line increases in width, and its shape approaches a G
ian ~Fig. 2b!. These data indicate that the anomalous bro
ening of the EPR lines in the vicinity of the transition
caused by inhomogeneous mechanisms.

As evident from Fig. 2a, atTC'283 K the line splits
into two components, which shift under further cooling. T
temperature dependence of the positions of the line aboveTC

and of the split components belowTC is shown in the inset to
Fig. 3. Note that for arbitrary orientations of the extern
magnetic field the transition results in doubling of each
the four spectra which are conjugate in the paraphase
accordance with Ref. 13, in the polar phase one observes
e
i-

a.

e

e

-
si-
e

-
e

x-

ss-
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FIG. 2. ~a! Temperature-induced transformation of the low-field lineuMSu
51/2↔3/2 in the vicinity of the phase transition.Hia; ~b! Resonant-line
shape far from the transition and in the vicinity ofTC . Solid line - experi-
ment. Also shown is a Lorentzian~dotted line! and a Gaussian~dashed line!
calculated using the experimental width parametersdH. The line intensity at
T5283.45 K is magnified 3.2 times.



on

R

te
i-
th
ha
g

on
ns

d
al
a

pe

ork
nt-
ug-
y-
e

shi,

,

oto

oc.

-

.
d

1008 Phys. Solid State 40 (6), June 1998 Trubitsyn et al.
groups of structurally nonequivalent spectra, with each c
sisting of four conjugate spectra.

It is known that temperature transformation of EP
spectra can result from the following main reasons: 1! local
paramagnetic-center vibrations, 2! thermal expansion of the
lattice, and 3! squared displacement of paramagnetic cen
from their equilibrium positions averaged over all lattice v
brations. The first two factors are not capable of changing
center symmetry and produce any anomalies near a p
transition. Hence the observed inhomogeneous broadenin
the EPR lines and their doublet splitting belowTC result
from correlated atomic displacements in the local envir
ment of the paramagnetic probe during in the phase tra
tion.

An EPR study of Mn21 ions substituting for Li1 ions in
channels of the LHG lattice showed that the temperature
pendences of the local order parameter and of the rms v
of fluctuations exhibit an Ising-type critical behavior within

FIG. 3. Temperature behavior of the width of theuMSu51/2↔3/2 line. The
inset shows the behavior with temperature of the line position aboveTC and
of the split components belowTC .
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broad region around the transition point.16,17Mn21 paramag-
netic centers are sensitive to structural ordering-ty
changes, which, according to neutron diffraction data,8,9 are
assigned to the lithium sublattice of the LHG structure. Cr31

impurity centers are incorporated into the Ge-O framew
of the LHG lattice, which is associated with displaceme
type structural distortions. The data presented in Fig. 3 s
gest that Cr31 ions may serve as an effective probe in stud
ing the ferroelectric transition in LHG. An analysis of th
temperature dependence of Cr31 EPR spectra may provide
additional information on the critical properties of LHG
crystals.
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Effect of g irradiation on the heat capacity of Rb 2ZnBr 4 in the vicinity of phase
transitions

A. U. Sheleg, T. I. Dekola, and N. P. Tekhanovich

Institute of Solid-State and Semiconductor Physics, National Academy of Sciences of Belarus,
220072 Minsk, Belarus
~Submitted July 28, 1997; resubmitted December 8, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1106–1108~June 1998!

Heat capacity of Rb2ZnBr4 as a function ofg irradiation dose has been measured within the
85–300 K range by the adiabatic calorimeter technique. It is shown that, as the irradiation dose
increases, the heat capacity peak in the vicinity of the incommensurate-commensurate first-
order phase transition~PT! decreases, and the transition temperatureTc increases. The heat
capacity peak in the region of the second-order PT atT35112 K does not depend ong
irradiation, both in magnitude and in position, just as the heat capacity throughout the remainder
of the temperature range studied. ©1998 American Institute of Physics.
@S1063-7834~98!03006-8#
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Rb2ZnBr4 crystals belong to a large group of wate
soluble A2BX4 compounds, which exhibit a sequence
phase transitions~PT! with variation of temperature. Whe
cooled, Rb2ZnBr4 crystals undergo a second-order transiti
from paraelectric to incommensurate phase with a mod

tion wave vectorqi5( 1
32d)c* , followed by a first-order

transition atTc5194 K from the incommensurate to ferro
electric commensurate phase with a tripling of the unit-c
period along thec axis (qc5 1

3c* ).1–3 In the low-temperature
domain one observes three more PTs atT35112 K,
T4577 K, and T5550 K.2,3 The PT atT35112 K is a
second-order transition from the ferroelectric to antifer
electric phase along theb axis, which persists down toT4

577 K.3

It is known that interaction of the modulation wave wi
1001063-7834/98/40(6)/3/$15.00
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impurities and various lattice defects in crystals with inco
mensurate phases results in a change of the temperatur
havior of some physical properties, a phenomenon becom
particularly manifest in the vicinity of PTs. Among them
heat capacity is the most sensitive among them to a PT
crystal.

This work reports on a study of the effect ofg irradia-
tion on the heat capacity of Rb2ZnBr4 in the vicinity of the
first- and second-order PTs (Tc5194 K andT35112 K, re-
spectively!. The heat capacity measurements were carr
out on an UNTO setup providing automatic temperature c
trol in adiabatic vacuum adiabatic calorimeter during discr
heat supply to the sample. The sample mass was 16.59
The sample heating rate was 0.1–0.07 K/min, and w
slowed down to 0.03–0.04 K/min in the region of a PT. T
of
FIG. 1. Temperature dependence
the heat capacity of unirradiated
Rb2ZnBr4.
9 © 1998 American Institute of Physics
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FIG. 2. Variation of the heat capac
ity of Rb2ZnBr4 in the vicinity of
the incommensurate-commensura
phase transitionvs temperature andg
irradiation dose.1 — unirradiated
Rb2ZnBr4 crystal; dose~R!: 2 —
107, 3 — 108, 4 — 33108.
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heat capacity was measured in steps of 1.3–2 K, and in
region of a PT, every 0.3–0.4 K. The setup is capable
measuring the heat capacity to within 0.3%. The crys
were irradiated at room temperature withg rays from a Co60

source with an intensity of'300 R/s.
The results of heat capacity measurements made on

radiated samples are presented in Fig. 1. Figures 2 and 3
the heat capacity as a function of temperature andg irradia-
tion dose in the vicinity of the first- and second- order PT
respectively. The temperature dependences of heat cap
are seen to have anomalies in the form of maxima in
vicinity of the incommensurate–commensurate-ferroelec
PT atTc5194 K, and atT35112 K, where the ferroelectric
phase becomes antiferroelectric along theb axis. As theg
irradiation dose increases, the heat capacity decreases i
region of the incommensurate-commensurate phase tra
tion down to a practically complete disappearance of
maximum in theCp(T) curve at a dose of 33108 R. Be-
he
f

ls

ir-
lot

,
ity
e
ic

the
si-
e

sides, the phase-transition point is seen to shift noticea
toward higher temperatures. As evident from Fig. 3, in t
region of the second-order PT atT35112 K g irradiation
practically does not affect either the heat capacity or the
temperature. It should be pointed out that between the
temperatures the heat capacity does not change underg irra-
diation within experimental error.

The experimental data obtained were used to calcu
the entropy and enthalpy of the transitions for unirradia
Rb2ZnBr4 crystals, which are, respectively,DS50.06 J/K
•mol andDH511.8 J/mol atTc5194 K, andDS50.13 J/K
•mol andDH514.2 J/mol atT35112 K.

To conclude, we have established thatg irradiation de-
presses the peak in the region of the incommensur
commensurate PT and increases the transition tempera
Tc , whereas, as follows from published data,4,5 the transition
points of ferroelectrics, as a rule, decrease with increas
irradiation dose. Note that low-temperature x-ray diffracti
of

of

n

FIG. 3. Temperature dependence
the heat capacity in the vicinity of
the second-order phase transition
a Rb2ZnBr4 crystal subjected to vari-
ousg ray doses. Notation same as i
Fig. 2.
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data6 and acoustic measurements7 made on g irradiated
Rb2ZnBr4 crystals showed thatTc increases with irradiation
dose, which is in agreement with heat capacity data. Suc
anomalous behavior ofTc is possibly due to the fact tha
within the Tc2(Tc110 K! range one observes in Rb2ZnBr4
three superstructural modulation waves with differe
parameters.1 The mechanism of interaction of these wav
both with one another and with radiation defects, as wel
the reason for the increase ofTc with g irradiation dose,
remain, however, unclear.
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Electronic structure of deep centers in LiNbO 3

I. Sh. Akhmadullin, V. A. Golenishchev-Kutuzov, and S. A. Migachev

Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
~Submitted December 19, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1109–1116~June 1998!

A model is proposed for photo- and thermally induced processes in lithium niobate crystals. The
model is based on the presence of structural defects formed as a result of departure of the
crystal composition from stoichiometry. Defects of the type NbLi –NbLi are introduced and the
influence of oxidation-reduction heat treatment on the optical characteristics of the crystals
is analyzed. ©1998 American Institute of Physics.@S1063-7834~98!03106-2#
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Lithium niobate, LiNbO3, is one of the most widely use
materials in modern solid-state devices for processing
transferring optical information. The possibility of achievin
lasing followed by frequency conversion in a single worki
crystal has also attracted considerable interest. A knowle
of the characteristic features of its optical properties is ess
tial for any applications of lithium niobate, so that numero
studies have examined this aspect.1–13 Particular attention
has been paid to photo-induced changes in the absorp
coefficient and refractive index and to the possibility of sp
cifically varying these. In the course of the investigations
was established that changes in the optical properties ma
controlled by heat treatment under oxidation-reduction c
ditions.

It was established that after prolonged exposure in
oxygen-deficient atmosphere atT.800 K, the crystals un-
dergo intense darkening in the visible and near ultravio
Subsequent heat treatment of the crystals in an oxidiz
environment~oxygen or air! at a suitable temperature almo
completely bleached the light absorption induced by the
duction annealing. Thermal annealing also significantly
ters the photoinduced change in the refractive index.

The authors of Ref. 13 investigated the change in
absorption of light in lithium niobate induced by ionizin
radiation. It was established that the induced absorp
spectra predominantly contain the same components as u
reduction annealing.

Since the thermally and photoinduced changes in the
tical characteristics of lithium niobate are highly comple
interest is still being shown in structural and defect cent
and their role in the formation of the optical properties
lithium niobate.

An important characteristic of lithium niobate crysta
which determines their optical properties to a significant
gree, is that the O22 – Nb51 bond is predominantly covalen
and considerably stronger than the O22 – Li1 bond, which is
purely ionic. The radii of the Li1 and Nb51 ions are almost
the same. This factor has the result that the compositio
an LiNbO3 crystal can be appreciably deficient in lithiu
compared with stoichiometric. The crystals possessing
most uniform optical properties have a so-called congru
composition, for which the melt (Li2O–Nb2O5) has the
1011063-7834/98/40(6)/7/$15.00
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highest crystallization temperature and the ratio of the io
concentrations of the cations is@Li #/@Nb#50.94. It was also
established13,14 that any change in the composition towa
stoichiometry reduces the thermally and photoinduced
fects.

It is well-established that any departure from stoichio
etry leads to a high degree of structural disorder in a lithi
niobate crystal. Thus, the thermally and photoinduc
changes in the absorption are assumed to be mainly ca
by the formation of NbLi substitutional defects~antisite de-
fect!, which are deep electron traps.9 These defects compris
a pair of niobium ions distributed along thec3 axis (z axis!
at a distance of;3 Å. These NbLi –NbNb pairs form small-
radius polarons with one trapped electron and Heitle
London bipolarons with two trapped electrons.

However, despite the abundance of experimental d
existing models of structural defects~polarons, bipolarons!
cannot systematically describe the processes of therm
and photoinduced changes in the optical properties of lithi
niobate. The aim of the present paper is to develop a mo
which also includes new structural defects but can provid
more adequate description of the thermally and photoindu
processes in lithium niobate crystals.

1. METHOD AND RESULTS

We used single crystals of lithium niobate, grown by t
Czochralski method, of near-congruent composition. T
samples were rectangular parallelepipeds, measuring 634
30.7 mm, with optically polished faces.

From ESR data, the nominally pure crystals also co
tained other paramagnetic impurities, predominantly Fe31

(;331016 cm23), Mn21, Cr31, and Ti31 (,1015 cm23).
The method involved a series of oxidation-reduction a

nealing processes at different temperatures and the us
different media, exposure of the crystals to light at vario
wavelengths filtered through a large-aperture MDR-
monochromator, and measurement of the optical absorp
and ESR spectra after each thermal or optical treatment.
radiation intensity was monitored using an IMO-2 detec
and was of the order of 1 W/cm2. The crystals were oxidized
in air or oxygen and reduction annealing was carried ou
vacuum at a pressure of;1022 Torr.
2 © 1998 American Institute of Physics
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The optical absorption spectra were recorded using
SF-46 spectrophotometer for unpolarized light propaga
in the direction of the crystal optic axis (z axis! at room
temperature (T;290 K! and liquid-nitrogen temperatur
~77 K!. The spectral differences induced by the external
fluences were analyzed by computer.

To obtain the initial data, all the samples were first su
jected to long-term (t;10 h! annealing in an oxidizing en
vironment atTann5870 K. All the induced changes wer
measured from these values since, under this annealing
optical absorption in the visible range is minimal.

Figure 1 shows the change in the optical density of
lithium niobate crystals atTann5720 K. The appearance o
optical bands with centers at 4.05, 3.48, 3.15, 2.49,
1.64 eV should be noted in the induced absorption spec
The 4.05, 3.15, and 2.49 eV bands are attributed to the p
ence of iron ions and their charge transfer Fe31→Fe21 ~Ref.
12!. After annealing atTann5720 K for more than 5–6 h, the
ESR data indicate that the iron ions almost complet
change their valence, which significantly slows the growth
the bands attributed to the iron.

Increasing the reduction annealing temperature to 87
increases the absorption over the entire range observed~Fig.
2! with the formation of new optical bands centered at;2.3,
2.9, 3.3, and 4.0 eV. To simplify the following analysis, w
give the difference spectrum forTann5870 and 720 K. This

FIG. 1. Optical absorption spectrum of lithium niobate crystals (T577 K!
induced by reduction annealing atTann5720 K. Circles — experimenta
data, solid curves — results of an expansion in terms of Gaussian com
nents.

FIG. 2. Optical absorption spectrum of lithium niobate crystals (T577 K!
induced by reduction annealing atTann5870 K.
n
g

-

-

the

e

d
a.
s-

y
f

K

removes the absorption assigned to Fe impurities and
3.48 eV band.

Figure 3 illustrates the changes in the absorption indu
in a sample reduced atTann5720 K by light at different
wavelengths. It can be seen that 546 and 760 nm light
duces hardly any changes in the absorption whereas e
sure to 365 nm~3.4 eV! light causes appreciable bleaching
the 3.48 eV band accompanied by increased absorptio
the 1.64 eV band.

The change in the absorption of lithium niobate samp
reduced atTann5870 K induced by exposure to light at dif
ferent wavelengths is complex~Fig. 4!. The light-induced
changes in the absorption broadly correlate with those
duced by thermal annealing. A more important observatio
that exposure to longer-wavelength light also has a sign
cant influence. Note that the appearance of photoinduced
sorption in the 1.64 eV band is accompanied by the form
tion of a ten-component ESR signal (gi'1.9) assigned to
Nb41 (4d1) ions.

o-

FIG. 3. Change in the absorption of light for lithium niobate samples
duced atTann5720 K under exposure to optical radiation~77 K!: l irrad

5760 ~1 !, 546 ~2!, and 365 nm~3!.

FIG. 4. Change in the absorption of light for lithium niobate samples
duced atTann5870 K under exposure to optical radiation~77 K!: l irrad

5760 ~1 !, 546 ~2!, and 365 nm~3!.
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An increase in the reduction annealing temperature
1000 K also has the result that the induced changes cea
be irreversible during subsequent oxidation–reduct
cycles. For the investigations we used a lithium niob
sample which had been additionally reduced in vacuum
8 h at 1150 K prior to the primary oxidation annealing. T
following heat treatment conditions were identical to tho
for the samples reduced at 720 K. As a result, we obser
an appreciable (;1.5-fold! increase in the absorption in th
3.48 eV band with the optical absorption bands for the ir
impurities still identified.

2. MODEL. DISCUSSION OF RESULTS

The proposed model of photo- and thermally induc
processes is based on the existence of structural de
formed in lithium niobate crystals as a result of the
nonstoichiometry.9 The results of studies of x-ray irradiatio
of lithium niobate crystals13 confirm that the crystal element
responsible for the formation of optical absorption in t
range under study are initially present even in oxidized cr
tals.

An x-ray structural analysis of lithium niobate crysta
reported in Ref. 15, showed that the composition of cong
ent LbNiO3 crystals may be described by the formu
(Li125xNb5x)Nb124xO3, wherex50.0118. The need to al
low for electrical neutrality leads us to the following comp
sition: (LiNbO3)0.941(NbLiNbNbO3)0.0118(VcNbO3)0.0472.

The first component is lithium niobate having the usu
composition, the second are fragments which include
called antisite defects, and the third includes cationic vac
ciesVc . An important factor for the proposed model is th
the crystals contain around 1% of NbLi ions in the neighbor-
hood of NbNb with a highVc concentration~around 4.7% of
the cation positions!. This corresponds to a concentration
NbLi – NbNb defects (b defect! of around 231020 cm23. For
the cationic vacancies we therefore find@Vc#;831020

cm23.
According to Ref. 9, the reduction annealing of lithiu

niobate is accompanied by loss of oxygen by the sample
the released electrons are captured by existing traps. It is
assumed that the cations formed by dissociation of sur
LiNbO3 molecules diffuse into the bulk of the crystal and fi
existing cationic vacanciesVc . Capture of an electron from
the conduction band by ab defect results in the formation o
a small polaron (P) NbLi

41 – NbNb
51 which has an optical ab

sorption band of 1.64 eV. Accordingly, the capture of tw
electrons by ab-defect results in the formation of a bipolaro
(B) with a broad optical band in the absorption spectra in
range 1.7–4 eV.

In our proposed model we also introduce defects ass
ated with interaction of Nb ions occupying Li position
(NbLi – NbLi) to obtain a more comprehensive description
the experimental observations. The minimum distance
tween the positions of the Li ions in the LiNbO3 structure is
3.76 Å ~Fig. 5! with three nearest neighbors. Assuming th
the NbLi defects are distributed randomly, we obtain t
number of NbLi ions having nearest neighbors other th
NbLi , which is 331024 or 0.03% of the total number o
o
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lithium sites. We call the NbLi – NbLi structural defects
q-type defects and their concentration is@q#;631018

cm23.
In the initial ~oxidized! state, the crystals contain a ce

tain concentration ofb- and q-type structural defects, de
pending on the degree of stoichiometry. The concentratio
free electrons in oxidized lithium niobate is low, only th
deepest (q-type! traps are partly filled, and the defects have
minimal influence on the optical properties.

Let us consider the processes accompanying reduc
annealing. In the first range of annealing temperatures~700–
800 K!, the dominant process after cooling is electron fillin
of deeper traps —q-type structural defects, which is accom
panied by increased optical absorption centered at 3.48
~Fig. 1!.

The second range of annealing temperatures~850–
1000 K! is characterized by increased structural rearran
ment of the crystal which gives a slightly increased conc
tration of structural defects (b and q types!. Appreciable
filling of q-type defects takes place and electrons begin to
captured byb-type defects, which is accompanied by th
appearance of optical absorption in the visible and ultravio
ranges~Fig. 2!.

An increase in the reduction anneal temperature
1000 K and above increases the lithium ion deficit. Some
the resulting cationic vacancies are filled with Nb ion
which increases the concentrations ofb- and q-type struc-
tural defects. This factor explains the observed increas
the 3.48 eV band in samples which have undergone fur
reduction at 1150 K.

We shall now analyze the electronic structure of the c
ters which determine the optical properties of lithium ni
bate.

3. †NBO3‡
72 CLUSTER

In order to construct a systematic model of the electro
defects in an LiNbO3 crystal, we need to construct the initia

FIG. 5. Structure of lithium niobate crystal.
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single-electron states of the valence band and the condu
band. For the general case, this problem was solved num
cally in Ref. 16. The qualitative characteristics of the ele
tronic states of a lithium niobate crystal can be describ
using a simplified model which, however, includes the th
most important features of the crystal: the dominant role
the @NbO6#72 niobium octahedron in the formation of th
actual electronic states,17 the ferroelectric displacement o
the Nb ion from the central~paraelectric! position of the
oxygen octahedron, and the crystal symmetry, which we
proximate by theC3v group.

In the state basis we include five 4d orbitals of niobium
and eighteen 2p orbitals of oxygen and we neglect O–
interaction. Subject to these simplifying assumptions,
eigenvectors and eigenvalues of the@NbO6#72 cluster can be
determined accurately, in analytic form. The results of
calculations will not be given in full because of their cum
bersome nature. We merely note two consequences of d
relevance to the following analysis: 1! the lowest antibond-
ing state of the cluster~the bottom of the conduction band
associated with this state in the calculations! is a doublet; 2!
this doublet is a combination of 4d states of niobium and 2p
states of oxygen as given by

C15D1~E1!ux22y2&1D1~E2!uxz&1 (
n56

@P1
n~E1!C1

n~E1!

1P2
n~E2!C2

n~E2!1P1
n~E3!C1

n~E3!#,

C25D2~E1!uxy&1D2~E2!uyz&1 (
n56

@P2
n~E1!C2

n~E1!

1P1
n~E2!C1

n~E2!1P2
n~E3!C2

n~E3!#, ~1!

whereux22y2&,uxy& . . . are the basis 4d orbitals of the nio-
bium ion, C1,2

6 (E1,2,3) are linear combinations of the bas
upa& (a5x,y,z) orbitals of oxygen which transform by th
irreducible representationE1, E2, or E3 of the C3v group,
D1,2(E1,2) andP1,2

6 are the amplitudes of the appropriate b
sis states of niobium and oxygen, normalized to unity, and6
denote the states of the lower and upper oxygen planes o
octahedron to which theC optic axis of the crystal is normal
The random Coulomb fields of the charge compensa
present in the crystal lift the orbital degeneracy of the sta
~1!, which will be assumed subsequently.

4. BIPOLARON

It was noted in Ref. 9 that a bipolaron in a lithium nio
bate crystal is a singlet Heitler–London pair NbLi

41 – NbNb
41 of

nearest Nb ions whose electronic states are stabilized b
cal deformation of the lattice. To calculate the spectrum
this system, we consider a simplified model in which tw
electrons are positioned at two lattice sites:a and b. We
write the Hamiltonian of the system in the form
on
ri-
-
d
e
f

p-

e

e

ct

-

he
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s

lo-
f

H5(
is

« inis1(
i j s

Ti j ~cis
1 cj s1cj s

1 cis!1(
i

Uii ni↓ni↑

1(
i j s

Vi j nisnj s2(
i j

Ji j nisnj s1
1

2
b(

i j
xi j

2

1l(
i j s

~nis1nj s!xi j , ~2!

wherenis5cis
1 cis is the number of electrons at sitei with

spins, cis
1 , cis are the creation and annihilation operators

an electron at sitei with spin s, Ti j is the hopping integral
between sitesi (5a,c) and j (5b,d), Vi j and Ji j are the
Coulomb and exchange interactions between them, andUii

is the Mott–Hubbard parameter. The last two terms in E
~2! describe the elastic energy of the lattice and the electr
lattice interaction, respectively. The Hamiltonian~2! is a
generalization of the Hamiltonian given in Ref. 18 in term
of three aspects: a! the exchange interactionJi j is added,
which partially lifts the spin degeneracy and is important
correct allowance for the bipolaron triplet state; b! the single-
electron unperturbed energies« i and« j differ — this is ac-
knowledged to model the inequality of the atomic energies
sites NbLi

51 and NbNb
51 ; c! the number of unperturbed levels

each site is two. This is because, as was shown in the pr
ous section, the lowest antibonding state of the@NbO6#72

cluster is a doublet which transforms by theE representation
of groupC3v . Performing a standard18 procedure for elimi-
nating of electron–phonon interaction in Eq.~2!, we obtain
the polaron Hamiltonian

H5(
is

« i
efnis1(

i j s
Ti j

ef~cis
1 cj s1cj s

1 cis!

1(
i

Uii
efni↓ni↑1(

i j s
Vi j

efnisnj s2(
i j

Ji j nisnj s ~3!

with the renormalized parameters19,20

« i
ef5« i2l2/b, Uii

ef5Uii 22l2/b,

Vi
ef5Vi j 22l2/b, Ti j

ef5Ti j exp~2l2/2bv0!, ~4!

wherev0 is the atomic vibration frequency (v0
25b/m).

The electron spectrum described by the polaron Ham
tonian~3! with the parameters~4! was calculated numerically
using a two-electron basis. Since the experimental value
the parameters~4! are unknown, their values were chosen f
the numerical analyses on the basis of the following reas
ing.

The initial value of the parameter« i
ef which includes the

chemical potential of the system, may be determined
NbLi

41 ions by equating its activation energyW to the elec-
trical conductivity s(T)5s0exp(2W/kT), measured in
LiNbO3 by Nagels.21 We then obtain an estimate for« i

ef

'2(0.620.7) eV. For NbLi
51 ions we shall assume that th

ground-state energy is higher than that for an NbNb
51 defect

and is in the range 0.05–0.2 eV. This assumption is m
because, although the ground state of an NbLi defect lies in
the band gap~i.e., lower than the NbNb states!, no O(2p)
→NbLi(4d) optical charge transfer band is observed with t
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energyhv,Egap, which should exist in an oxidized crysta
Thus, the parameter« j

ef of a regular NbNb
41 polaron may be

estimated as 0.4–0.5 eV, which gives an estimate for
polaron reduction factorl2/b'0.420.5 eV.

The initial values of the parametersVi j
ef , Uii

ef , Ji j
ef , andTi j

ef

are more difficult to ascertain and thus we used rough e
mates for our numerical analyses~although the results
seemed to be more sensitive to the values of« i

ef). For in-
stance, the typical value of the parameterUii for free ions is
;10 eV or higher.22 However, the covalence and electro
polarization appreciably reduce its value to a negative va
which stabilizes the Anderson bipolarons.19 Thus, for Nb
ions in an LiNbO3 crystal the initial valueUii

ef was selected
in the range 3–4 eV. The interionic Coulomb interactionVi j

of two electrons at the distance 3 Å in the crystal is;1 eV
which gives the initial valueVi j

ef;02(20.05) eV. This
value is reasonable since the condition for bipolaron form
tion is either polaron attraction~which is typical of crystals
with a narrow conduction band18! or smallness ofVi j

ef com-
pared with the superexchange interaction which is typica
;0.02–0.1 eV~Ref. 22!. The exchange interactionJi j was
varied so thatJi j ,Vi j !Uii . For high exchange values th
bipolaron singlet state was destroyed and converted to a
let state with spinS51. The resonance integralTi j can be
estimated for the NbLi

41→NbNb
41 pair by the Harrison

method,23 which givesTi j '1 eV for the 4d wave functions
u3z22r 2& of Nb ions oriented along the bipolaron axis pa
allel to theC optic axis of the crystal It then follows from
Eq. ~4! that Ti j

ef lies in the range 0.1–0.15 eV (v0;0.1 eV,
which corresponds to an atomic vibration frequency
;1013 Hz!. These estimated initial parameters~4! are given
in Table I.

Numerical modeling of the spectrum of the NbLi
41 – NbNb

41

pair showed that a singlet bipolaron is stable for the mo
parameters~3! given in Table II, wherea andc are the two
components of theE split doublet of the NbLi

41 ion andb and
d are the two components of theE split doublet of the NbNb

41

ion. We attribute this splitting to the electric fields of com
pensating defects in the crystal. The numerical analy
showed that, if this splitting is zero, the bipolaron grou
state will be a spin triplet which disagrees with the expe
mental data in Ref. 9. The spectrum of bipolaron energie
given in Table III for the values of the parameters~4! from
Table II. This spectrum may be divided into three groups

TABLE I. Initial values of the parameters of the Hamiltonian~3! ~energy in
electron volts!.

Uii
ef Vi j

ef Ji j Jii Ti j
ef « i

ef « j
ef

2–3 –0.520.0 ,uVi j u !Uii
ef 0.1–0.2 0.6–0.7 0.4–0.5

TABLE II. Optimized values of the parameters of the Hamiltonian~3! ~en-
ergy in electron volts!.

Uii
ef Vab

ef Vac
ef Jab Jac «a

ef «b
ef «c

ef «d
ef Tab

3.0 –0.5 1.5 0.01 0.05 –0.7 –0.55 –0.2 –0.05 0
e

ti-

e

-

y

p-

f

l

is

-
is

f

levels. The first includes bipolaron bound states whose
ergy is lower than the ground state ener
«a1«b521.25 eV of the two polarons. The second gro
includes those states whose energyE is higher than«a

1«b , but lower than«c1«d520.25 eV — the excited state
energies of the two polarons. The third group includes
remaining bipolaron states with the energyE.«c1«d .
Transitions between the first and second groups of levels
in the infrared while those between the first and third grou
lie in the visible. This aspect is discussed in greater de
subsequently.

The wave function of the ground (E0521.35 eV! state
is given by the combination

C0520.7u↑a↓b&10.7u↓a↑b&10.1u↑a↓a&10.1u↑b↓b&,
~5!

where the arrows indicate the electron spins in statesa andb
~the ground states of the NbLi

41 and NbNb
41 ions, respectively!,

andu↓a↑b& . . . are the two-electron wave functions. It can
seen from Eq.~4! that c0 is a combination of Heitler–
London $u↑a↓b&,u↓a↑b&% and Anderson$u↑a↓a&,u↑b↓b&% bi-
polarons: the relative amplitudes of these states are de
mined by the Mott–Hubbard repulsionUii

ef and for negative
Uii

ef , the ground state is determined by the Anderson bi
larons~negative-U center!.

The first excited state (E1,251.31 eV, doubly degener
ate! is a spin triplet with the wave functions

C15u↑a↑b&, C252u↓a↓b&. ~6!

Since the spin triplet~6! is a non-Kramers one, it must b
recorded using unconventional methods such as acou
ESR. However, the population of the triplet~6! at T54 K
~typical temperature of an acoustic ESR experiment! is neg-
ligible.

The second excited stateE3 is a singlet with the wave
function

C3520.71u↑a↓b&10.71u↓a↑b&. ~7!

5. Q-POLARON

It has been noted that the concentration
(NbLi

51 – NbLi
51)q pairs, whereq518 is the charge of the pai

relative to the lattice, in a congruent lithium niobate crysta
'1018 cm23. Thus, the filling of these traps by electron
should influence the optical spectrum of lithium nioba
crystals, at energies higher than the optical dissociation
ergy of the NbLi

41 – NbNb
41 singlet bipolaron with an optica

TABLE III. Eigenvalues of the polaron Hamiltonian~3! ~energy in electron
volts!.

l El l El l El l El

0 –1.35 7 –0.88 14 –0.31 21 0.93
1 –1.31 8 –0.82 15 –0.30 22 0.95
2 –1.31 9 –0.81 16 0.59 23 0.95
3 –1.30 10 –0.80 17 0.60 24 1.62
4 –0.93 11 –0.80 18 0.65 25 1.93
5 –0.90 12 –0.35 19 0.65 26 2.62
6 –0.90 13 –0.31 20 0.88 27 2.93
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absorption band around 2.33 eV. Numerical modeling of
NbLi

41 – NbLi
41 bipolaron state using the method described

the previous section revealed that this defect makes no
tribution to the optical spectrum of the crystal in the ener
rangeE.2.3 eV. Thus, we analyzed the four-electron def

NbNb
412NbNb

41

NbLi
412NbLi

41 , ~8!

in which, however, for each Nb ion there is only one deg
erate level. Thus, this defect is also described by the ‘‘fo
site’’ Hamiltonian ~2! and ~3! but on a four-electron basis
From the set of basis states we excluded states of the
u↑a↓b↑b↓b0c0d& . . . with two Anderson bipolarons sinc
their energy is of the order 2U and lies above the conductio
band. Since the defect~8!, whose geometry is shown in Fig
5, may be considered to be a combination of tw
NbLi

41 – NbNb
41 bipolarons considered above, the results of

previous section can be used for a numerical modeling of
spectrum of this defect. We assumed that sinceTi j ;r 25

~Ref. 23!, where r is the distance between the nearest
ions, the resonance integral between a pair of bipolaron
approximately (3 Å)5/(3.76 Å)5>3 times smaller than the
corresponding value for a bipolaron. The results of num
cal modeling of the four-electron spectrum are given
Table IV.

The spectrum ofQ-polaron states given in Table IV ca
be divided into two groups of levels. The first group includ
bound states of theQ polaron whose energy is lower than th
ground-state energy«a1«b1«c1«d522.5 eV of the four
polarons. The second group contains the remain
Q-polaron states with the energyE.«a1«b1«c1«d . It
can be seen from Tables III and IV that the ground state
theQ polaron is lower than the energy of four polarons~first
group! but higher than the energy of two bipolarons5
(21.35)32522.7 eV. Thus, theQ-polaron modeled here
is four bound polarons.

TABLE IV. Eigenvalues of the polaron Hamiltonian~3! for the four-polaron
problem~energy in electron volts!.

l El l El l El l El

0 –2.67 16 –0.17 32 0.26 48 0.57
1 –2.65 17 –0.13 33 0.28 49 0.62
2 –2.65 18 –0.11 34 0.33 50 0.63
3 –2.63 19 –0.10 35 0.34 51 0.68
4 –2.63 20 –0.09 36 0.37 52 0.70
5 –2.62 21 –0.03 37 0.40 53 0.71
6 –2.62 22 –0.01 38 0.41 54 0.73
7 –2.60 23 0.03 39 0.42 55 0.75
8 –2.60 24 0.12 40 0.45 56 0.79
9 –2.58 25 0.19 41 0.46 57 0.80
10 –2.58 26 0.20 42 0.47 58 0.83
11 –2.58 27 0.21 43 0.52 59 0.84
12 –2.58 28 0.21 44 0.53 60 0.89
13 –2.58 29 0.22 45 0.54 61 0.94
14 –2.57 30 0.23 46 0.56 62 0.96
15 –2.55 31 0.24 47 0.57 63 0.99
e
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The wave function of theE0 ground state of theQ po-
laron is a combination of singlet four-electron basis fun
tions

C0'20.47u↑a↑b↓c↓d&20.48u↓a↓b↑c↑d&

20.5u↑a↓b↓c↑d&20.5u↓a↑b↑c↓d&. ~9!

Here and subsequently we omitted terms with amplitu
,0.1 for simplicity. The first excited state in the first grou
is doubly degenerate in terms of energy and is described
the wave functions

C1'20.28u↓a↑b↑c↑d&20.59u↑a↓b↑c↑d&20.61u↑a↑b↓c↑d&

20.28u↑a↑b↑c↓d&10.1u↑a↓b↓c↓d&10.2u↓a↑b↓c↓d&

10.21u↓a↓b↑c↓d
&10.1u↓a↓b↓c↑d& ~10!

and is 0.02 eV higher than the ground state. Since the s
~10! is not a Kramers one, it is difficult to observe for th
same reasons as the triplet bipolaron~6!. A remarkable fea-
ture of this spectrum is the wide (;2.5 eV! gap in the spec-
trum between the first and second group of levels. Con
quences of this will be analyzed subsequently.

6. OPTICAL PROPERTIES

The optical properties of a bipolaron in this model w
merely be discussed qualitatively since quantitative estim
require a knowledge of the parameters of the Hamilton
~2!. An optical transition from the bipolaron ground state
the conduction band is parity-favored. For this we must
sume that the conduction-band states, according to the c
ter calculations, are linear combinations of 4d niobium states
and 2p oxygen states

Ccond5aC4d1bC2p . ~11!

The wave function of the bipolaron ground state is a Sla
determinant, generally constructed from single-electron a
bonding states of the@NbO6# cluster having the form as in
Eqs. ~1! and ~11!. Thus, the matrix element of the dipol
moment will be nonzero and is determined by the mat
elements of the parity-favored 4d→2p transitions. In com-
parisons with the experimental data, it should be borne
mind that the maximum of the imaginary part of the perm
tivity «2(v) in LiNbO3 is shifted up from the bottom of the
conduction band by around 1 eV~Ref. 17!. This factor is
clearly a property common to perovskites.24,25 With this in
mind, the optical absorption band centered at around 2.3
may be interpreted using the proposed model as an op
transition from the ground state of a singlet bipolaron to
conduction band.

In the proposed bipolaron model the distance betw
the first and third group of levels~Table III! lies in the opti-
cal range. From this set we identify transitions withDS50,
where S is the bipolaron spin. We then find that atT50
optical transitions can take place from the ground state w
energyE0 to states with energiesE225E23 ~photon energy
hn52.3 eV! andE185E19 (hn52.0) eV!. Transitions from
the bipolaron ground state to the Anderson bipolaron sta
E24 (hn52.97 eV!, E25 (hn53.28 eV!, E26 (hn53.97 eV!,
and E27 (hn54.28 eV! are not parity- and spin-forbidden



e
lf

t
to
th

e

a
r-

nly

da
l o

r
th

em

ys

er,

d

.

d

v. B

ic

1018 Phys. Solid State 40 (6), June 1998 Akhmadullin et al.
These values are similar to the expansions of the experim
tal spectra~Figs. 2 and 4!. The density of these states is ha
that of theE225E23 andE185E19 states.

It should be noted that, as can be seen from Table 3,
minimum threshold for optical dissociation of a bipolaron
give two polarons lies in the infrared. This corresponds to
optical transition (DM51, DS50) E0→E5 with
hn50.45 eV, which is consistent with our data.

Similar reasoning was also applied to analyze the sp
trum of a Q polaron. The transition from theQ-polaron
ground state corresponds to a broad optical absorption b
around 3.5 eV, which was first identified in Ref. 12. A cha
acteristic feature of this absorption band is that it is o
bleached for a photon energyhn.2.5 eV. In our model this
characteristic is attributed to a gap of the order ofE162E15

'2.5 eV in theQ-polaron spectrum~Table IV!.
Thus, qualitative agreement is achieved between the

obtained using the proposed model and the experimenta
servations.

The authors would like to than B. M. Khabibullin fo
useful discussions and S. P. Mironov for assistance with
experiments and analysis of the results.
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Self-consistent calculation of Landau levels of a quasi-two-dimensional hole gas at a
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An efficient method is proposed for the self-consistent calculation of Landau levels of a quasi-two-
dimensional hole gas at a GaAs/AlGaAs heterostructure in a perpendicular magnetic field.
The method is based on transforming the Schroedinger and Poisson equations to a system of
nonlinear differential equations which are then spatially discretized and solved by the
method of relaxation. The method proposed is used to model the optical spectra for recombination
of the quasi-two-dimensional hole gas with electrons localized at ad layer of donors in an
isolatedp-type heterojunction. Particular attention is paid to effects associated with the dependence
of the wave functions and shape of the potential well on the magnetic field, which have not
been considered before. ©1998 American Institute of Physics.@S1063-7834~98!03206-7#
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In the course of the last few decades, there has b
intense interest in fundamental physical phenomena
served in systems with low dimensionality. Howeve
whereas the properties of quasi-two-dimensional~2D! elec-
tronic systems have been extensively studied using var
experimental techniques, much less information has been
tained regarding the properties of 2D-hole systems. In
sence this is because the effective mass of holes is cons
ably larger than that of electrons, and the nonparaboli
and anisotropy of the degenerate valence band leads
complicated structure for the energy spectrum under s
quantization conditions. Despite the fact that a theoret
model for the valence band was constructed almost 40 y
ago,1,2 the fundamental implications of this model for a sy
tem of low dimensionality have been derived and underst
only recently.3–7 Thus, it was shown in Ref. 5 that Landa
levels of a 2D-hole gas are not equidistant and in fact
quite nonlinearly spaced. Nevertheless, it is only recen
that this complicated behavior has been observed directl
experiment, due to the smallness of the energy splittings
tween these levels. For the case of 2D electrons, study o
recombination of the electron gas with holes localized ind
layer of acceptors located a certain distance from the het
junction boundary has turned out to be an extremely us
way to probe the system physics.8 In this case the lumines
cence spectrum is determined by the product of the den
of states of the 2D-electron gas and the amplitude of
wave function in thed layer, which determines the matri
element for the transition. Recently, analogous structu
were obtained for ap-type heterojunction with ad layer of
donors. Studies of the recombination of 2D holes with el
trons localized in thed layer of donors make it possible t
1011063-7834/98/40(6)/9/$15.00
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observe directly Landau levels of a hole gas for the fi
time.9 The primary purpose of the analysis given below is
describe such a situation.

The problem of computing the energy spectrum of a 2
hole gas in a perpendicular magnetic field has been stu
by many authors.4–7 All the numerical calculations to dat
have been made using matrix methods based on diagon
ing a Hamiltonian written in a basis made up of a certain
of functions which usually have a simple analytic form. T
accuracy of this method depends on the number of b
functions and on the degree of completeness of the set
sen. The problem is especially complicated for the case o
isolatedp-type heterojunction, since here the quantizing p
tential itself is determined by the quantities we want to so
for, i.e., the hole wave functions. This makes it necessar
repeat the diagonalization procedure iteratively many tim
a procedure that converges very slowly. For this reason,
thors usually do not discuss any effects connected with s
consistent calculations, nor do they treat the dependenc
the potential shape on the magnetic field. In this pape
computational method is proposed that practically elimina
these inadequacies. The method is based on spatial disc
zation of the problem by first reducing it to a system
first-order nonlinear differential equations and then to a s
tem of difference equations. This method makes it poss
to solve the Schroedinger and Poisson equations simu
neously, thereby obtaining a self-consistent solution with
additional iterations. In the sections that follow we will d
scribe this method of solution, derive the starting system
equations, and address the problem of choosing boun
conditions. Then we will discuss the basic results of the c
culation within this model and their connection with the o
served recombination spectrum in a heterojunction withd
doping.
9 © 1998 American Institute of Physics
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1. COMPUTATIONAL MODEL

Assume that we have already obtained a system of fi
order differential equations corresponding to our physi
system. Let us write it in the most general form

Y82F~Y!50, ~1!

whereY is anN-component solution vector. Let us pick o
M equally spaced pointszk a distanceh from one another
within the spatial interval of interest~wherez is the indepen-
dent variable!. Then we can approximate our system of d
ferential equations by an equivalent system of differen
equations for theYk values of the function we are lookin
for at the pointszk :

Ek5Yk2Yk212
h

2
~F~Yk!1F~Yk21!!50. ~2!

Let us now define a newN3M -component solution vectorY
containing all the components of the vectorsYk ; then we can
write our system in the following simple form:E(Y)50.
The general method for solving such a system~the relaxation
method! is based on iterating Newton’s method. Let us d
fine an error vectorDs5E(Ys) after thes-th iteration. Then
the next solution vector can be written based on the exp
sion

Ys115Ys2F dE

dYG21

Ds . ~3!

The Jacobi matrixŜ5dE/dY for this problem is block-
diagonal in form. We used the efficient algorithm describ
in Ref. 10 to invert this matrix. The advantages of this a
proach become more palpable when the problem is not
ited to solution of the Schroedinger equation alone, since
other equations in the original system~1! that must be solved
in combination with the Schroedinger equation can be inc
porated as well. Furthermore, the eigenvalue problem is
solvable by simply including the additional equationl850
in the original system, where the eigenvaluel ~the energy in
our case! is regarded as a function of the independence v
ablez. The procedure of iterating the solution of system E
~2! using Eq.~3!, requires specification of a certain initia
approximation. In our case we require a whole series of
lutions with different physical properties, each of whic
should start from a different initial approximation. These a
trivial to obtain in the limit of zero magnetic field and
planar quantizing potential with infinite barriers. We th
change the parameters step by step so as to approac
limit we want, using the solution obtained at the previo
step as an initial approximation for the next step. This p
cedure ensures that our solution will be continuous and
we can track its properties.

Following Ref. 5, we start from the 434 Luttinger
Hamiltonian2 with an external magnetic fieldB parallel to
the z axis, neglecting terms linear in the quasimomentum4:
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H5UX123Z S1 R1 0

S X22Z 0 R1

R 0 X21Z 2S1

0 R 2S X113Z

U , ~4!

where

X15P1Q, X25P2Q, Z5
e

2c
KB,

P5
g1

2
~kz

21k2!, k65kx6 iky ,

Q5
g2

2
~22kz

21k2!, k25kx
21ky

2 ,

R52
A3

2
ḡk2

2 1
A3

2
mk1

2 , ḡ5
1

2
~g31g2!,

S5A3g3kzk2 , m5
1

2
~g32g2!.

In this case, the wave function vector has the following fo
~the subscripts denote projections of the spin on thez axis!:

F5Uf23/2

f21/2

f11/2

f13/2

U . ~5!

When an external magnetic fieldB is applied along the di-
rection z, the components of the quasimomentum in t
plane no longer commute:@kx ,ky#52 ieB/(\c)52 i l 22,
wherel 5(\c/eB)1/2 is the magnetic length. Let us introduc
ladder operators according to the expressions

a15
l

A2
k1 , a5

l

A2
k2 , N5a1a.

It is not difficult to show that these satisfy the relatio
@a,a1#5 i l 2@kx ,.ky#51. From this it follows that the opera
tor N has eigenvalues 0, 1, 2, . . . . Let usdenote the corre-
sponding eigenfunctions byz0, z1, z2 , . . . ; then these func-
tions satisfy the following relations:

a1zn215Anzn , azn5Anzn21 . ~6!

Let us now rewrite the Hamiltonian~4! in terms of these
ladder operators, neglecting the anisotropic term inR ~which
containsm), which allows us to write the solution vector in
finite basis in what follows. As was shown in Ref. 5, incl
sion of the anisotropy leads to the appearance of anticr
ings among Landau levels with labels that differ by 4. Usi
the relationN5(1/2)(l 2k221), we can write the Hamil-
tonian ~4! in the following form:

H5UFh23q b1 2d1 0

b F l2q 0 2d1

2d 0 F l1q 2b1

0 2d 2b Fh13q

U , ~7!
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where we have introduced the notation

Fh5
kz

2

mh
1

A

l 2S N1
1

2D , F l5
kz

2

ml
1

B

l 2S N1
1

2D ,

q5
K

2l 2
, b5

2s

l
kza, b15

2s

l
kza

1,

d5
r

l 2
a2, d15

r

l 2
a12,

mh5S g1

2
2g2D 21

, ml5S g1

2
1g2D 21

,

A5g11g2 , B5g12g2 ,

r 5A3ḡ, s5A3

2
g3 .

Here, mh and ml are the doubled effective masses of lig
and heavy holes. We will look for a solution in the form

F5U zn~x,y!c1~z!

2 i zn21~x,y!c2~z!

2zn22~x,y!c3~z!

i zn23~x,y!c4~z!

U , ~8!

wherezn are functions of the coordinates in the (x,y) plane
corresponding to the Landau level with labeln ~eigenfunc-
tions of the operatorN), andc i are functions ofz alone that
correspond to the various spin projections. This descrip
corresponds to conservation of the sum of the spin and
bital angular momenta@compare with~5!#, which holds in
the presence of the spin-orbit interaction. Using Eq.~6!, we
can rewrite the Hamiltonian~7! in the form of a matrix that
acts only on the columns of the functionc i(z):

H5U E0 2
2Q

l

]

]z
N/ l 2 0

2Q

l

]

]z
E1 0

M

l 2

N

l 2
0 E2

2P

l

]

]z

0
M

l 2
2

2P

l

]

]z
E3

U , ~9!

where we have made the substitutionkz→2 i (]/]z) and
used the notation
n
r-

M5rA~n21!~n22!, N5rAn~n21!,

P5sAn22, Q5sAn,

E05
A

l 2S n1
1

2D2
3

2

K

l 2
, E15

B

l 2S n2
1

2D2
1

2

K

l 2
,

E25
B

l 2S n2
3

2D1
1

2

K

l 2
, E35

A

l 2S n2
5

2D1
3

2

K

l 2
,

E052
1

mh

]2

]z2
1E0 , E152

1

ml

]2

]z2
1E1 ,

E252
1

ml

]2

]z2
1E2 , E352

1

mh

]2

]z2
1E3 .

Now our problem is to obtain a system of first-order diffe
ential equations from this second-order differential opera
The easiest method, i.e., treating the first derivativesc i8 as
unknown functions, is somewhat inconvenient here sin
these functions will not be continuous at the boundary
tween GaAs and AlGaAs. In order to satisfy the requirem
of continuity, let us construct new unknown functions b
operating on the vectorc with the velocity operator
vz5( i /\)(Hz2zH). The continuity of the functionsvz will
be a consequence of the law of conservation of particle n
ber. Substituting the Hamiltonian of the form

H5A
]2

]z2
1B

]

]z
1C,

into the velocity operator, we obtain by analogy with Ref.

vz5
i

\S 2A
]

]z
1BD . ~10!

Now we can write the complete system of first-order diffe
ential equations for the functionsc and c̃5vzc. The first
four equations are obtained directly from Eq.~10!, while the
next four are obtained by differentiating the first and sub
tuting the expressions obtained for the second derivativesc9
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into the original operator~9!:

~11!

where u is the electrostatic potential ande is the energy
eigenvalue. For the casen50, all the components of the
wave function~8! except those with spin23/2 equal zero. In
this case, only the first and fifth equations remain in
system~11!, and the state is a pure spin state. Forn51, there
are two, and forn52 there are three nonzero spin comp
nents, and system~11! contains four and six equations, re
spectively. These have two or three solutions, correspon
to different spin sublevels. All the remaining states have f
nonzero spin components in all, and the system~11! admits
four different solutions. Nevertheless, in the limitB50 all
the solutions become pure with respect to spin. The s
projection corresponding to the nonzero component of
wave function that remains in this limit can also be assign
to a Landau level. In this case, the solutions with spin63/2
will correspond to heavy holes, while those with spin61/2
correspond to light holes. Following Ref. 12, we will us
along with the Landau level labelN, an additional labeli for
the componentz i(x,y) that dominates the solution vector~8!
in the limit B→0, i.e.,n, n21, n22, n23 for states with
spin23/2, 21/2, 11/2, 13/2 respectively. In this system o
notation, all the Landau levels have four spin sublev
apiece, with two corresponding to heavy and two to lig
holes.

In order to obtain a complete system of equations t
describe the problem under study, we should include in
system the Poisson equation for the potentialu, which is a
second-order equation. We can transform it to a first-or
equation by integrating over the coordinatez. The integral of
the square of the wave function which enters into this eq
tion will be used as yet another unknown functionx which
satisfies the equationx85ucu2. Finally, the last equation is
for the eigenvaluee. Thus, we obtain

5 u814p
e2

«
@ns~plx1r l21!1Niz2Ns#50,

x82c1
22c2

22c3
22c4

250,

e850.

~12!
e

-

g
r

in
e
d

s
t

t
e

r

a-

Here we have introduced the following notations:ns is the
density ~per unit surface area! of the hole gas,« is the di-
electric permittivity,l is a label that enumerates a given e
ergy level,pl is the fraction of the overall number of hole
that belongs to thel -th energy level ((pl51), x is the inte-
gral of the wave function density„x(z→2`)50, x(z→
1`)51 … andr l is the integral of the wave function densit
averaged over all the remaining levels, i.e.,r l5( iÞ l pix i , Ni

is the bulk density of charged impurities in the depleti
layer, andNs is the total number of charged impurities in th
depletion layer per unit heterojunction area. For this we h
Ns5WdNi , whereWd is the width of the depletion region.

As is well-known, under conditions of steady-state ph
toexcitation the potential behind the heterojunction very r
idly becomes flat due to neutralization of the depletion la
charge.13 In this case, the quasi-Fermi level of the holes me
sured from the top of the valence band will equal half t
binding energy of an acceptor:Ud'15 meV ~Fig. 1a!. The
width of the depletion layer can be estimated from the fi
equation in~12! if we do not include the hole charge an
impose the equationu(Wd)5Ud . Thus, we obtainWd

5(Ud«/2pe2Ni)
1/2. For Ni'1015 cm23 this gives Wd

'1500 Å.
It is possible to solve Eqs.~11! and~12! using the relax-

ation method described above only along a finite segmen

FIG. 1. a! Structure of bands near the heterojunction and basic model
rameters. b! Square of the wave function in zero magnetic field plott
versus distance to the heterojunction for the size-quantized subbandsHH0,
LH0 andHH1 .
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thez axis. It is convenient to pick as this segment the reg
of width Wd between the heterojunction boundary and
region of constant potential. As we shall show below, fo
constant potential there exists a simple algorithm for c
structing boundary conditions for the wave function th
takes into account its penetration of the barrier. In this ca
for the left-hand boundary, i.e., in AlGaAs, we also sh
assume the potential is a constant, since the interval o
which its varies considerably exceeds the penetration d
of the wave function. In this approximation the wave fun
tion y5$c,c̃% is a solution to the differential equationy8
1Ay50 with a matrix A that is independent ofz. The
boundary conditions required to solve Eqs.~11! and~12! on
the interval@0,Wd# are made up to two parts. First of all w
should guarantee that the wave function attenuates at
barrier. For this we must obtain matrix projection operat
onto the subspaces of eigenvectors of the matrixA whose
eigenvalues have positive and negative real parts. It is e
to obtain a matrixÃ ~as the solution to the equationÃ2

5A2) that differs fromA only by the sign of certain eigen
values. Let us choose these signs such that the real par
all the eigenvalues will be positive. Then the matrix proje
tion operators are obtained according to the expressionA6

5A6Ã. The second boundary condition includes the in
gral of the wave function densityx. At the right edge of the
integral we can set this integral equal to unity, since
amplitude of the wave function is negligibly small ther
However, for the right-hand boundary we require an ex
computation. In the most general ca
x5*yTDydz, where D is a quadratic form. The problem
reduces to calculating the integral

E
0

`

yTDydz5y0
TI 0

`~A,D !y0 ,

whereI 0
` is the matrix of the unknown quadratic form. Whe

the matrix A is z independent, we can write the solutio
vectory with the help of a matrix exponential, by which w
understand the sum of the corresponding series, as follo
y(z)5e2Azy0. Then I 5*e2ATzDe2Azdz. Integrating by
parts and taking into account that during the integration
havee2Az→0 at the infinite limit, we obtain the following
recursion relation that allows us to computeI 0

` to any pre-
specified accuracy:

I 0
`~A, D !5

1

2
DA211

1

2
I 0

`~A, D2ATDA21!. ~13!

Now we can write the necessary boundary conditions at
left and right boundaries in the following form:

H A0
1y050,

x02y0
TI 0y050,

u050,
H A1

2y150,

x151,
~14!

where the labels 0, 1 denote parameters that are comput
the left- and right-hand boundaries respectively. The pro
dure for self-consistent calculation of the shape of the po
tial requires computation of the integrated density funct
r l(z) and the occupation numberspl at each magnetic field
n
e
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step. The occupation numbers should be calculated from
capacity of the Landau levels, which depends on magn
field. In this case it is understood that the occupation facton
is smaller than the total number of levelsM involved in the
calculation. In the range of magnetic fields where this co
dition is not satisfied, we can set all thepl equal toM 21 as
a first approximation. However, this approach leads us t
completely incorrect result in the limit of zero magnet
field, since in this case all the holes will havek50. In order
to resolve this problem, we make use of the following co
cept. At a certain magnetic fieldBx , wheren,M , let us fix
the factor (2N11)/(2l 2) in the Hamiltonian and decreas
the magnetic field while keeping all the occupation numb
pl constant. In the limitB→0 this corresponds toN→`,
where the levelN transforms into a state with (k2/2)5(2N
11)(eBx)/(2\c). The two spin sublevels transform int
two spin dispersion branches.4,6 Equal occupation number
of Landau levels will correspond to equal fractions of sta
that are equidistant with respect tok2. In this case we will
not necessarily obtain the exact value of the Fermi energ
zero field, but the approximate shape of the potential w
will be entirely satisfactory. The shape of the potential w
in the range 0,B,Bx can be kept in memory and used fo
the next calculation of energy levels.

In order to compare the results of this calculation w
data from optical experiments, it is necessary to obtain
pressions for the quantities observed in these experime
i.e., the intensity and degree of polarization of the recom
nation light. We shall ignore the actual shape of the wa
function of an electron bound to a donor, which is similar
the ground state of a hydrogen atom, and approximate i
an inverse- exponential dependence in thez direction: ueD&
5exp(2uz2zDu/aD), wherezD is the coordinate of thed-layer
and aD is the Bohr radius. To accuracy up to a numeric
factor, the intensity of luminescence in thes1 and s2
polarizations for a level with labell can be written in the
form

H I l
15plF3

4
^c1ueD

2&1
1

4
^c2ueD

1&G ,
I l

25plF3

4
^c4ueD

1&1
1

4
^c3ueD

2&G , ~15!

whereueD
6& are wave functions of an electron in thez direc-

tion with two directions of spin; the matrix elements^c i ueD
6&

are understood to be integrals over the variablez. Here we
have taken into account that the optical transition matrix
ement connected with the spin is three times larger for he
holes than it is for light holes.14 In this case the selection rul
for the spins is the following: the difference between spins
an electron and hole should equal61 @compare Eqs.~8! and
~5!#. Neglecting the spin splitting of the electron and its p
larization, we can setueD

6&5ueD&, and then the total intensity
of circularly polarized light will equal

I l
s5

pl

4
@3^c1ueD&1^c2ueD&1^c3ueD&13^c4ueD&#,

~16!

while the degree of polarization is
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FIG. 2. a—Energy levels of a 2D
hole gas plotted versus magnitude o
the magnetic field for three size
quantized subbands at a concentr
tion of 131011 cm22. Also shown is
the position of the Fermi levelEf

and the magnitude of the electro
static potential at thed layer Ud .
The position of the Fermi level in
zero magnetic field is denoted by ar
rows. b, c—Energy levels of the
ground-state heavy-hole subband
concentrations of 531011 and 7.5
31011 cm22 respectively. Also
shown is the dependence ofUd on
magnetic field, which reflects the fill-
ing and emptying of levels with dif-
ferent spins, denoted by solid~2!
and dotted~1! curves. The circles
denote the pinning region of the en
ergy levels.
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r l5
I l

12I l
2

I l
11I l

2

5
3^c1ueD&1^c2ueD&2^c3ueD&23^c4ueD&
3^c1ueD&1^c2ueD&1^c3ueD&13^c4ueD&

. ~17!

For linearly polarized light, the difference in spins should
zero, and the spin matrix element should equal 1/2.14 Ac-
cordingly, we obtain for the intensityI l

p5(pl /2)@^c2ueD&
1^c3ueD&#. In these calculations we start from the followin
choice of parameters6: g156.85,g252.1, g352.9, K51.2,
and«512.5.

2. RESULTS AND DISCUSSION

The calculations show that for the chosen valuesUd

515 meV andNi51015 cm23 ~Fig. 1a! three size-quantized
levels are present in the potential well: a lower heavy-h
level HH0, a lower light-hole levelLH0, and the first size-
quantized heavy-hole levelHH1. Figure 1b shows the depen
dence of the square of the wave functioncu25c1

21c1
21c3

2

1c4
2 on the coordinatez for zero magnetic field. The Landa

levels for these three size- quantized subbands in the rang
magnetic fields from 0 to 12T at a concentration ofns51
31011 cm22 are shown in Fig. 2a. This figure shows th
position of the Fermi levelEf . It is clear from the figure tha
the pure-spin Landau level 02 in the HH0 subband is not
the lowest in energy, since the level 01 is located consider-
ably below it. Out of the entire set of levels only 02 remains
more or less linear over the entire range of magnetic fie
its deviation from linearity is due only to changes in t
shape of the potential well. The largest nonlinearity in t
HH0 subband is for levelN2 ~for N.0), which increases
e

of

s:

e

with increasingN. In Fig. 3 we show the dependence of th
square of the wave functionucu2 on coordinatez for Landau
levelsH032, L001 andH132, i.e., the three subbands, i
fields 1, 5, and 12T. It is clear from this figure that th
nonlinearity of theN2 level in theHH0 subband is unam-
biguously associated with the strong dependence of the w
function on magnetic field. Conversely, the levelN1 be-
haves practically linearly with respect to field. Its wave fun
tions differ only slightly from the wave function 02 over the
entire range of magnetic fields.

The light-hole Landau levels of the subbandLH0 differ
by a still larger nonlinearity even in the range of small field
Qualitatively this is explained by the presence in the Ham
tonian ~9! of terms proportional tol 215AB, which act on
the wave function component with spin61/2 and are domi-
nant in the small-field range. In this case, even the sign of
g factor for light holes turns out to be opposite the sign of t
g factor for heavy holes: levels with negative projection
the spin lie lower in energy. Furthermore, levels 02 and 0
1 have larger energy than 12 and 11 ~although for higher
labels this is no longer true!. This anomaly is probably ex
plained by the fact that these levels have an incomplete se
spin components. As is clear from Fig. 3, the wave funct
for level 01 changes significantly with increasing magne
field, its maximum shifts to the right, which also causes
increase in energy. The other levels behave analogously.
figure reveals the nonmonotonic character of the chang
shape of the wave function as well, connected with the
pearance of new zeros as the magnetic field increases.
feature, which is characteristic of all the hole levels exc
the few with an incomplete set of spin components, can
described as follows: the number of zeros of the wave fu
tion increases continuously with increasing magnetic fi
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FIG. 3. Square of the wave function
plotted against distance to the heter
junction for Landau levels of three
size-quantized subbands in magnet
fields of 1T ~solid curve!, 5 T
~dashed curve!, and 12 T ~dotted
curve! at a concentration of 531011

cm22.
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roughly asAB, with a coefficient that depends on the label
the level. This is explained qualitatively by the presence o
term with S;kzk2 in the Hamiltonian~4!, which mixes the
motion in the plane of the potential well with the motio
normal to it. If, however, we revert to the dispersion law f
zero magnetic field,3 then the behavior of the new zeros w
be connected with the appearance of anticrossings of var
size-quantized subbands. The Landau levels are constru
out of states withk2;B, while the energy of the size
quantized subbands is proportional ton2. Accordingly, the
anticrossings appear fork2;n2, from which it is clear that
the number of zeros should increase likek and AB. The
Landau levels of theHH1 subband have a still more compl
cated structure. Here theg factor again has a reversed sig
but it does not depend as strongly on magnetic field as
the case of the light holes. This phenomenon is appare
explained by the interaction with the low-lying subband
light holes. Although essentially the Landau levels of vario
subbands do not have sharply expressed anticrossings
can intersect each other, the overall character of their fi
dependence reflects anticrossings that existed in the dis
sion. The wave functions of Landau levels of this subba
begin to depend strongly on magnetic field even at fields
1T ~Fig. 3!. This probably reflects the increasing importan
of the cross termS;kzk2 in the Hamiltonian~4! as kz in-
creases.

As the concentration of the hole gas increases,
change in the shape of the wave functions in a magnetic fi
begins to affect the shape of the potential well more a
more strongly, since levels turn out to be occupied w
larger and larger labels for the same field. In order to e
mate the scale of this shape change of the potential, in F
we show the magnetic field dependence of the potential
thed- layerUd5u(zD) by a dotted curve. At a concentratio
of 531011 cm22 ~Fig. 2b!, the occupation of levelN2 of
the subbandHH0 is found to have a strong effect on th
shape of the potential well in the range of fields where
wave functions begin to shift to the right due to the appe
ance of new zeros. Occupation of this level turns out to le
f
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to broadening of the potential well and to an increase inUd

and the energy of the higher-lying size- quantized subba
due to the overall increase in the difference of potenti
between the left and right edges of the potential well. Wh
the Fermi level eventually passes through this level, its em
tying is accompanied by an abrupt change in the shape o
well and a corresponding decrease in the energy of
higher-lying levels. It is clear from Fig. 2b that the oscill
tions in fields of 2.5 and 4.5T are unambiguously related
emptying of Landau levels 22 and 12 respectively. The
subsequent smooth falloff inUd at large fields is apparently
connected with the fact that the wave function of level 01
has a tendency to be compressed with increasing magn
field. One more interesting phenomenon connected w
changes in the shape of the potential well takes place w
levels N2 and M1 intersect while the Fermi level lies
within one of the two. At a concentration of 7.531011 cm22

~Fig. 2c! this happens twice: in a field of 4.7T, where leve
22 and 41 intersect, and in a field of 9T, where levels 12
and 21 intersect. As the hole levels intersect, their popu
tions begins to redistribute. As a result, the occupation
level N2 increases, while that ofM1 decreases. However
since the wave function of levelN2 is considerably broade
than that ofM1, this leads to a change in the shape of t
potential well, which is apparent in the increase inUd . How-
ever, because the wave function of levelN2 is considerably
broader, it reacts strongly to this change, and its energy
creases. The feedback that arises decreases the occupat
this level, and as a result a pinning of these two levels ta
place: within a certain interval of magnetic field they rema
very close to one another, and only the occupation of
levels changes. All of this is accompanied by the appeara
of distinctive features inUd and in the energy of the higher
lying levels. Of course, a correct calculation of this situati
requires choice of a specific hole temperature. The sch
described above for calculating the occupation numberspl is
implicitly zero-temperature, and leads to computational
stability in the case of pinning. The simplest method of
moving this instability was used, i.e., introducing a line
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FIG. 4. Dependence of the average spin on the distance to the heterojunction for the levels shown in Fig. 3.
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washing-out of the Fermi level over a fixed energy interv
Figure 4 shows the dependence of the average spin^Sz&

on coordinatez for the Landau levels shown in Fig. 3, whic
were calculated from the expression

^Sz&5

2
3

2
c1

22
1

2
c2

21
1

2
c3

21
3

2
c4

2

c1
21c2

21c3
21c4

2
.

As is clear from this figure, the average spin of all the lev
~except for the pure-spin level 02 for heavy holes! exhibits
a strong dependence both on the magnitude of the mag
field and on coordinates. The spin of level 32 undergoes
nonattenuating oscillations in both subbands, which spr
with unchanged period even into the region of the poten
barrier where the wave functions are strongly attenua
Here is yet another interesting property of the hole wa
functions: they can attenuate in the barrier in an oscillat
manner, and the period of these oscillations depends
weakly on the potential energy. This is explained quali
tively by the presence of the cross termS;kzk2 in the
Hamiltonian ~4!, which adds a real part that is potentia
independent to the imaginary part ofkz in the below-barrier
region.

The phenomena discussed above should be directly
ible in the optical properties of this system, i.e., the inten
ties and polarizations of the luminescence lines. The dep
dence of the intensity of recombination light on magne
field for the two ground-state heavy-hole levels 02 and
01 is shown in Fig. 5a. For this calculation we use Eq.~16!
and the following parameters of the electron wave funct
at the donor:zD5500 Å, aD580 Å. As is clear from the
figure, the intensity of the luminescence of the pure s
level 02 behaves quite trivially: first it increases linear
.
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FIG. 5. a—Dependence of the luminescence intensity from the ground-
subband levelHH0 on the magnitude of the magnetic field at a concent
tion of 231011 cm22. b, c—Dependence of the intensity and degree
polarization of the luminescence from Landau levels of the upper s
quantized subband that are most active in recombination on the magn
of the magnetic field for a concentration of 531011 cm22.
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with field, proportional to the increase in capacity of t
level, and then falls off, also linearly, proportional to i
emptying. The intensity of the luminescence from level 01
depends on field in a more complicated way. Here the
crease due to the increased capacity of the level comp
with the falloff due to the weak compression of the lev
with increasing magnetic field. However, the effects d
scribed above are manifested in the most dramatic way in
intensity and polarization of luminescence from nonequil
rium occupied levels of the higher-lying subbands. Figu
5b and 5c show the field dependences of the intensity
degree of polarization of recombination light from the mo
luminescence-active Landau levels of the excited subba
at a concentration of 531011 cm22. These oscillations in
intensity and degree of polarization are connected w
changes in the shape of the wave functions and the pote
well, and also with the oscillations of the average spin d
cussed above. Reference 9 gives a more detailed compa
of the calculations with experimental results.

Thus, the method given here is a very effective inst
ment for calculating hole wave functions, especially wh
this requires a self-consistent calculation of the shape of
potential well caused by the holes themselves. It was use
calculate energy levels and wave functions for 2D holes in
isolatedp-type heterojunction in a perpendicular magne
field at various 2D hole concentrations. We have shown
the wave functions corresponding to different hole quanti
states exhibit a strong dependence on magnetic field, w
is enhanced with increasing level energy and depends ap
ciably on the level spins. We have demonstrated that at h
hole-gas concentrations effects of occupation and empt
of different-spin levels of the ground-state heavy- hole s
band lead to a change in the shape of the potential well
pinning of the energy levels. We have discussed the p
-
tes
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cesses of recombination of 2D holes with electrons boun
a d layer of donors near the heterojunction. We have sho
that the change in shape of the wave functions of holes
magnetic field is accompanied by an increase in the num
of zeroes of the wave function and oscillations in the aver
spin, leading to oscillations in the intensity and polarizati
of the recombination light.
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Multiphonon capture of carriers in parabolic quantum wells in a constant electric field
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The zero-radius potential model is used to investigate multiphonon~radiationless! transitions
between bound states of a parabolic quantum well~PQW! in a constant electric field whose
intensity vector is perpendicular to the PQW surface. It is shown that thermal-capture
thicknesses depend significantly on the magnitude and direction of the electric field and on the
position of the impurity in the spatially bounded system. ©1998 American Institute of
Physics.@S1063-7834~98!03306-1#
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1. In crystals, the capture of carriers by deep defect c
ters increases exponentially as the defect approaches the
face. As shown in Ref. 1, recombination rates are gre
increased for impurity centers whose distance from the
faceR is less than 10–20 Å. In a number of cases, elect
capture is increased whenR, 200 Å. An analogous effec
occurs in spatially bounded systems~quantized layers or iso
lated quantum wells!. A first-principles theory of mul-
tiphonon capture of carriers by deep centers in rectang
quantum wells was discussed in Ref. 2, where it was sho
that multiphonon capture depends significantly on the im
rity location. In a parabolic quantum well~PQW! in a con-
stant electric field, the energies of the bound states~in the
zero-radius potential model of Ref. 3! of a deep impurity
center depend on the position of the defectz0 and the mag-
nitude of the electric field intensityF directed along the axis
0z of spatial quantization4,

«52E01
mcv

2

2
~z01d0!2. ~1!

Here \v5@8\2Ec /mcd
2#1/2 is the spatial quantization en

ergy, Ec is the energy depth of a quantum well of widthd,
d05(ueuFd2/8Ec) determines the shift of the minimum o
the PQW potential V(z) in an electric field (V(z)
5 4Ec /d2 z21ueuFz), and E0 is the energy depth into th
band gap of the impurity state for the three-dimensional cr
tal. In the calculations that follow we use the Huang–Rh
model, in which adiabatic terms for bound and free el
tronic states are represented by the same parabolas sh
relative to one another. The range of applicability of th
model was discussed in Ref. 5.

The effect of the impurity location and the magnitude
the constant electric field intensity on multiphonon proces
in a spatially bounded system can be qualitatively und
stood by analyzing the behavior of the adiabatic potent
~Fig. 1!. The calculations that follow were made under t
assumption that the size-quantization energies in the P
are considerably smaller than the activation energy of
defect. In this approximation, we are justified in discuss
the behavior of the adiabatic potentials in terms of norm
coordinates.2 If there is no field (F50), and the impurity is
1021063-7834/98/40(6)/4/$15.00
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located at the center of the quantum well (z050), then the
capture of an electron from the conduction band~adiabatic
potential 1) to the ground state of the impurity center~adia-
batic potential 2) at high temperatures is activated in ch
acter, with an activation energyD ~Fig. 1!. In the presence of
a constant electric field the energy distance of the impu
state to the conduction band decreases atz050 by an amount
(mcv

2/2) d0
2 @according to Eq.~1!#, and the recombination

processes take place with activation energyD1,D. This
should lead to a considerable increase in multiphonon
combination processes. The decrease in the tunneling
length (a1b1,ab) in the presence of an electric field ca
explain why an external field can significantly stimulate r
diationless capture of carriers on deep-lying bound state
low temperatures as well.

2. Let us calculate the multiphonon capture thickness
an impurity center using the model of a zero-radi
potential,3 whose wave functions and bound state energ
are known for a parabolic quantum well in a constant elec
field.4 Within a quasiclassical description of vibrations of th
crystal lattice that takes into account non-Kondo effects,
probability of an electron making a multiphonon transitio
from the conduction band (nk') to a bound state of a loca
center (s) is determined by the expression6

Wk' ,n,s5
1

2\ F p

ak0TG1/2

(
N

uVNnk' ,su2

3~2NN 11!expH 2
~ I k'ns2a!2

4k0Ta J ,

a5
1

2 (
N

uVNssu2

\vN
,

I k'n,s5
\2k'

2

2mc
1n\v1I s

02
mcv

2

2
~z01d0!2, ~2!

where VNss is the electron-phonon interaction matrix el
ment for wave functions of a localized state of the PQW in
constant electric field,\vN is the energy of an acoustic pho
non with wave vectorN, NN is the distribution of phonons a
a temperatureT, \k' is the quasimomentum of an electro
of massmc in the plane perpendicular to the axis of spat
8 © 1998 American Institute of Physics
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quantization (k'5Akx
21ky

2), n labels the size-quantize
conduction bandQ, andI s is the distance between minima o
the adiabatic potentials~Fig. 1!.

A PQW exhibits size quantization even at rather lar
thicknesses~for example, whend5103 Å, \v514.5 meV!;
therefore, we may treat the electron as interacting with b
oscillations of the crystal lattice. Let us calculate the he
release parametera taking into account the interaction of a
electron with acoustic phonons of the lattice, when\v/E0

!1. In this approximation

a5
E1

2mcND

4rv2\2
E, ~3!

where E1 is the deformation potential constant,ND is the
Debye value of the phonon wave vector,r is the density of
the crystal,v is the velocity of sound in the crystal, an
E5E02(mcv

2/2) (z01d0)2((\v/4E0))2. The heat-release
parameter depends on the electric field intensity and impu
position throughE; however, for\v/E0!1 this dependence
can be neglected.

In what follows we shall consider the case where el
trons are found in the lowest size-quantized conduction b
(n50). This approximation is valid if\v/k0T.1, and for
typical parameters of the PQW (mc50.06m0,
E050.255 eV!, \v5 (14.5/d̃0) ~eV! ~whered̃0 is the size of
the quantum well in angstroms! this latter inequality is ful-
filled whend05103 Åat a temperatureT5100 K.

Let us calculate the matrix elementVN0k' ,s for the
electron-phonon interaction, which mixes the initial and fin
electronic states, assuming the following inequalities:

eFd

8Ec
!1, Amcv

\

d

2
.1,

e2F2d2

Ec
,uE0u. ~4!

The first inequality implies that we are considering tho
values of electric field intensity for which there are st
rather many size-quantized levels in the displaced quad
potential of the quantum well. When the second inequality
fulfilled, we can use the wave functions of a quantized h

FIG. 1. Adiabatic potentials~1 and 2! for the continuous spectrum an
localized state in a spatially bounded system. The dashed curves illus
the adiabatic potential of a band electron in an electric field.
e
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ty
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d
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e
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s
r-

monic oscillator in a constant electric field in subsequ
calculations. When the last inequality holds, it implies th
tunneling processes from a bound state to the continu
spectrum in an electric field are absent. As a result (NN
' (k0T/\vN)),

(
N

uVN0k' ,su2

\vN
'

E1
2dND

v 2p4Aprv2A2
AE0

\v
e2j2

, ~5!

j25
mcv

\
~z02d0!2, ~6!

where v is the volume of the spatially bounded system.
The cross section for nonradiative capture is determi

from the relation

s5

v(
k'

Wk'0,se
2b«k'

\

mc
(
k'

k'e2b«k'

, b5
1

k0T
, «k'

5
\2k'

2

2mc
. ~7!

In the case under discussion, whereF is directed perpendicu
lar to the surface of the quantum well, the energy of a ba
electron equals4

Enk'
5

\2k'
2

2mc
1\v~n11/2!2

F2e2d2

16Ec
.

Consequently, an external field only shifts the size-quanti
bands, and therefore there is no heating.

Including Eqs.~2!, ~3!, and~5! we finally obtain

s~F !5s0e2j2
exp$2b~D2D0!%,

D5
1

4aF I s
02

\v

2
j2G2

, D05
1

4a
~ I s

0!2,

s05Fd2ND\v

pE0
2rn2 G 1/2

E1

p4
e2bD0[s~0!e2bD0, ~8!

wheres0 is the multiphonon capture thickness in the PQ
when the impurity is located at the center of the quant
well (z050) andF50.

With increasing electric field intensity the minimum o
the quantum well potential moves away from the impur
center, and the overlap of the wave functions of the conti
ous spectrum and the bound state decreases, which lea
slowing of the multiphonon capture processes. The app
ance of the factor exp(2j2) in Eq. ~8! is connected with this
fact. For the PQW parameters listed above andE155 eV,
E050.1 eV,r55 g / cm3, v553105m/s,d'103 Å we ob-
tain s(0)54310211 cm2. If the impurity is located at the
center of the quantum well (z050), then the multiphonon
recombination processes are activated with increasingF.
Figure 2 shows the dependence ofs/s0 on F for z050
~curve1!.

Note that the change ofs as a function ofF is largely
determined by the decrease in activation energy in an ex
nal field, and not by exp(2j2). The primary dependences o
this process on the impurity position and electric field inte
sity are determined by the parameterj2 in Eq. ~6!. If the

ate
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impurity is located at the point2z0, thenj2 depends non-
monotonically on F: j25(mv/\) (z02(ueuFd2/8Ec))

2.
With increasingF, j2 decreases, becoming equal to zero
z05(ueuFd2/8Ec) ~the minimum in the PQW potential en
ergy is at the point where the impurity is located!, and then
increases~the minimum of the potential energy moves aw
from the defect!. This behavior ofj2 leads to a nonmono
tonic dependence of the thermal capture thickness onF ~the
inset to Fig. 2 shows the dependence ofs/s0 on F for z0

52100 Å!. If the electric field intensity is directed opposi
to the axis of spatial quantization~the impurity is located at
a point z52z0 and j25(mv/\) (z01 ueuFd2/Ec)

2!!, then
s increases with increasingF. In this case@within the cus-
tomary approximation~4!# the multiphonon capture thick
ness increases with increasingF more rapidly than at
z050. Curve2 in Fig. 2 is shown forz05100 Å.

Thus, the rate of multiphonon recombination proces
in a PQW depends significantly on the position of the imp
rity in an isolated quantum well, and on the magnitude a
direction of the external electric field intensity.

Let us consider the low-temperature case, when e
trons interact with optical vibrations of the lattice. The he
release parameter forE0 /\v@1 is easily calculated:

a5
1

2 (
N

uVNssu2

\v0

>
2A2~ ln 2!E0c0e2

\ F mc

E02\vj2/2
G 1/2

, ~9!

where c05(1/«0) 2(1/«`) and \v0 is the energy of the
highest-frequency optical phonon. It follows directly fro
Eq. ~9! that a depends on the electric field intensity and t
position of the impurity in the quantum well, but fo
E0 /\v@j2/2 this dependence can be neglected. For par
eters of a crystal like GaAs (c051.431022) when
E050.3 eV,a51022 eV, i.e., for\v050.02 eV we obtain
a/\v0'0.5.

FIG. 2. Dependence of the multiphonon capture thickness~in relative units!
on the electric field intensity. Curve1 was obtained forz050, curve2 for
z05100 Å. The inset shows the dependence of the radiationless ca
thickness on the electric field intensity forz052100 Å.
t

s
-
d

c-
-

-

The probability of a radiationless transition of a carri
to a localized state in the Einstein model~weak dispersion of
the optical vibration frequencies is neglected! is determined
by the usual methods of the theory of multiphon
transitions7:

Wk' ,n,s5
2p

\2 (
Nm52`

`

uVNk' ,su2I m~z!F11N

N Gm/2

e
a

\v0
~112N!

3dH 2I s1
\vj2

2
1~m21!\v0J ,

z52AN~N11!a0 , a05
1

2 (
N

uVNssu2

~\v0!2
. ~10!

HereN is the equilibrium distribution of optical phonons an
I m(z) is a modified Bessel function. At low temperatur
N!1 (z!1); taking Eqs.~10! and ~7! into account, the
thickness for radiationless capture is determined by the r
tion

s~F !5s~0!
^ l 21&!

^ l F21&!
~a0!^ l F21&2^ l 21&e2j2

. ~11!

Herel F5(I s2(\v/2)j2/\v0), l 5 (I s /\v0), ^ l & is the inte-
ger part ofl , s(0) is the multiphonon capture thickness in
parabolic quantum well in the absence of an electric field,
impurities are located at the center of the spatially boun
system (j50),

s~0!5s0~a0!^ l 21&
1

^ l 21&!
, s0>

4e2\v0c0d

p S b

2Es
D 1/2

,

for Es50.4 eV, d5103 Å, T54 K s052.3310214 cm2. If
a051, then forEs50.4 eV (l 520) andF52.83104 cm/V
( l F519) s(F)/s(0)519. If a0,1, the increase in the mul
tiphonon capture thickness in an electric field is still mo
pronounced. The nonmonotonic behavior of the change inj2

with increasing field leads to the same features in the beh
ior of s(F) that were characteristic of radiationless captu
thicknesses calculated within the quasiclassical descrip
of the phonons given above.

According to the principle of detailed balance for the
mal transitions,7 the probability of ionizationWs,k' ,n is sim-
ply related to the probability of multiphonon captu
Wk' ,n,s :

Ws,k' ,n5Wk' ,n,sexp~2bI k'ns!. ~12!

Relation~12! holds since there is no heating in a longitudin
electric field for a PQW and~in contrast to the three
dimensional case8! when the last inequality in Eq.~4! holds
the direct tunnel ionization of deep levels is impossible. A
cording to Eq.~12!, multiphonon ionization in a PQW, a
well as the rate of thermal capture, depends on the posi
of the impurity in the quantum well, and the magnitude a
direction of the electric field intensity.

re



d

.

1031Phys. Solid State 40 (6), June 1998 É. P. Sinyavski  and A. M. Rusanov
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Effect of free electron-hole pairs on the saturation of excitonic absorption
in GaAs/AlGaAs quantum wells

K. L. Litvinenko and V. G. Lysenko

Institute for Problems in Microelectronics and Ultrapure Materials Technology, Russian Academy of
Sciences, 142432 Chernogolovka, Moscow Region, Russia

I. M. Hvam

Mikroelektronik Centret, DTU, DK-2800 Lyngby, Denmark
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The pump-probe experimental method is used to investigate the effect of photoexcited carriers on
the dynamics of the exciton absorption spectra of GaAs / AlxGa12xAs-multilayer quantum
wells. Use of the method of moment analysis for processing the results makes it possible to
identify the simultaneous contribution of changes in oscillator strength and width of the
exciton lines in the saturation of exciton absorption. It was found that the oscillator strength
recovers its initial value in the course of the first 100–130 ps, whereas broadening and energy-
shift of the exciton lines is observed for 700–800 ps. These are the first experimental
measurements of the excitation densities at which the oscillator strength of the excitonic state
saturates when the latter is perturbed only by free-electron-hole pairs, and when it is
perturbed only by other excitons. ©1998 American Institute of Physics.
@S1063-7834~98!03406-6#
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Saturation of exciton absorption in multilayer quantu
wells is determined both by changes in the oscillator stren
f of the exciton transition and by broadening of the excit
lines.1 The question of what type of particle~free-electron-
hole pairs or the excitons themselves! is more effective in
causingf to decrease has remained open for a long time
the first experimental papers,2,3 in which the effect of broad-
ening of the exciton lines was not fully taken into accou
the authors were led to the conclusion that excitons ha
stronger effect on the change inf at room temperature tha
free carriers. In the course of their own theoretical investi
tions, the authors of Ref. 4 were led to the opposite con
sion. They showed that free-electron-hole pairs are more
fective by a factor of at least 2 in decreasing the oscilla
strength than excitons. In another theoretical study,5 it was
established that, at low temperatures, excitons should ha
stronger effect onf than free carriers, whereas, at tempe
tures above 25 K, their effects becomes practically
same.5 Despite the fact that free-electron-hole pairs actua
saturate the exciton absorption more strongly than excit
at low temperatures,6 their effect on f is quite difficult to
isolate due to the simultaneous broadening of the exc
lines, which also leads to a decrease in the exciton abs
tion. If we recall that free-electron-hole pairs are seve
times more efective in broadening the exciton absorption
than the exciton gas itself, which was unambiguously de
onstrated in the four-wave mixing experiments of Ref. 7
becomes quite unclear which type of particle has the do
nant influence in changingf . The subject of this paper wil
be the resolution of this question.

We investigated the nonlinear-optics properties of m
1031063-7834/98/40(6)/3/$15.00
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tiquantum wells grown by molecular-beam epitaxy and co
sisting of 20 periods of GaAs layers of width 80 Å an
AlGaAs layers of width 100 Å. For this we used the pum
probe method.1 As a source of laser light we used a titanium
sapphire tunable laser with a pulse duration of 120 fs, an
repetition rate of 76 MHz. In order to study the effect
electron-hole plasmas we used resonant and nonresonan
citon excitation. During all of these experiments the sam
was held in an optical helium cryostat and its temperat
was kept at 5 K.

In Fig. 1 we show the line spectrum of exciton absor
tion and the spectra of the laser light used in the nonlin
experiment. In order to process the absorption spectra
used the method of moment analysis,8 whose essence is th
determination of all the exciton parameters at once. The
of this method does not require knowledge of the exact fo
of the absorption spectrum and allows us to treat the latte
an arbitrary statistical distribution~for more details on this
method of analysis of absorption spectra see Ref. 1!. In Fig.
2 we show the results of applying this method to absorpt
spectra obtained under nonresonant excitation of the sam
under study. The initial density of photoexcited carriers
this case was approximately 931010 cm2. It is clear from
Fig. 2 that f , the broadening and, consequently, the ma
mum in the exciton absorption all change simultaneou
with the arrival of the pump pulse (t50), whereas the blue
shift of the exciton line reaches its maximum value only af
;1102130 ps. This behavior of the resonance position
the exciton line is easily explained by the fact that, as
2 © 1998 American Institute of Physics
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FIG. 1. Experimental~squares! and the-
oretical~solid curves! absorption spectra
for ground-state heavy-hole excitons an
an electron-hole plasma. The dashed a
dotted-dashed curves show the spectra
the excitation laser light.
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showed in Ref. 1, free-electron-hole pairs whose prese
leads to an additional red shift of the exciton line9 disappear
from the system during this time period, forming exciton
For delays longer than 130 ps, the energy shift and broad
ing of the exciton lines decreases exponentially with
same characteristic time. Within the limits of error, this tim
coincides with the lifetime of free excitonsT1

exc5410 ps ob-
tained under resonant excitation.1 This also confirms the as
sertion that free particles are no longer affecting the dyna
ics of the exciton state. Under resonance excitation,
observe qualitatively the same behavior of the exciton
rameters as shown in Fig. 2, with the only difference that
ce

.
n-
e

-
e
-

e

energy shift reaches its maximum value at the initial tim
(t50) and that the initial changes in the broadening anf
are decreased by almost a factor of 2 compared to nonr
nant excitation for the same density of photoexcited carrie

In order to determine the partial contributions of fre
electron-hole pairs and excitons to the change inf , we in-
vestigated the dependence of the relative change in
quantity (D f / f ) on the density of photoexcited particles
time t'20 ps. The cases of resonant and nonresonant e
tation are shown in Fig. 3. In both cases, we used a lin
dependence to approximate the experimental results, w
can be expressed by the following equations:
e

-

-
t

,
y
f

FIG. 2. Dependence of the relativ
change in oscillator strength (D f / f ),
the maximum in the absorption coef
ficient (Da/a), the broadening
(DG/G), and the energy shift (DE)
of the exciton absorption line on de
lay time for the case of nonresonan
excitation. The inset shows the
change in the density of exciton
states~solid curve! and free-electron-
hole pairs~dashed curve! as a func-
tion of delay time. For comparison
we show the behavior of the densit
of exciton states in the absence o
free carriers~the dotted curve!.
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D f ~res!

f
5C~res!N~res!5

Nexc
~res!

Ns,exc
1

Npl
~res!

Ns,pl
,

D f ~non!

f
5C~non!N~non!5

Nexc
~non!

Ns,exc
1

Npl
~non!

Ns,pl
,

N~ i !5Nexc
~ i ! 1Npl

~ i ! , i 5res, non, ~1!

whereNexc
( i ) , Npl

(t) , andN( i ) are the exciton density, the den
sity of the electron-hole plasma, and the total densities un
resonant (i 5res) and nonresonant (i 5non) conditions of
excitation respectively,Ns,exc and Ns,pl are the saturation
densities in cases where only excitons or only free carr
act onf , andC( i ) ( i 5res, non! are coefficients of proportion
ality measured experimentally. From Fig. 3 we obtainC(res)

51.2310212 cm2 andC(non)52310212 cm2.
In order to determineNs,exc and Ns,pl it is necessary to

know what portion of the overall density consists of fr
carriers, and what part consists of excitons under both c
ditions of excitation. The density of photoexcited particles
proportional to the integral of the absorption coefficients
these particles multiplied by the intensity of the excitati
laser light. The laser-light spectra, and also the theoret
absorption spectra of ground-state heavy-hole excitons
of free-electron-hole pairs, are shown in Fig. 1. In order
obtain the latter we used the generalized Elliot equation.10 In
this way we find thatNexc

(res)/Npl
(res)'10.5 andNexc

(non)/Npl
(non)

'1.7. Knowing the ratio of densities and also the quantit
C(res) and C(non), we obtain from Eq. ~1! Ns,exc51
31012 cm22 andNs,pl52.531011 cm22. The values of satu-
ration density turn out to be almost an order of magnitu
larger than the values predicted in Refs. 4 and 5; howe
their ratio is in good agreement with the conclusions
Ref. 4.

Within 130 ps after the passage of the pump pulse
density of free-electron-hole pairs becomes negligibly sm
and the change inf is determined by the excitons alone. L
us determineNs,exc from the dependence ofD f / f on density
for t5135 ps. The exciton density for this delay time is d
termined from the following relations:

FIG. 3. Dependence of the relative change in oscillator strength of
exciton transition on the density of particles for nonresonant~1, 2! and reso-
nant ~3! excitation.
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H dNexc

dt
52

Nexc

Tl ,exc
1

Npl

Tl ,pl
,

dNpl

dt
52

Npl

Tpl

, ~2!

where Tl ,exc and Tl ,pl are lifetimes of excitons and fre
electron-hole pairs respectively (Tl ,pl'65 ps, see Ref. 1!. At
time t5 0 the exciton and electron-hole pair densities eq
Npl

(0) and Nexc
(0) . These quantities are easy to obtain once

know their ratio~see above! and their total value. For large
t the densities of both types of quasiparticles reduce to z
The solution to the system of equations~2! is shown in the
inset to Fig. 2 by the solid curve. For comparison we show
this inset the change in the density of free-electron-hole p
~the dashed curve! and the density of excitons in the absen
of free carriers~the dotted curve!.

Figure 3 shows the dependence of the relative chang
f on the exciton density fort5135 ps. The best linear ap
proximation for this function, which is obtained when th
value of the proportionality coefficientC59.6310213 cm2,
is shown in Fig. 3 by the solid curve. KnowingC, we obtain
from Eq. ~1! Ns,exc5131012 cm22. Despite the fact that the
accuracy in determiningNs,exc is roughly 10 %, the values o
Ns,exc obtained fort'20 and'135 ps are in striking agree
ment with one another.

Thus, in this paper, we have measured saturation de
ties for the oscillator strength of the exciton transition for t
first time in two cases: when free-electron-hole pairs pert
the transition (Ns,exc5131012 cm22) and when excitons
perturb it (Ns,pl52.531011 cm22). In this way we show
that, for the multiquantum well we used, the cold electro
hole plasma has a larger effect on the oscillator strength t
the exciton gas in the range of low to average densities
photoexcited carriers.
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lowing funds: Russian Fund for Fundamental Resea
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INTAS-RFBR-95-0576.
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Electron states in quantum-dot and antidot arrays placed in a strong magnetic field
V. Ya. Demikhovski  and A. A. Perov

Lobachevski� Nizhni�-Novgorod State University, 603600 Nizhni� Novgorod, Russia
~Submitted November 10, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1134–1139~June 1998!

Quantum electronic states in a dot~antidot! array in the presence of a dc magnetic field are
studied. A new method of numerical calculation of the electron spectrum and wave functions in a
two-dimensional periodic potential and perpendicular magnetic field is proposed. The
magnetic-subband energies, density of electron states, and electron densityuc(x,y)u2, as well as
the amplitude of the potential, and lattice period and degree of anisotropy for different
magnetic fields have been found. The calculations were performed for quantum dots in the
In0.2Ga0.8As–GaAs and GaAs–Al0.3Ga0,7As systems. The rearrangement of the spectrum with
variation of magnetic field and with transition from the tight-binding (\vc /V0!1) to weak-
binding (\vc /V0@1) approximation is studied (vc is the cyclotron frequency, andV0 is the
periodic-potential amplitude!. The calculations show that the two-dimensional lattices
epitaxially grown presently on semiconductor surfaces permit observation of quantum effects
associated with rearrangement of the spectrum~electron transport and optical absorption!
in magnetic fieldsH<1 MG. © 1998 American Institute of Physics.@S1063-7834~98!03506-0#
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The behavior of a Bloch electron in an external magne
field has been invariably attracting the interest of physici
The main ideas bearing on the structure of the correspon
electron states can be found in Refs. 1–8 Numerical meth
for calculation of the electron energy spectrum and wa
functions in a two-dimensional periodic and uniform perpe
dicular magnetic field were also developed. In Refs. 9 a
10, the solution of the Schro¨dinger equation for a periodic
potential, invariant to within a phase factor under magne
translations, was presented in the form of an expansio
eigenfunctions of the electron in a uniform magnetic fie
which was calculated in symmetric vector-potential gau
A(2Hy/2, Hx/2, 0). Such functions satisfying the genera
ized Bloch conditions~ zero-approximation functions! were
constructed by Ferrari.11 The Ferrari-function basis was use
in the first numerical calculation9 of the electron states of
square dot and antidot array~with a perioda5500 nm and
amplitude of the potentialV055 meV! obtained by high-
resolution electron lithography, in the presence of a magn
field.

Despite the continuing interest in the problem and
wealth of relevant theoretical papers, no effects associ
with rearrangement of the Bloch electron spectrum in a m
netic field have regrettably thus far been observed.12

Considerable progress has been reached recentl
preparation of two-dimensional lattice structures made up
quantum dots.13 Such structures form in the course of epita
ial growth through spontaneous self-organization. Prep
tion of ~In,Ga!As structures on a GaAs substrate with a ch
acteristic period of 15–30 nm was reported.14 We are going
to present here the results of a calculation of spectra, w
functions, and density of electronic states for a tw
dimensional array consisting of quantum dots and antid
with parameters similar to those quoted in Ref. 14 in a p
pendicular fieldH. It is shown that the effects of radica
1031063-7834/98/40(6)/6/$15.00
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spectrum rearrangement, which govern the transport
magneto-optics of such structures, should be observable
perimentally in magnetic fieldsH<1 MG. The methods of
electrical and optical measurements in magnetic fields of
order of and above 1 MG were developed by the Sarov gr
~see, e.g., Refs. 15–17!.

1. MAIN EQUATIONS. METHOD OF CALCULATION

The Schro¨dinger equation for a two-dimensional ele
tron moving in a periodic field of a two-dimensional recta
gular array in the (x,y) plane in a uniform magnetic field
directed along thez axis can be written

~Ĥ2E!c5H ~p2eA/c!2

2m*
1V~x,y!2EJ c50 , ~1!

wherem* is the effective mass,e is the electronic charge,c
is the velocity of light, andp is the generalized momentum
The vector potential will be presented subsequently in L
dau gauge, A5(0, Hx,0). The potential of the two-
dimensional array in Eq.~1! will be given by a periodic
function

V~x,y!52V0 cos2~px/a!cos2~py/b!. ~2!

Here the plus sign refers to a system of quantum dots,
the minus, to an antidot system. The array periods inx andy
area andb, respectively. We shall assume that the elect
motion is confined in thez direction, and that the electro
resides in the lowest quantized subband.

If the number of magnetic flux quanta throughout t
unit cell given by vectorsa1(a,0) anda2(a,0) is a rational
numberp/q (p andq are coprime numbers!, the solutions to
the steady-state Schro¨dinger equation~1! should satisfy the
generalized Bloch conditions
5 © 1998 American Institute of Physics
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FIG. 1. Energy spectrum of an In0.2Ga0.8As square quantum-dot array (a5b525 nm,V05500 meV! placed in a magnetic field forkx5ky50. Inset shows
magnetic subband structure forp/q511 and 12.
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ckx ,ky
~x,y!5ckx ,ky

~x1qa,y1b!exp~2 ikxqa!

3exp~2 ikyb!exp~22p ipy/b!. ~3!

If the magnetic translation vectors are chosen in the fo
an5n1qa11n2a2, where n1 and n2 are any integers, then
translation of a wave function by vectoran will transfer it
into a function with the same quasi-momentumk(kx ,ky).

We shall look for a solution to Eq.~1! satisfying bound-
ary conditions~3! in the form of an expansion in eigenfunc
tions of the zero HamiltonianH05(p2eA/c)2/2m* , which
correspond to eigenvaluesEN

0 5\vc(N11/2), whereN is
the number of the Landau level. Because in Landau ga
the functions corresponding to the energyEN

0 are plane
waves propagating along they axis and eigenfunctions of
harmonic oscillator in thex direction, the solution to Eq.~1!
can be presented as an expansion18

ckx ,ky
~x,y!5 (

N50

`

(
n51

p

CNn (
s52`

1`

xNS x2x02sqa2nqa/p

l H
D

3expF ikxS sqa1
nqa

p D G
3expS 2p iy

sp1n

b Dexp~ ikyy!, ~4!

where x05c\ky /eH, xN(x) is the harmonic-oscillator
eigenfunction, andl H

2 5\c/eH is the square of the magnet
length. The quasi-momentum componentskx and ky vary
within the magnetic Brillouin zone. We shall see later th
despite different dependence on coordinatesx and y of the
functions used in expansion~4! the calculated density o
probability has the full symmetry of HamiltonianĤ.
ge

t

Substituting Eq.~4! into ~1! yields a system of algebrai
equations, which determines the electron energy spect
E(kx ,ky) and the Hamiltonian eigenvectorsCNn

(
N8n8

HNn
N8n8CN8n85 (

N8n8
~EN8

0 dN8Ndn8n

1VNn
N8n8~p/q,kx ,ky!!CN8n85ECNn .

~5!

HereVNn
N8n8 are matrix elements of periodic potential~2! cal-

culated in basis~4!. They are expressed through associa
Laguerre polynomialsLi

j ( l H
2 /a2).19 The scheme used to ca

culate the matrix elements is discussed in Ref. 18. Ma

HNn
N8n8 has a block structure. Each block is labeled with nu

bersN8 andN. The number of blocks is determined by th
of Landau levels taken into account in expansion~4!. Each
block is a square three-diagonal matrix with dimensi
p3p, with the elements of a block being given by indicesn
andn8. Thus the dimension of complete matrix isNp3Np.
The number of Landau levels~i.e., the number of blocks o

matrix HNn
N8n8) in numerical calculations was determined e

perimentally so as to make the spectrum within the des
energy interval and the corresponding wave functions in
pendent of the numberN. Incidentally, the structure of the

matrix elements ofVNn
N8n8 and Eqs.~5! appear to us to be

simpler than the system used in Ref. 9. At the same time
method gives the same results for the array parameters s
fied in Ref. 9.

2. RESULTS AND THEIR DISCUSSION

We performed calculation of spectra, wave function
and density of states for different typical parameters of tw
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dimensional arrays of quantum dots and antidots. Figure
and 2 present calculated energy spectra for quantum-do
rays in the InxGa12xAs–GaAs system placed in GaAs fo
different values ofH. The calculations assumed the soli
solution concentration to bex50.2. The jump of the poten
tial at the In0.2Ga0.8As–GaAs interface had a typical valu
V05500 meV, the effective massm* 50.0582me, which
corresponds to In0.2Ga0.8As and differs by not more than
10% frommGaAs* 50.067me .

Consider the band evolution with variation of the ma
netic field. Figure 1 shows the level position at the cente
the magnetic subbands (kx5ky50) for a quantum-dot sys
tem with periodsa5b525 nm as a function of applied mag
netic field. Plotted along the vertical axis is the number
magnetic flux quanta passing through the unit cell (p/q
>2). We readily see that both at negative and positive
ergies the levels show a tendency of crowding around
unperturbed Landau levels. The positions of the latter
identified with filled circles. Taking into account th
E(kx ,ky) relation spreads the levels into magnetic subba
which can overlap. This is illustrated by the inset in Fig.
showing magnetic subbands forp/q511,12. Several sub
bands form under each Landau level, and the subband s
ration grows with increasing magnetic field, so that forp/q
>10 the number of nonoverlapping subbands isp. These
data suggest that the separation between magnetic subb
in magnetic fields of the order of 1 MG can exceed subst
tially the natural level widthDE;\/t rel for typical values
t rel;10212 s. Therefore, under these conditions one can
serve experimentally effects~transport, optical absorption

FIG. 2. Electron spectrum of an In0.2Ga0.8As square quantum-dot arra
(V05500 meV!. ~a! isotropic array (a5b525 nm!, ~b! anisotropic array
(a525 nm,b520 nm!. Shown below are levels of a parabolic well approx
mating the potentialV(x,y) for x→0, y→0.
1
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etc.! connected with rearrangement of the superlattice sp
trum in a fieldH.

In the low-field domain, wherep/q<2, the spectrum has
a different structure~Figs. 2a and 2b!. For negative energies
and with no magnetic field present, levels of each w
spread to form an energy band, and if the minimum sepa
tion between the dotsa525 nm, the wave functions ar
strongly localized, which corresponds to strong-binding co
ditions. The position of three degenerate levels in a sin
well is shown in the lower part of Fig. 2a. Each of the
bands splits in a magnetic field intoq subbands to form
spectra of the type of Hofstadter’s ‘‘butterflies’’6. One such
butterfly derived from the ground level of the potential we
is clearly seen in the left-hand part of Fig. 2a. The seco
and third levels of the potential well are degenerate, a
therefore application of magnetic field makes the cor
sponding butterflies overlap. It should be pointed out t
equations~5! do not have the property of periodicity inp/q,
and therefore the pattern of the levels does not repeat
increasing magnetic field~increasing p/q); within the 1
<p/q<2 interval the butterfly is already not so clearly pr
nounced.

Figure 2b presents the energy spectrum for an an
tropic rectangular quantum-dot array. The existence of o
electronic orbits in an anisotropic array is reflected in t
structure of the spectrum as well. In low magnetic field
open trajectories correspond to a continuum spectr
Therefore in the case of an anisotropic array the butte
appears more crowded. This is illustrated by Fig. 2b. Cal
lations show that in strong magnetic fields~for p/q>5),
where coupling between various magnetic levels in magn

field is not very significant~matrix VNn
N8n8 breaks up into

independent blocks corresponding to differentN), the energy
spectrum, similar to the case of an isotropic array, consist
narrow subbands derived from unperturbed Landau leve

Because the levels of a single well and the overlap in
grals determining the band width in the strong-binding a
proximation depend on the applied magnetic field, the ba
edges shift with variation of the latter. AsH increases, the
band derived from the electron ground-state level~Fig. 2b!
moves toward higher energies~the butterfly is tilted!. In an
anisotropic array, whereb,a, these effects are more pro
nounced than those in an isotropic one.

Figure 3 presents an electron-energy spectrum in
quantum-antidot system (a5b510 nm! as a function of
magnetic field. The parameters chosen correspond to
Al xGa12xAs–GaAs system. In the region of strong magne
fields (p/q>5) the energy spectrum is seen to consist
narrow subbands lying above the unperturbed Landau lev
The positions of the latter are shown with filled circles. Fo
magnetic field corresponding top/q510 the parameter
V0 /\vc50.4. Therefore the energy spectrum has here
same pattern as that obtained in the weak-binding appr
mation. The number of subbands under each Landau l
is p.

The method used in this work also permits calculation
electron wave functions. Figure 4a and 4b displays the
tribution of electron densityuc(x,y)u2 in the lowest band for
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FIG. 3. Magnetic subbands in a squa
quantum-antidot array placed in a magnetic fie
(a5b510 nm,V052300 meV!.
is
io

th
th
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-
es
quantum dot and antidot arrays. The probability density d
tribution is seen to be essentially nonzero either in the reg
of the potential well~quantum dots! or between antidots. The
electron density has translational symmetry. Although
calculation was not performed in a symmetric gauge,
probability density has the necessary symmetry.
-
n

e
e

A calculated density of electron statesg(E) in quantum
dot and antidot arrays placed in a magnetic field is shown
Fig. 5. The number of magnetic flux quanta per unit cell w
p/q54. For an array with a perioda5b510 nm this corre-
sponds to a magnetic fieldH'1.6 MG. In such strong mag
netic fields~Fig. 5a! the dependence of the density of stat
:

-

FIG. 4. Electron-density distribution
for the kx5ky50 state in the first
~lowest! subband in square arrays
~a! quantum dots,~b! quantum anti-
dots, in a magnetic field correspond
ing to p/q54 (a5b510 nm, uV0u
5300 meV!.
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FIG. 5. Electron density of states for arrays of~a! quantum dots (p/q54, a5b510 nm,V05300 meV! and ~b! quantum antidots (p/q54, a5b530 nm,
V052300 meV! placed in a magnetic field.
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on energy in each subband has the shape of a pagoda be
of the existence of van Hove singularities. The magnetic s
bands are well resolved, and one sees four peaks in the
sity of states near each Landau level. The position of
energy subbands is shown in the lower part of the figu
The character of theg(E) function changes with increasin
array period. Fig. 5b presents the density of electron st
for an antidot array. The magnetic field, chosen here to
H'185 kG, cannot be considered strong, because the
V0 /\vc'10. As a result, the Landau level splitting is larg
and singularities in the density of states are not so cle
pronounced.

To conclude, the numerical method proposed in t
work offers a possibility of studying electron states of a tw
dimensional Bloch electron in a magnetic field over a bro
range of parameters, including the strong- and weak-bind
use
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en-
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es
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ly
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regions. Our calculations permit determination of the regio
of magnetic fields and of parameters of surface arrays m
up of quantum dots or antidots~period, surface potential etc.!
within which one can experimentally observe the quant
effects associated with electron transport and optical abs
tion in such systems.
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This paper describes investigations of the photoluminescence spectra of heterostructures
containing short-period type-II GaAs/AlAs superlattices grown both within the regime where the
heterojunction is smoothed, and in a regime where it is not smoothed, in the temperature
range 10–40 K. A quantitative analysis of the experimental data shows that the quenching of
exciton luninescence in the majority of cases is characterized by a single value of the
activation energyE25861 meV which coincides with the value of the binding energy of an
X2G exciton. It is concluded that the primary reason for quenching in this temperature
interval is thermal dissociation of the exciton into a pair of free carriers whose delocalization is
accompanied by nonradiative recombination at traps. It is observed that smoothing the
heterojunction leads to an increase in the probability of quenching by 1–2 orders of magnitude
on the average.@S1063-7834~98!03606-5#
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Short-period GaAs/AlAs superlattices are type-II stru
tures as a rule, in which the lowest excited state is an indi
X2G exciton.1 The relatively small probability of a radiativ
transition hinders its competition with nonradiative pr
cesses, which should lead to quenching of theX2G lumi-
nescence. Nevertheless, the results of many experim
show2–4 that luminescence for type-II GaAs/AlAs superla
tices at low temperatures~less than 10 K! is in practice no
less brigth than luminescence from type-I superlattices
which radiative transitions are completely allowed. The pr
ence of a bright exciton luminescence indicates a small p
ability for nonradiative decay of theX2G excitons at low
temperatures. It is customary to assume that the princ
reason for the high quantum yield ofX2G exciton lumines-
cence is the localization of these excitons, which preve
spatial diffusion and annihilation by quenching centers~deep
traps, structural defects, etc.!. As the temperature increases
30–40 K, an abrupt~by more than 2 orders of magnitude!
falloff in the intensity of the exciton luminescence
observed,2 along with an equally abrupt decrease in its
tenuation time.3 This radically distinguishes the behavior
X2G excitons from the behavior of directG2G excitons
whose kinetics and luminescent intensity do not undergo
important changes in this temperature interval. As a ru
thermal liberation ofX2G excitons from localized states i
considered to be the mechanism for the rapid temperat
induced quenching of luminescence in type II superlattic
which leads to their spatial diffusion and annihiltion b
quenching centers.4 Although the effect of thermally stimu
lated diffusion of excitations in type-II GaAs/AlAs superla
tices actually was detected experimentally in Ref. 3, the l
of systematic experimental data on the dynamics
temperature-induced quenching prevents us from identify
unambiguously the reason for localization ofX2G excitons
1041063-7834/98/40(6)/6/$15.00
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or the mechanism for their thermal delocalization. Howev
there is an alternative mechanism for delocalization of th
excitations, which has not been examined so far—therm
stimulated dissociation of an exciton with the formation o
pair of free carriers and subsequent delocalization of at le
one of them. The capture of the delocalized carrier by a tr
which prevents reverse recombination with the formation
an exciton, can also serve to explain the quenching of
exciton luminescence.

In this paper we present the results of a systematic
perimental study of the mechanism of temperature quench
of X2G excitons in short-period type-II GaAs/AlAs supe
lattices. We used samples in these experiments having s
lar size parameters but significantly different heterojunct
profiles, whose nonuniformity is generally viewed as the p
mary reason for localization of excitons in quasi-tw
dimensional heterostructures. Qualitative analysis of te
perature changes in the luminescent spectra allow us
conclude that the high brightness of low-temperature lu
nescence in the superlattices under study was caused n
energy localization but rather an initially small mobility o
free X2G excitons. The primary mechanism for delocaliz
tion of the excitations leading to temperature quenching
the dissociation ofX2G excitons into pairs of free carrier
in this case.

1. EXPERIMENT

As objects of study we used aNMSL1 heterostructure
grown at the Center for Optical Research at Arizona St
University ~USA!,5 and two heterostructures (e119 and
e129) grown at the St. Petersburg State University Scien
Institute for Physics Research. Each heterostructure c
tained a short-period GaAs/AlAs-superlattice. The nomi
1 © 1998 American Institute of Physics
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size parameters of the superlattices in these structures
listed in Table I. All the heterostructures were grown
molecular-beam epitaxy. In growing theNMSL1 structure,
the growth was interrupted at each boundary in order
smooth the heterojunctions, whereas structurese119 and
e129 were grown without interruption. All the structure
were grown without rotating the substrate, as a result
which the superlattices had a significant gradient in the s
of the period in the plane~approximately 0.5 monolayer/cm!.
This allowed us to obtain a set of superlattices in ea
sample with smoothly varying period.

Luminescence in the sample was excited by the li
from a He–Ne laser. The intensity of the excitation light w
chosen to be rather low, so that the spectra would not exh
any nonlinear distortion. The luminescence was recor
with a double spectrometer made by Jobin-Yvon, usin
cooled photomultiplier operating in the photon counting
gime. The sample was placed on a cold finger in the vacu
cavity of a helium cryostat, which was part of a Laybold
Heraeus setup. The construction of the cryostat allowed u
smoothly vary the temperature of the sample in the ra
10–100 K. The temperature was monitored according to
ratio of intensities of theR luminescence line from a thin
film of crystal ruby attached to the same cold finger Q in
immediate vicinity of the sample.

Luminescence spectra recorded at a temperature of 1
are shown in Fig. 1. Spectra from theNMSL1 structure
grown with smoothed heterojunctions~Fig. 1a! contained
two distinctly resolved peaks as a rule, each of which had
own system of phonon replicas, a characteristic ofX2G ex-
citons in GaAs/AlAs superlattices.1 According to data from a
detailed spectroscopic study,5 these peaks can be assigned
excitons localized in planar islands where the GaAs a
AlAs layer thicknesses are integer numbers of monato
layers. The transformation of the spectrum shown in Fig.
as we move along the surface of the sample is due to cha
in the statistical weights of islands of different thicknesses
the average value of the period changes.

The spectrum of low-temperature luminescence fr
samplee119~Fig. 1b! contained only one bright exciton line
whose energy position varied smoothly as we moved al
the sample surface in the direction of the gradient of
superlattice period. Such behavior is characteristic for str
tures in which the scale of nonuniformity of the heterojun
tion is significantly smaller than the exciton radius.6 Further
motion in the direction of increasing period eventually led
a distinct transformation of the luminescence spectrum
samplee119: the ground-state line was somewhat broade
and the phonon satellites that are characteristic of lumin
cence fromX2G excitons disappeared~curve3 in Fig. 1b!.

TABLE I. Nominal superlattice parameters

Sample

Parameter NMSL1 e119 e129

GaAs thickness, monolayers 7 8 8
AlAs thickness, monolayers 5 5 4
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This change in the spectrum corresponds to entering a re
where the structure has become a type-I superlattice. In
case it is significant that the transition from a type-II sup
lattice to a type-I superlattice is not accompanied by
abrupt change in the luminescence intensity, despite the
that the probability of a radiative transition increases by
least 3 orders of magnitude.7 This fact is evidence of the high
quantum yield of exciton luminescence in the samples un
study. The spectroscopic characteristics of samplee129 are
similar to the characteristics of samplee119. Increasing the
temperature is generally accompanied by a rapid falloff
the total luminescence intensity of the structure under stu
which indicates the presence of thermal quenching. Furth

FIG. 1. Spectrum of low-temperature luminescence measured at va
points on sampleNMSL1 ~a! ande119 ~b!.
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more, as the temperature increases we observe a redis
tion of the intensity of doublet lines from theNMSL1
sample~Fig. 2a!. The experimental data were analyzed qua
titatively by mathematically decomposing the recorded sp
tra into sums of line shapes described in general by the V
function. The intensity of each peak is defined to be
integral under the line shape. The results of this proces
are partially shown in Fig. 3.

2. ANALYSIS AND DISCUSSION OF RESULTS

The high brightness of low-temperatureX2G lumines-
cence observed in experiments and the practically linear
pendence of the intensity of the exciton peaks on the exc

FIG. 2. Temperature induced change in the luminescence spectra of sa
NMSL1 at pointa1 ~a! and samplee119 at point 2~b!.
bu-

-
c-
gt
e
g

e-
a-
tion density attest to low nonradiative losses at all stages
precede the formation of theX2G exciton. From this it fol-

ple

FIG. 3. Dependence of the intensity of exciton lines on temperature. Do
experimental data; solid curves—results of calculations using Eq.~5!. a—
sampleNMSL1, pointa1, photon emission energy 1870 meV; b—NMSL1,
point a6, 1875 meV; c—NMSL1, point a1, 1860 meV; d—e119, point 1,
1874 meV.
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lows that temperature quenching takes place primarily b
nonradiative loss of excitations directly from the excit
level. As we already mentioned above, nonradiative los
arise as a result of thermally stimulated delocalization of
excitations, which facilitates their encounter with quench
centers.

Generally speaking, we stimulate two alternative p
cesses by increasing the temperature: increase of the ex
energy as a whole with a transition to higher-lying deloc
ized states, and dissociation of the exciton into a pair of f
carriers. Since the low-temperature mobility of aX2G exci-
ton is small according to theoretical estimates,8 the second
process can make delocalization of the excitations sign
cantly easier. The thermal activation energy for this proc
is given by the binding energy of theX2G exciton, which
for short-period GaAs/AlAs superlattices is 8–10 meV.9

The parameters of the delocalization process for the
citon as a whole should be determined by the mechanism
initial localization of theX2G exciton. The mechanisms tha
are regarded as most effective in spatially localizing a qu
two-dimensionalX2G exciton in a type-II superlattice ar
localization at point defects with the formation of a bou
exciton state10,11 and localization by nonplanar boundari
between heterojunction layers.12 In the first case, the size o
the localization region coincides with the Bohr radius of t
exciton, and the localization energy is of order 3–5 meV

In the second case, the character of exciton localiza
depends significantly on the profile of the heterojunction. F
high-quality structures grown on well-oriented substrates
ing continuous growth regimes, the heterojunctions con
of a combination of planar sections~islands! that differ in
width by the thickness of a single monolayer~for GaAs this
is 2.83 Å!. The difference in exciton energy for superlattic
that differ in their GaAs or AlAs layer thicknesses by
single monolayer is 10–20 meV.5 This quantity should also
give the depth of energy localization of the excitons in th
monolayer islands.

In superlattices grown without smoothing of the hete
junctions, the size of a planar island is considerably sma
than the exciton radius. In such structures the energy o
exciton is given by the average position of the heteroju
tion, and its fluctuations lead to inhomogeneous broaden
of the exciton line shape. In this case, the low- frequen
wing of the line shape is generated by exciton states tha
localized at large-scale fluctuations of the heterojunction b
rier, while the high-frequency wing is due to delocaliz
exciton states. Thus, the energy of localization of an exc
in these structures is not a constant, but rather va
smoothly over the inhomogeneous line shape.

The discussion above implies very different spect
scopic manifestations of thermally stimulated delocalizat
of an exciton, as a whole, in superlattices having differ
heterojunction structures. In lattices with smoothed bou
aries, the lowest exciton state is generated either in pla
layers of large transverse spatial extent or in relatively th
islands of small transverse spatial extent~comparable to the
exciton radius!. Motion in planar layers does not requir
thermal activation, generally speaking, while thermal ej
tion of an exciton from a thick island into a spatially e
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tended layer containing quenching centers is character
by fixed values of the activation energy equal to the diff
ence between the corresponding exciton energies. In latt
with fine-scale fluctuations of the heterojunction barrier t
activation energy is not fixed, but rather varies over the
homogeneously broadened line shape.

In contrast to processes of exciton delocalization, dis
ciation of the exciton into a pair of free carriers is charact
ized by a single value of the activation energy which is pr
tically independent of the shape of the heterojunction. T
difference in values of activation energy for different del
calization processes of the excitations allows us to iden
the dominant process based on the results of tempera
measurements.

The customary framework used to describe the proc
of temperature-induced quenching of the luminescence is
elementary three-level scheme. In this scheme, in additio
the ground state 0 and radiative exciton state 1 there is
other state 2 located above state 1 and characterized
large probability for nonradiative relaxation. As the tempe
ture increases, transitions from level 1 to level 2 beco
possible with the absorption of a phonon, ‘‘switching on’’
‘‘2–0’’channel for quenching. If states 1 and 2 are localiz
and thermal equilibrium is established between them, t
the populations of levels 1 and 2 should be related by
Boltzmann relation

n25n1~g2 /g1!exp~2E12/kT!. ~1!

Here gi is the statistical weight of the level, andE12 is the
energy gap. The total occupation of levels 1 and 2 is de
mined in this case by the steady-state solution to the bala
equation

d~n11n2!/dt52a10n12b20n21P, ~2!

wherea10 is the probability for radiative, andb20 for nonra-
diative transitions, andP is the pump.

Expressions~1! and ~2! are not difficult to generalize
within the framework of a more realistic model that tak
into account the presence of a continuous spectrum~bands!
of delocalized states. In this case

n2 /n15~g2 /g1!E f 2~E!exp~2~E121E!/kT!dE, ~3!

where f 2(E) is the normalized spectral density of deloca
ized states. Since near the bottom of the band the spe
density of quasi-two-dimensional exciton states is practica
constant, integration of Eq.~3! over energy gives

n2 /n15~g2 /g1!A1 exp~2E12/kT!. ~4!

HereA1 is a normalization constant.
The combined solution of Eqs.~2! and ~4! allows us to

obtain an expression for the temperature dependence o
intensity of exciton luminescence

I ~T!5n1a105I ~0!/~11AT exp~2E21/kT!!,

A5A1~b20/a10!, ~5!

whereI (0) is the intensity of low-temperature luminescenc
By using Eq.~5! to analyze the temperature dependence
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the luminescence intensity, we can establish the value of
energy gap between states 1 and 2 and thereby determin
basic mechanism for delocalization of the excitations.

Figure 3 shows a comparison of calculated curves ba
on Eq.~5! and the results of experiments. It is clear from th
figure that in the temperature range 10–25 K the theoret
curves are in quite satisfactory agreement with the exp
mental data for all the samples under study. At higher te
peratures we observe an additional increase in the probab
of quenching caused probably by occupation of delocali
high-energy band states.

The computed values of the pre-exponential factors
activation energy are listed in Table II.

Analysis of the data presented in Table II, taking in
account the picture we have at the present time of the st
ture of the heterojunctions in the samples under study, all
us to draw certain definite conclusions about the ba
mechanisms for thermal delocalization of excitations in ty
II GaAs/AlAs superlattices.

Under these circumstances it is most informative to a
lyze data obtained at various points on sampleNMSL1,
whose microstructure was investigated in considerable d
in Ref. 5. An especially noteworthy feature, which draws o
attention to temperature-induced luminescence quenchin
the presence of high-frequency peaks assigned to exc
located in planar islands with large spatial extent. The c
ditions for energy localization are not satisfied for these
citons; however, experimental results show that the proc
that quenches them nevertheless requires thermal activa
The value of the activation energy for quenching of the
high-frequency peaks turns out to be practically the sam
all sample points. Furthermore, as is clear from Table II
coincides within limits of error with the activation energy fo
temperature-induced quenching of luminescence in sam
e119 ande129, which have fundamentally different heter
junction structures. To this we can add the results of
analysis of literature data~Fig. 3 in Ref. 3!, which shows
that, in the temperature range 10–30 K, the temperature
duced change in the kinetics ofX2G luminescence in analo
gous superlattices is also characterized by an activation
ergy close to our value ofE12. Starting from this, we may
conclude that a universal process exists for thermal delo
ization of excitations in type-II GaAs/AlAs superlattices.

The fact that the luminescence quenching process
excitons located in spatially extended portions of the pla

TABLE II. Parameters of quenching process

Superlattice Energy E12 ,
Sample Point Period, monolayers Peak, meV A meV

NMSL1 a1 12.6 1860 950 18.0
1870 120 8.1

b4 12.2 1871 20 8.4
a6 12.1 1875 2250 18.5

1886 44 8.4
c4 12.0 1871 170 12.4

1886 1800 10.0
e119 1856 2.8 7.3
e129 1889 33 8.1
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heterojunctions must be thermally activated has essent
two possible explanations. According to the first, free ex
tons in such regions are delocalized and their luminesce
is quenched even at low temperatures. In this case, the s
trum of low-temperature luminescence is generated by e
tons bound at point defects~for example, carbon-containing
acceptor centers!, which are present in the form of uncon
trolled impurities in all epitaxial structures. Increasing t
temperature leads to liberation of the bound excitons an
decrease in the intensity of their luminescence. The act
tion energy for this process equals the binding energy at
acceptor centers, which as we mentioned above come
3– 5 meV. Using the data listed in Table II, it is not difficu
to see that all the experimentally obtained values ofE21 are
considerably larger than this quantity. Furthermore, in acc
dance with Eq.~4! heat should lead to the appearance o
luminescence line for free excitons in the high-frequen
wing of the exciton peak, which is not observed in expe
ments.

The second explanation for the necessity of thermal
tivation follows from the assumption thatX2G excitons
have very low mobility, caused by scattering by micro- i
homogeneities of the heterojunction~such micro- inhomoge-
neities, whose dimensions are significantly smaller than
exciton radius, may exist even in regions that are planar
the average!. As a result of this, the radius for exciton diffu
sion turns out to be smaller than the average distance
tween quenching centers, which abruptly lowers the pr
ability of quenching.

As the temperature increases, the possibility arises
the exciton can dissociate~ionize! into a pair of free carriers
that can move much more rapidly than their parent partic
The trapping of delocalized carriers leads to quenching of
exciton luminescence. The primary evidence in favor of t
model is the constant value of the activation energyE12 men-
tioned above, obtained for various structures, and the ag
ment of this value within limits of error with the value of th
binding energy of aX2G exciton. Within the framework of
this model, the absence of a buildup of the high-frequen
wing of the exciton line during heating is explained witho
contradiction by the relatively small probability~compared
to the excitons! of radiative recombination of the free carr
ers.

The temperature behavior of the low-frequency comp
nents of the doublets at pointsa1 anda6 of sampleNMSL1
is characterized by certain other regularities. On the ini
segment~10–15 K! an insignificant~in the range 10–15%!
but quite perceptible growth in the intensity of these comp
nents is observed. Further increases in the temperature
accompanied by a falloff in this intensity. Just as for t
high-frequency components, the falloff in intensity is we
described by Eq.~5! ~Fig. 3!, but the activation energy in this
case turns out to be considerably larger. According to Ref
the low-frequency components are emitted by excitons lo
ized in spatially bounded planar islands formed by mon
layer fluctuations of one of the heterojunctions. During t
dissociation of such excitons only one of the carriers is fre
while the other carrier remains localized in the island. Co
plete delocalization of an excitation will occur only after th
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transition of the second carrier to a more spatially confin
layer. The additional energy required for this process equ
the change in energy of theX2G exciton during a mono-
layer change in the thickness of the corresponding well.
ing the data of Table II, it is not difficult to convince onese
that for pointsa1 anda6 this pattern is well obeyed. Th
difference in values ofEa for the two peaks at each of th
points coincides within limits of error with the difference
frequency of these peaks. The initial buildup of the intens
of low-frequency components mentioned above indicates
presence of a thermally stimulated exchange of energy
tween excitons located in layers of different thickness. Id
tifying the mechanism for energy exchange and its dep
dence on the structure parameters requires additi
research.

As we already mentioned above, the temperat
quenching of luminescence in samplese119 ande129 hav-
ing inhomogeneous heterojunctions is characterized by
same value of activation energy as for quenching of the h
frequency peaks in sampleNMSL1. At the same time, the
relative probability for quenching~coefficientA in Table II!
turns out to be considerably smaller in these samples.
latter implies that the degradation in the quality of the h
erojunctions caused by the change in growth technology~i.e.,
the absence of smoothing! leads to a decrease in the mobili
of the free carriers formed as a result of thermal dissocia
of an exciton.

Thus, the comparative experimental investigations
scribed here of temperature variations in the luminesce
spectra of type-II GaAs/AlAs superlattices with significan
different structures of their heterojunction boundaries lead
to the following conclusions. We may consider it establish
that the high brightness of the low-temperature luminesce
of such superlattices is caused by the fundamentally sm
mobility of X2G excitons, and not by their energy localiz
tion on structural defects. The primary reason for lumin
cence quenching in the temperature range 10–30 K is t
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mally stimulated dissociation of the exciton into a pair
free carriers having higher mobilities than the exciton, a
efficient trapping centers. This process is universal
type-II GaAs/AlAs superlattices, independent of their prep
ration method. At the same time, the efficiency of quenchi
which is determined by the degree of delocalization of
carriers, depends strongly on the structure of the superla
layers formed, as specified by the heterojunction relief.
superlattices grown in the regime of smoothing of the he
obarrier, the probability of quenching is on the average 1
orders of magnitude higher than for superlattices grown
the usual regime.
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Coulomb interaction controlled room temperature oscillation of tunnel current in porous
Si
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A novel phenomenon of regular oscillations is observed inI –V characteristics of porous silicon
under illumination by visible light. The measurements are performed at room temperature
using a scanning tunneling microscope. The heights of the oscillation peaks appear to be a linear
function of the oscillation number. The experimental value of the Coulomb energy
determined from the oscillation period is much smaller thankBT. The oscillations are attributed
to a Coulomb effect, i.e., to the periodic trapping of a multielectron level in a quantum
well within a Si nanocrystal under the combined influence of the voltage variation at the STM
tip and the Coulomb interaction among the carriers. ©1998 American Institute of
Physics.@S1063-7834~98!03706-X#
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We have observed periodic oscillations inI –V charac-
teristics of porous Si illuminated by visible light. The expe
ment is performed at room temperature using a scanning
neling microscope~STM!. The relative amplitude of the
oscillating part is about 10%. At the same time, the Coulo
energy determined from the distance between the adja
oscillation peaks is smaller than the thermal energykBT at
room temperature so that within the framework of the st
dard theory of Coulomb blockade the oscillation amplitu
should be exponentially small.

Ours is a typical charge transport experiment in whic
voltage difference is applied to a source~a metallic tip! and a
sink ~silicon, see Fig. 1! separated by an insulating gap.
the middle of the gap lies a third electrode~porous Si nano-
crystal!. Under illumination the electrons are excited to t
conduction band whereas the holes are in the valence b
Part of the excited electrons annihilate with holes, anot
part is localized on traps while some electrons are left in
conduction band taking part in the charge transport. As
electron-phonon scattering is intensive, the electrons will
in a partial thermodynamic equilibrium, i.e., they have
equilibrium distribution function. However, their chemic
potentialm is determined by the illumination. Under the a
tion of the voltage, the electrons in the nanocrystal crea
current from the conduction band into the semiconduc
sink. The neutrality is maintained by the flow of electro
between the metal tip and the valence band of the nanoc
tal.

Porous Si specimens were prepared by ordinary met
using electro-chemical anodizing ofp-Si~100! wafers of re-
sistivity 5 V/cm for 5 minutes at the current 25 mA/cm2.
Before measurements, the samples were stored for se
days in the ambient to reach a quasi-steady-state regim
natural oxidation.1 As shown in Fig. 1, the tunnel junctio
1041063-7834/98/40(6)/4/$15.00
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for STM investigations was formed between the tip of t
microscope and the porous Si layer grown on a wafer.
increase the number of free carriers, and the tunneling
rent I , the specimens were illuminated with light from a X
lamp or a Kr/Ar laser working atl5514 or 647 nm~with
power density up toPmax'10 mW/mm2). STM images of
our samples show clusters~with size about 100 nm! of pro-
longed particles~columns! of 3 to 5 nm width and about 20
nm height on the top of the porous Si layer. The distan
between the particles is 3–5 nm. The total thickness of
porous layer is about 3mm. These structures are similar t

FIG. 1. Schematic representation of a tungsten tip of a scanning tunne
microscope placed above an illuminated nanoparticle~column! of porous Si.
The top of a nanoparticle, covered with an oxide layer, is separated from
bulk Si by a poorly conducting region of porous Si. Below the nanopart
the bulk of the specimen with aluminized back side~shaded! is schemati-
cally depicted.VT is the external voltage applied between the tip and
aluminized back side.
7 © 1998 American Institute of Physics
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the surface features of porous Si observed previously
AFM and STM.2

Porous Si can capture injected carriers,3 exhibits both the
surface photovoltaic effect with photoinduced trapping
charge in the oxide on the surface4 and shows persisten
photoconductivity.5 These phenomena are usually observ
in structures with built-in potential barriers where the exc
carriers are injected optically into the vicinity of such a ba
rier. In the presence of the surface photovoltaic effect i
possible to get a tunneling current,I , sufficient to operate
STM at values of the applied tunneling voltageVT50. The
I –V curves obtained in this way have shapes similar to th
observed under illumination~i.e., photoconductivity! using a
thin metal film electrode on porous Si.6 The enhancement o
the carrier density by light may be 2–3 orders of magnitu7

although the actual current value varies strongly in differ
experiments.6,7 Furthermore, metal electrodes evaporated
Si usually introduce interface states8 which may seriously
influence the transfer of charge. Such defects are not pre
in transport experiments by vacuum tunneling like ours.

At small VT ~up to few tens of mV! a regular modulation
of the I –V curve as shown in Fig. 2a is observed whenVT is
swept slowly~within 20 s! from 230 to 130 mV at a ran-
domly selected point of the tip above the sample surfa
irrespective of the light source or the wavelength of t
Kr/Ar laser. As is evident from the inset of the figure, th
oscillations are periodic inVT with an average periodDVT

56.7 mV. The current steps shown in Fig. 2b vary from 0
to 0.8 nA. WhenVT is swept from the negative toward
positive values the size ofDI increases at first steeply an
then slowly decreases in a linear way after a kink in theDI
versusVT plot.

The shape of theI –V curves and the current oscillation
observed on different places of the sample surface are

FIG. 2. a! Oscillation of the tunneling currentI between the STM tip and
porous Si surface illuminated atl5647 nm from the Kr/Ar laser, when the
value ofVT is changed. b! Dependence of the amplitudeDL of the current
modulation on the voltageVT.
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erally similar to the pattern shown in Fig. 2. However, t
number of such clearly discernible oscillations ofI may vary
from point to point and values ofDVT between 2.5–6.7 mV
have been observed in different experiments and differ
samples. It means variation ofDVT /kBT between 0.1–0.25
Points of the sample surface showing small modulation
the I –VT curve could be found relatively easy. But only
small fraction of them~10–15%! had amplitude comparabl
with the plot in Fig. 2a. We attribute these oscillations to
Coulomb effect that will be described below.

Electron tunneling in correlation with charging effec
was extensively investigated during recent years~see, for
instance, Ref. 9! and were clearly demonstrated in mult
junction normal-conducting devices10 at rather low tempera-
tures T. Quite recently, however, they were observed
room temperatures.11,12 The high-temperature experimen
were made on very small samples. In the present pape
propose and investigate a different way to reach the hi
temperature limit in charging effects.

To begin with discussion of the origin of this oscillatio
we shall start with the simplest possible example comprisi
however, all the relevant features of the phenomenon~as we
understand it!. We shall consider electrostatic interaction o
gate electrode~the STM tip in our case! with a nanocrystal of
a good conductor.

We start with the equation for the electrostatic energyU
of the relevant part of the system~gate electrode
1 nanocrystal!. Assume that the gate electrode is at a co
stant potentialf while the nanocrystal is characterized by t
charge variableq. We subtract from the total electrostat
energy the work of the source maintaining the potential c
stant~cf with Landau and Lifshitz,13 Sec. 5! so that

U5~q2C12f!2/2C112C22f
2/2. ~1!

Here Cik is the capacitance matrix~where index 1 denotes
the conductor while index 2 denotes the gate electrode!. One
can rewrite the first term as (1/2)C11F

2(q,f), F being the
potential of the nanocrystal which can be considered a
function of two variables,q and f. This is an electrostatic
energy of the nanocrystal in the field of the gate electro
The equations are valid provided that all the charges
situated on the sample surface. Here we imply that, in ad
tion to the electrostatic forces, there are also sufficien
large forces of a different origin ensuring the overall stabil
of the Coulomb system. For the energy stabilizing the sys
we introduce notationW. In our present example this is a
electron work function at the metal’s surface.

Let us discuss the first term on the right-hand side of E
~1!. Term q2/2C11 describes the mutual repulsion of the e
cess charges. TermC12

2 f2/2C11 represents the repulsion o
the polarization charges induced by the gate voltage. Fina
term 2C12qf/C11 describes the interaction between the
two types of charges.

Now we will turn to a more realistic situation in regar
to our experiment. Consider a conductor with a small nu
ber of carriers~electrons and holes!, so that they canno
screen out the gate field in the whole nanocrystal. Let
assume presence of a potential well inside the conducto
that the conductor is nonhomogeneous. Were the well su
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ciently deep and wide, all the electrons would be trapped
the well, so that the system could be looked upon as a s
piece of metal in a dielectric matrix. For the mechanic e
ergy of such a metal droplet one can also use Eq.~1!. Let us
now assume that the potential well is shallow. In this situ
tion one can expect thatW will be sufficiently small ~see
below!. If W is smaller than (1/2)C11f1

2 the electrons could
not be trapped in the well. ForW50 only a state of indif-
ferent equilibrium whereq15C12f2 can exist. This is a
manifestation of the Earnshaw theorem~according to which
a classical system where only electrostatic interaction can
be stable!.

Further in the present paper we shall be interested in
case whereW,EC ~hereEC5e0

2/2C11, e0 being the elec-
tron charge!. Such states can be stable only if the energy
repulsion of the excess charge as well as of the polariza
charge is almost compensated by the energy of their inte
tion. Stability the limits of such a state are very narrow, i.
the states with the charge that differs fromC12f2 by 6e0 ,
i.e., by a single elementary charge, would be unstable@see
below—Eq.~2!#. It means that the multielectron state co
sisting of the excess charge and polarization cloud will
distributed as a whole over the entire volume of the na
crystal. These considerations permit one to defineW in our
case. It will be equal to the distance between the upperm
level within the well and the bottom of the conduction ban

Thus we postulate existence of a multielectron st
characterized by a multielectron chargeq and existing for
those values of the gate voltage whereC12f/e0 is very close
to an integer. Such a state cannot take part in the cur
transport~the electrons bound within the well cannot mo
along the potential drop!. Due to the same conditionW
,EC, this state is unstable for such values of the gate
tential whenC12f/e0 deviates sufficiently from an intege
This physical picture is self-consistent as the state of in
ferent equilibrium is stabilized by a small potential of no
electrostatic origin. Formally we could just state that t
electrostatic energyU is diagonalized by introduction of a
variableq85q12C12f.

Now we can calculate the probability of realizing th
n-electron state for finite temperaturesT. Besides electrons
in an ordinary conduction band, ann-electron state discusse
above can also be excited provided that

En5EC~n2N!2,W. ~2!

HereN5C12f/e. This state may not be excited at all, the
n50. If it is excited thenn5@N# where by@N# we denote
the integer part ofN. Thus the existence and spectrum of t
bound-electron state depends on the voltage at the gate
trode.

Let the number of one-electron levels in the well beg.
The number of ways forn electrons to occupyg levels isCg

n

~cf with Ref. 14!. For simplicity, we assume that the distan
between energy levels in the well is the smallest ene
scale. Then the additional part of the thermodynamic pot
tial due to multielectron excitation is

Vn52kBT lnS 11Cg
n exp

mn2En

kBT D . ~3!
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Thus the average number of electrons bound within a we

n̄52kBT
]V

]m
5

nCg
n exp@~mn2En!/kBT#

11Cg
n exp@~mn2En!/kBT#

. ~4!

We are interested in the case where

En'W,EC!kBT. ~5!

One can see that the oscillation amplitude is not ex
nentially small provided that

Cg
n exp~mn/kBT!@1. ~6!

In our case of an illuminated nanocrystal, the number
electronsNP rather than the chemical potential is fixed. Th
chemical potential should be calculated from equationNP

5Nb exp (m/kBT)1n where

Nb5VE den~e!exp~2e/kBT!. ~7!

Here V is the volume of the nanocrystal whilen~e! is the
density of electron states. Here we assume that the elect
in the conduction band are nondegenerate. One can see
this is the case if (NP2n)/Nb!1.

For n!g one can use the following approximate equ
tion g! 5(g2n)!gn. Then Eq.~6! can be rewritten

1

n!Nb
n gn~NP2n!n@1. ~8!

This is a product of big and small parameters. When
product is small the oscillation amplitude goes down. In t
case we are interested for which Eq.~6! is valid there aren
electrons in the well in spite of the fact that the chemic
potential is negative and its absolute value is bigger th
kBT. This is due to a large statistical weight of the states
the well. As a result, we have for the currentI 5GV(1
2n/NP) whereV is the voltage applied across the nanocry
tal, including the potential barriers at its surfaces,G is the
conductance of the nanocrystal forV→0. Here we made use
of the fact that the electron distribution function for Bol
mann statistics has a factor exp(m/kBT). The ratio of the
oscillatory part of the current,DI , to the non-oscillating part
for @N#,n0 is given byuDI u/I 5n/NP .

When inequality Eq.~6! is reversed the oscillation am
plitude goes to zero as this small parameter, i.e., expon
tially. The caseg2n!g can be treated in the same mann
as above with replacementn→g2n. When g2n goes
down, so that inequality~6! is reversed, the oscillation am
plitude is again exponentially small.

In some sense the phenomenon discussed and Cou
blockade have opposite physical meaning. In our situat
the state wheren electrons have the lowest energy is pinn
to the potential well under the combined influence of t
Coulomb interaction among the carriers and the gate volt
variation. As a result, the electrons are excluded from
conduction process provided thatW,EC . This means that
for a particular value off only one multielectron state with
corresponding numbern can be bounded. To the contrar
the manifestation of the Coulomb blockade is that forkBT
,EC only such a state conducts the current.
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Let us discuss possible origin of the well in our expe
ment. In principle any relatively shallow potential well wit
a small interlevel distance can bring about the oscillat
behavior. We feel, however, that in a systems like porous
there is a special reason for existence of such wells.
mean that the inhomogeneity of the nanocrystal surface
its oxidations can be responsible for the well formation. D
to the oxidation of the surface~and maybe also illumination!
the bands are bent upward near the surface. One may e
that the scale of the bands’ bending due to a poor scree
may be even comparable to the size of the nanocrystal it
The bending is in general different in different points of t
nanocrystal surface. The band bendings should result in
mation of potential wells for the conduction electrons
holes. Some of these wells would not let the carriers re
the regions from which they can tunnel out of the nanocr
tal. Thus the band bendings can be centres of multielec
state pinning.

Comparing the data in Fig. 2 with Eq.~1! we come to the
conclusion that the holes~rather than electrons! are localized
in the well (C12,0). If one linearly extrapolates th
current–voltage characteristic in Fig. 2 it crosses the absc
axis atV5260 mV. This is a typical value of the surfac
photovoltage for Si.15

The oscillation pattern is sinusoidal rather than a sys
of sharp peaks. This may be due to the fact thatW is of the
order ofEC @see Eq.~2!#, so that the effect is due to the leve
within a stripe of the widthEC in a rather deep well.

The oscillation we discuss has a period of several m
Oscillation ofdI/dV ~at a constant tunnel currentI ) with the
period of several V have been observed on som
metals—see16 and the references therein. The oscillation
ascribed to the resonances between the de Broglie w
length of electron and the distance between the tip and
metal’s surface. Such interpretation cannot be varied in
case as it would demand enhancement of the distance
tween the metal tip and the porous Si surface to;1000 Å.

It is possible to pick out the amplitude of the oscillatin
current from the total current~see Fig. 2b!. The accuracy of
the amplitude measurement is about 15% of the amplitu
The oscillation pattern ceases not abruptly but in a grad
way ~see the left points in Fig. 2b!. The states with large
values ofn can be achieved only if the highest levels in t
well are filled. If the electron lifetime on the highest levels
finite ~as the uppermost levels can be hybridized between
well and conduction band! it may provide an explanation fo
the behavior of this sort.

The following estimates are given for the least favora
case where the degeneracy parameter is of the order of 1
Nb;NP . For a 5310330 nm nanocrystal we haveNP

'150. As one can see in Fig. 2a,uDI u/I'0.1. Thus it is
sufficient to have 5–10 levels in the well to explain the o
served phenomenon. Such numbers demand rather high
centrations of electrons within the nanocrystal. We belie
that such concentrations can be achieved because the
ability for an electron to tunnel out of the nanocrystal is ve
low. We remind that we assume existence of continuous c
duction and valence bands in the nanocrystal but not in
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sample as a whole. Thus one can expect accumulation o
carriers in the nanocrystal.

Let us estimate the numbers of electrons involved so
the oscillation could be observable. Eq.~6! gives

S egNP

nNb
D n

@1 ~9!

~where e52.72) for NP@n@1. This inequality is fulfilled
due to the high powern in Eq. ~9!.

In summary, we have observed for the first time roo
temperature periodic oscillations in theI –V characteristics
of STM current tunneling into porous Si which is illuminate
by visible light. The heights of the oscillation peaks appe
to be a linear function of the oscillation number. The osc
lations are attributed to the periodic trapping of a multiele
tron level in a quantum well~situated in a Si nanocrystal!
under the combined influence of the gate voltage variat
and the Coulomb interaction among the carriers. We beli
that, in the future, regular nanostructures possessing
properties necessary for observation of this effect can be
lored.
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A general expression for the resonant contribution to a tunneling current has been obtained and
analyzed in the tunneling Hamiltonian approximation. Two types of resonant tunneling
structures are considered: structures with a random impurity distribution and double-barrier
structures, where the resonant level results from size quantization. The effect of temperature on the
current-voltage curves of tunneling structures is discussed. The study of the effect of
potential barrier profile on thed2I /dV2 line shape is of interest for experiments in inelastic
tunneling spectroscopy. Various experimental situations where the inelastic component of the
tunneling current can become comparable to the elastic one are discussed. ©1998
American Institute of Physics.@S1063-7834~98!03806-4#
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The problem of resonant tunneling mediated by electr
phonon coupling was solved in Ref. 1. It allows exact so
tion only under the assumption that only electrons localiz
at an impurity can interact with phonons. As this could
expected, electron-phonon coupling broadens the reso
peak. At the same time, however, the wave-function phas
the tunneling electron can be conserved. This is indeed
provided the potential barrier is such that the time the e
tron resides at the impurity is substantially shorter than
characteristic phase relaxation time.

This work considers another limiting case. It is assum
that the electron residence time at an impurity is substanti
longer than the phase relaxation time. While this makes
act solution of the problem impossible, it permits one
introduce the electron distribution function at the impurity

Second-order approximation in the electron-phonon c
pling constant takes fully into account the effect of latti
vibrations on the resonant tunneling current. It is shown t
interaction with phonons in the course of tunneling provid
a dominant contribution to the inelastic resonant curren
the barrier width is much larger than the localization leng

Expressions for the elastic and inelastic components
the tunneling current are obtained. Possible experime
conditions in which the inelastic tunneling-current comp
nent may become comparable to the elastic one are
cussed. It is shown that the shape of the peaks in experim
tal plots of the second derivative of resonant tunnel
current vs voltage varies with increasing temperature. F
low temperatures,I 9 has the shape of the first derivative ofd
function, and for high temperatures, that of the second
rivative.

1. INELASTIC RESONANT TUNNELING THROUGH A
BARRIER WITH IMPURITIES

Consider electron tunneling through a barrier with imp
rities which have a localized state with energyE0. The
analysis carried in Ref. 2 permits us to limit ourselves
1051063-7834/98/40(6)/5/$15.00
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taking into account electron-phonon coupling only for ele
trons tunneling to a resonant impurity. We write the Ham
tonian in the form

H5(
p

«1~p!ap
1ap1(

p
«2~p!bp

1bp1E0(
i

ci
1ci

1(
q

v~q!S f q
1 f q1

1

2D1/AV (
i ,p

t1i~ap
1cie

ipRi1h.c.!

11/AV (
i ,p

t2i~bp
1cie

ipRi1h.c.!

3 (
p,i ,q

T1i@ap
1ci~ f q

12 f 2q!eipRi1h.c.#

1 (
p,i ,q

T2i@bp
1ci~ f q

12 f 2q!eipRi1h.c.#. ~1!

Here ap
1 and bp

1 are free-electron creation operators to t
left and right of the barrier,ci

1 creates an electron at th
impurity at pointRi , and f q

1 creates a phonon. The first tw
terms in Eq.~1! describe the kinetic energy of electrons o
different sides of the barrier, the third one, the electron
impurity, the fourth, phonons with dispersionv(q) ~for the
sake of simplicity, only one phonon branch is assumed
exist!, the fifth and sixth terms relate to elastic electron tu
neling from the electrodes to the impurity, and the seve
and eighth, to phonon-assisted tunneling to the impurity. T
quantitiest1, t2, T1, andT2 depending on the impurity coor
dinates are defined by Eqs.~5! and ~9! of Ref. 2, respec-
tively. Besides, Eq.~1! does not contain the term associat
with direct tunneling between impurities in the barrier. T
latter assumption is valid if the characteristic separation
tween impurities is of the order of or exceeds the barr
width.

We define the current operator as the derivative w
1 © 1998 American Institute of Physics
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respect to time of the operator of the number of particles
the left of the barrier, i.e.,

Î 5eN6 52e(
p

@ap
1ap ,H#52eImH 1/AV (

p,i
t1iap

1cie
ipRi

1(
p,i

T1iap
1ci~ f q

12 f 2q!eipRiJ .

Then for the current we obtain

I 52eImH 1/AV (
p,i

t1i^ap
1ci&e

ipRi

1(
p,i

T1i^ap
1ci~ f q

12 f 2q!&eipRiJ . ~2!

The angular bracketŝ& denote here the thermodynam
mean. In first order of perturbation theory, Eq.~2! yields

I 5I 11I 2 , I 152eImP1 , I 252eImP2 ,

P152
2T

~2p!3(n,i
E ut1i u2G1~p,vn!D0~vn!d3p,

P25
2T2

~2p!6(n,l ,i
E uT1i u2G1~p,vn!

3D0~v l !F~q2p,v l2vn!d3pd3q. ~3!

Here

G1,25
1

ivn2«1,2~p!1m1,2
, D05

1

ivn2E01m i
,

F~q,vn!52
v~q!

vn
21v2~q!

are Green’s functions for electrons to the right of the barr
electrons to the left of it, electrons at the impurity, a
phonons, respectively,«1,2(p) andm1,2 are the energies an
Fermi levels of electrons to the left and right of the barri
m i is the Fermi level of electrons at impurity,vn5pT(2n
11), (n50,61,62, . . . ), andT is the temperature.

We shall assume in what follows the electron-phon
coupling to be weak. Then the correction toD0 in higher
orders of perturbation theory will be connected only with t
possibility of direct electron tunneling from the impurity int
the band. This means thatD0 in Eq. ~3! should be replaced
by the complete Green’s function of the impurity electr
determined from the equation

Dii 85D0d i i 811/V(
i 9

E t1i 9t1i 8
* G1~p!eip~Ri2Ri 9!

3Di 9 i 8D0d3p11/V(
i 9

E t2i 9t2i 8
* G2~p!eip~Ri2Ri 9!

3Di 9 i 8D0d3p. ~4!
o

r,

,

n

This equation can be solved assuming the nondiagonal te
in Dii 8 to be small. This assumption is valid for low impurit
concentrations (N!d22A2mE0, where d is the barrier
width! and is certainly satisfied in our model. Indeed, t
starting Hamiltonian~1! does not include interimpurity tran
sitions, which is possible only if a still more rigorous cond
tion on the impurity concentration is upheld (Nd3!1).

Dropping thei 8s, we obtain

D5D011/VF E Ut1iU2G1~p!d3p1E Ut2iU2G2~p!d3pGD0D,

~5!

D5
1

iv2E01m i1 iG i
,

whereG i is the imaginary part of the bracketed expressio
the possibility for electrons to tunnel into the band results
a broadening of the impurity level. The real part of th
bracketed expression gives the shift of the impurity levelE0

relative to the Fermi levels to the right and left of the barri
which is inessential for us. The quantityG i for the case of a
single impurity was determined in Ref. 3. After straightfo
ward but cumbersome manipulations we obtain from Eq.~3!

I 152
4e

~2p!3(i
E G i@ f 1~«1!2 f #ut1i u2

~«12E01m i2m1!21G i
2

d«1

V'

d2pi ,

I 252
2e

~2p!6(i
E uT1i u2

V'

3H G i@~11N! f i~12 f 1!2N f1~12 f i !#

@«12E01v~q!2m11m i #
21G i

2

2
G i@~11N! f 1~12 f i !2N fi~12 f 1!#

@«12E02v~q!2m11m i #
21G i

2 J d«1d2pid
3q.

~6!

Here V'51/m1A2m1«12p1i, N is the number of phonons
in the system~the Bose function!, f 1 is the Fermi function
for electrons to the left of the barrier, andf i is the average
number of electrons at the impurity. ForG iÞ0, f i is not the
Fermi function. It can be found by numerical summation
the series

f i5
1

2
1T(

n

1

ivn2E01m i1 iG i
. ~7!

f i plottedvs E02m i has the form of a diffuse step, with th
diffused width equal to max(T,G i).

The tunneling currentI 5I 11I 2 determined in this way
corresponds to that between the left electrode and the im
rities. The current between the impurities and the right el
trode can be found in the same way. By equating the tun
ing currents, one can obtain the continuity equati
determining the Fermi level of electrons at impurities. Th
procedure of tunneling current calculation is valid only f
low-transmission barriers. In this case the residence time
electrons at impurities is long enough, first, to result in ph
relaxation of their wave function, and second, for qua
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equilibrium to set in. This justifies the use of equilibriu
temperature diagrammatic techniques in tunneling cur
determination.

Consider possible manifestations of resonant tunne
effects in experiments. These effects are seen, as a rul
the current-voltage characteristics of structures, as well a
tunneling spectroscopy experiments, where one measure
second derivative of tunneling current with respect to vo
age. Equations~6! permit one to obtain the current-voltag
characteristic of a structure where both elastic (I 1) and in-
elastic (I 2) resonant tunneling take place.

To analyze Eqs.~6!, we first assume that there is n
electron-phonon coupling, and that the temperature is z
Consider the contribution to Eq.~6! due to one impurity
located, in accordance with the resonance condition, in
the barrier, so thatt1i5t2i* . The first integral in Eq.~6! con-
tains the Lorentzian termG/@(«2E01m i2m1)21G2#. This
means that if the Fermi level to the left of the barrier,m1, is
below the impurity level, then the resonant current throu
the barrier is zero. A rise of the Fermi level results in t
appearance of an elastic component in the resonant tunn
current. If t1i5t2i* , then, droppingI 2 in the continuity equa-
tion, we findm i5(m11m2)/2. The condition for the elastic
component of the current to appear iseV.E0.

Figure 1 shows theI (V) plot in the regioneV'E0. The
rise of the current results from the appearance ofI 1, so that
e(V22V1);G. The falloff within the regionV22V3 is con-
nected, first, with the decrease in the barrier transmissiot1

for electrons tunneling with an energyE5E0 because of its
becoming higher. Besides, the different changes in the
rier tunneling transmissions,t1 and t2, breaks the resonan
tunneling condition if the bias in increased still more. T
quantity V32V2 can be estimated by assuming that und
such a bias the barrier transmission changes by an amou
the order of the transmission itself, in which case

e~V32V2!;
2k

md
,

where k5A2mU0, and U0 is the characteristic barrie
height. As a rule,G!k/md, so thatuV22V1u!uV32V2u, i.e.
the current-voltage characteristic of resonant current thro
a single impurity has the shape of a step.

FIG. 1. Current-voltage characteristic of a barrier with a resonant level
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Consider the current-voltage characteristic of a struct
with randomly distributed impurities. Let resonant tunneli
through some impurity set in at a certain biaseV. This means
that the Fermi energy of the tunneling electron is equal to
impurity level energy, and, besides, that the conditiont1i

5t2i* is upheld. A change in bias voltage drives this impur
out of resonance. But the condition of resonance in ene
will now be satisfied for some other impurity whosez coor-
dinate differs from that of the first~resonant! impurity. This
implies that resonant tunneling can involve impurities co
fined in a layer whose thickness is of the order of the und
barrier electron wavelength. Summation over all impurit
in this layer results in an effective broadening of the step
the current-voltage characteristic. In order of magnitude,
width of the rise region

euV22V1u;
eV

kd
;

k

md
,

so that the extent of the rise region turns out to be of
same order of magnitude as that of the falloff,uV32V2u. In
other words, the current-voltage characteristic of a bar
with randomly distributed impurities is bell-shaped, with
width of order 2k/md.

2. INELASTIC RESONANT TUNNELING THROUGH A
DOUBLE-BARRIER STRUCTURE

To consider tunneling through multibarrier structure
one has to take into account the possibility of longitudin
electron motion in the quantum well between barriers. T
results in the appearance of an additional quantum num
characterizing electron states in the well, viz. electron m
mentum directed parallel to the barrier plane, and the lat
confinement levelE0 broadens to become a band. Includin
the conservation of the longitudinal component of t
tunneling-electron quasi-momentum, Hamiltonian~1! takes
on the form

H5(
p

«1~p!ap
1ap1(

p
«2~p!bp

1bp1(
i

E0~pi!cpi

1cpi

1(
q

v~q!S f q
1 f q1

1

2D1(
p

t1p~ap' ,pi

1 cpi
1h.c.!

1(
p

t2p~bp' ,pi

1 cpi
1h.c.!

1(
p,q

T1p@ap' ,pi

1 cpi1qi
~ f q' ,qi

1 2 f 2q' ,2qi
!1h.c.#

1(
p,q

T2p@bp' ,pi

1 cpi1qi
~ f q' ,qi

1 2 f 2q' ,2qi
!1h.c.#,

~8!

and the expressions for the current~6! become, accordingly

I 152
4e

~2p!3E G@ f 1~«1!2 f #ut1pu2

@«12E0~p1i!1m2m1#21G2

d«1

V'

d2pi ,
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I 252
2e

~2p!6E uT1pu2

V'

3H G@~11N! f ~12 f 1!2N f1~12 f !#

@«12E0~p1i!1v~q!2m11m i #
21G i

2

2
G@~11N! f 1~12 f !2N fi~12 f 1!#

@«12E0~p1i!2v~q!2m11m#21G2 J d«1d2pid
3q.

~9!

HereG, f , andm are, respectively, the spread of the late
confinement level, average number of particles, and Fe
level for electrons in the quantum well. They are determin
by Eqs.~5! and ~7!, and the continuity equation for the cu
rent, respectively.

We shall assume for simplicity that the lateral confin
ment level is broadened by longitudinal motion into a pa
bolic band with an effective mass equal to that of the el
tron in the left-hand semiconductor. Resonant tunneling w
start in this case at bias voltages where the electron Fe
level at the left contact coincides with the bottom of t
lateral confinement band,E5E0(0). Further increase of the
bias leads to an increase in the resonant tunneling curren
this case conservation of the energy of the tunneling elec
should be complemented by that of the longitudinal com
nent of its momentum,pi . In other words, electrons with
transverse momentum componentp'

2 52mE0 and longitudi-
nal componentpi

2,2meV will now take part in resonan
tunneling. The current will stop to grow at a biaseV
;k/md, where the effective increase of barrier height f
resonant tunneling electrons becomes essential. Thus
peaks in the current-voltage characteristics of the two st
tures turn out to have similar shapes. Current-voltage cu
of the type shown in Fig. 1 were observed in many expe
ments~see, for instance, Ref. 4!, as well as are obtained5 in
numerical simulation.

3. SHORT-WAVELENGTH PHONONS IN RESONANT
TUNNELING

We have been considering thus far situations where
inelastic currentI 2 was only a small addition to the resona
elastic current. Strictly speaking, inelastic effects are not
able in this case only in inelastic tunneling spectroscopy~see
Sec. 4!.

There are, however, conditions in whichI 2 is of the
order of or even slightly larger thanI 1. This can occur when
resonant tunneling requires emission of a short-wavelen
phonon. Then the effects of inelasticity will be directly se
in the current-voltage characteristics.

We assume tunneling to proceed through an impu
level associated with a side valley of an indirect semicond
tor. The electron wave function at the impurity can be wr
ten

yi~r !5e2A2M [U~z0!2E] ur2r0u1 ik0r0,

and for the electron wave function in the barrier we have
l
i

d

-
-
-
ll
mi
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n
-

r
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e
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y
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wp~r !5A 2

pupu
e2*0

zupudz1 ipir.

Herer05$r0 ,z0% are the impurity coordinates,k0 is the po-
sition of the side-valley bottom ink space (uk0u;p/a), pi
is the electron momentum component parallel to the bar
plane, r5$x,y% are coordinates in this direction
upu5A2m@U(z)2E#1pi

2, and m and M are the effective
masses in the central and side valleys, respectively. U
Eq. ~5! from Ref. 2, we obtain

t15
1

4m
A 2

pup~z0!u @ up~z0!u1 ik0z#

3
k

@k21~pi2k0i!
2#3/2

e2*
0

z0upudz,

k5A2M @U~z0!2E#.

Here k0i and k0z are the components of vectork0 parallel
and perpendicular to the barrier plane, respectively. Co
pared to theuk0u50 case,t1 contains a parameter (k/k0)3,
and for the current we haveI 1}(k/k0)6. For a relatively
shallow resonant level,k/k0!1.

The small parameterk/k0 does not appear in calculatio
of the inelastic resonant currentT1. If the small parameter
associated with the inelasticity of electron-phonon coupl
is larger than (k/k0)3, thenut1u,uT1u, andI 2.I 1.

4. DISCUSSION. TUNNELING SPECTROSCOPY

The peak of the second derivative of tunneling curre
with respect to voltage in the case of a single impurity
similar in shape to that of the first derivative ofd function,
and its width is equal to that of the impurity levelG. Struc-
tures with substitutional impurities distributed randomly ov
lattice sites should exhibit a series of such peaks, with e
of these peaks being due to resonant tunneling through
purities located in the corresponding crystallographic pla
parallel to the barrier plane. In order of magnitude, the nu
ber of peaks is equal to the ratio of the electron under-bar
wavelength to the lattice constant.

The characteristic separation between these peaks is
termined by the slope of the potential barrier and is of
order ofD;Ea0, whereE is the field in the barrier, anda0

is the lattice constant. Thus forD.G, tunneling spectros-
copy experiments permit observation of resonant tunne
through impurities lying in different planes, as confirmed
Ref. 6.

The tunneling peaks should change substantially
shape with increasing temperatureT. Indeed, the character
istic size of the rise region,V22V1, for a single impurity is
in this case of orderT@G. If at the same timeT,k/md, the
peak retains its shape. As the temperature increases still m
(T.k/md), the current-voltage characteristic of a single im
purity becomes bell shaped, and the corresponding line in
tunneling spectrumI 9 has the shape of the second derivati
of d function. Now the condition for resolution of the tun
neling spectral lines corresponding to impurities located
adjacent crystallographic planes,T,D, becomes compatible
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with the inequalityT.k/md, provided ka0.1. Actually,
this implies a possibility of resonant tunneling only throu
impurities lying in the same plane. This variation of spect
shape with temperature permits certain qualitative con
sions on the barrier shape or on position of the impurit
involved in resonant tunneling. Indeed, consider two barr
with the same tunneling transmission,k8d85k9d9. The first
of them is high but narrow, whereas the second is low a
broad. Then there obviously should exist an intermed
temperature regionk8/m8d8.T.k9/m9d9, within which the
shape ofI 9 will be different for different barriers. The sam
relates to various types of impurities in the same barr
Namely, there should exist a temperature interval wit
which the tunneling spectrum will feature resonant peaks
different shape.

The influence of electron-phonon coupling can be a
lyzed using the expressions forI 2 @~6! and~9!#. We see that
besides resonant tunneling features one can observe
phonon replicas. The conditions for their observation
eV/kd.v0@G, wherev0 is the characteristic phonon fre
quency, andeV5E0 is the bias corresponding to the ma
resonant peak. Such phonon replicas were observed ex
mentally.7
l
-
s
s

d
te

r.
n
f

-

eir
e

ri-

The authors express their gratitude to M. V. E´ ntin for
numerous fruitful discussions, and to A. P. Kovchavts
who drew our attention to the variety of peak shapes in t
neling spectra.

Partial support of the Russian Fund for Fundamental
search~Grant 96-02-19028! and of the Program ‘‘Universi-
ties of Russia’’~Grant 95-0-7.2-151! is gratefully acknowl-
edged.

1L. I. Glazman and R. I. Shekhter, Zh. E´ ksp. Teor. Fiz.94, No. 1, 292
~1988! @Sov. Phys. JETP67, 163 ~1988!#.
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Study of the local atomic structure of a silver aluminum alloy by the method
of extended electron energy loss fine structure „EELFS…

V. A. Shamin, A. Kh. Kadikova, A. N. Deev, and Yu. V. Rats
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Extended energy loss fine structure spectra are obtained for electrons at the AlK and AgM4,5

edges for an Al–20 wt %Ag solid solution after high-temperature aging, as well as for
the pure alloy components. The analysis layer depth was;20 Å. Radial distribution functions
for the atoms are determined by Fourier transforming these spectra with a correction for
the phase shift and the method of regularization. For pure aluminum and silver it is found that
the position of the first coordinate spheres does not differ from bulk interatomic distances.
For the binary alloy it was shown that the state of the sample corresponds to a decomposed solid
solution with inclusions of a phase enriched with silver against an aluminum host background.
The interatomic Al–Al distances in the binary alloy correspond to the length of a pure aluminum
bond. The partial distances to the first two coordination spheres for the pairs Ag–Ag,
Ag–Al are the same and equal the interatomic distances of theg-phase Ag2Al. © 1998 American
Institute of Physics.@S1063-7834~98!03906-9#
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Recently, extended electron energy loss fine struc
~whose international abbreviation is EELFS! has been used
to determine the structural parameters associated with
local atomic environment in near-surface layers.1 The
EELFS method, like EXAFS,2 is sensitive to the local region
around atoms of a specific kind. However, the traditional
of the Fourier transform to extract structural informati
from EELFS allows us to obtain only the total atomic rad
distribution function~ARDF!. Obtaining partial ARDF is im-
possible using Fourier transforms, in contrast to the met
of regularization. It has been shown3,4 that the latter can be
used to obtain qualitative information about interatomic d
tances and coordination numbers5 for one-component mate
rials. The problem of obtaining partial ARDF for multicom
ponent materials remains unsolved in EELFS, although it
been solved for EXAFS.6–8 It is necessary to exhaustivel
test this method of determining the partial ARDF on mate
als that have been well studied by other methods. Bin
materials, the simplest kind of multicomponent materia
can be used for this purpose. In our opinion, a particula
well-studied test material is the binary alloy Al–20 wt %A
after high-temperature aging.

The goal of this work is to determine the local atom
structure using EELFS with respect to atoms of a given t
for the Al–20 wt %Ag alloy after high-temperature agin
The depth of the analysis layer was chosen to be sufficie
large to decrease the influence of surface effects and
possibility of comparing results with bulk values obtained
other methods.

1. EXPERIMENT

The specimens used were polycrystalline samples
high-purity ~99.99%! silver and aluminum and a sample
the solid solution Al–20 wt %Ag after gradual high- tem
perature aging tot5350 °C.
1051063-7834/98/40(6)/6/$15.00
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First, the surfaces of all the samples were mechanic
polished. In order to remove the layer damaged during
mechanical processing, the samples of polycrystalline alu
num and silver were polished electrochemically for 4–5 m
utes. For the Al–20 wt %Ag alloy, no electrochemical po
ishing was used. Subsequent preparation steps were the
for all the samples. Before loading into the analysis chamb
the samples were washed in acetone and alcohol in an u
sonic bath in order to remove grease from the prepared
faces. The remaining contaminants were removed in
sample chamber by ion etching (Ar1, I 520 mA!. The en-
ergy of the argon ions was 0.5 kV for silver, while for th
samples of polycrystalline aluminum and the binary all
they were 1 kV for a first cleaning and 0.5 kV for cycli
cleaning. The purity of the surface was monitored by Aug
electron methods. The level of contaminants of the surf
did not exceed 1 atomic %.

EELFS spectra were obtained for theK edges of alumi-
num and theM4,5 edges of silver by a standard JAMP-10
Auger-electron spectrometer. The vacuum level in the an
sis chamber was 531027 Pa. The excitation electron beam
was directed at normal incidence. The beam current w
;1 mA. The energy of the primary electron beam was 25
eV for theK edges of aluminum and theM4,5 edges of pure
silver, while for theM4,5 edge of silver in the binary alloy it
was 1200 eV. This allowed us to obtain extended fine str
ture spectra for pure aluminum and the solid solution to
depth of;20 Å.9 The extended fine structure spectra we
obtained at room temperature in the first-derivative regi
with an amplitude modulation of 10 V. By obtaining spect
cyclically, combined with ion etching and Auger-electro
monitoring of the cleanliness of the surface, we were able
accumulate good statistics for the spectra, which were ac
6 © 1998 American Institute of Physics
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1057Phys. Solid State 40 (6), June 1998 Shamin et al.
mulated after 1500 passes with steps of 1 eV and 10,
counts at each point.

2. PRELIMINARY PROCESSING OF THE SPECTRA

Preliminary processing of the experimental EELFS sp
tra in order to separate out the oscillatory partx(k) was done
in the standard way for all the experiments.

The background was calculated using cubic splines
partitioning into 5–6 equal sized intervals such that the
ergy interval was 50–60 eV per division. Figure 1 shows
spectra after subtracting the background and transformin
the energy loss scale. The numerically integrated data
translated into a dependence on wave number in accord
with the quadratic dispersion law.

As a result of this preliminary processing, we separa
out the oscillatory parts of the experimental spectrax(k)
~Figs. 2 and 3!.

1! Pure components of the alloy. The extracted experi
mental oscillatory parts are shown in Figs. 2b and 3a for p
aluminum and silver respectively. A detailed description
the mathematical processing used to determine interato
distances from these experimental data was given in Ref
Here we present only the final results of the processing. F
ure 4 shows the Fourier transforms of the oscillatory parts
aluminum and the solution obtained by the method of re
larization. It is clear from Fig. 4 that the maximum of th

FIG. 1. Extended fine structure spectra obtained in the first- derivative
gime. a—K-edge of pure polycrystalline Al, b—K edge of Al in the binary
compound Al–20 wt %Ag, c—M 4,5 edge of pure polycrystalline Ag, d—
M4,5 edge of Ag in the binary compound Al–20 wt %Ag.
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first peak in the method of regularizing coincides~within
error bars of60.02 Å! with the position of the first coordi-
nation sphere for the model ARDF of aluminum. By Fouri
transforming with a correction for the phase shift for t
atomic layers of aluminum, we obtained the average valu
the first coordination sphere, which corresponds to the c
tallographic bulk distance. The phase-shift correction for

e-

FIG. 2. Oscillatory parts for Al. a—model obtained for two bulk coordin
tion spheres using the theoretical phase functions, b—experimental for
polycrystal, c— experimental for the binary compound.

FIG. 3. Oscillatory part for Ag. a—experimental for pure polycrystal, b
model obtained for seven bulk coordination spheres of theg phase, c—
experimental for the binary compound.
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Fourier transform is set equal to half the linear coefficient
the overall theoretical phase function taken with oppos
sign. The Fourier transform of the oscillatory part for silve
and also the result of solving the inverse problem by
method of regularization is shown in Fig. 5. In this case
also can see that the maxima of the first peaks of both
Fourier transform with corrections for the phase shift and
regularized solution correspond within limits of error to t
bulk values of the interatomic distance for the first coordin
tion sphere in polycrystalline silver.

2! The binary system Al–20 wt %Ag. Starting from the
proposition that the binary system is a decomposed s
solution, and taking into account the concentration ratios
the components (;95 at. % Al and;5 at. %Ag!, we can
postulate the following model for the atomic structure.11 All
the silver atoms are located at nodes of ag phase, whose
stoichiometric composition is close to Ag2Al. The crystal
structure of theg phase has an HCP lattice with equiprob
ble occupation of the sites by silver and aluminum ato
~the lattice parameters area52.885 Å, c54.582 Å.! The
fundamental host consists of pure aluminum with FCC str
ture.

3! Al K edge of the binary compound. Figure 1b shows
the experimental EELFS spectrum correspond to theK edge
of aluminum in the binary compound. The oscillations af
the K edge were observed over a range of;300 eV. Com-
parison of the extracted oscillating part for aluminum in t
binary compound~Fig. 2c! and the experimentalx(k) for

FIG. 4. ARDF for pure Al. a—bulk model of five coordination sphere
b—solution obtained by the method of regularization, c—Fourier transfo
with phase shift.
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pure aluminum~Fig. 2b! show good agreement between t
basic envelopes on the interval of 4.728.7 Å21. In the range
k.8.0 Å21 the intensity of the oscillatory portion for alumi
num in the binary compound is somewhat larger. Furth
more, the presence of an additional component other t
pure aluminum in the spectrum is obvious; however, the a
plitude of this component is considerably smaller than
fundamental features.

After the Al–20 wt %Ag solid solution decomposes, a
cording to the assumptions of our model, only a small fra
tion of the aluminum atoms should enter into the compo
tion of the g phase. Therefore, the primary contribution
the oscillatory part of the aluminum comes from scatter
by aluminum atoms that belong to the host, in which case
contribution from Al–Ag pairs to the oscillatory part is neg
ligibly small. For this reason we treat the problem as on
component. The Fourier transform corrected for the to
phase shift corresponding to the Al–Al pa
(10.6660.06 Å! is shown in Fig. 6c. The form of the
double intense peak located in the region 224 Å is in good
agreement with the analogous peak in the Fourier transf
of the oscillatory part for pure aluminum, which confirm
our assumption that the contribution from Al–Ag pairs
small. For the solution obtained by the method of regulari
tion shown in Fig. 6b we observe an intense peak wh
position corresponds to the bulk interatomic distance of p
aluminum.

FIG. 5. ARDF for pure Ag. a—bulk model of five coordination sphere
b—solution obtained by the method of regularization, c—Fourier transfo
with phase shift.
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The instability of the problem of determining inte
atomic distances by the method of regularization does
yield us reliable information for more than the first coord
nation sphere. The reasons for this instability are, first of
the small extent of the experimental oscillatory part~of order
4 Å21), and secondly the relatively weak contribution to t
oscillatory part coming even from the second coordinat
sphere. Therefore, as in the cases of pure aluminum and
ver, we limit ourselves here to discussing only the first c
ordination sphere.

4! Ag M4,5 edge of the binary compound. In Fig. 1d we
show the experimental EELFS spectrum for theM4,5 edge of
silver in the binary compound. The extracted oscillatory p
is shown in Fig. 3c. Comparison with the oscillatory part f
pure silver~Fig. 3a! shows that the behavior of thesex(k)
functions differ considerably.

Five intense peaks appear in the Fourier transform of
oscillatory part of theM4,5 edge of Ag~Fig. 7c!. The first
and second peaks in the Fourier transform have s
maxima, associated with the presence of aluminum atom
the immediate neighborhood of the silver. Since the ph
shift functions for backward scattering of aluminum and s
ver behave so differently, the Fourier transforms of the a
minum and silver peaks are shifted relative to one anot
Thus, in solving the problem by the method of regularizat
it is necessary to take into account the contribution from
two types of atoms. In this case the equation for determin

FIG. 6. ARDF for Al in the binary compound. a—bulk model of five coo
dination spheres, b—solution obtained by the method of regularization,
Fourier transform with phase shift.
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partial ARDF for Ag–Ag and Ag–Al atomic pairs is written
as a sum of two terms:

xAg~k!5~4pr0cAg /k!E
a

`

f Ag~k,r !gAg2Ag~r !

3exp~22r /l~k!!sin~2kr12dAg~k!

1wAg~k,r !!dr1~4pr0cAl /k!

3E
a

`

f Al~k,r !gAg2Al~r !exp~22r /l~k!!

3sin~2kr12dAg~k!1wAl~k,r !!dr, ~1!

where the first term describes scattering from the immed
neighborhood of silver atoms, and the second term scatte
from that of aluminum atoms.

The problem of finding two partial ARDF from a singl
experiment is highly unstable, and can be solved only i
limited number of cases. The small extent of the experim
tal structure in our case~5 Å21) prevents us from obtaining
a qualitative solution to the problem. Nevertheless, in t
case we can use another approach. For an equiprobable
tribution of atoms of different kinds,11 the partial ARDF of
Ag–Ag and Ag–Al are the same to accuracy up to differe
Debye–Waller factors. However, the difference in t
Debye–Waller factors 2s1

2 for atoms of Ag and Al at a tem-
peratureT5293 °C ~0.021 and 0.029 respectively12! is not
large in our case, and does not significantly distinguish

FIG. 7. ARDF for Ag in the binary compound. a—bulk model of sev
coordination spheres, b—solution obtained by the method of regulariza
c—Fourier transform with phase shift.
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partial ARDF of Ag–Ag and Ag–Al. In the approximatio
of equal partial ARDF for the cell of theg phase
$gAg2Ag(r )5gAg2Al(r )5g(r )% we can transform Eq.~1! to
a single component equation introducing the concept o
compound amplitude and compound phase-shift function

xAg~k!5~4pr0 /k!E
a

`

f com~k,r !g~r !exp~2r /l~k!!

3sin~2kr12dAg~k!1wcom~k,r !!dr, ~2!

where the compound amplitude is defined as

@ f com~k,r !#25@cAgf Ag~k,r !sin~wAg~k,r !!

1cAl f Al~k,r !sin~wAl~k,r !!#2

1@cAgf Ag~k,r !cos~wAg~k,r !!

1cAl f Al~k,r !cos~wAl~k,r !!#2, ~3!

and the compound phase shift function

wcom~k,r !5arctanF A1B

C1DG , ~4!

where

A5cAgf Ag~k,r !sin~wAg~k,r !!,

B5cAl f Al~k,r !sin~wAl~k,r !!,

C5cAgf Ag~k,r !cos~wAg~k,r !!,

D5cAl f Al~k,r !cos~wAl~k,r !!.

Figure 3b shows the model oscillatory part for theM4,5

edge of silver in the binary compound, calculated using E
~2!–~4!. In constructing the model oscillatory part we us
seven coordination spheres for the HCP structure of thg
phase with the Debye–Waller factor of silver~Fig. 7a!. In
these calculations we used the theoretical amplitude
phase for the scattering,13 which led to a rather successfu
description of the experimental oscillatory parts of the E
LFS spectra. Since there are no data for theM edges in Ref.
13, the phase shift function at the central silver ato
2dAg

l 53(k) was determined from experiments for pure silver10

The best agreement between the model and experimenta
cillatory parts was obtained for concentration coefficie
cAg50.8,cAl50.2. These values differ slightly from the con
centration coefficients for the compound Ag2Al; however,
the accuracy of determining the concentration coefficients
this method is rather nominal in the absence of normaliza
of the oscillatory structures. Nevertheless, these values q
tatively show that the phase identified when the solid so
tion decomposes is enriched by silver atoms. A compari
of the curves in Figs. 3b and 3c shows good agreement
tween the modelx(k) and the experimental oscillatory pa
over the entire interval shown.

The solution to Eq.~2! by the method of regularization i
shown in Fig. 7b. The solution obtained contains four pe
corresponding to positions of the coordination spheres
the g phase Ag2Al. In this case the maxima of the first tw
peaks coincide with the positions of the first two coordin
tion spheres for the model ARDF. The peaks of the fou
a
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and fifth coordination spheres are found at distances that
fer by one grid step~0.025 Å! from the corresponding coor
dination spheres of the model ARDF. However, in determ
ing quantitative values from a regularized solution o
should rely on only the first two coordination spheres, sin
peaks of the regularized solution corresponding to coord
tion spheres higher than the second are in only qualita
agreement with the model ARDF. We were unable to obt
the correct positions of even the second coordination sph
for the pure components; however, in our view this resul
no accident. This is confirmed by examining the Four
transform, which shows the presence of an additional con
bution to the oscillatory structure from distant coordinati
spheres. We were able to obtain a symmetric form for
first two peaks of the regularized solution, thanks to our
clusion of aluminum atoms in the immediate vicinity of th
silver atoms. This fact confirms oura priori assertion that the
partial distances to the first two coordination spheres
Ag–Ag and Ag–Al pairs are the same.

Thus, the radial distribution functions we have obtain
around the silver and aluminum atoms allow us to conclu
that the alloy state is that of a completely decomposed s
solution in the near surface layers. In this case, the imm
ate neighborhood of an aluminum atom will contain on
other aluminum atoms, whereas silver atoms can have b
silver and aluminum atoms as neighbors. We can pre
with high reliability that an equiprobable distribution of a
oms of various kinds is present in the alloy that matches
crystal lattice of theg phase.

Thus, by using methods for studying the structure
solid surfaces with the help of standard electron-probe ins
mentation we were able to obtain information about n
surface layers of solids. In this paper we have obtained
perimental electron energy-loss spectra for theK edge of
aluminum and theM4,5 edge of silver in the decompose
solid solution Al–20 wt %Ag, and also for the same edges
pure polycrystalline samples of aluminum and silver. T
oscillatory parts were extracted and the problem of determ
ing the ARDF in the near surface layers was solved to
depth of 20 Å in the layer.

We have determined that the positions of the first co
dination spheres of pure aluminum and silver do not dif
from bulk interatomic distances in a layer of order 20 Å. F
the case of the complex binary compound, we used
ARDF around atoms of different kinds to show that the st
of the sample in the near-surface layer corresponds totall
a decomposed solid solution, with a phase whose comp
tion close to Ag2Al appearing against an aluminum ho
background.
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Changes in the optical properties of conducting polydiacetylene THD brought on by
doping

E. G. Guk, M. E. Levinshte n, V. A. Marikhin, and L. P. Myasnikova

A. I. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted October 8, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1162–1166~June 1998!

Changes in the optical properties of conducting polydiacetylene THD
~poly-1,1,6,6- tetraphenylhexadiindiamine! brought on by doping are investigated for the first
time. Spectral dependences of the extinction coefficients were studied in the range
400–25 000 cm21 both for the undoped polymer (s,1029 S/cm! and at various doping levels
~up to s;531023 S/cm!. The results obtained attest to the appearance of high carrier
concentrations in polydiacetylene THD with conductivitiess>1024 S/cm. The relatively low
observed macroscopic conductivity is explained by the complex hierarchy of structural
formations that are intrinsic to polymers. The results obtained are compared with the corresponding
data for conducting polyacetylene. ©1998 American Institute of Physics.
@S1063-7834~98!04006-4#
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Recently, we proposed a new approach1 to the doping of
polydiacetylenes, a unique class of conjugate polymers
pable of forming large-scale single crystals. Within t
framework of this approach, we demonstrated for the fi
time that it is fundamentally possible to dope polydiace
lene THD, a polymer with lateral bridges of considerab
geometric size. Moreover, within the framework of this a
proach we obtained values ofs5331022 S/cm for polydi-
acetylene THD, which are record breaking for the poly
acetylenes.

We investigated the electrical properties of the dop
polymer THD for the first time in Ref. 2. The results of the
studies indicated that the conductivity of doped polydiace
lene THD has a complex percolation-like character tha
characteristic of all conjugated polymers. A multiyear stu
of other doped polymers~c.f. Ref. 3! has shown that inves
tigating only the electrical properties of a conducting po
mer does not provide enough information to estimate the
carrier concentration induced by doping. Even at very h
carrier concentrations, the macroscopic conductivity c
have relatively low values, since near the percolation thre
old only a small number of free carriers take part in t
current transport. Furthermore, in contrast to classical me
and semiconductors, conducting polymers typically exhib
macroscopic current transport that is multistage in charac
Flow of current ‘‘from contact to contact’’ requires transpo
of carriers along the polymer molecules over the conjuga
length, transport from molecule to molecule within fibe
and interfiber transport.3 As we will show later, for polydi-
acetylene there is yet another complicated scheme for cu
flow, due to the presence of microcrystalline boundaries.

Under these conditions the study of extinction near
intrinsic absorption edge can give independent informat
1061063-7834/98/40(6)/4/$15.00
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about the carrier concentration as a function of the dop
conditions.4

By studying absorption spectra in the infrared regi
(n<5000 cm21) and comparing the data obtained wi
known spectra for conducting polyacetylene~see, e.g., Ref.
5!, we can also obtain additional information about the co
centration of free carriers. Moreover, such studies allow u
track changes in the vibrational spectrum of the origin
polymer during doping.

In this paper we describe first-ever investigations of
optical properties of doped conducting polydiacetylene TH
both near the intrinsic absorption edge and in the infra
region of the spectrum.

1. EXPERIMENTAL CONDITIONS

The optical properties of undoped polydiacetylene TH
have been investigated in a number of papers~see, e.g., Refs
6 and 7!. Interest in these types of investigations stems fr
the high third-order nonlinear-optics susceptibilityx (3) of
this polymer. Because of the high absorption coefficient
polydiacetylene in the spectral range of interest, solid tra
parent films are prepared~see Refs. 6 and 7! based on poly-
methylmethacrylate ~PMMA! with a thickness d;10
215mm, in which the content of polydiacetylene crysta
was;3 wt %.7 Crystals of polydiacetylene are ‘‘suspended
in the transparent host with optically smooth walls~Fig. 1a!.

Unfortunately, this experimental geometry cannot
used to measure the extinction in doped polydiacetyle
since the key issue is how to measure extinction in the sa
sample at different doping levels.

The microcrystals of polydiacetylene THD intended f
measurement were prepared according to the method
scribed in Ref. 1. Initially needle-shaped polydiacetyle
2 © 1998 American Institute of Physics
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single crystals of lengthl;325 mm and diameterd;0.3
20.5 mm were twice subjected to mechanical grinding in
electric mill. The microcrystals obtained from this proces
ing were typicallyl;30250mm in length andd;325 mm
in diameter. Using ultrasound, a suspension of microcrys
lites in acetone was obtained. The suspension was painte
either a glass plate~for measuring extinction in the rang
5 000<n<25 000 cm21) or a polished plate of
n-germanium with carrier concentration close to intrins
~for measuring extinction in the range 400<n
<5 000 cm21). After the acetone evaporated away, a friab
opaque matted film formed on the substrate, with a satur
red color. The density of this film was;0.1 g/cm3, which is
approximately ten times less than the density of the sin
crystal modification of polydiacetylene THD. The structu
of the film, which is easily distinguished with the help of a
ordinary optical microscope, is qualitatively illustrated
Fig. 1b.

The film that forms on the substrate was doped in iod
vapor at 70 °C for 40 minutes. After doping the electric
conductivity and optical extinction coefficient were me
sured. Then the film was once more subjected to doping.
process was repeated until changes in the absorption s
trum indicated that the polydiacetylene was being destro
by ‘‘overdoping.’’ The maximum achievable value of ele
trical conductivitys was 53102321022 S/cm, which cor-
responded to a total doping time of about 48 hours.

The optical extinction coefficient was measured on
SF-20 spectrophotometer, while the electrical conductiv
was measured by the four-probe method.

2. MEASUREMENT RESULTS AND DISCUSSION

Figure 2a shows the spectral dependence of the ex
tion coefficient a for polydiacetylene THD in the rang
5000–25000 cm21 under various doping conditions. Th
solid curve1 corresponds to the spectrum of the undop

FIG. 1. Samples for measuring extinction. a! Sample for measuring extinc
tion coefficient of undoped polydiacetylene THD~see Refs. 6 and 7!. 1—
film of polymethylmethacrylate~PMMA!, 2—crystals of polydiacetylene
THD. The crystals are;325 mm in length, with diametersd<1 mm. b!
Sample for measuring extinction coefficient of doped polydiacetylene TH
The sizes of the crystals are the same as in Fig. 1a.
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original polymer. The numerical value of the extinction c
efficient is computed taking into account the density
single-crystal polydiacetylene THD.

Comparison of curve1 with curve 19 ~Fig. 2b!, which
corresponds to the spectrum for extinction of undoped po
diacetylene given in Refs. 6 and 7, shows the qualitat
similarity of both curves. The maximum of the extinction
located atn'17 000 cm21 (E0'2.1 eV on curve1 and
E0'2.28 eV on curve19!. Note that the maximum of the
extinction~curve18 in Fig. 2b! for the spectrum of undoped
polyacetylene5 corresponds to the valuen'18 500 cm21

(E0'2.29 eV!. It is well known that the average conjugatio
length in a polymer can be deduced from the value of
energy at the extinction maximum: the energy correspond
to the absorption maximum decreases with increasing co
gation length and tends towards the limiting value of;2 eV
for a sufficiently long conjugation length. For polyacetylen
for example, a value of the energyE0'2.1 eV was observed
in Ref. 4. Thus, we can conclude that in our polydiacetyle
THD, which was subjected to intense mechanical grindi
the average conjugation length remains very high, i.e., gri

.

FIG. 2. a! Spectral dependence of the extinction coefficient for polydiace
lene THD at various doping levels.1—undoped sample.s ~S/cm!: 2 —
s;1026, 3 — ;1025,4 — ;1024, 5 — ;1023. b! Spectral dependence o
extinction coefficient for undoped polydiacetylene THD measured in
geometry corresponding to Fig. 1a~curve 19! and the analogous depen
dences for polyacetylene under various doping conditions~see Ref. 5!.
18—undoped sample.s ~S/cm!: 28 — 20, 38 — 50, 48 — 100.
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ing the sample is not accompanied by mechanical destruc
of the polymer, and this initial high value is maintained. T
slight increase inE0 for curve 19 ~Fig. 2b! is perhaps ex-
plainable by arguing that microcrystals of polydiacetyle
THD undergo a slight nonuniform distortion within th
PMMA film.

The qualitative differences in the functionsa(n) for
curves1 and19 are very significant. The functiona(n) cor-
responding to curve1 is characterized by less absorption
the maximum (amax;1.63105cm21) than for curve 19
(amax;33105cm21), and a notable broadening. This diffe
ence can be entirely accounted for by the different exp
mental geometry~Fig. 1!.8

It is clear from Fig. 2a that as the doping level increas
a long-wavelength maximum appears on the curvea(n) in
the near IR region for values ofE1'E0/2. With increasing
doping levels, the amplitude of this maximum increas
Conversely, the amplitude of the maximum at an ene
E5E0 corresponding to the maximum for the undoped m
terial decreases monotonically with increasing doping lev
Qualitatively the picture is entirely analogous to the ofte
observed change in the extinction spectrum when poly
acetylene is doped~Fig. 2b!. Comparison of these spectr
indicates that the mechanisms for doping polydiacetyl
and polyacetylene are qualitatively analogous.

However, one important fact worth noting is that
polyacetylene at relatively low doping levels, when the a
sorption atE5E0 is still considerably larger than atE5E1,
we observe a very large scatter~over many orders of magni
tude! in the level of macroscopic conductivity~compare,
e.g., the data from Refs. 4 and 5! as a function of the dopant
doping regime, etc. However, at high doping levels, wh
conversely the absorption atE5E1 considerably exceeds th
absorption atE5E0, the macroscopic conductivity alway
turns out to be high (s;102100 S/cm!.

For curve5 in Fig. 2a, the absorption atE5E1 is prac-
tically equal to the original absorption atE5E0 in undoped
polydiacetylene THD, while the absorption peak atE5E0 is
almost entirely suppressed. Nevertheless, the value of
macroscopic conductivitys in polydiacetylene turns out to
be 4–5 orders of magnitude smaller than in polyacetylen

Within the framework of band theory, the absorption
photon energies ofE;E0 is viewed as absorption by
direct-gap one-dimensional semiconductor~see, e.g., Ref. 9!.
In this case the width of the semiconductor band gap co
sponds to energies somewhat smaller thanE0. The effect of
doping is to create an ‘‘impurity’’ level at the center of th
forbidden gap (E1'E0/2). In the language of chemica
bonds, the absorption atE5E0 is viewed as excitation of a
doublep-bond in the conjugated chain~in this case the ex-
citation energy ofp-electrons depends on the conjugati
length!. The absorption atE15E0/2 is connected with ‘‘ab-
sorption by free carriers’’~solitons or bipolarons!. It is rea-
sonable to infer things about the carrier concentration, an
choose between the two approaches, based on the rat
absorptions at the maxima corresponding to energiesE1 and
E0. For curve5 ~Fig. 2a! the ratioa(E1)/a(E0) is ;1.6. For
curve 48, a(E1)/a(E0)'1.43. Thus, for polydiacetylene
with its maximum attainable electrical conductivi
on
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s;1023 S/cm, this ratio is actually slightly larger than th
value of a(E1)/a(E0) for polyacetylene with an electrica
conductivity of onlys;102 S/cm.

Of course, even for the same material~polyacetylene!
the scatter in values ofs can be several orders of magnitud
for the same values ofa(E1)/a(E0). Depending on the ori-
entation of the fibers in the material, the density of the ‘‘fib
net,’’10 the mutual position of polymer chains and chains
donor ions, etc. can very strongly~exponentially! change the
relative number of free carriers that participate in the mac
scopic conductivity. For equal total concentrations of ca
ers, depending on the structural properties of the mate
different populations of carriers can be concentrated in i
lated clusters and ‘‘dead ends’’ on the one hand and in c
ducting chains of the infinite cluster type that provides t
macroscopic conductivity on the other.

The data given above show that in polydiacetylene TH
the total carrier concentration at attainable doping levels
probably no less than the carrier concentration in polyace
lene with a conductivity level of;10–100 S/cm~which al-
ready corresponds to ‘‘metallic’’ conductivity5,9,10!. Never-
theless, the record value of conductivity for dop
polydiacetylene THD is stills;331022 S/cm, i.e., consid-
erably smaller than for polyacetylene .

It is interesting to discuss the question of just what str
tural features of polydiacetylene determine this considera
difference in electrical conductivity. Analysis of scannin
electron microphotographs of the needle-like single crys
of polydiacetylene THD1,2 show that within each single crys
tal the position of the fiber is very ordered. The level
ordering is considerably higher than in the ‘‘nonoriented
polyacetylene~compare, e.g., with the corresponding ele
tron microphotographs shown in Fig. 3 in Ref. 10!. However,
we must take into account two facts. First of all, the sing
crystals that make up a macroscopic sample were orie
completely randomly in Refs. 1 and 2. Secondly, as our p
liminary investigations showed, the boundary between sin
crystals, even when oriented parallel to one another, i
potential barrier which prevents the exchange of charge
riers between neighboring fibers belonging to different sin
crystals. Thus, to the three mechanisms for transport lis
above that are characteristic for polyacetylene, we proba
must add a fourth in the case of polydiacetylene— intercr
talline transport between neighboring fibers belonging
neighboring crystals. We can hope that in the future a m
ordered arrangement of microcrystals and a succes
method for ‘‘disrupting’’ the intercrystalline boundaries wi
allow us to greatly increase the conductivity of polydiace
lene THD for the same amount of doping.

Figure 3a shows the spectral dependence of the ext
tion coefficient of polydiacetylene THD in the infrared re
gion ~400–4000 cm21). Curve1 in Fig. 3a is the extinction
spectrum for the original undoped polymer. In contrast to
spectrum of undoped polyacetylene~see, e.g., Ref. 5!, the
spectrum of polydiacetylene THD contains a relatively sm
number of characteristic maxima with rather small inten
ties: many types of vibrational transitions that are allowed
polyacetyline are forbidden in polydiacetylenes by select
rules ~see, e.g., Ref. 11!.
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In the doped material~curves2 and 3 in Fig. 3a! the
absorption bands characteristic of the original polydiace
lene THD are not observed. In contrast to polyacetyline, d
ing does not lead to the appearance of a new absorption
in the spectrum~compare with curves18–58 in Fig. 3b!.

In the spectrum of doped polydiacetylene THD we o
serve distinct ‘‘steps’’ in the regionsn;625, ;1000 and
;1800 cm21. An abrupt increase in the extinction whenn
exceeds;625 cm21 is clearly observed in the spectrum
undoped polydiacetylene THD as well~curve 1 in Fig. 3a!.
The corresponding features in the spectrum of undoped
terial for n;1000 and;1800 cm21 are practically invisible.
The nature of these features is unclear at the present tim

The increase in the long-wavelength absorption coe
cient with increasing doping level is usually associated w

FIG. 3. a! Spectral dependence of the extinction coefficient for polydiace
lene THD in the long-wavelength region for various doping levels.1—
undoped sample (s,1029 S/cm!. s;1024 ~2! and ;1023 S/cm ~3!. b!
Spectral dependence of optical density for polyacetylene at various do
levels~see Ref. 5!. s ~S/cm!: 18 — 1, 28 — 6, 38 — 15, 48 — 30, 58 — 40.
-
-
nd

-

a-

.
-

h

free-carrier absorption. Actually, the absorption in the lon
wavelength region increases monotonically with increas
conductivity of the material both for polyacetylene and f
polydiacetylene THD~Fig. 3a!. It is clear from Fig. 3b that
the functionsa(n) for doped polyacetylene are, to good a
curacy, parallel over a very wide range 400<n
<3000 cm21, which is also characteristic of free-carrier a
sorption. However, this absorption differs qualitatively fro
absorption in ‘‘classical’’ semiconductors, in that the abso
tion a in normal semiconductors~Si, Ge, GaAs, etc.! in-
creases with increasing wavelengthl of the incident light
(a;l2). This feature arises for quite fundamental reaso
the smaller the photon energy, the smaller the momentu
‘‘free carrier’’ must obtain from the lattice~phonons! or
from impurities in order to absorb the light photon. It is cle
from Fig. 3b that for polyacetylene the opposite situati
obtains: if we exclude individual bands, the absorption d
creases with increasing wavelength~see also Ref. 12!. It is
clear from Fig. 3a that for polydiacetylene THD this te
dency is still more sharply expressed. This fact also argue
favor of the assumption that the overwhelming number
carriers created as a result of doping are concentrated in
lated clusters and ‘‘dead ends.’’

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 96-03-32462-a!.
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Negative space charge and electric field intensity in polymeric insulators at low
temperatures
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The effect of negative space charge accumulation due to injection of electrons from cathode
microprotrusions on the steady-state and transient electric field distributions in polymer dielectrics
is discussed. An isolated microprotrusion is modeled by a spherical capacitor in which an
electrode of smaller radius is the cathode. The calculations include the fact that the distribution
of negative space charge depends on the rate of capture and liberation of electrons by
traps, while the activation energy of this process depends on the electric field intensity. An
exponential energy distribution is proposed for the traps. It is shown that significant electrical
overvoltages can only appear near the cathode microtips immediately after switching on
the voltage. In the course of 102621025 s, the coefficient of electrical overvoltage drops to a
few units and approaches its steady-state value. The region of significant electrical
overvoltage is localized, and is the same order as the dimensions of the microtip. ©1998
American Institute of Physics.@S1063-7834~98!04106-9#
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There has always been great interest in the study of
processes of space charge accumulation in polymer die
trics and the distribution of electric fields within them. Th
reason for this is that these field intensities determine the
of electrical damage of the polymers, and the point where
electrical overvoltage is localized determines the region
which the damage is most intense.

In strong electric fields, a negative space charge in po
mers accumulates due to field emission of electrons from
cathode. Tunneling of electrons takes place not from the
tire electrode surface but only from individual microtips l
cated on it, at which the value of the electric field intens
exceeds its average value. Injected electrons captured
traps form the negative space charge. We can assume
effects due to negative space charge will be most eviden
low temperatures, where the emptying of traps is hindered
distinguishing feature of polymer dielectrics is their hig
concentrations of neutral traps. The dominant type of trap
polymers is the intermolecular cavity, i.e., a trap of structu
type.1 Such traps are classified in a rather nominal way
deep or shallow. It is assumed that, at room temperat
traps with a depth of more than 0.5 eV belong to the ‘‘dee
class, since most of the negative space charge will accu
late in them. The concentration of deep traps is estimate
be 1018 cm23.2

The calculations published in the literature of the dis
bution of fields and charges in polymers are based on s
plified models of the polymer dielectrics. Specifically, t
presence of traps in these materials is taken into acc
either by introducing a drift mobility3 or by assuming tha
only single-energy traps are present.4 However, in real poly-
mers the traps are distributed with respect to ‘‘depth,’’ i.
energy. It is this circumstance that we shall discuss in
paper. It is assumed that polymer dielectrics are charac
1061063-7834/98/40(6)/5/$15.00
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ized by an exponential distribution of traps with respect
depth:5

M ~U !5n~kT0!21exp@2U/~kT0!#. ~1!

Here M (U) is the density of the trap distribution with re
spect to energy,n is the total trap concentration (n
'1020cm23), U is the depth of the trap,k is the Boltzmann
constant, andT0 is a parameter of the distribution with th
units of temperature. The value of the parameterT0 is deter-
mined from the relation

n1'n~kT0!21E
U1

`

exp@2U/~kT0!#dU,

wheren1 is the concentration of deep traps at room tempe
ture andU150.5 eV. A value ofT0'1000 K is obtained.

At low temperatures, the molecular motion in the pol
mer is hindered and electrons can only be liberated from
traps by thermally activated ejection. That is, electrons
released from those traps whose barriers equal its the
depth.4 If we take the shape of the trap to be rectangular,
escape frequency of an electronP(U, E) from the trap can
be written

P~U, E!5n0 exp@2~U2eaE!/~kT!#, ~2!

wheren0'1013 s21, e is the electron charge,a is the half-
width of the trap (a5231028cm),E is the local field inten-
sity, which is a function of time and coordinates, andT is the
temperature. Electrons that have left the trap drift in the
termolecular space of the polymer with a velocity det
mined by the microscopic mobilitym0, whose value is esti-
mated to be roughly equal to 1 cm2/(V•s!.2

In accordance with the statements made above, the
netics of capture and liberation of electrons from traps
depthU will be determined by the relation
6 © 1998 American Institute of Physics



y
an
ro

(

ed
or
r

fa

re

a

an
t

s

t

en
a
le
is

t
tia
l-
ic

i
In

ge

ry,

-

e
a

ally
in

ter
d a
s the
r-

ol-

be
is-

up

nd
an-

on
eri-
a

is

om
as-

aps

.

-

t

1067Phys. Solid State 40 (6), June 1998 V. A. Zakrevski  and N. T. Sudar’
d@ntr
u~ t,r !#/dt5vs@M ~U !2ntr

u~ t,r !#

3n0~ t,r !2ntr
u~ t,r !P~U, E!, ~3!

wherentr
u(t,r ) andn0(t,r ) are the energy distribution densit

for traps occupied by electrons, which depends on time
the coordinates, and the concentration of quasi-free elect
respectively,v is the velocity of the electrons, ands is the
capture cross section for an electron by a structural traps
'10215cm2).

A convenient model for the nonuniform field associat
with a microprotrusion is the field of a spherical capacit
For r 0!R ~where r 0 is the radius of the smaller-diamete
electrode, i.e., the cathode, andR is the radius of the anode!,
emission from a spherical cathode is approximated satis
torily by injection from a point contact.6 It should be noted
that the model of a spherical capacitor probably matches
conditions only at distances for whichE(r )>Emid , where by
Emid we mean the field intensity in a sample with plan
geometry and thicknessd5R2r 0.

The system of equations that describes the field
charge distributions includes the Poisson equation and
continuity equation along with Eq.~3!, which can be written
in a spherical system of coordinates

d@r 2E~ t,r !#/dr52e~««0!21@ntr~ t,r !1n0~ t,r !#, ~4!

d@r 2I ~ t,r !#/dt5ed$@ntr~ t,r !1n0~ t,r !#%/dt, ~5!

wherentr(t,r ) is the total concentration of trapped electron
« is the dielectric permittivity of the polymer dielectric,«0 is
the dielectric constant, andI (t,r ) is the conduction curren
density, which equalsI (t,r )5em0n0(t,r )E(t,r ), since in
strong electric fields the diffusion component of the curr
can be neglected. To this system of equations we must
the equation that determines the current density for autoe
tron emissionI c . The density of this emission current
given by an equation like that of Fowler–Nordheim.7 In ac-
cordance with Eqs.~8!, ~9! it can be written in the form

I c51.55310210Ec
2W21exp@26.863109W3/2s~y!/Ec#,

~6!

where I c is given in A/m2, Ec is the field intensity at the
cathode~in V/m!, s(y) is a function that takes into accoun
the effect of the image force on the height of the poten
barrier, andW is the height of the barrier at the meta
polymer boundary through which the electrons tunnel, wh
is estimated to be roughly 3.5 eV.4

1! Steady-state case. For d@ntr
u(t,r )#/dt50 we have

ntr
u~r !5vsM ~U !/@vsn0~r !1P~U, E!#. ~7!

In order to calculate the total concentration of electrons
traps, Eq.~7! must be integrated with respect to energy.
troducing a new variable of integrationx5exp@2U/(kT0)#
we obtain

ntr~r !'vsn0
21n0~r !nE

0

1

dx/@vsn0~r !1xp#, ~8!

where p5T0 /T. Since at low temperatures we havep@1,
while the concentration of quasifree electrons is not lar
d
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@vsn0
21n0(r )#1/p!1 and the integral in Eq.~8! can be re-

duced to tabular form~Ref. 10, Eq. 856.05!. Then

ntr~r !'n$vsn0
21n0~r !exp@2~eaE!/~kT!#%1/p. ~9!

When the field and charge distributions are stationa
Eq. ~5! implies that

n0~r !5I cr 0
2/@em0r 2E~r !#. ~10!

The combined solution to Eqs.~4!, ~9!, and~10! allows
us to computeE(r ) andntr(r ) within the model system un
der discussion. The boundary condition is thatE(r 0)5Ec .
By applying a voltageV to the sample and varyingEc , we
can choose a functionE(r ) that satisfies the condition
* r 0

R E(r )dr52V, which will be the field distribution we

seek.
2! Transient case. The dynamics of negative spac

charge accumulation were analyzed for this model with
step voltage applied to the sample. We assume that initi
there is no charge in the sample, and the field distribution
it is determined by the geometry of the electrodes. Af
switching on the voltage, injection of electrons begins an
negative space charge accumulates in the traps. It affect
field distribution in the sample and limits the injection cu
rent.

The algorithm used to solve this problem was the f
lowing. A certain time discretizationDt was chosen during
which the field and charge distributions are assumed to
unvarying within the entire interelectrode space. The d
tance between the large and small spheres was divided
into N segments of lengthDr 5(R2r 0)/N, whereDr !r 0.
Each segment corresponds to a spherical shell of volumeVi ,
in which the field intensity is assumed to be constant a
changes discontinuously when we go from one shell to
other. We assume that at timet j a field distribution is set up
in the sample such that the field intensity equalsEi , j in each
i -th shell~here and in what follows the first subscripti labels
the shell, while the secondj labels the time interval!. This
field intensity is calculated using data on the distributi
ntr

i ,( j 21) of the trapped electron concentration over the sph
cal shell obtained from the previous time interval. After
time Dt charge is injected into the sample equal toDQ
54pr 0

2I c(t j )Dt. The density of the autoelectron current
calculated from Eq.~6!, in which we setEc5E(r 0 ,t j ). The
injected electrons are treated as quasifree. As they drift fr
anode to cathode, they could be captured at traps. We
sume that electrons are captured only by that set of tr
whose retention time exceedsDt. The minimum depth of the
‘‘active’’ traps for which this condition is satisfied, using Eq
~2! is given by

Umin
i , j 5eaEi , j1kT ln~n0Dt !. ~11!

Since the quantitiesEi , j are different in each shell, the con
centrations of ‘‘active’’ trapsna

i ,( j 21) should differ as well.
The value ofna

i , j can be calculated by integrating Eq.~1!
over energy in the limits fromUmin

i,j to infinity. We find that
na

i , j5n exp@2Umin
i,j /(kT0)#.

Let us assume thatN0
( i 21),j quasi-free electrons drif

from layer i - 1 to layer i . If the concentration of ‘‘active’’
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traps na
i , j turns out to be larger than the concentration

electrons on trapsntr
i ,( j 21) , then a portion of the drifting elec

trons are captured at these traps. The number of elect
captured at traps in thei -th layer at timet j is given by

DNtr
i , j5$12exp@2sDr ~na

i , j2ntr
i ,~ j 21!!#%N0

~ i 21!, j . ~12!

The capture of some of the electrons increases their c
centration at the traps up to a valuentr

i , j5ntr
i ,( j 21)

1DNtr
i , j /Vi , while the number of electrons capable of dri

ing into layeri 1 1 decreases by an amountDNtr
i , j .

If the concentration of ‘‘active’’ traps at timet j turns out
to be smaller than the concentration of electrons that ac
mulate in the ‘‘active’’ traps at timet j 21, i.e., na

i , j

,ntr
i ,( j 21) , then we assume that some of the electrons le

the traps and the conditionntr
i , j5na

i , j is satisfied. A decreas
in the number of ‘‘active’’ traps implies an increase in th
number of free electrons capable of drifting into the ne
layer. The total number of electrons drifting into layeri 1 1
is in this case determined byN0

( i 11),j5N0
( i 21),j1@ntr

i ,( j 21)

2ntr
i , j #Vi .
In what follows, we shall use an analogous approach

calculate the electron concentration in layeri 1 1 at timet j ,
etc. from layer to layer, as long as the total injected cha
DQ is not exhausted or the electrons do not reach the an
where they are neutralized, i.e., we use the valueN0

R, j50.
Thus, we determine the charge distribution in the int

electrode space, and based on it we can undertake to c
late the field distribution in the sample.

The solution to the Poisson equation~4! for the micro-
protrusion model under discussion can be written in
form3

E~ t,r !5~r 0 /r !2@Ec~ t !1q~r ,t !/~4p««0r 0!#, ~13!

where

q~r ,t !54pE
r 0

r

r~x,t !x2dx,

andr(x,t) is the space charge density andEc(t) is the time-
dependent field intensity of the cathode, which equals

Ec~ t !5~REmid!/r 02R@4p««0r 0~R2r 0!#21

3E
r 0

r

x22q~x,t !dx. ~14!

The functionq(r ,t) describes how the negative space cha
changes in the polymer asr increases fromr 0 to R. Since the
concentration of electrons at traps is constant in each sp
cal shell, we setr(x,t)5entr

i , j in these calculations, and th
integral in Eq.~14! is calculated in explicit form. The expres
sions given above allow us to compute the charge distr
tion in the interelectrode space at timet j 11.

3! Results of calculations. All the calculations were done
for R52.5mm and r 050.25mm. Since experiment show
that the breakdown voltage for the majority of polymer film
of thickness 223 mm is around 2 kV, in these calculation
we setV52000 V, which corresponds to an average elec
field intensityEmid5889 MV/m. For the transient regime w
pick Dt51029 s, N5225.
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Figure 1 shows the results of a calculation of the stea
state distribution of field intensity in the sample at tempe
tures of 30, 77, and 150 K~curves1 — 3!. This figure shows
the field distribution in the absence of bulk space cha
~curve 4). It is clear that as the temperature decreases
degree of boundedness of the negative space-charge fie
creases. Thus, atT5150 K the coefficient of electric over
voltage at the cathodekel'5 „kel5E(r )/Emid…, at T577 K
kel'2, while for T530 K the negative space charge limi
the field at the cathode to a value smaller thanEmid , i.e.,
kel,1. The region of electric overvoltage is localized to t
immediate vicinity of the cathode, with a linear size;r 0. If
we compare the results of this calculation of the electric fi
distribution with the calculations given in Ref. 4 for a
analogous microprotrusion model but for a polymer w
single-energy traps, we note that in the latter case the lim
ing of the field turns out to be stronger. In fact, for singl
energy traps of depth 1 eV~with a trap concentration
1019cm23) the field at the cathode becomes bounded b
value;Emid at T5100 K, while for traps with an exponen
tial energy distribution this happens only atT530 K. At
higher temperatures (T5150 K! for a model with single-
energy traps of depth 0.5 eV the value ofkel at the cathode
turns out to be;2.3, whereas for a model with an expone
tial distribution of traps this value increases to 5, i.e.,
more than a factor of 2.

The form of the functionE(r ) and the degree of limiting
of the negative space-charge field in the near-cathode re
are determined by the magnitude and distribution of cha
in the sample. In Fig. 2 we show the functionntr(r ) calcu-
lated for temperatures of 30~curve1!, 77 ~curve2!, and 150
K ~curve 3!. At T530 K the maximum concentration o
trapped electrodes (ntr.max) is reached at the cathode. At th
temperature, the limiting of the field is most apparent at
cathode~the field intensity is close to average!, and conse-
quently the effect of the electric field on the probability
ejection of electrons from the traps is not as marked as it i

FIG. 1. Steady-state distribution of electric field with respect to depth i
the sample at various temperatures.T ~K!: 1—30, 2—77, 3—150, 4—no
negative space charge.
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higher temperatures. As the temperature decreases, the
of the functionntr(r ) changes. This is because the probab
ity of emptying a trap increases with increasing temperatu
a lower charge accumulates in the sample, and the degre
field limiting at the cathode decreases. The rising field int
sity in this region of the sample increases the probability
ejection of electrons from the traps even more. Eventua
so many traps in the near-cathode region are emptied tha
concentration of electrons becomes less than the bulk
centration.

As the negative space charge forms, electrons are
tured at traps lying at different depths. Since the traps
distributed with respect to energy and the rate of liberation
electrons from them depends on the trap depth and elec
field intensity, the energy density of traps occupied by el
trons will be different in different regions of the polymer. I
steady state, the value ofntr

u(r ) was calculated from Eq.~7!
for different temperatures and different points of the samp
Functions1–3 in Fig. 3 were obtained forr 5r 0 at 30, 77,
and 150 K respectively. It is clear that as the temperat
increases, and the electric field at the cathode connected
it increases, the maximum of the distribution density (ntr.max

u )
shifts to deeper trap levels, and the quantityntr.max

u rapidly
decreases. It should be noted that as the temperature
creases the number of traps at which electrons are capt
decreases, since capture can take place only for traps tha
sufficiently deep. The minimum depth for such traps at
cathode can be calculated from the conditionUmin2eaEc

50. It is found that forT530 K Umin50.1 eV, forT577 K
Umin50.358 eV, while forT5150 K Umin50.9 eV.

Curves 18– 38 of this figure were calculated forr 52r 0

at 30, 77, and 150 K respectively. For this region of t
polymer, along with the dependence on temperature we h
E(r )'Emid ~Fig. 1!. It is clear that the quantityntr.max

u and its
position are practically temperature independent. Increa
the temperature leads only to a decrease in the slope o
left-hand portion of the resulting distribution.

FIG. 2. Steady-state distribution of the concentration of electrons at t
with respect to depth into the sample at various temperatures.T ~K!: 1—30,
2—77, 3—150.
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Thus, the energy spectrum of traps occupied by el
trons, and the way it changes under heating or cooling of
polymer, differ significantly as we go from deep in th
sample to the near-cathode region. On the whole, howe
based on these calculations of the steady-state field distr
tion and charge distribution, we can assert that when an e
tric field acts for a long period on the sample the bulk ne
tive charge injected into it is incorporated to a considera
depth~even at cryogenic temperatures!. The negative space
charge that forms limits the field near the cathode so t
electric overvoltages at the cathode practically disappea
T530 K. However, as the temperature increases, the va
of kel increase to values of order one.

There is interest in thoroughly analyzing the dynamics
negative space charge accumulation in polymers and
change in the character of the field distribution in a sam
with time. To this end, we calculated the transient field d
tribution and charge distribution in a model sample. Figur
shows the dependence of the transient distributionE(r ) near
the cathode atT577 K at various times while the voltage i
applied: 0.1, 1, 10, 100, and 1000ms ~curves 125 respec-
tively!. In all cases the maximum field intensity (Emax) is
reached at the cathode-polymer boundary (r 5r 0), whereas
the value of Emax decreases with increasing time durin
which the electric field acts on the sample. All the transie
functionsE(r ) are monotonically decreasing, so that forr
>3r 0 we haveE(r ,t)'Emid . Analysis of changes in the
values of the electrical overvoltage at the cathode with ti
show that they are nonuniform. Within a time;1025 s, after
switching on the voltage, the value ofkel decreases from 10
at t 5 0 to 4.37 att51025 s, and differs from the value o
kel for a steady-state distribution by more than a factor of
Subsequent decreases inkel occur quite slowly, so that a
times;1023 s kel has only decreased from 4.37 to 3.36, i.
by a factor of 1.3 in all, and still differs from the steady-sta
value by a factor of 1.68. Extrapolation of this function to t
long-time region~direct calculation of the field and charg

psFIG. 3. Distribution density for traps occupied by electrons versus energ
various points in the sample and at various temperatures forr 5r 0 ~1–3! and
2r 0 (18238). T ~K!: 1,18—30, 2,28—77, 3,38—150.
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distributions fort.1023 s are hindered by an unacceptab
large expenditure of computer time! shows that the value o
kel.max differs from its steady-state value by 10% after 0.1

Figure 5 shows the results of calculating the distribut
density for negative space charge captured by traps with
spect to depth into the sample atT577 K at different times:
0.l, 1, 10, 100, and 1000ms ~curves1–5!. A maximum in the
negative space charge density forms at a certain dista
from the cathode and, as the time in which the electric fi
acts on the sample increases, it drifts towards the cath
However, the value ofntr.max obtained for the steady-stat
distribution of charge is somewhat smaller than for the tr

FIG. 4. Electric field distribution versus depth in the sample atT577 K and
at various times after voltage is switched on.t(ms!: 1—0.1, 2—1, 3—10,
4—100,5—1000.

FIG. 5. Distribution of the concentration of electrons at traps versus d
into the sample atT577 K and at various times after switching the voltag
on. t(ms!: 1—0.1, 2—1, 3—10, 4—100,5—1000.
.
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sient case. The reason for this is that in calculating the tr
sient charge distribution the ejection of electrons from tra
was only calculated approximately.

Comparing the transient field and charge distributio
shown in Figs. 4 and 5, we note that initially the field dist
bution near the cathode is close toE(r ) determined for no
negative space charge. Under these conditions, electron
practically incapable of remaining in the traps near the ca
ode, where the field is high. As they drift toward the anod
some are captured by traps in the sample bulk and s
reach the anode. The long range of electrons in the samp
caused by the small capture cross section of electrons
neutral structural traps in the polymer, and conseque
their low capture probability at these traps, and also the
creased probability for liberating electrons from the traps
strong electric fields. The charge accumulated in a short t
still weakly limits the field at the cathode. As time passes
concentration of electrons increases and the limiting of
field becomes more and more effective.

Thus, our discussion of the dynamics of negative sp
charge accumulation in polymers and the changes in
electric field distribution in the sample associated with t
accumulation allow us to conclude that significant electri
overvoltages near a microprotrusion at the cathode can
arise immediately after switching on the voltage, and t
very soon thereafter, in the course of 102621025 s, the co-
efficient of electrical overvoltage decreases to a quantity
order one. Then the rate of change decreases, so tha
process of establishing a steady-state field and charge d
bution occupies a considerably longer time~of order 1021 s!;
during this period, the electric field near the cathode
creases slowly, while the maximum of the electron density
the traps gradually drifts from deep in the sample to
cathode.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 95-03-08144!.
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Molecular motion and distinctive features of the strength of thermotropic liquid-crystal
oriented polymers * …

E. A. Egorov, A. V. Savitski , V. V. Zhizhenkov, and I. A. Gorshkova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 18, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1173–1177~June 1998!

Nuclear magnetic resonance~NMR! is used to study molecular motion in two fully aromatic
oriented liquid-crystal~LC! polymers~the copolymer with the brand name Vectra and poly-para-
phenylphenyleneterephthalate! at high temperatures up to 610 K. Above the temperature of
the thermotropic transition, a fine structure is observed in the NMR spectra analogous to structures
seen previously only in studies of low-molecular-weight LC materials. Analysis of the
results indicates that macromolecules in the LC state participate in cooperative types of motion.
The relation between structural rearrangements and hardening during thermal processing is
discussed, along with the role of distinctive features in the molecular motion in the mesophase.
© 1998 American Institute of Physics.@S1063-7834~98!04206-3#
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According to the concepts advanced by S.
Zhurkov,1–3 the failure of solid bodies is an activated proce
which develops in time and depends on the temperaturT.
The lifetime of a samplet subjected to a mechanical stresss
is given by the expression

t5t0 exp~~U02gs!/kT!, ~1!

wheret0'10213 s is the period of atomic vibrations in th
solid, U0 is the activation energy for the failure process, a
g is a coefficient that takes into account the structure of
solid and especially the nonuniformity of the distribution
local stresses in it. Thus, the tensile strengthst is physically
meaningful for the specified timet during which the sample
is under load:

st5~1/g!~U02kT ln~t/t0!!. ~2!

During active loading an effective value ofst can be
computed.3

According to Ref. 2, hardening of solids can occur e
sentially as a result of either a decrease in the local st
concentration~decreasingg) or an increase in the net energ
barrierU0.

For bent-chain polymers, the primary method of hard
ing is orientational drawing, in which the increased hardn
is due only to a considerable decrease in the coefficientg ~by
factors of 10 or more!.3 Orientational drawing is effective
above the glass forming temperature, when some of
amorphous regions are carried along by an intense motio
segments. As the hardness increases, the segment mobi
braked, i.e., mechanical glass forming takes place,4,5 which
imposes a limit on the process of structural rearrangemen
general outline, this is the interrelation between molecu
dynamics and the strength of bent-chain polymers.

Thermotropic fully-aromatic liquid-crystal~LC! poly-
mers with mesogens in the primary chain constitute a spe
class. Their chains are so rigid that true segment~micro-
brownian! motion, which is connected with the almost fre
reorientation of individual units in space, is impossible
1071063-7834/98/40(6)/4/$15.00
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them. The patterns of their hardening are also fundament
different. A high degree of orientation of the macromo
ecules of the LC polymers can be achieved even during
process of forming fibers, and further hardening~an increase
of st by several times! takes place as a result of therm
processing, specifically, heating the polymer for a cert
time at a temperature close to the thermotropic transit
temperature. In this case the coefficientg changes negligibly
or not at all, and lengthening of the sample practically do
not occur;6 instead, the increase in hardness is connec
with an increase in the energyU0.

In the literature there are data on the increase in deg
of crystallinity and changes in the crystal modifications d
ing thermal processing of thermotropic LC polymers; it
observed that the dynamic elasticity modulus falls sharply
we approach the transition temperature to the LC phase,
then once more increases as the structure is rearranged.7,8 We
do not exclude the possibility of chemical conversions a
cross linking of macromolecules at high temperatures.9 All
of these effects can be related to hardening. In order to p
duce appreciable collective rearrangements during ther
processing it is necessary to invoke a specific type of m
lecular motion. The experimental study of this issue is
goal of the present paper.

As the basic method for investigation we used broad-l
NMR. We knew that low-molecular-weight thermotropic liq
uid crystals have wide spectra, like solids, but with a ch
acteristic fine structure that reflects the makeup of individ
molecules.10 The fine structure results from averaging t
dipole-dipole intermolecular interactions caused by the
creased molecular motion in the LC phase.

We know of no NMR spectra for the LC phase of the
motropic polymers given in the literature.

1. METHOD

A NMR spectrometer, which was made at the Iof
Physicotechnical Institute, allowed us to record both the fi
1 © 1998 American Institute of Physics
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derivative of the absorption spectrum and the original sp
trum directly at temperatures up to 610 K; the latter measu
ments used magnetic field modulation by large rectang
pulses.4 For monitoring we also used differential therm
analysis and measurement of the sound velocity in
samples at various temperatures. Our basic investigat
were carried out in highly oriented fibers of the LC
copolymer with the industrial brand name Vectra A95
which contained 70 mole% of fragments of
hydroxybenzoic acid and 30 mole% of 6-hydroxy-
naphthoic acid. The fibers were obtained by forming of ori
nal material from the Hoechst–Celanese Corporation.
also conducted trials on oriented fibers of poly-pa
phenylphenyleneterephthalate~PPT!. The polymer was syn-
thesized in the laboratory of A. Yu. Bilibin~Institute of High
Molecular Weight Compounds of the Russian Academy
Sciences!, and fibers were fabricated and tested on laborat
apparatus of the Ioffe Physicotechnical Institute.

The structural formulas for these samples are shown
Fig. 1. In macromolecules of Vectra, the phenylene a
naphthalene units are distributed statistically. In PPT,
lateral phenyls can be joined to any of four carbon atoms
the phenylene ring within the main backbone. A distincti
feature of these LC polymers is the fact that mesoge
groups in them are located in the primary backbone and
not separated by bent ‘‘decoupling’’ units, i.e., spacers. T
gives the macromolecules a high rigidity, and their molecu
motion is considerably restricted. The mechanical charac
istics of the samples~initial and after thermal processing! are
listed in Table I. Here the tensile strength corresponds

FIG. 1. Structural formulae of objects of study.1—Vectra A950,2—PPT.
The arrow denotes the direction of the axis of orientation for the samp
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lifetime under load oft'0.1 s. The parametersg and U0

were determined from mechanical trials based on the met
described in Ref. 11.

2. RESULTS

Previously, NMR was used by Allenet al.,12,13 to inves-
tigate an orienting material close in composition to Vect
but only up to a temperature of 423 K; it was shown th
~nearly free! rotation of the phenylene groups can occur
373 K, and that the naphthalene units can rotate at 423
Thus, below 423 K the polymer admits only local forms
molecular motion that are characteristic of solids. We
interested in much higher temperatures.

Figure 2 shows NMR spectra~first derivative! for
samples of Vectra at various temperatures. The axis of fi
orientation coincides with the direction of the magnetic fie
of the spectrometer. The samples were first heated to 42
in order to remove traces of moisture. Spectra1–5 refer to
the original sample; as they were plotted, the sample w

FIG. 2. NMR spectra of Vectra copolymer. Experimental spectra bef
thermal processing~1–5! and after thermal processing~6! are at various
temperatures.T ~K!: 1—293, 2—423, 3—473, 4—543, 5, 6—573. 7—
theoretical calculation,8—results of superimposing spectra2 and 5 in the
ratio 60%:40%. The axis of orientation of the samples is parallel to
magnetic field of the spectrometer.
TABLE I. Sample characteristics.

Original Sample After thermal processing

Polymer s, GPa g, cm3/mol U0, kJ / mol Thermal processing conditions s, GPa g, cm3/mol U0, kJ / mol

Vectra 1.35 45.3 130 Three-step process: 2.75 39.0 176
523, 543, 560 K,

Overall time — 8 h

PPT 1.0 51.1 120 593 K, 4 h 3.0 50.4 220
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kept at high temperature for no more than 7–10 minu
after which the thermal processing was interrupted. Ho
ever, when the sample in the spectrometer was kept at 57
for long periods and its spectrum was periodically record
it was observed that the shape of the spectra changed
time. After three hours, the spectrum6 ~Fig. 2! was recorded,
with considerably poorer resolution.

As reported in Ref. 12, for not-too-high temperatures
spectra of the Vectra copolymer consist of triplets, who
resolution improves with increasing temperature. The trip
structure is a result of superposition of a doublet from
protons of the phenylene ring~proton pairs! on a more com-
plicated trace with a central component of its spectrum, co
ing from groups of the three nearest protons in the naph
lene fragment. The structure is easy to see because o
considerable separation of the groups from one another
the rather low overall proton concentration. A fundamen
change in the spectrum takes place above 423 K. At 423
fine structure takes shape and evolves against the b
ground of an overall broad spectrum that is characteristic
solids. In spectrum5 seven components are visible. W
claim that that this spectrum is characteristic of LC states
the solid, despite the fact that the solid is high- molecu
weight. Such ‘‘liquid-crystal’’ spectra were also observed f
other orientations of the sample in the magnetic field of
spectrometer at 573 K. Consequently, the chain structur
the polymer does not prevent certain cooperative types
molecular motion which lead to considerable averaging
the intergroup magnetic dipole-dipole interactions.

Fine structure was also observed in the NMR spectr
of PPT ~Fig. 3! above the thermotropic transition temper
ture ~600 K!, which was monitored by differential therma
analysis.

3. DISCUSSION OF RESULTS

Analysis of the results in terms of second moments
the spectra is not very effective in describing the fine str
ture, because this integral characteristic is only slightly s
sitive to the changes in shape that occur near the center o
spectrum, while the overall width does not change. The
fore, in order to extract additional information about the m

FIG. 3. NMR spectra of PPT copolymer for various temperatures.T ~K!:
1—293, 2—423, 3—605. The axis of orientation is perpendicular to th
magnetic field.
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lecular motion we attempted to calculate the shape of
spectrum of a Vectra sample oriented along the magn
field ~this case is the most convenient for calculation!. The
spectrum of the copolymer should consist of a superposi
of two spectra: a doublet from the pair of nearby protons
phenylene rings, and a more complicated system consis
of seven components and the spectrum from the group
three closest-in protons in the naphthalene fragments. If th
were no intergroup interactions at all, these spectra sho
consist of infinitely narrow lines whose intensity and po
tions can be exactly calculated~Refs. 14 and 15 for a pai
and trio of protons respectively!. In order to obtain the nec
essary data on the interproton distance within groups and
orientations of the internuclear vectors relative to the m
netic field of the spectrometer, we used the results ofx- ray
structural investigations.16,17 It was assumed that the macro
molecules were completely oriented relative to the fiber a
and that the existing intergroup dipole-dipole interacti
would actually lead to broadening of the spectral lines int
Gaussian. Thus, the computed spectra should consist
convolution of two functions: the line shape spectrum an
Gaussian curve. By selecting individual values of the disp
sions of the Gaussian curves for the phenylene and naph
lene fragments alone (bph

2 andbn
2 respectively! we obtain the

spectrum7, which is closest in form to the experiment
spectrum5 ~Fig. 2!. In computing this spectrum we assume
that bph

2 50.18 G2, bn
250.09 G2.

The value of the dispersion characterizes the spec
width of groups of protons caused by dipole-dipole intera
tions with all the neighboring protons that do not belong
the given group. The fact thatbph

2 is larger thanbn
2 is under-

standable: motion of the cumbersome naphthalene fragm
requires a larger free volume. Agreement between the ca
lated and experimental spectra appear to be good to us
pecially since we are discussing a derivative for which a
change in the shape is indicated much more sharply. Th
fore, the values of the dispersion can be treated as real q
titative characteristics of the intergroup interaction. The
values turn out to be so small that we cannot explain them
averaging only the interchain dipole-dipole interaction: t
action of two groups of protons on one another within
single fragment of the macromolecule should lead to a la
broadening of the components of the spectrum. When
macromolecules are oriented along the magnetic field of
spectrometer the intermolecular interaction should be a
aged only when the motion of fragments of the chain is m
complicated than a rotation around fixed axes; the orienta
of these axes, and thus the configuration of the chain its
should be continuously changing in space. Thus, the g
resolution of the spectral components in the original polym
at 573 K allows us to draw conclusions about the chara
of the molecular motion in the LC phase: the chains exec
cooperative motions connected with random changes of t
configuration. Such motions can be modeled by repeated
tions of the chain in a de Gennes ‘‘tube.’’18 However, for the
LC phase, these tubes should be almost completely stra
ened out and oriented along the fiber axis, which is unlik
true melt. As a result of reptation, ‘‘successfull’’ positions
fragments of neighboring chains can arise, leading to
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formation of crystals. According to Ref. 7, during therm
processing the degree of crystallinity of Vectra polym
reaches 30%. The nature of the LC state is such that we
not need to apply a tensile force to maintain the straighte
state of macromolecules~as occurs in bent-chain polymers!.
The structural rearrangement during thermal process
takes place in the absence of a directed mechanical field
probably is determined by random approaches of the cha
Therefore, the process of structural rearrangement ta
place slowly; this is also due to the irregular~statistical!
structure of the macromolecules. The thermal process
lasts for tens of minutes or hours. The crystallites that app
during thermal processing may be treated as nodes~AC or
DC! that join neighboring macromolecules,7 which should
lead to restriction in the molecular motion. Obviously, t
resolution of the NMR spectra should be worse after p
longed heating if this is true~compare spectra5 and6 in Fig.
2!. Here we also can identify an analogy with bent-cha
polymers: in order to rearrange the structure and harde
specific cooperative motions of the macromolecules
needed, so that this motion is suppressed as the stru
becomes more perfect. For the point of view of molecu
dynamics the state of the LC phase can be regarded
unique ‘‘quasi-highly-elastic’’ state and can be compar
with the true highly elastic state of bent chain polymers. F
the latter, the fraction of units that participate in segm
motion can be quantitatively determined by NMR as t
fraction of narrow components in the spectrum.5 We propose
to introduce an analogous quantitative characteristic for
polymers. Let us assume that in a polymer that has not b
thermally processed all the chains participate in coopera
motion above the temperature of the LC transition, and t
this ‘‘liquidlike’’ L-state corresponds to spectra like5 ~Fig.
2!. After thermal processing a portion of the material ent
the rigidR state. Let theR state correspond to spectra like2
~Fig. 2!, i.e., only rotational motion of the fragments ca
occur, while the configuration of the chains is fixed. Then
spectra of a thermally processed sample can be regarded
superposition of these two spectra taken with weightsaL and
aR respectively. The dynamic state of the LC phase can
characterized by the figure of meritK5aL /aR . When the
spectra2 and 5 are superimposed, the best agreement w
the experimental spectrum6 is obtained foraL50.4 and
aR50.6 ~spectrum8 in Fig. 2!. Thus, as a result of the the
mal processing, 60% of the sample appears as rigid regi
This value is higher than the degree of crystallinity det
mined in Ref. 7. Obviously, the node-crystallites decre
the mobility of neighboring segments of macromolecu
that do not belong to them. The parameterK can be used to
estimate the effectiveness of the thermal processing.

Thus, complex structural changes take place during th
mal processing that require mutual translation of macrom
ecules, a consequence of which is significant hardening
the material. The slight decrease in the coefficientg in Eq.
~1! is not difficult to understand: hardening of the structu
leads to a more uniform loading of the macromolecules,
perhaps local defects that remain after formation
‘‘healed.’’ Similar effects were observed previously in th
thermal processing of the lyotropic LC polymer pol
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amidobenzimidazole.19 Our explanation for the increase o
U0 during thermal processing goes as follows: before th
mal processing the macromolecules take up the load as
vidual chains, and are broken along their weakest links.3 Af-
ter thermal processing, due to the increase in rigidity of
material at the microlevel~the formation of a rigid skeleton!
elementary failure events become more cooperative: load
is taken up by ‘‘microblocks,’’ in which the weakest link ca
turn out to be shunted~shielded!. The decreased probabilit
of failure at a weak link should lead to an increase in the
activation energy for damage.

Note that hardening has also been observed previous
nonliquid crystal polymers. The reason for this specific
crease in rigidity of highly oriented polymer systems is
increase inU0. Thus, the quantityU0 increases by a factor o
1.6 when the orienting fibers of acetylcellulose are conver
into hydrated cellulose by chemical modification in the so
phase.11 Perhaps this principle reflects a quite general re
larity.

The authors are grateful to A. Yu. Bilibin for providin
the PPT polymer.
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A disclination-based approach to describing the structure of fullerenes
A. L. Kolesnikova

Institute for Problems in Computer Science, Russian Academy of Sciences, 199178 St. Petersburg, Russia

A. E. Romanov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 3, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1178–1180~June 1998!

The possibility of using a disclination approach to describe the structure and properties of
fullerenes is discussed. It is shown that the conversion of a planar carbon monolayer into a
spherical macromolecule can be viewed as the result of introducing 12 disclinations with
power p/3 into the original layer. ©1998 American Institute of Physics.
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Disclinations are, by definition, line defects of a soli
associated with the rotation of regions of a material as
grows.1 Usually disclinations are used to describe the str
tures and properties of crystals~for example, metals2!, amor-
phous solids,3 and liquid crystals,4 i.e., three-dimensional ob
jects. Examples of experimentally observed disclinations
such systems are well known. However, even during the
liest period of development of the disclination approach
was demonstrated that disclinations could appear in t
dimensional crystals.5 This idea was formulated to explai
observations of distinctive features in the structures of
ruses and biological membranes.6 In two-dimensional crys-
tals disclinations turn out to be point defects, in who
nucleus the rotational symmetry characteristic of these c
tals is disrupted. For example, in crystals with a square
tice, three- and five-fold disclination axes can pass thro
the nucleus, while in crystals with a triangular lattice fiv
and seven-fold axes can occur.1,6

In analyzing the structure of fullerenes,7 the pentagona
rings in the carbon lattice can be treated as local disrupt
of the symmetry of the original hexagonal graphite lattic
This allows us to regard the pentagonal rings as defects~as
we show below, positive wedge disclinations! in the two-
dimensional graphite crystal. In this paper we discuss
possibility of using the disclination approach to describe
structure and properties of fullerenes.

Let us consider a graphite monolayer in which each c
bon atom is covalently bonded bysp3 bonds to its three
neighbors. The atoms form a hexagonal grid~Fig. 1a!. An
individual localized pentagonal ring in such a monolayer c
be obtained by the following procedure: 1! Make an imagi-
nary cut in the monolayer along a ray starting from the cen
of one of the hexagonal rings; 2! Remove a sector of the
monolayer, one of whose sides coincides with the cut, w
the angle at the vertex equalsp/3 ~Fig. 1b!; 3! Combine the
opposte sides of the wedge cutout so that recovery of
covalent bonds takes place along the cut~for this it is neces-
1071063-7834/98/40(6)/3/$15.00
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sary for us to elatically deform the entire grid in a spec
way!. As a result, the central hexagonal ring is conver
into a pentagon~Fig. 1c!. In this case other pentagonal ring
in the monolayer do not arise, although hexagnal rings t
out to be elastically distorted.

The procedure described above unambiguously co
sponds to the process of forming a positive wedge discli
tion with power v5p/3 in the continuum. Therefore, th
distortion near the localized pentagonal ring in the graph
layer plane can be computed using the results of disclina
theory.1 From this theory it follows that introduction of dis
clinations into a solid leads to an extremely high density
latent~elastic! energyW;Gv2, whereG is the charcteristic
elastic modulus of the material. In three-dimensional sol
the latent energy can be lowered only by introducing ad
tional screening defects, for example, disclinations of op
site sign. In a two-dimensional crystal there is an additio
possibility of decreasing the latent energy of the disclinatio
through loss of stability of the elastically deformed th
layer. In this case the graphite layer buckles and a con
surface forms~Fig. 1d!.

The appearance of heptagonal rings in the hexago
monolayer corresponds to introducing a negative wedge
clination by the procedure described above~Fig. 2a!. Relax-
ation of the elastic energy of the negative disclination ta
place in this case by transforming the planar monolayer i
a saddle shape~Fig. 2b!. We can propose introduce mor
powerful positive and negative disclinations into the graph
layer withv512p/3, v51p, v522p/3, v52p, lead-
ing to the appearance of four-, three-, eight-, and ten-f
rings respectively. Note that polygonal carbon rings are of
discussed in the modeling of nucleation processes
fullerenes.8

From Fig. 1 it follows that the introduction of positiv
disclinations~pentagonal rings! causes a warping~positive
Gaussian curvature! of the carbon layer. For a certain num
ber of disclinations, the layer surface becomes closed. In
5 © 1998 American Institute of Physics
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FIG. 1. Formation of a positive dis-
clination in a graphite monolayer
a—hexagonal monolayer, b—
formation of a positive disclination
in the monolayer, c—a disclination
with powerv51p/3 in a hexagonal
lattice, d—formation of a conical
surface.
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case we can use the following relations for the total dis
nation power of a closed surface:

(
1

N

v i52px, ~1!

wherev i is the power of thei th disclination,N is the num-
ber of disclinations, andx is the Euler characteristic of th
surface: for the topology of a spherex5 2, for that of a torus
x5 0. It is obvious that the number of hexagonal rings th
do not carry a disclination charge can be arbitrary in
closed surface. For a topological sphere~this, for example, is
the case for the best known fullerene macromolecules60

and C70) the minimum possible number of disclinations wi
-

t
e

powerv51p/3 equals 12, which exactly corresponds to t
number of pentagonal rings in the absence of rings other t
hexagonal. The disclination model of the fullerene mac
molecule C60 is shown in Fig. 3a: in the graphite monolay
we introduce twelve disclinations, which are located at eq
distances relative to one another as dictated by the symm
of the problem and the requirement of minimum energy
long-range interactions between disclinations. The existe
of a short-range~chemical! interaction between disclination
nuclei implies a need for intervening hexagonal rings, whi
however, do not change the topological sphericity of the s
plest fullerenes.

Within the framework of the disclination model, we ca
-

r-
FIG. 2. Negative disclination in a graph
ite monolayer. a—a disclination with
power v52p/3 in a hexagonal lattice,
b—formation of a saddle-shaped su
face.
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explain various geometric changes in the structure of sim
fullerenes, and also construct more complicated fulleren
for example, toroidal and carbon nanotubes. The proces
degradation of fullerenes turns out to be connected w
changes in the numberN and powerv of the disclinations.
For example, an external force can lead to transformatio
two neighboring hexagonal rings into a pair consisting o
heptagonal and a pentagonal ring, which in the languag
disclinations implies creation of a ‘‘defect-antidefect pair
i.e., a positive and a negative disclination. Another exam
shown in Fig. 3b, illustrates the change in disclination co
tent during the formation of strongly covalent bonds betwe
macromolecules. This process is possible if an external fo
partially disrupts the C60 molecules, which lose several ca
bon atoms each.9,10 The dimer C116 that forms already con
tains twenty positive disclinations withv51p/3 ~twenty
pentagonal rings!. In addition, another four negative discl
nations are created withv522p/3, which model the oc-
tagonal ring in the location where the macromolecules jo
It is obvious that Eq.~1! for the total disclination power
remains valid as before.

FIG. 3. Disclinations in fullerenes. a—disclination with powerv52p/3
in the macromolecule C60 , b—disclinations with powersv151p/3 and
v2522p/3 in the fullerene dimer C116.
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The geometric considerations discussed in this paper
disclinations in fullerenes should doubtless be augmented
analysis of their energetic characteristics. For this we m
use the theory of shells, in which the original graphite mon
layer is modeled as a thin elastic shell with a given bend
rigidity. Such an energy analysis will allow us to solve th
problems mentioned above regarding stability of a carb
layer with a single disclination. One outgrowth of this a
proach will be computation of the interaction force betwe
disclinations in the shell, and also investigation of the int
action of impurity atoms with disclination nuclei.

This work was carried out within the framework of th
Russian Science and Engineering Program ‘‘Fullerenes
Atomic Clusters.’’
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Academician Boris Petrovich Zakharchenya, promin
solid-state physicist, Director of the Division of Solid-Sta
Physics at the A. F. Ioffe Physicotechnical Institute of
Russian Academy of Sciences, and chief editor of the jou
‘‘Physics of the Solid State,’’ celebrated his 70th birthday
May 1, 1998.

B. P. Zakharchenya was born in the Byelorussian city
Orsha into the family of a military engineer. The family so
moved to Leningrad, where Boris Petrovich completed s
ondary school in 1947 and matriculated in the Departmen
Physics at Leningrad State University.

After graduating in 1952 he was accepted for gradu
studies at the Leningrad Physicotechnical Institute and be
working as an experimental physicist under the supervis
of an outstanding scientist in the field of optical spectr
copy, Corresponding Member of the Soviet Academy of S
ences E. F. Gross. This work involved a new and extrem
interesting direction in solid-state physics that just been
covered in the experimental observation by E. F. Gross
8751063-7834/98/40(6)/2/$15.00
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H. A. Karryev in 1951 of the hydrogen-like optical spectru
of an exciton — a quasiparticle predicted theoretically
1937 by Ya. I. Frenkel’ for Cu2O crystals.

Boris Petrovich’s investigations were conducted in
intensely productive environment characteristic of work in
new direction. The scientific results obtained made a ma
contribution to the establishment of the physics of excito
and optical spectroscopy of semiconductors. The observa
in 1952 of two hydrogen-like series of exciton absorpti
was the first experimental evidence of spin-orbit splitting
the valence band in semiconductors. The first experiment
the effect of external electric and magnetic fields on the
tical spectra of semiconductors were experiments perform
in 1954 in which the Zeeman effect in exciton lines and t
Stark effect were observed for the first time, demonstrat
ionization of an exciton as a weakly-bound electron-h
system.

After successfully defending his Candidate’s Disser
tion ~1955!, Boris Petrovich together with E. F. Gross pe
formed a series of pioneering investigations in the spect
copy of semiconductors in an external magnetic field.
1956 a giant diamagnetic shift of the levels of an excito
bound with a large orbital radius of the hydrogen-like stat
was observed for the first time. In 1957 oscillations of t
magnetoabsorption beyond the limit of the excitonic series
the spectra of cuprous oxide crystals were discovered.
observation of this basic magnetooptic effect due to the
pearance of Landau levels in Cu2O spectra~just as indepen-
dent observations of magnetoabsorption oscillations in Ge
Lax and Zwerdling and in InSb by Burshte�n and Pa�kus!
marks the beginning of modern magnetooptics of semic
ductors.

In the 1960s, B. P. Zakharchenya continued to deve
exciton magnetooptics. Together with R. P. Se�syan he
proved by means of many experiments the existence
quasi-one-dimensional excitons~magnetic excitons!.

In 1961 B. P. Zakharchenya observed~independently but
simultaneously with Thomas and Hopfield! in a certain ex-
perimental geometry a reversal of the magnetic field in
absorption spectrum of excitons in CdS crystals, which
not have a center of inversion. The discovery of magne
field reversal, due to the fact that an exciton possesses
mentum, i.e. due to exciton motion, had a large impact on
development of exciton optics with spatial dispersion.

B. P. Zakharchenya’s contribution to investigations
excitons in semiconductors was highly regarded. For this
search, he was awarded~together with other authors! the
1966 Lenin Prize. In the same year he also successfully
fended his doctoral dissertation.

In 1970 active investigations of the optical orientation
© 1998 American Institute of Physics
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electron and nuclear spins in semiconductors under pum
with circularly polarized light were begun at the initiativ
and with the participation of B. P. Zakharchenya. The a
pearance and development of this new direction in semic
ductor physics played a very large role in the understand
of dynamic electronic and electron-nuclear spin processe
semiconductors. B. P. Zakharchenya together with V.
Fle�sher discovered a number of new phenomena: opt
cooling of nuclear spin systems~down to 1026 K!, multi-
quantum nuclear resonances under optical orientation co
tions, optical orientation of holes, and others.

In 1976 the work performed by B. P. Zakharchenya a
others at the Physicotechnical Institute on optical orienta
in semiconductors was awarded the State Prize of the US
The collective monograph ‘‘Optical Orientation,’’ publishe
in English and edited by B. P. Zakharchenya and F. Ma�er,
summarized the achievements of world science in this fi

In 1976 B. P. Zakharchenya together with D. N. Mirl
and others were the first to observe the luminescence of
photoelectrons in semiconductors and photoelectron mom
tum alignment under excitation with linearly polarized ligh
The development of experimental and theoretical~V. I.
Perel’ and M. I. D’yakonov! research on hot luminescenc
including in semiconductors, led to the development o
new direction in semiconductor physics. It was found th
under the conditions of steady-state measurements of ho
minescence, including in a magnetic field, it is possible
study electronic relaxational processes in bulk semicond
tors and in semiconductor structures, including extrem
short femtosecond processes, and to obtain accurate v
of the band parameters of semiconductors. The works on
luminescence of semiconductors performed by scientist
the Physicotechnical Institute have elicited broad interest
have found followers in laboratories abroad.

At the present time B. P. Zakharchenya is investigat
quantum-size structures, including quantum dots, by
methods of polarization optics and spectroscopy.

B. P. Zakharchenya’s contribution to the developmen
optical spectroscopy and magnetooptics of semiconduc
has won wide acclaim.

In 1976 B. P. Zakharchenya was elected Correspond
Member of the USSR Academy of Sciences and in 1992
active membership in the Russian Academy of Sciences

In 1996 the Russian Academy of Sciences recognized
P. Zakharchenya’s achievements in the development of
optics of semiconductors by awarding him the P. N. Lebe
Great Gold Medal. B. P. Zakharchenya’s work on the opti
orientation of carriers in semiconductors was reco
ng
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nized with the Hanle Prize, which is awarded in German
Speaking about the B. P. Zakharchenya’s enorm

scientific-organizational work, his work in the important jo
as Director of the Division of Solid-State Physics at the A.
Ioffe Physicotechnical Institute of the Russian Academy
Sciences must be mentioned first. In a difficult time for s
ence Boris Petrovich is expending a great deal of effort a
energy on organizing the work of a large group in the Di
sion and on supporting in this group new and promis
directions of research.

As a professor at the St. Petersburg State Electrote
nical University, B. P. Zakharchenya lectures to students
the Department of Optoelectronics.

For many years B. P. Zakharchenya has been the c
editor of the journal ‘‘Physics of the Solid State.’’ His role i
organizing journal work under the new conditions and in t
simultaneous and high-quality publication of the English la
guage version of the journal is inestimable.

B. P. Zakharchenya is performing great organizat
work on the international level. For many years he has b
a member of the Commission on Semiconductors of the
ropean Union of Pure and Applied Physics.

In 1997 an International Conference on the Optics
Excitons in Condensed Media, dedicated to the 100th a
versary of the birthday of E. F. Gross, was successfully h
in St. Petersburg under the direction of B. P. Zakharchen
By actively participating in the organization of this confe
ence Boris Petrovich paid a tribute of respect to the mem
of his teacher E. F. Gross.

The number of scientific papers published by B. P. Z
kharchenya in leading physics journals around the world
hardly be accurately counted. Boris Petrovich also writes
literary journals. In publications such as ‘‘Our Heritag
‘‘Aurora,’’ and others he has published essays on A. S. Pu
kin and sketches of friends and close acquaintances, and
only from the world of science. These publications sho
Boris Petrovich to be a verstile, educated man with w
interests.

All who associate with him know him as a very interes
ing and lively conversationalist, talented story teller, a m
of unique individuality, an intellectual in the full sense of th
word.

We wish Boris Petrovich, on his 70th birthday, goo
health and continued success to the good of science.

Editorial Board of ‘‘Physics of the Solid State’

Translated by M. E. Alferieff
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Luminescence of metals excited by fast nondestructive loading
K. B. Abramova, A. I. Rusakov, A. A. Semenov, and I. P. Shcherbakov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Fiz. Tverd. Tela~St. Petersburg! 40, 957–965~June 1998!

The paper reports a study of the luminescence excited on the back side of metal targets
irradiated with laser pulses of energy substantially below the plasma-flare formation threshold,
and calculation of the temporal and spatial distributions of temperature, thermal stresses,
and rate of thermal-stress variation in a sample. The evolution of the luminescence pulse is
compared with that of the laser pulse, sample temperature, thermal stresses, and rate of
thermal-stress variation. It has been established that the luminescence is excited as soon as the
stresses at the sample surface become approximately equal to the yield point of the
sample material, its intensity grows as long as the rate of stress rise increases, after which the
process decays. The temporal and spatial distributions of temperature, thermal stresses,
and rate of thermal-stress variation have also been calculated for the experiments, in which
anomalous electron emission from the back side of laser-pulse irradiated metal targets was
detected, and which were described in the literature but not appropriately explained. The
dynamics of experimental and calculated relations have been compared. A correlation closely
similar to that found for mechanoluminescence has been established. ©1998 American
Institute of Physics.@S1063-7834~98!00206-8#
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The luminescence of metals is a well-known, howev
little studied phenomenon. Luminescence from nearly 20
ferent metals and alloys has been experimentally detec
Light-excited photoluminescence,1,2 cathodoluminescence,3,4

and mechanoluminescence generated by fracture
deformation5–7 are widely known. Mechanisms for excita
tion of photo- and mechanoluminescence in noble me
have been proposed.1,2,8,9

Using laser pulses to probe the emission phenomena~in
particular, mechanoluminescence! excited on the back side
of an irradiated sample is experimentally convenient a
provides a wealth of information. Interaction of a laser pu
with the surface of metal targets at pulse energies below
plasma-flare onset threshold was studied, for instance
Refs. 10 and 11. One can calculate quite accurately the
poral and spatial distributions of temperature and stresse
an irradiated target in absolute magnitude and compare t
with the onset of the luminescence pulse excited on the
get’s back side, establish the minimum stresses able to e
luminescence, and confirm or establish correlation betw
the loading and emission. This is the objective of the fi
part of the present work.

The second part of the work deals with the possible
lation between exoemission and mechanoluminescence
cited by fast deformation of metal samples. Deformation a
fracture of dielectrics, semiconductors, and metals gives
to a number of nonequilibrium processes, including the em
sion of electrons and photons. It was convincing
demonstrated12,13 that deformation of alkali halide crystal
LiF and NaF is accompanied by simultaneous excitation
8771063-7834/98/40(6)/7/$15.00
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luminescence and electron emission, which result from
same dislocation processes.

Mechanical stressing of metals was also shown to
accompanied by electron emission.14 We are not aware of
any simultaneous measurements of mechanoluminesc
and electron emission from metals. There are, however
least two groups of studies which established the existenc
a burst of nonthermal electron emission from metal samp
Experiments were described in which a metal sample w
irradiated with a laser pulse, electron emission from its ba
side was measured, and the temperatureT5T(t) of the back
side was calculated.15,16 Two electron pulses, well spaced i
time, were found to be initiated. The first pulse, short a
strong, was detected from the cold surface, and the sec
pulse, identified as due to thermionic emission, escaped f
the heated surface. A review paper17 sums up a number o
experiments in which high-density electric currents we
passed through metals to investigate the processes dev
ing under fast heating. In all cases where the correspond
measurements were made electron emission was dete
which the authors call anomalous because of its magnit
and temporal characteristics. The electron emission cur
close to the melting point exceeds 10–100 times the stea
state thermal-emission level. After the current has be
turned off, i.e., after the heating has been stopped, the e
tron emission decays in a time interval during which t
cooling of the conductor is negligible.

A qualitative explanation of the observed phenome
was proposed. According to Ref. 17 and the physical mo
proposed in Ref. 18, the burst of electron emission is due
© 1998 American Institute of Physics
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the nonequilibrium defect concentration created in the b
of the metal under fast heating as a result of the low diffus
rate of the vacancies produced at the surface. Thus s
characteristics of the mechanoluminescence and mecha
mission of electrons from metals may be considered es
lished. The objective of the second part of this work is
compare these processes.

1. CALCULATION

A single laser pulse striking a metal plate, whose surf
dimensions exceed by far its thickness and the light s
diameter, excites luminescence from the back side of
target. The laser pulse energy, high enough for luminesce
excitation,Plas>0.1Pthr , is much less than the energyPthr

required for destruction of the irradiated surface.19–21To un-
derstand the processes occurring in the sample, one h
calculate its heating, i.e., the spatial and temporal distri
tion of the temperature and the heating-induced stresse
other words, the distribution of thermal stresses in space
time.

A. Temperature distribution

The duration of the processes considered in this wor
much shorter than the time required for heat to propagat
sample boundaries and, therefore, the sample is assum
be infinite in width and length. The absorbed fraction of la
radiation is equated to the heat fluxq0 entering the sample
through the illuminated spot on its surface,r 5r 0, during the
laser pulse lengtht0. We assume that there is neither he
emission through the sample surfaces into the surroun
medium nor heat exchange with the latter. The problem
considered in a cylindrical coordinate frame, whose axisz is
perpendicular to sample plane and passes through the c
of the laser-illuminated spot. The sample occupies sp
within 0<z<a. We assume the heat conductivity coefficie
k, heat capacityc, and sample material densityr to be tem-
perature independent. Under these assumptions, the hea
ductivity equation and its boundary conditions can be writ

DT5
]T

]t
, t5

kt

cr
, ~1!

]T

]z U
z50

5H H 2
q0

k
f ~t!, t,t05

kt0
cr

,

0, t.t0 r<r 0,

0, r .r 0 ,

~2!

@ f (t) is the laser pulse shape#

]T

]z U
z5a

50. ~3!

Equation ~1! with boundary conditions~2! and ~3! was
solved by applying Laplace transform int and Hankel trans-
form in r .

The laser pulse shape was approximated with a func
k
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f ~t!5H sin
pt

t0
, t<t0 ,

0, t.t0 .

~4!

The expressions obtained for the temperature distributio
the sample are as follows: fort,t0

T~r ,z,t!5
q0r 0

k E
0

`

J1S l
r 0

a D J0S l
r

aD

35 l2sin
pt

t0
2

pa2

t0
Fcos

pt

t0
2expS 2l2

t

a2D G
l41

pa4

t0
2

12(
n51

` cos
npz

a

~n2p21l2!2 H ~n2p21l2!

3sin
pt

t0
2

pa2

t0
Fcos

pt

t0

2expS 2~n2p21l2!
t

a2D G J 6 dl, ~5!

for t.t0

T~r ,z,t!5
q0r 0

k

pa2

t0
E

0

`

J1S l
r 0

a D J0S l
r

aD

35 expS 2l2
t

a2D FexpS l2
t0

a2D 11G
l41

pa4

t0
2

12(
0

` cosS npz

a D
~n2p21l2!21

pa4

t0
2

expF2~n2p2

1l2!
t

a2GFexpS ~n2p21l2!
t0

a2D 11G 6 dl. ~6!

These relations permit one to calculate and plot tempera
vs time graphs for differentr andz, as well as to plot tem-
perature as a function of time for a given absorbed ene
and differentr andz.

B. Quasi-static thermal stresses

An abrupt increase of temperature on one surface of
plate ~‘‘heat shock’’! can generate in it a compression wa
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propagating with a velocityc5A2(12m)G/(122m)r,
where m is the Poisson coefficient,G5E/2(11m) is the
shear modulus,E is the Young modulus, andr is the density
of plate material. The propagation of the wave is describ
by displacement equations including the inertia te
r]2U/]t2, whereU is the displacement vector. If the tem
perature varies relatively slowly, the inertia may be n
glected, and the motion considered as a sequence of equ
rium states~the hypothesis of Duhamel22!. This approach is
called quasi-static.

As already mentioned, one of the objectives pursued
this work is an attempt at establishing the minimum stres
capable of exciting mechanoluminescence. We used in
experiments laser pulses of the lowest power at which
still can detect reliably luminescence from the irradiat
sample. In these conditions, the luminescence pulse exc
at the back side of the sample lagged behind the beginnin
the laser pulse by a time more than two orders of magnit
longer than that required for a compression wave to tra
through the sample. This means that no compression w
was generated in our experiment. This permitted us to
the quasi-static approach to the solution of the proble
~Analytic evaluation of the region where this approach
valid is a very complex physical problem, which cou
hardly be resolved within the study described here.!

The equations describing axially symmetric quasi-sta
thermoelastic displacement, in a cylindrical coordina
frame, can be written22

H DUr2
Ur

r 2
1

1

122m

]

]z
~div U!5

2~11m!

122m

]~aT!

]r
,

Uz1
1

122m

]

]r
~div U!5

2~11m!

122m

]~aT!

]r
.

~7!

Here a is the thermal expansion coefficient, which is a
sumed to be constant.

Since no external forces act on the sample surfaces~we
neglect here the laser light pressure!, one should take the
following boundary conditions

s iknk50 , ~8!

which, in the small-strain approximation valid under o
conditions, can be written in the following form:

szzU
z50;a

50 , ~9!

s rzU
z50;a

50 . ~10!

Here s ik is the stress tensor, andn are the normals to the
sample surfaces.

The solution to Eqs.~7!, subject to boundary condition
~9! and ~10!, was sought by means of the thermoelastic d
placement potential and Love function.22 The relation be-
tween the displacements and the stress tensor will be us
obtain expressions for its components. We are interested
primarily in the stresses on the back surface of the sam
d
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i.e., for z5a. Here s rz5szz50, and, as follows from nu-
merical calculations, the dependences ofs rr and sww on
radius and time are the same, and therefore we are prese
one of the derived expressions:
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Thus the problem has been solved. The relations der
here permit calculation of the stress distributions we h
been looking for.

2. EXPERIMENT

We studied experimentally the luminescence and th
mal emission excited at the back side of a metal target i
diated by an incident laser pulse. The samples were 0
0.5-mm thick plates with a 30330 mm surface area. On
surface of the sample faced the entrance window of a F
136 PM tube sensitive to radiation within a broad spec
range of 300–800 nm and feeding the analog output int
digital storage oscillograph, or the window of an FSG-2
311 photoresistor sensitive within the 800–1500-nm regi
whose signals were likewise fed into a digital storage os
lograph. The other side of the sample was illuminated w
laser pulses having the following parameters: pulse len
t las51.5 ms, energy in the free-running modeP524 J, and
wavelength 1.06mm. The beam was focused to a spot w
diameterdeff5228 mm, and attenuated with neutral filte
to the levelPthr corresponding to the threshold of destructi
~or, which is the same, to the onset of laser-induced plas
flare at the front side of the sample!, or lower. The lowest
laser-pulse energy was determined by the possibility of
minescence detection from the back side of the sample,
was 0.1–0.2Pthr @for example, for copperPthr553105

W/cm2 ~Ref. 10!#.
We irradiated copper, aluminum, gold, silver, and pla

num samples. The pulse energyPlas was monitored. Lumi-
nescence from the back side was excited, as a rule,
Plas.0.2Pthr . If the luminescence intensity was hig
enough for its reliable detection, theI lum pulse for copper
samples started 0.2–0.3 ms after the beginning ofPlas, and
ended, as a rule, before the end ofPlas. Increasing the lase
pulse intensity increased the luminescence intensity. IfPlas

was high enough, two time-resolved luminescence pul
I lum

(1) and I lum
(2) , were excited at the back side of the samp

with I lum
(2) appearing beforeI lum

(1) . The luminescence-pulse de
d
e

r-
-
–

-
l
a
-
,

l-
h
th

a-

-
nd

-

or

s,
,

lay time relative to the beginning of the laser pulse and
energy Plas capable of excitingI lum

(1) and I lum
(2) permit a

conclusion19 that while both pulses originate from mechan
cal stresses,I lum

(2) results from those caused by an acous
wave or heat shock, andI lum

(1) , from thermal stresses.
The experiments reported below were performed at la

energiesPthr.Plas>0.120.2Pthr , i.e., where onlyI lum
(1) is

excited, and it is for these conditions that the calculatio
were made.

The thermal radiation was measured, as already m
tioned, with a photoresistor, which was calibrated befo
hand. The surface of the sample facing the detector was
tected with an opaque screen with a hole whose diam
equaled to that of the laser spot, after which the sample
heated with a stationary source to a fixed temperature de
mined by a thermocouple, and the photoresistor signal
measured. The measurements were made within the
120 °C interval in steps of 5 °C. These measurements w
used to determine the vertical scale of the oscillograp
traces obtained with the photoresistor.

3. RESULTS AND DISCUSSION

We measured in the experiments the luminescence e
ted from the back side of the targets of platinum, silver, go
cold-rolled and annealed copper, and aluminum irradia
with a laser pulse of energyPlas,Pthr . For such low excita-
tion levels, no luminescence from aluminum and annea
copper was detected,20 while in all the other cases it wa
reliably seen. For all metals, thermal emission was measu
and its evolution in timeI T(t) was obtained with the photo
resistor and oscillograph. Equations~5!, ~6!, ~11!–~13! were
used to calculate the temporal and spatial dependence
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temperature and thermal stresses in absolute magnitude.
calculations took into account that the absorbed radiatio
density is only a small fraction of the incident flux, for in-
stance, for copper it is only 2–7%.23

Figure 1 displays experimental and calculated depe
dences for irradiation of a copper sample made of a col
rolled plate~yield point s0.251.23108 N/m2). We readily
see that as the spot heats and the heating propagates thro
the sample after the beginning of the laser pulse~Fig. 1b!,
thermal stresses appear and grow in magnitude~Fig. 1c!.

FIG. 1. Oscillographic traces of laser pulse~a!, luminescence~e!, thermal
emission from the back side of a copper sample of thicknessz50.5 mm~b,
curve 19!, as well as calculated temperature~b, curves1, 18, 3!, thermal
stresses~c!, and thermal-stress variation rate~d!. ~b!: 18 — spot center on
irradiated side (z50, r 50); 1,3 — back side (z50.5 mm, center and edge
of the heated spot, respectively.~c,d!: back side (z50.5 mm!, r ~mm!: 1 —
0, 2 — 0.5, 3 — 1.0, 4 — 1.5. Energy input into the sampleEin51.6 J,
s0.251.23108 N/m2.
he
n

-
-

ugh

Figure 1e shows the mechanoluminescence pulse. The p
is seen to appear after the thermal stresses in a region o
back side of the target have approached the yield point~Fig.
1c!. Figure 1d plots the stress variation rate]s/]t in the
sample with time. A comparison of the graphs in Fig.
suggests that the luminescence intensityI lum correlates best
of all with the stress variation rate]s/]t. The larger is
]s/]t, the higher is the luminescence intensity, and wh
]s/]t decreases,I lum decreases too, although the laser pu
is still on, and the thermal stresses and temperature are
growing. The maximum of the luminescence pulse lags
time slightly behind that of the stress variation rate at
center of the back side of the sample~curve 1 in Fig. 1d!.
This can be attributed to the fact that the PM tube measu
the emission integrated over the whole loaded region, w
the rate of stress variation at different points on the sam
surface reaches a maximum at different instants of ti
~curves1–4 in Fig. 1d!. The temperature on the back side
the copper sample measured with the photoresistor~curve19
in Fig. 1b! attains its highest level of 60–80 °C by the tim
the luminescence has decayed. TheT(t) graphs plotted in
Fig. 1b require additional explanation. Curves18, 1, and 3
are temperature variation curves calculated for differ
points on the front and back sides of the sample,18 is the
center of the laser spot on the front surface, 1 is the cente
the spot on the back side, 3 is approximately the edge of
back-side spot, and19 is the experimental curve, i.e., an o
cillogram obtained with the photoresistor. This photoresis
was placed so as to intercept all of the radiation emitted fr
the heated back-side spot, and therefore curve19 should be
considered as an estimate, or a relation averaged over
area of the heated spot, which, however, fits fairly well to t
calculation. All the metals studied exhibited~as, for instance,
in Fig. 1! disagreement between theI lum and T(t) relations
even for the hottest point within the heated spot.

Similar experiments were performed also on annea
copper samples with a yield points0.250.73108 N/m2. In
these cases, however, no mechanoluminescence was
tected. Studies are reported20 of changes in the microstruc
ture of copper samples following irradiation with similar la
ser pulses. In annealed samples, no changes in
microstructure were observed to occur. Mechanolumin
cence was detected in the samples where such changes
revealed. In samples with a fine-grained nicrostructure
grains were observed to grow in size in the laser-irradia
region. It is known that the concentration of defects is t
largest at grain boundaries. Therefore when grains chang
size defects undergo redistribution in the bulk of the samp
which means that part of the defects were set in motion d
ing laser irradiation.

We believe that the above analysis, based on a comp
son of the calculated behavior of temperatures, stresses
stress variation rate with a mechanoluminescence pulse,
not disagree with the dislocation mechanism of mechano
minescence described in Refs.9,24.

As already mentioned, fast heating of metal conduct
by an electric current17 or irradiation of metal targets with a
laser pulse16 gives rise to a burst of electron emission, whi
is not of thermal origin and was termed17 anomalous. The
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anomaly of the electron emission observed under fast hea
with electric current consists in that it exceeds by two–thr
orders of magnitude conventional thermionic emission, is
cited at close to the melting temperature, and decays after
current is turned off for times during which the cooling o
the sample may be neglected.

Irradiation of tungsten, tantalum, and gold samples w
single laser pulses initiated electron emission from both
front and back sides of the sample.15,16 Two electron emis-
sion pulses were observed from each side, they were w
resolved in time and had different duration, amplitudes, a
electron energies. The later pulse is reliably identified as d
to thermionic emission. The nature of the first pulse, which
shorter, larger in amplitude, and higher in particle energy
nearly an order of magnitude, is not clear, although so
qualitative hypotheses can be put forward.

The available information15,16 is sufficient to make a cal-
culation of the thermal stresses, rate of stress rise, and t
perature growth. Figures 2 and 3 present the laser pulse
tensity as a function of time,I las(t), and the temporal
behavior of the electron emission intensity from the ba
side of a gold sample,I em(t),16 as well as our calculations o

FIG. 2. Oscillographic traces16 of ~a! laser pulse and~b! electron emission.
~c! Temperature at spot center at the back side calculated in this worz
50.05 mm,r 50 mm!. Gold sample,s0.250.93108 N/m2, thickness 0.05
mm, Ein50.002 J.
ng
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s rr (t), ]s rr (t)/]t, andT(t) made for the conditions speci-
fied in Ref. 16.

A comparison of the presented relations permits th
same conclusions as those following from Fig. 1, with elec
tron emission substituted for mechanoluminescence. As e
dent from Figs. 2 and 3, the first electron emission puls
correlates best of all with the]s rr (t)/]t variation. The larger
is ]s rr (t)/]t, the higher is the electron emission intensity
and electron emission likewise decreases with decreasi
]s rr (t)/]t. The slight lag of the emission maximum relative
to the maximum of]s rr (t)/]t by 0.005ms is apparently due
to the same causes as in the case of mechanoluminescenc
Fig. 1. The only difference is that in this case an electro
multiplier was used as detector in place of the PM tube. Th
second pulse appears when the back side begins to heat,
the I em(2)(t) curve is similar to theT(t) graph in Fig. 2.

Exoelectron emission was first observed in the fractur

(

FIG. 3. Oscillographic traces16 of ~a! laser pulse and~b! first electron-
emission pulse~a part of the oscillograms presented in Fig. 2a and 2b!, as
well as~c! thermal stresses and~d! rate of their variation on the back side of
the sample referred to in Fig. 2 calculated in this work forz50.05 mm and
r 50.
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of dielectrics.25,26 Studies of electron and photon exoem
sion occurring in deformation and destruction of alkali hali
crystals are presently being actively pursued.12,13In our opin-
ion, there are grounds to believe that the anomalous elec
emission observed under fast heating of conductors by
electric current and the first electron emission pulse from
laser-irradiated metal target result from the onset of ther
stresses in the metal sample.

A comparison of the magnitude, as well as of the te
poral and spatial distributions of stresses and tempera
with the temporal behavior of photon emission~mechanolu-
minescence! and electron emission~exoemission! from the
back side of samples permits the following conclusions:~1!
the dynamics of the emission processes are related to t
of stresses, viz., the larger the stress variation rate, the hi
is the intensity of mechanoluminescence and exoemiss
and~2! mechanoluminescence starts when the stresses in
sample approach the yield point of the material.

Support of the Russian Fund for Fundamental Resea
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Damping of quasimonochromatic sound-wave packets in metals caused by the electromagnetic
interaction of lattice vibrations with resonant current carriers is studied. It is assumed
that the acoustic wavelengthl is much shorter than the electron mean free path lengthl but
much longer than the characteristic damping depths of an electromagnetic wave in metals under
anomalous-skin-effect conditions. It is also assumed that the transit timel/ ṽ of a resonant
particle through the region of field nonuniformity (;l) is shorter than the electronic relaxation
time tp (a5l/ ṽtp!1, whereṽ is the characteristic velocity of the resonant electrons!.
The distribution of the potential of the eddy electromagnetic field accompanying an acoustic
radiopulse with a prescribed shape is found by solving the kinetic equation and Maxwell’s
equations. The force exerted on the lattice by the resonant electrons is investigated, and the
equation from the theory of elasticity that describes the evolution of a sound wave is solved. It is
shown that a weak damping~of the order of the small parametera) at the extrema of the
deformation on the pulse edges as well as the appearance of high-frequency precursors near the
pulse boundaries are characterisic for the evolution of a powerful transverse radiopulse.
Such precursors were observed earlier by Fil’et al., as components of a noise burst arising on
the leading edge of a powerful transverse radiopulse propagating in ultrapure
gallium. © 1998 American Institute of Physics.@S1063-7834~98!00306-2#
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1. Absorption of spatially bounded wave packets is
vestigated in experiments on nonlinear acoustic dampin
metals. In this connection it is of interest to solve the pro
lem of the evolution of sound pulses interacting with co
duction electrons. A theory of acoustic damping of puls
with longitudinal polarization in conductors has been co
structed in Refs. 1–4. Nonlinear absorption of transve
video pulses in the form of a single ‘‘hump’’ and a ‘‘hump
well’’ of the deformation of a crystal was recently studied
Ref. 5.

Our objective in the present work is to study, followin
Ref. 5, the electromagnetic damping of quasimonochrom
packets~radiopulses! of transverse sound in a nonlinear r
gime. As is well known, damping of this type dominates
metals having a spherical Fermi surface under conditi
such that the acoustic wavelengthl is much shorter than the
electron mean-free-path lengthl but much longer than the
characteristic penetration depth of the electromagnetic fi
in the anomalous skin effect regimes.(c2vFl/wvp

2)1/3

l @l@s. ~1!

Here w is the speed of sound,vp is the plasma frequency
and vF is the electron velocity at the Fermi surface. T
qualitative picture of the acoustoelectronic interaction in t
case is as follows. The propagation of transverse sound
metal is accompanied by the generation of an eddy elec
magnetic field, which gives rise to compensation of the
tice current by the resonant-electron current over the th
nesss of the anomalous skin layer of the pulse.6 It is easy to
show that the dynamics of resonant particles in the eddy fi
8841063-7834/98/40(6)/7/$15.00
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is determined by the magnetic component of the field;
latter changes only the longitudinal~relative to the acoustic
wave packetqi 0x) componentvx of the velocity of these
particles and for this reason can be described by a ‘‘pot
tial’’ field U(x2wt).

If there is not enough time for an electron traversing t
region of a characteristic nonuniformity of the field (;l) to
be scattered during the interaction time and in the proc
substantially change its velocity, i.e.

a5l/ ṽtp!1, ~2!

where ṽ is the characteristic longitudinal velocity of th
resonant particles andtp is the relaxation time, then a non
linear damping regime operates. In this case the electron
jectories in the fieldU(x2wt) can be described by the en
ergy integral

mvj
2

2
1U~j!5E,

wherej5 x2wt/l, vj5vx2w. Figure 1b shows a plot o
the reduced ‘‘potential’’U1(j)5U(j)/U0 obtained in the
present work for the region corresponding to the lead
edge of the acoustic radiopulse~see Fig. 1a!. Here
U05maxU(j) andUk

(6) are the local extrema in the regio
of the k-th ‘‘period’’ of the function U1(j). The resonant
electrons can be divided into three groups depending on
value of E: electrons reflected from the magnetic barr
(Uk11

(1) ,E,Uk
(1)), trapped electrons (Uk

(2),E,Uk
(1)), and

transmitted electrons (E.U0). In a collisionless regime
© 1998 American Institute of Physics
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FIG. 1. a! Displacement velocity of
the lattice in an acoustic radiopulse
1 — Initially ( t50), 2 — for t.0.
The dashed curve illustrates the cha
acteristic deformation profile of the
precursor. b! ‘‘Potential’’ of the eddy
electromagnetic field excited by the
acoustic radiopulse.
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(a→0) the electron current in the metal is due only to t
motion of the reflected particles~the contribution of trapped
and transmitted electrons to the current is zero as a resu
the antisymmetry of the nonequilibrium longitudinal-veloci
distribution function of these particles!. The work performed
by the eddy field on the reflected particles increases t
internal energy and, therefore, the latter is a functional of
lattice displacement so that it determines the force giving
to damping of the acoustic pulse~nonlinear Landau damp
ing!.

It is shown in this paper that the extrema of the displa
ment velocityu̇(j) of the lattice in a radiopulse correspon
to the pointsjk

(6) on the ‘‘potential’’ energy profileU(j),
which are the limit points for the region of motion of th
trapped particles~Fig. 1!. As follows from the current com-
pensation condition, the force exerted by the resonant e
trons on the lattice vanishes at these points. This circu
stance essentially determines the evolution of a powe
radiopulse of transverse sound in a metal: In the collision
limit ( a→0) the envelope of the leading edge of the
diopulse should not change in time.

An eddy electromagnetic field can be excited not o
of

ir
e
e

-

c-
-

ul
s

-

inside but also outside the region of the sound pulse. In
latter case the electric component of the field leads to
appearance of an additional deformation of the crystal lat
— growth of acoustic precursors. In the present paper
investigate the shape of the growing precursor. It is sho
that for times t.(s/k)1/3l/w vF/w the precursor should
evolve in accordance with a nonlinear theory which predi
the development of a series of powerful precursors with
quite complicated shape at the boundary of the main pul

The possibility of observing experimentally the effec
described is considered in the concluding section of this
per. We note, specifically, that, in metals having a comp
cated Fermi surface, acoustic precursors can be detecte
the form of a high-frequency burst of deformation, similar
to the burst observed earlier by Fil’et al. in the spectrum of
a noise signal arising at the edge of a powerful transve
pulse propagating in ultrapure gallium.7

2. The system of equations of the problem consists o
kinetic equation for the distribution functionf of the reso-
nant electrons, Maxwell’s equations, and the equations fr
the theory of elasticity:
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] f

]t
1vx

] f

]x
2

]U

]x

] f

]px
1

f 2 f 0

tp
50, ~3!

¹3¹3A5
4p

c
j , ~4!

j5
2e

~2p!3E f v dp, ~5!

r
]2u

]t2
2rw2

]2u

]x2
5G~x,t !2rn8

]3u

]t]x2
. ~6!

HereG(x,t) is the force exerted by the resonant electrons
the lattice,r andn8 are, respectively, the density and visco
ity of the crystal,f 0(«) is the equilibrium distribution func-
tion which depends on the Hamiltonian« of the particles in
a comoving coordinate system

«~x,t,p!5«0~p!1Dxy

]u

]x
1U~x2wt,p!,

u(0, u, 0) is the displacement of the lattice~it is assumed
that the acoustic pulse propagates along the 0x axis and the
polarization vector of the pulse is directed along the 0y axis!,
Dab(p) is the deformation potential tensor. The partic
spectrum«0(p) in the unperturbed crystal is assumed to
isotropic and quadratic. In this caseDxy5m0L(upu)vxvy ,
L.1, U(j,p)52 (e/c)A(j)•v, A5(0, A, 0) is the vector
potential of the electromagnetic field accompanying
sound wave, andj5(x2wt)/l. For resonant electron
whose transverse velocityny is of the order ofnF the func-
tion U(j,p) plays the role of a ‘‘potential’’ energy:U(j)
52(e/c)A(j)vFsign vy . We note that the ‘‘potential’’
U(j) describes uniquely the eddy electromagnetic field
the acoustic pulse as a result of the invariance of the p
under a gradient transformation of the potentialA.

We seek the particle distribution function in the form6

f ~p,x,t !5 f 0~«!1m0Lvu̇
] f 0

]«
1g~p,x,t !. ~7!

Substituting the expression~7! into Eq. ~3! and integrating
Eq. ~3! with the initial conditiong→0 ast→2`, we obtain
for the nonequilibrium correction to the functionf 0(«)

g5w sign vy

] f 0

]« E2`

t ]U

]x8
expS 2

t2t8

tp
Ddt8. ~8!

In the nonlinear regime~2! the result of integrating overt8 in
Eq. ~8! can be represented as5

g52
w

ṽ
U0

] f 0

]«
@s2s2`2a~j2s2`t1!#. ~9!

Here ṽ5(U0 /m)1/2, U05maxU(j); s5(vx2w)/ ṽ and t1

5 ṽt/l are, respectively, the dimensionless particle veloc
and the time along a classical trajectory;s2`5(s2

12U1signvy)
1/2sign s2` is the velocity of the particles a

they approach the pulse;U1(j)5U(j)/U0. The velocity in-
terval usu<(2(12U1signvy))

1/2 in Eq. ~9! corresponds to
the reflected electrons, whileusu>(2(12U1signvy))

1/2 cor-
n
-

e

f
se

y

responds to the transmitted electrons. For trapped parti
s2`50; they correspond to the velocity intervalusu
<(uU1u)1/2.

Substituting the distribution function~7! and the expres-
sion ~9! into the expression for the current density~5! and
integrating we obtain

j y~j!5Cen0u̇~j!2 j y
e~j!, j x5 j z50, ~10!

where

j y
e~j!5

3

4p
en0w

U0

«F
@C1~U1!1C2~U1!1aF~j!#,

~11!

C6~U1!56E ds~s262U1!1/2 sign s2` , ~12!

uFu, C.1; n0 is the equilibrium electron density; the1 and
2 signs correspond to positive and negative signs of
velocity vy of the resonant particles in the region of th
pulse. The first term in Eq.~10! corresponds to the lattice
current, while the second term is the current due to the re
nant electrons. The collisionless current due to the reflec
particles makes the main contribution to the current~11!,
which is of zeroth order in the small parametera, while the
collisional current due to the transmitted and trapped p
ticles is proportional toa.

3. Let us transform Eq.~4!, taking in account Eqs.~10!
and ~11!, to the form

2
]2U

]j2
5

3

4p
d2S 2

4p

3
C

«F

w
u̇2U0@C~U1!1aF~j!# D ,

~13!

whered25(l/s)3, C(U1)5C1(U1)1C2(U1). In the re-
gion of the pulse, where the lattice deformation satisfies
inequality

uu̇u@aw
U0

«F
, ~14!

under the conditions~1! it is convenient to seek the solutio
of Eq. ~13! in the form of a series in powers of the sma
parameterd22

U~j!5U ~0!~j !1d22U ~1!~j !1d24U ~2!~j !1 . . . .

As a result, in the leading order approximation in the para
eter max(d 22, a)!1 we obtain

4p

3
C

«F

w
u̇~j!5U0C~U1!. ~15!

Equation~15! is the condition for compensation of th
lattice currentCen0u̇ by the currentj y

e(j) due to the reso-
nant electrons in the region of the pulse. According to E
~15! the amplitudeU0 of the ‘‘potential’’ energy and the
displacement velocityu̇0 of the lattice at the maximum ar
related to one another by the relation

U05
4p

3

«F

w
Cu̇0 .
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Let us assume further that the acoustic pulse has
form of a quasimonochromatic packet, described by
function

u̇1~j![
u̇

u̇0

52~ tanha j1b!sinj/~11b! ~16!

~Fig. 1!. In the region of the leading edge of the pulse (aj
!1) the constantsa and b determine the amplitude differ
ence Du̇1k5u̇1(jk11

(2) )2u̇1(jk
(2)) as well as the value o

u̇1(j0
(2)) at the first extremum of the functionu̇1(j). We

shall assume that the quantitiesu̇1(j0
(2)) andDu̇1k (k50, 1,

2, . . . ,kmax) satisfy the inequality~14!

min~ uu̇1~j0
~2 !!u,uDu̇1ku!@a. ~17!

Here the indexk enumerates the ‘‘period’’ of the wave (k
5@j/2p#, where@x# is the integer part of the numberx).

We shall seek for equation Eq.~15! a solutionU1(j)
corresponding to this case in the form shown in Fig. 1b. T
characteristic points on the curveU1(j) are jk

(6) and jmk
(6) ,

which determine the limits of the region of motion of th
trapped particles. Calculating next the integrals~12!, we find
for the chosen form of the ‘‘potential’’U1(j) the stream
functionC(U1)5$Ck(U1)% (k50, 1, 2, . . . ) of thereflected
particles:

Ck~U1!5

¦

2w1~U1!1w~2U1!1Uk
~1 !w~U1 /Uk

~1 !!,

2uUk
~2 !u<U1<2uUk11

~2 ! u,

2w1~U1!1w~2U1!2uUk11
~2 ! uwS 2

U1

Uk11
~2 ! D

1Uk
~1 !wS U1

Uk
~1 !D , 2uUk11

~2 ! u<U1<Uk
~1 ! ,

2w1~U1!1w~2U1!2uUk11
~2 ! uw~2U1 /Uk11

~2 ! !,

Uk11
~1 ! <U1<Uk

~1 ! ,

2w1~U1!1w~2U1!2uUk11
~2 ! uwS 2

U1

Uk11
~2 ! D

1Uk11
~1 ! wS U1

Uk11
~1 ! D , 2uUk11

~2 ! u<U1<Uk11
~1 ! ,

~18!

wherew(6U1)5A17U16U1ln
A17U111

AuU1u
.

Now there is no difficulty in solving Eq.~15! and finding
the functionU1(j). Specifically, the positions of the singula
points jmk

(6) as well as the corresponding extremal valu
Uk

(6) of the ‘‘potential’’ that appear in the stream functio
~18! can be determined by solving the system of recurre
relations

Ck~Uk11
~7 ! !5u̇1~jk

7!→Uk11
~7 ! ,

Ck~Uk
~7 !!5u̇1~j!→jmk

~7 !

with the ‘‘initial’’ conditions U0
(7)571, jm0

(2)50. Figure 2
shows a plot of the functionC(U1)5$Ck(U1)%, obtained by
e
e

e

s

e

solving numerically Eq.~15! for the first four periods of the
displacement velocity of the lattice~16! (k50, 1, 2, 3). We
call attention to the fact that at the limit pointsUk

(6) the
stream functionCk(U1) has a kink-type singularity. The be
havior of the ‘‘potential’’ U1(j) near the pointsjmk

(7) and
jk

(7) , which is due to the singularities of the stream functi
Ck(U1), can be represented in the analytical form

U1~j!55
Uk

~7 !6¸k
~7 !~j2jmk

~7 !!2, j&jmk
~7 ! , kÞ0,

Uk
~7 !6pk

~7 !~j2jmk
~7 !!, j*jmk

~7 ! , kÞ0,

Uk11
~7 ! 6hk

~7 !~j2jk
~7 !!2, j&jk

~7 ! ,

Uk11
~7 ! 6jk

~7 !~j2jk
~7 !!4, j*jk

~7 ! ,
~19!

U1~j!5H 211b2j2, j*0,

112S ]u̇1

]j
D

j
m0
~1 !

2

~j2jm0
~1 !!2, j*jm0

~1 ! .
~20!

Here

¸k
~6 !5U]u̇1

]j
U

j
mk
~6 !

, pk
~6 !5U]u̇1

]j
U

j
mk
~6 !

U]Ck

]U1
U

U
k
~7 !

21

,

jk
~6 !5

1

4U]2u̇1

]j2 U
j

k
~6 !

, hk
~6 !5

1

2U]2u̇1

]j2 U
j

k
~6 !

U]Ck

]U1
U

U
k11
~7 !

21

.

We note that the derivative]U1 /]j vanishes at the points
jk

(6) corresponding to the extrema of the functionu̇1 and has
a discontinuity of the first kind at the pointsjmk

(6) (kÞ0).
An eddy electromagnetic field can be excited not on

inside but also outside~for j<0) the region of the pulse. In
the latter case it is determined by solving Eq.~13!, where we
must setu̇(j)50:

]2U1

]j2
5

3

4p
d2@Ce~U1!1aF~j!#, j<0. ~21!

This equation must be solved under the condition of smo
joining of the ‘‘potential’’ U1 with the function~20! at the
point j50

U1~0!521,
]U1

]j
uj5050.

We note that the appearance of reflected particles outside
current pulse@described by the functionCe(U1) in Eq. ~21!#
is largely due to the collisional component of the total cu
rent, which is proportional toa; the significance of this com
ponent is that it generates an initial fieldU1 playing the role
of a magnetic barrier for the reflected electrons. Since
functionF(j) is complicated~an expression for this function
is presented in Ref. 5!, the procedure for solving Eq.~21! in
the regionj&0 is very laborious, and we do not present
here.

The solution of Eq.~21! far from the boundaries of the
pulse must be sought in the form shown in Fig. 1b by t
dashed line. The stream functionCe(U1) corresponding to
this field is determined by the expression
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FIG. 2. Stream function of the re-
flected electrons. The regions of th
maxima and minima correspondin
to the first four branches ofCk of the
function C(U1) ~see Eq. ~17!,
k50, 1, 2, 3) are shown on a large
scale in the insets a and b, respe
tively.
th

l

g

q.
ic
Ce~U1!5H 2w~U1!, 21<U1<1,

2w~U1!1w~U1!, 0<U1<1.
~22!

As analysis shows, the electromagnetic field outside
pulse can be excited on a characteristic scaleDj.d21 ~in
dimensionless units, it corresponds to the quantityLd21

which is of the order of the thicknesss of the anomalous
skin layer of the metal!. Near the maximum of the potentia
~at j.j21

(1)), as well as in the limitj→2`, the solution of
Eq. ~21! has the form

U1~j!5H 12
3

4
pd2w~21!~j2j21

~1 !!2, j.j21
~1 ! ,

expS 2
3

16p
d2j2D , j→2`.

~23!
e

4. In accord with Eq.~15!, the electromagnetic dampin
of the acoustic pulses is determined by the forceG, propor-
tional to the derivative]U/]x,

G~x,t !52
Cn0w

vF

]U

]x
. ~24!

Using the slowly varying profile method, we transform E
~6! from the theory of elasticity in accord with the electron
force ~24! to the form

]u̇

]t
52u̇0

]U1

]j
2n

]2u̇

]j2
, ~25!

wheret52pC2n0pFt8/3rl, n53rn8/4pC2n0pFl, and t8
is the so-called ‘‘slow’’ time. The equation~25! together
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with Maxwell’s equation~15! solves the problem of electro
magnetic damping of acoustic waves in metals.

It was noted above that at the pointsjmk
(6) (k

51,2 , . . . )thederivative ]U1 /]j and together with it the
electronic force are discontinuous. Away from these poin
where the force has no singularities, the viscous force, p
portional to the small parametern, can be neglected in Eq
~25!. In this case the solution of Eq.~25! can be written in
the form5

u̇~j,t!5u̇0~0!FH j2E
0

t dt8

~]C/]U1!uC5u̇~j,t!/u̇0~t8!
J .

~26!

Here the functionF(j)5u̇(j,0)/u̇0(0) describes the initia
profile of the pulse. According to Eq.~26!, at the extrema
jk

(6) of the functionu̇(j), where according to Eqs.~18!–~20!
the derivativedU1 /]j50 while u]C/]U1u→`, no changes
occur in the deformation of the pulse~Fig. 1!:

u̇~jk
~6 ! ,t!5u̇~jk

~6 !, 0!. ~27!

This equation determines the characteristic feature of
evolution of a powerful radiopulse in the collisionless lim
(a→0) — stability of the shape of the pulse envelope n
the leading edge of the pulse. It must be underscored tha
result ~27! is a consequence of the potential distribution
the electromagnetic field, giving rise to compensation of
lattice current by the current of reflected particles, that
specific to packets of transverse sound. Indeed, the cond
for such compensation requires that the derivative]C/]U1

change sign at the pointsjk
(6), undergoing in the process

discontinuity. Since, on the other hand

]u̇

]j
uj

k
~6 !5

]C

]U1
U

U
k11
~6 !

]U1

]j U
j

k
~6 !

50,

for

]C

]U1
U

U
k
~6 !

Þ0,
]U1

]j U
j

k
~6 !

50,

Eq. ~27! follows.
Near the singular pointsjmk

(6) (kÞ0), the solution of Eq.
~25! describes the differential of the pulse deformatio5

~Fig. 1!

u̇~h!5u̇~hmk
~6 !!1@ u̇̄2u̇~hmk

~6 !!#@12exp~~S1gk
~6 !!

3~hmk
~6 !2h!/n))], h<hmk

~6 ! .

Here h5j2St, S is the rate of development of the diffe
ence in a coordinate system tied to the pulse,gk

(6)

521/@]Ck /]U1uU
k
(6)#, and the functionu̇̄ describes the

change in the pulse profile far from the singular pointsjmk
(6)

~for uhmk
(6)2hu@n) and satisfies the relation~26!.

5. It was noted above that the potential of the elect
magnetic field decreases rapidly over a distance;s at the
boundary of a powerful sound pulse. This, in turn, leads
the appearance of a Lorentz force
,
o-

e

r
he
r
e
s
on

-

o

Gion5eEn01
e

c
@ u̇,H#n0 , ~28!

acting on the ionic subsystem of the metal and giving rise
growth of additional signals — acoustic precursors. In ad
tion to this, the precursors are damped by electrons which
not interact with the main pulse. It can be shown that
electronic damping force has the following form in an a
proximation linear in the deformation of the precursor:

GL52
4

3p
C

«Fn0

vFl

]

]jE2`

` u̇~j8!

j2j8
dj8. ~29!

Compared with the first term, the second term on the rig
hand side of Eq.~28!, determining the Lorentz force exerte
by the intrinsic magnetic field of the pulse, is small in th
parameteru]u/]xu!1 and can be neglected. Dropping al
the viscous term in the force, the equation from the theory
elasticity for acoustic precursors can be represented in
form

]u̇

]t
5E~j!2

]

]jE2`

` u̇~j8,t!

j2j8
dj8, ~30!

where

E~j!5
3p

4

eEvvFl

«Fc
5u̇0

]U1

]j
.

The function E(j) is assumed to be independent of t
‘‘slow’’ time t in agreement with Eq.~27!.

We write the solution of Eq.~30!, obtained by the
method of integral transformations, as follows:

]u̇

]t
5

t

pE2`

` E~j8!

t21~j2j8!2
dj85Re EFL~t1 i j!, ~31!

whereEFL(p) is the Laplace transform of the Fourier com
ponent of the functionE(j). To estimate the rate of growth
of the precursor we approximate the ‘‘potential’’U1(j) near
the pointj5j21

(1) by the function@compare Eq.~20!#

U1~j!5
«2

«21~j2j21
~1 !!2

,

which has a characteristic width«.d21!1. Then we obtain
from Eq. ~31!

u̇1~z,t!5
«tz~t12«!

@~t1«!21z2#~z21«2!
, ~32!

where z5j2j21
(1) . The characteristic deformation profil

~32! of the precursor is shown in Fig. 1a~dashed line!.
According to Eq.~32!, the velocity of the precursor in

creases most strongly fort,«. During this time, the maxi-
mum of the functionu̇(z,t) ~for z.«) it grows up to values
at which the inequality~14! becomes valid. The further evo
lution of the acoustic precursor~for t.«) must now proceed
in accordance with the nonlinear equations~15! and ~25!.
However, the solution of the corresponding problem fa
outside the scope of the present work, and we do not pre
it here. We note only that the conclusions drawn earlier,
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the effect that there is no damping at the extrema of
deformation of the main pulse and a high-frequency elec
field is generated at the boundaries of the pulse, are
valid for a nonlinear precursor. Accordingly, the nonline
precursor becomes a source of a series of later precur
the length of each of which isd@1 times smaller than the
characteristic length of the preceding precursor.

6. The effects described in the present paper can be
served in alkali metals by the propagation of powerful
diopulses of transverse sound having a large slope of
envelope at the leading edge. We underscore that the am
tude differenceDu̇1k between the neighboring maxima ne
the leading edge should satisfy the inequality~17!, ensuring
that the reflected particles make the dominant contributio
the electronic current~11!. Near the top of the pulse~for
k.kmax) the neighboring maxima ofu̇1(jk11

(2) ) and u̇1(jk
(2))

differ by an amount of the order ofa and less, so that in the
corresponding interval of the ‘‘potential’’DUk

(1)5Uk
(1)

2Uk11
(1) there is no collisionless current of reflected particl

Damping in this case, just as in the case of a monochrom
wave,6 is determined by the degree of screening of the lat
current by the collisional current of trapped and transmit
electrons and the strong nonlinearity regime is larger than
deformation damping~by a factord 4@1) even in metals
having an arbitrary carrier spectrum. Therefore, it should
expected that the acoustic signal should be substantially
pressed at the top of a powerful transverse radiopulse~com-
pared to the edges of the pulse!.1!

In metals having a complicated Fermi surface, the el
tromagnetic absorption at the edges of the acoustic pac
competes with deformation absorption; specifically, the la
gives rise to a finite damping at the local extrema of
deformation of the radiopulse.2 Nonetheless, even in thi
case, electromagnetic effects should be expected to appe
the form of a powerful high-frequency burst of deformati
at the boundary of the main pulse. This signal was appare
e
ic
so
r
rs,
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observed earlier by Fil’et al.7 as a component of acousti
noise arising at the leading edge of a powerful radiopu
with transverse polarization propagating in ultrapure galliu
The electromagnetic nature of this noise was establishe
Ref. 7 from its suppression when the sample became su
conducting.

For radiopulse frequencies;100 MHz and pump power
;102 W/cm2, the main parameters of the problema andd
equal in order of magnitude 1021 and 10, respectively. At
the same time, the growth time of the precursor deformat
is ;1027 s, while its extent;1022 cm. The intensityH of
the magnetic component of the eddy field of the pulse is
the order of 1 Oe, which corresponds to the estimates
tained in Ref. 8 .

In closing, we thank S. L. Lebedev for a helpful discu
sion and V. I. Mikha�lov for assisting in the numerical cal
culations.

1!It is interesting to note that this suppression of the signal level near the
of a powerful acoustic radiopulse was described in Ref. 7 .
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Magnetic susceptibility and inelastic electrical resistivity of GdZn xCu12x alloys
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The deviation from the Nordheim–Kurnakov rule and the anomalous behavior of spin-disordered
electrical resistivity in quasi-binary GdZn (TC5268 K! – GdCu (TN5142 K! solid
solutions is explained in effective medium approximation within percolation theory for the case
of three phases, viz., ferro-, antiferro-, and paramagnetic. The strong increase ofr at zinc
concentrationsx;0.45 is attributed to the closeness of the system to the percolation threshold.
The phase volumes calculated for the random-distribution case fit well to the concentration
dependence of magnetic susceptibility. ©1998 American Institute of Physics.
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1. MAIN CONCEPTS

The electrical and magnetic properties of t
GdZnxCu12x alloy system exhibit a number of interestin
features which may even appear paradoxical when con
ered within universally accepted concepts. They were s
ied comprehensively in Refs. 1–6, where experiment
vealed coexistence in alloys of intermediate concentrati
(0.2<x<0.8) and in the low-temperature domain of ferr
(F) and antiferromagnetic (A) phases, and, possibly, of an
other phase of paramagnetic (P) or spin-glass type. This
low-temperature magnetic state is usually called reent
spin glass. Figure 1 presents a phase diagram of the mag
state of GdZnxCu12x alloys near the region of transitio
from A ~for x,0.2) to F ~for x.0.8) long-range order. A
the same time even a qualitative explanation of the conc
tration and temperature dependences of electrical resist
and magnetic susceptibility of these alloys meets with
number of difficulties which still have not been overcome

The most essential of them are as follows:
1. The residual resistivity~measured atT54.2 K! r0(x)

of GdZnxCu12x alloys does not obey the Nordheim
Kurnakov rule

rNK~x!54rNK
maxx~12x!, ~1!

by which (1/4r)NK
max

•drNK /dxux→0;1561 and (1/4r)NK
max

•d2rNK /dx2ux→0;1522.7 As seen from Fig. 2, in actual fac
(1/4r)NK

max
•dr0 /dxux→0;1;62, and (1/4r)NK

max

•d2r0 /dx2ux→0;150, which corresponds to a linearr0(x)
relation with a large slope. And it is the absence of a ne
tive quadratic-in-x term in Eq.~1! that results atx50.45 in a
giant residual resistivityr0

max;0.7mV, which exceeds by
nearly an order of magnitude the valuesr0;0.1mV typical
of metal alloys.

2. The electrical resistivity in the paramagnetic tempe
ture region~for T>300 K! falls off linearly with decreasing
zinc concentration forx,0.6. It would seem that a
T5300 K,r(x) should be constant, because the resistivity
dominated primarily by the phonon,rph, and magnetic,rm,
contributions. Note that the phonon contribution does
8911063-7834/98/40(6)/6/$15.00
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depend onx, which follows from practically the same slop
of the r(T) curves forT.TC ,TN ,4,5 and the magnetic con
tribution should be constant because scattering takes p
only from spins of the Gd ions, whose magnitude and c
centration in all GdZnxCu12x alloys are the same.

3. Isolation of the spin-disordered component of resist
ity by standard techniques~see, for instance, Ref. 8!

rmm5r2~r01rph! ~2!

FIG. 1. Magnetic phase diagram of GdZnxCu12x alloys. 1 — Néel points
TN ; 2 — Curie pointsTC ; 3 — temperaturesTf corresponding to transition
from collinear ferro- or antiferromagnetic states to reentrant-glass–t
state;4 — paramagnetic Curie temperaturesQP .
© 1998 American Institute of Physics
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yields a fairly unusual resultrmm(x)50 for x,0.45, i.e., in
antiferromagnetic alloys~see Figs. 1 and 2!.

Our explanation of the above features inr(x) is based
here on the following starting premises which are in acc
with the current experimental data on GdZnxCu12x alloys:

1! Alloys with x<0.5 retain considerable spin disord
down to the lowest temperatures, which is evidenced b
strong paraprocess and the presence of a weak spontan
moment atT54.2 K even inx,0.2 alloys1–3. This results in
substantial spin scattering and, accordingly, in a larger0(x).
It thus becomes clear that, when one enters the paramag
temperature region, the change in spin disorder is small
affects only weakly the behavior ofr(x,T). Therefore the
usual method of isolation of the spin component yields
underestimate, in particular, a value close to zero for conc
trationsx where even at low temperatures the extent of s
disorder is large~i.e., for x,0.5).

2! Premise~1! is at odds, however, with the compar
tively small low-temperature resistivity of antiferromagne
alloys. For smallx;0.1, r0(x);0.1mV, while the maxi-
mum magnetic resistivity under total spin disorderrmm

;0.7mV. ~This follows from rmm measurements for th
collinear ferromagnet GdZn, as well as from the value
r0

max.!
We believe that one has to invoke the concepts of p

colation theory for multiphase systems in order to expl
this controversy. In accordance with experimental data,2,3 it
is then assumed that samples with 0.2<x<0.8 containA and
F phases, with subsequent formation of a spin-glass–t
spin-disordered phaseP, which becomes dominant fo
x;0.5. In this case the low-resistivityF and, possibly, part
of the A phase with weak spin disorder shunt the hig
resistivity P phase, thus reducing substantially the obser
resistivity r0(x).

3! The r(x) relation is affected also, through the ma

FIG. 2. Electrical resistivity of GdZnxCu12x alloys.1 — resistivity in para-
magnetic temperature region forT5300 K.TC ,TN ; 2 — residual resistiv-
ity r0 measured atT54.2 K; 3 — spin-disorder resistivityrmm calculated
from Eq. ~2!; 4 — resistivity r th calculated in accordance with Eq.~11!.
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netic component of resistivity, by the variation with zin
concentration of thes f exchange integralI s f(x).8 Since in
the ‘‘clean’’ A phase (x<0.2) TN5142 K, and in the like-
wise ‘‘clean’’ F phase (x51) TC5268 K, the variation of
rmm(x) due to this factor should be related to theTN /TC

ratio. It would seem that this relation could be obtained in
more specific form from ther(x) curve in the paramagneti
temperature region. Because all alloys atT5300 K are in the
P state~see Fig. 1!, one should expectr(x)>const, if we
disregard theI s f(x) dependence. As seen from Fig. 2, how
ever, one observes a linear growth ofr(x) with x increasing
from practically zero to 0.6. One could tentatively estima
the change in resistivity due to the concentration depende
of the quantityI s f

2 (x) from the relationr(x50)/r(x.0.6)
;TN /TC5142/268;0.5 @for x.0.6, r(x) remains con-
stant#. The experimental valuer(x50)/r(x51);0.4 is
slightly smaller. Note, however, that one cannot use in t
estimation theTC(x) and TN(x) curves, as well asQP(x),
which vary strongly in the middle of the concentration ran
~for x;0.5); this variation is caused by compensation of t
positive and negative contributions due to the molecu
fields which are generated by Cu and Zn ions surround
Gd ions in the GdZnxCu12x alloys.

2. SCHEME OF CALCULATION

In accordance with the preceding reasoning, we have
calculate the electrical resistivity of a three-phase sys
consisting of theA, F, andP phases. The resistivity of eac
of them is given by the relation

r j5r i
j1rm

j 1rph
j , ~3!

where j 5A,F,P, r i
j is the residual impurity resistivity of a

phase,rm
j is the magnetic component of resistivity associa

with scattering from disordered spins through their excha
interaction with carriers, andrph

j is the phonon part of the
resistivity. Experiments show that therph

j component practi-
cally does not depend on concentrationx and is described
satisfactorily by standard theory. The resistivityr i

j is appar-
ently small compared to the other contributions. We sh
therefore focus attention onrm

j (x).
We shall consider our system to consist of a continuo

sequence of clusters of different GdZnxCu12x species, where
the number of Cu and Zn atoms surrounding Gd atoms va
from zero to eight for each species, with the probability o
certain CunZn82n configuration depending on concentratio
x. These probabilities are given by binomial coefficientsCn

8

58!/n!(82n)!, so that the probability for a given environ
ment to become realized at a concentrationx will be written

Xn~x!5Cn
8xn~12x!82n. ~4!

As follows from Eq.~4!, for any concentrationx there is
a finite probabilityXn(x)Þ0 for any type of environmen
n,82n (n50, . . . ,8). Applying this approach to the
GdZnxCu12x alloy system, one can consider all nine possib
n states, and assume each of them to be a configuration
sessing certain physical characteristics. Thus our alloys
resent a microheterogeneous, but macrohomogeneous sy
which can be described in terms of percolation theory.
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TABLE I. Relative volume of magnetic phases in GdZnxCu12x alloys calculated from Eq.~5!.

x

Xj 0 0.1 0.2 0.3 0.4 0.45 0.5 0.6 0.7 0.8 0.9 1

XF 0 0.0 0.01 0.058 0.173 0.258 0.359 0.583 0.781 0.902 0.947
XA 1 0.962 0.797 0.552 0.316 0.222 0.148 0.061 0.036 0.043 0.048
XP 0 0.038 0.193 0.390 0.511 0.520 0.492 0.356 0.183 0.055 0.005
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To simplify the mathematic treatment of the proble
divide all possible values ofn into three groups, which is in
accord with the real physical situation. The phase co
sponding to the valuesn50,1,2 will be considered to be th
A phase, that withn53,4, theP phase~spin glass!, and the
phase withn55,6,7,8, theF phase. Then for the volume o
eachXj phase for a givenx we can write

Xj5 (
n5nj

nj8

Cn
8~12x!82nxn, ~5!

wherenj andnj8 are the initial and final values ofn for theA,
P, andF phases, respectively, with

(
j

Xj51 .

The values ofXj (x) calculated using Eq.~5! are given in
Table I.

Having an explicit expression~5! for the concentration
dependence of phase volume, we can now calculate the
pendence on concentration of the magnetic susceptib
x j (x) for each phase and the total susceptibility

x th5(
j

x j~x!. ~6!

We shall be interested in a relative quantityx j (x)/x j (xj ),
wherex j (xj ) are the values ofx j (x) at a reference pointxj

chosen so as to make comparison with experiment con
nient. Such points are obviouslyxj5xA50 for theA phase,
xj5xF51 for the F phase, andxj5xP50.45 for the P
phase, where the experimental relationx(x) passes through a
maximum.

Thenx j (x) can be written

x j~x!5x j~xj !Xj~x!@Xj~xj !t j~x!#21, ~7!

where t j (x)5Tj (x)/Tj
max, Tj (x)5TN(x) or TC(x), respec-

tively, for the A or F phase, andtP(x)51 for the P phase.
Figure 1 showsTj (x) curves, withTj

max being their maxi-
mum values. Introduction of thet j (x) factor in Eq.~7! takes
,

-

e-
ty

e-

into account the exchange interaction in molecular-field
proximation required to calculate the susceptibility. For t
P phase the molecular field is zero, and therefore we d
factor tP(x) in Eq. ~7!.

The values ofx j (x) andx th(x) calculated using Eqs.~6!
and ~7! are presented in Table II and Fig. 3. The agreem
between the calculated,x th(x), and experimental,x(x), val-
ues is seen to be quite satisfactory. Only within the 0.6<x
<0.9 interval do the values ofx th(x) exceed somewhat thos
of x(x). Remarkably, the maxima inx th(x) andx(x) coin-
cide, which is due exclusively to the existence of a maxim
in the relative volume of the P phase at point
xP50.45. This supports the validity of dividing individua
atomic configurations into phases in Eq.~5! and offers a
strong argument for the usefulness of the model propo
here.

Consider now the electrical resistivity. It is obvious fro
general considerations that there should exist a relation
tween the magnetic component of the resistivity and m
netic susceptibility. For the alloys dealt with here this fo
lows also from experiment, when one considers the d
presented in Figs. 2 and 3. In this case one can use
concentration dependencesx j (x) to calculaterm

j (x). Direct
proportionality between the magnetic contributions tox and
r exists, however, only for theP phase. We shall assume
therefore, the magnetic part of the resistivity of theP phase
to be described by the relation

rm
P~x!5r P~xP!~11tx!xP~x!/XP~x!, ~8!

wherexP(x) is calculated from Eq.~7!.
Parametert5(TC2TN)/TN50.89 is introduced in Eq.

~8! to take into account the concentration dependence of
exchange integralI s f , which determines the amplitude o
conduction electron scattering from Gd spins.

Parameterr P(xP) in Eq. ~8!, similarly to the calculation
of susceptibility using Eq.~7!, is determined at the referenc
point.

From a theoretical standpoint, the relation betwe
rm(x) andx(x) is based on the well-known expressions9
0
.25
0
25
TABLE II. Magnetic susceptibilityx ~in EMU/g! calculated for GdZnxCu12x alloys using Eqs.~4!–~7!.

x

x 0 0.1 0.2 0.3 0.4 0.45 0.5 0.6 0.7 0.8 0.9 1

xA 1.7 1.68 0.50 1.11 0.909 0.706 0.527 0.295 0.217 0.298 0.384
xF 0 0.003 0.035 0.097 0.193 0.248 0.301 0.356 0.387 0.340 0.292 0
xP 0 0.124 0.636 1.29 1.69 1.71 1.62 1.18 0.603 0.182 0.016
x th 1.70 1.81 2.17 2.49 2.79 2.67 2.45 1.83 1.21 0.82 0.693 0.
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rm~x!5B~S22S̄2!, x~x!5D~S22S̄2!. ~9!

Equation ~9! for x(x) can be derived, for instance, from th
Ginzburg–Landau equation. Relations~9! are well applicable
to the P state. For low temperatures and in a magnetica
ordered state, however, they may be more complex. O
should also bear in mind that spin flop on the magnetic s
lattices of theA phase, which does not affect resistivity, c
provide a considerable contribution toxA(x) at high fields.
Therefore we shall use relations~9! only for theP phase.

Estimatedrm(x) contributions in theA andF phases at
T54.2 K turn out to be considerably smaller~by about an
order of magnitude! than that in theP phase. This permits
us, as a first approximation, to neglect the componentsrm

A

andrm
F at low temperatures. Taking into account the imp

rity resistivity r i and the Nordheim–Kurnakov contributio
rNK(x) connected with random substitution of Zn for C
atoms in all phases, we come to

r j~x!5rNK~x!1rph1r i
j~x!1rm

j ~x!, ~10!

where componentsrNK(x) and rm
P(x) are found from rela-

tions ~1! and ~8!, andrm
A(x) andrm

F (x) are'0.

A. Low temperatures „T54.2 K…

We note first of all that, forT→0 K, the magnetic com-
ponentrm

PÞ0 because of the residual Gd spin disorder
companying atomic disorder of Cu and Zn ions. Moreover
is primarily the relationrm

P(x)uT→0 that determines ther0(x)
curve in Fig. 2. Because the system has more than one ph
however, rm(x)uT→0 cannot be described in terms of th
Nordheim–Kurnakov rule, but has a more complex for
The expression of Odelevski�–Kondorski� derived for the
two-phase case was generalized in percolation theory.10 In

FIG. 3. ~1! Magnetic susceptibilityx; ~2! spontaneous magnetizationMs of
GdZnxCu12x alloys determined atT54.2 K; ~3! susceptibilityx th calculated
in accordance with Eqs.~6! and ~7!.
y
e
-
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-
it

se,

.

the effective-medium approximation an analytic express
was obtained10 for a three-phase system in which one pha
is nonconducting:

seff51/r th5@~3X121!s11~3X221!s2#/4

1$@~3X121!s11~3X221!s2#2/16

1~223X3!s1s2/4%1/2. ~11!

HereX1 andX2 are the volumes of conducting phases w
electrical conductivitiess1 ands2, andX3 is the volume of
the nonconducting phase (s350). In the general case o
s3Þ0, theory yields a more complex cubic equation. A
sumings3!s1 ,s2, we shall consider Eq.~11! with index 1
referring to phaseF, index 2 to phaseA, and index 3 to
phaseP, to be approximately valid for the GdZnxCu12x sys-
tem. Besides, in contrast to the standard arrangement
shall set, in accordance with Eq.~10!, s15sF(x), and s2

5sA(x).
Prior to starting numerical calculation ofseff using Eq.

~11! within the total concentration range, consider some a
lytical results obtained in the limiting case. The relative vo
ume of the third phase in the percolation limit isX3

c5XP
c

52/3. Then, as follows from Eq.~11!, seff→0, and, accord-
ingly, r th5seff

21→`. Equation ~5! yields 0.52 for the maxi-
mum value ofXP at x50.45, i.e.,@XP

c 2XP(x50.45)#5d
50.14!1. This gives us grounds to make expansion ind,
which, in linear approximation and assumings15s2, re-
duces Eq.~11! to a simple expression

r th5seff
215

2

3
rP~x!

1

d~x!
. ~12!

Equation ~12! provides a good fit to the concentratio
dependence of resistivity near the percolation threshold f
two-phase system and permits a crude estimate of the m
mum r th(x). If, according to Eq.~10!,

rA~x!5rNK~x!1rph1r i
A~x!,

rF~x!5rNK~x!1rph1r i
E~x!, ~13!

as is true, for instance, in our case as well, andrphuT→0;0,
and the impurity resistivities in theF and A phases do not
differ very much, thenr th(x) grows as(2/3)1/d(x) nearx
52/3. Substituting a typical valuerNK

max;0.1mV into Eq.
~1!, we obtain using Eq.~12! ;0.47mV for the maximum
value ofr th, which means a nearly fivefold increase in res
tivity near the percolation threshold compared to t
Nordheim-Kurnakov contribution.

The main physical result of our calculation consists
that the presence of the high-temperatureP phase atx
;0.45 brings about a considerable growth ofr th}1/d in the
middle of the concentration interval. The applicability of E
~11! with s350 can be estimated using the relation ofrm

P(x)
to xP(x) given by Eq.~8!. Table III lists the partial resistiv-
ities rA(x), rF(x), and rP(x) calculated by means of Eqs
~8! and ~13!. The parameterr P(xP) was chosen so as t
achieve a reasonable fit ofrP(x) and xP(x) to the experi-
mental values ofr0(x) and x(x) at x50.45. As seen from
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TABLE III. Electrical resistivityr ~in mV! calculated for GdZnxCu12x alloys using Eqs.~8!, ~10!, ~11!, ~13!–~15!.

x

r 0 0.1 0.2 0.3 0.4 0.45 0.5 0.6 0.7 0.8 0.9 1

rA 0.16 0.22 0.26 0.25 0.25 0.23 0.21 0.17 0.15 0.15 0.15 0.02
rF 0.025 0.06 0.09 0.11 0.13 0.13 0.14 0.14 0.13 0.11 0.08 0.04
rP 0.52 0.60 0.67 0.73 0.79 0.82 0.84 0.88 0.91 0.94 0.95 0.96
rm

PxP 0 0.02 0.11 0.24 0.34 0.36 0.35 0.27 0.15 0.05 0.005 0
r th 0.16 0.24 0.36 0.56 0.86 0.79 0.59 0.3 0.18 0.12 0.08 0.04
rmm 0.08 0.01 0.08 0.18 0.45 0.63 0.49 0.51 0.57 0.73 0.59 0.52
rm

tot 0 0.02 0.11 0.24 0.25 0.46 0.46 0.45 0.53 0.05 0.59 0.66
th
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Table III, rP(x) exceeds considerablyrA(x) and rF(x)
throughout the concentration range covered. This justifies
s350 approximation in Eq.~11!.

To obtain more accurate data for the wholex range than
those given by Eq.~12!, one should use Eq.~11! to calculate
r th. The results of this calculation are presented in Table
and Fig. 2. Figure 3 demonstrates a quite satisfactory ag
ment with experiment. In contrast to the estimates made w
Eq. ~12!, this numerical calculation took into account al
the impurity contributionsr i

A(x) andr i
F(x), which were es-

timated from the experimentally determined residual resis
ity at points x50 and x51. Being small, the valuer i

F(x
51)50.025mV affects very weakly the final result. Th
large valuer i

A(x50)50.136mV is possibly due to the pres
ence of an additionalA phase withTN540 K in alloys based
on the antiferromagnet GdCu.6 It remains, however, unclear
up to what value ofx this additional phase persists, and ho
its volume depends onx. In our calculation we assumed th
this phase is present for allx where the mainA phase exists,
i.e., we used the corresponding expression~10! for a constant
r i

A(x). At the same time the final contribution due tor i
A(x)

to the total resistivityr th falls off with increasingx propor-
tional to the decrease of theXA(x) volume for theA phase.
A good agreement betweenr th(x) and the experimenta
value r0(x) at the maximum forx50.45 is obtained for
r i

A(x)50.1mV, which differs not by much from the exper
mentally foundr i

A(x50)50.136mV.
Thus a simple percolative model~11! permits one to

achieve a satisfactory description of ther0(x) relation using
only the experimental values of the residual resistivit
r i

A(x50) andr i
F(x51), as well as the Nordheim–Kurnako

contributionrNK(x). This theory offers the following predic
tions for the behavior ofr th(x). This quantity is most sensi
tive to the parameterd(x) determining the closeness of th
high-resistivity phaseP to the percolation threshold. Fo
GdZnxCu12x alloys, d(x50.45)50.14. An increase in the
volume of phaseA can give rise to a considerable growth
r th(x). In connection with this, it appears reasonable to stu
RZnxCu12x systems with R5 Tb, Dy, and other REMs, for
which pure R metals are antiferromagnets, so that one c
expect an increase of theA phase in RZnxCu12x compounds.
Addition of impurities increasing the magnitude ofr i

A(x)
andr i

F(x) can also initiate a strong increase ofr th(x).
e
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e-

th

-
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y

ld

B. High temperatures „T>TN ,TC…

The concepts discussed in Sect. A offer an explana
for the behavior ofr(x) in the paramagnetic temperatu
region and, in particular, the apparent absence of the s
disorder contributionrmm in antiferromagnetic alloys. Fo
T.TN andTC , the alloy system under study becomes ma
netically single phase, and, hence,r(x) should be described
by standard expressions.

One could again use, for quantitative determination
rmm, the effective-medium approximation for multiphas
systems, as we have done in Sec. A, but with a transition
the single-phase limit. One should then have to replace
~11!, describing the particular case of a three-phase sys
with s35sP50, with the corresponding expression for
finite s3Þ0. In this case one would, however, have to so
a cubic equation@see Ref. 10 and references therein#. There-
fore, we shall restrict ourselves here to a simpler but no l
revealing interpretation.

Considering that, for nearly allx with exception of the
extreme ends of the interval,x>0 andx>1, the main con-
tribution to the residual resistivityr0(x) comes from its
magnetic part corresponding to its high-resistivityP phase
~see Table III!, we can use for crude estimation ofrmm the
following relation

rmm~x!5r~T.@TN ,TC#,x!2rNK
max2r i~x51!2rph.

~14!

The values ofrmm(x) calculated from Eq.~14! are present in
Table III, where byr(T.TN ,TC) one understands the va
ues ofr(x) measured atT5300 K, by rNK —the quantity
4rNK

maxx(12x)50.4x(12x), by r i(x51)50.025mVm - the
residual resistivity of the ferromagnet GdZn, and forrph(T
5300 K! one took the same value 0.45mV for all x.

As seen from Table III, even in such a crude estimat
the valuermm;0.5mVm persists through most of thex
>0.45 interval. The above discussion suggests that fox
,0.45 one can assume the decrease ofrmm(x) to result from
a decrease in exchange interactionI s f . Experiments exhibit a
stronger decrease ofr(x) for x,0.3. It should, however, be
pointed out that the point atx50.3 falls out markedly from
the experimentalx(x) relation~see Fig. 3!, and that starting
with x<0.2 ther0(x) curve in Fig. 2 and other properties o
the GdZnxCu12x alloys become distorted through formatio
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of the additionalA phase, which is caused by the structu
instability of the GdCu antiferromagnet~for more details, see
Refs. 1–6!.

It appears interesting to comparermm(x) calculated from
Eq. ~14! with the magnetic component of resistivityrm

P(x)
determined independently from Eq.~8! using its proportion-
ality to the susceptibility. In essence,rm

P(x) is the magnetic
resistivity component connected with spin disorder atT
54.2 K. In this case, the total magnetic resistivity is ob
ously a sum ofrm

P(x)XP(x) and the high-temperature pa
rmm obtained in a standard way from Eq.~2!, i.e.

rm
tot~x!5rm

P~x!XP~x!1rmm. ~15!

Table III lists the values ofrm
tot(x) obtained using Eqs

~2! and ~15!. The pattern here is similar to calculation
rmm(x) using Eq.~14!.

To conclude, correct determination of the concentrat
dependence of the magnetic contribution to resistivity o
microinhomogeneous alloy should take into account both
behavior of the exchange interaction determining the am
tude of carrier scattering from disordered spins with conc
tration x and the shunting of high-resistivity phases by lo
resistivity phases. The assumption of the persistence of
disorder in the GdZnxCu12x alloy system at low tempera
tures (T54.2 K! offers an explanation for the concentratio
dependence of resistivityr(x) and permits isolation of the
magnetic componentrm(x) from it. Quantitative description
makes use of the correlation betweenr(x) and magnetic
l

n
a
e

li-
-

in

susceptibility x(x) in the low-temperature domain and o
percolation theory.
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The characteristics of nonphonon pairing of hybridizedp andd electrons in planar complexes
RuO2 are studied in the presence of a strong short-range Hubbard repulsion. The phase
diagram of superconductivity as a function of the degree of underfilling of the 2p6 and 4d6 shells
in the RuO2 complexes is calculated in a generalized Hubbard model. ©1998 American
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Compounds of the type Sr2RuO4,1 including the planar
RuO2 structure, are studied. The description of such a str
ture assumes that hole excitations of the type 4d(xy) and
2p(x,y) in 4d6Ru21 and 2p6O22 shells are present in it
The crystal field splits thet2g level of ruthenium into a sin-
glet 4d(xy) and doublet 4d(xz,yz). The 4d(xz, yz) elec-
tronic levels are assumed to be completely filled.2 Thed and
p electrons tunnel through the excitedp ~d! states of oxygen
~ruthenium — depending on the ratio of the energies of
single-particle 2p and 4d states!.

Strong internal correlations split the 4d(xy) and
2p(x,y) hole levels into Hubbard sublevels~two d and four
p levels in accordance with the degrees of degeneracy o
single-particle atomic states!, corresponding to certain
single-particle energies«d and«p . The present paper exam
ines the limiting case of infinitely high Hubbard energie
when only one Hubbardp level and one Hubbardd level are
occupied simultaneously,«p;«d . The energy shiftr 5«p

2«d of the anionic levels relative to the cationic is the me
surable parameter determining the phase properties of
compound.

When the tunneling interaction is taken into accou
hybridization and simultaneous filling of the Hubbard ho
levels«p and«d occur. As a result, the levels are collecti
ized into Hubbard bands.

1. GENERAL THEORY. EQUATIONS OF STATE AND
CRITERIA FOR SUPERCONDUCTIVITY

The electronic structure of the complex RuO2 is studied
in a model that takes into account, together with the tunn
ing matrix elementstpl ;d between thep andd states of the
ruthenium and oxygen atoms~the Emery model3!, the tun-
neling matrix elementstd;d between thed states of different
ruthenium atoms~similarly to Ref. 4!. The model assume
that these are the largest tunneling matrix elements and
therefore, they play the main role in the formation of t
elementary excitation spectrum. A numerical estimate of
matrix elements is given in the Appendix. The special c
when the indicated matrix elements are equal for near
neighbor atoms —tdl ;d5td;d5t is studied.
8971063-7834/98/40(6)/4/$15.00
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Neglecting the Coulomb interaction under the assum
tion that it is strongly screened leads to a generalized H
bard model with the mean~self-consistent! field as the ze-
roth approximation with the Hamiltonian5

Ĥ5«p( p̂rl
1 p̂rl1«d( d̂r

1d̂r1V̂, ~1!

V̂5( tpl ;d~r12r2!~ p̂r1l
1 d̂r2

1d̂r2

1 p̂r1l!

1(
1

td;d~r12r2!d̂r1

1d̂r2
. ~2!

Here p̂1, p̂, d̂1, and d̂ are creation and annihilation opera
tors for thep andd hole states.

The following states are chosen as a basis for the ato
hole states in order to switch to the Hubbard representat

For the oxygen atom O22, 2p6:u0&; single-hole O2,
2p5: p̂xs

1 u0&, p̂ys
1 u0&~the level is four-fold degenerate!, i.e.,

p̂l
15X̂(lu0).

For the ruthenium atom, studying transitions between
states of Ru21 and Ru31:Ru21, 4d6u0&; single-hole states o
Ru31, 4d5: d̂s

1u0& ~the level is doubly degenerate!, i.e., d̂s
1

5X̂(s/2u0).
For the ruthenium atom, studying transitions between

states of Ru31 and Ru41: single-hole states of Ru31, 4d5:
d̂s

1u0&; two-hole states of Ru41, 4d4:d̂↑
1d̂↓

1u0&, i.e., d̂s
1

5X̂(↑↓u2s/2).
The transition to the Hubbard representation transfor

the Hamiltonian to the following form:

Ĥ5(
rk

«kX̂r
kk1

1

2 (
abrr 8

X̂r
aX̂r8

b V̂ab~r2r 8!, ~3!

where X̂r
a are Hubbard operators anda and b are the so-

called root vectors, which identify transitions between c
states.6 This Hamiltonian corresponds to the following in
verse virtual multicomponent single-particle Green’s fun
tion for the no-loop Hubbard approximation:5

@Gv
21~p!#ab5@$Gv

~0!~p!%21#ab2 f aVab~p!. ~4!
© 1998 American Institute of Physics
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HereGv
(0)(p) is the diagonal atomic Green’s function.

The tunneling interaction is taken into account in t
nearest-neighbor approximation;f p and f d are the so-called
terminal factors, which account for the existence of an in
nite Hubbard energy and are fixed by the average num
np andnd characterizing the underfilling of the 2p6 and 4d6

electronic shells, respectively,

f p5123np/4, ~5!

f d5H 12nd/2, 0,nd,1,

nd/2, 1,nd,2.
~6!

Together with the noncollectivizedp branchesE5«p ,
the single-particle Green’s function~4! gives two branches

E1,252m1 f dtFp6A~r /22 f dtFp!212 f pf dt2~22Fp!.
~7!

Here Fp5cos(pxa)1cos(pya), m52(«d1«p)/2 is the
chemical potential of the compound,r 5«p2«d , t is the
tunneling matrix element between the states of neares
oms, anda is the modulus of the translational-symmetry ve
tor.

The average occupation numbersnp andnd of the hole
states can be expressed in terms of the matrix elements o
Green’s function

@Dv~p!#ab5@Gv~p!#ab f b , ~8!

thereby determining the equation of state of the system

np5 f pS 3nF~«p!1(
pj

BjnF~Ej ! D , ~9!

(
pj

AjnF~Ej !5H nd /~2 f d!, 0,nd,1,

~nd21!/ f d , 1,nd,2,
~10!

where

A15B25
1

2F12
r 22 f dtFp

E22E1
G ,
-
rs

t-

he

A25B15
1

2F11
r 22 f dtFp

E22E1
G . ~11!

The appearance of superconductivity in the system
determined by the presence of a negative scattering am
tude at the Fermi surface. The condition for the appeara
of a superconducting state is that a singularity appears in
two-particle multicomponent vertex partGab(p) with zero
total energy, momentum, and spin.7 In the empty-lattice ap-
proximation~the gas approximation! it is given by the ladder
series8

Gab~p!5Gab
~0!~p!2T(

vp8
Gabln

~0! ~p,p8!

3Gv
ll8~p8!G2v

nn8~2p8!Gl8n8~p8!. ~12!

HereGabln
(0) (p) is the two-particle vertex part, which is irre

ducible with respect to two lines with identical direction an
which we find by the Dyson method.9

As a result, the superconductivity condition can be e
pressed by the conventional BCS formulal.0 with an ef-
fective constantl

Tc;e21/l, l5gr. ~13!

Herer5(pd(E(p)) is the energy density of the states at th
Fermi surface,g is an energy factor,

g5
62«p

2«df p2«pf d~«d1L !2

f pf d~«p1«d1L !2
,

L5
4 f pf dt22«p«d

«p1 f pt
. ~14!

Here 6 correspond to the cases 0,nd,1 and 1,nd,2,
respectively.

The density of statesr is always positive, so that the
existence of superconductivity in the system is determin
by the conditiong.0.
-

-

FIG. 1. Phase diagram of supercon
ductivity for the complex RuO2 . The
regions of existence of superconduc
tivity are hatched. 1, 2 — Lines of
electrical neutrality ~16! for d50
and 0.14.
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FIG. 2. Hopping integrals as a function of distance~in atomic units! between the centers of the orbitals. 1 —tddp , 2 — tpdp , 3 — tppp , and 4 —tpps . A,
B,C — Distances between the nearest-neighbor atoms for the complex RuO2 ~lattice perioda'6).
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2. CHARACTERISTIC FEATURES OF THE FILLING OF THE
ELECTRONIC SPECTRUM. PHASE DIAGRAM

To each point of the phase plane (nd ,np) there corre-
sponds a certain phase state that can be realized in a nu
of compounds of the type under study with the same valu
Tc corresponding to this phase state. Each phase s
(nd ,np) is in one-to-one correspondence with a pair of v
ues (r ,q), whereq52np1nd is the hole charge of the com
plex RuO2. In other words, (rq) and (nd , np) are alternative
systems of phase coordinates. The ratior /t is a parameter of
the problem.

The parameterq is determined by the condition of elec
trical neutrality of the compound. The manifold of pha
states (r ,q) with the same value ofq forms a line of electri-
cal neutrality in the phase plane (nd ,np) ~lines 1 and 2 in
Fig. 1!

np5~q2nd!/2. ~15!

The position of the point corresponding to the phase stat
the compound on this line is determined by the parametr
of the compound.

In the presence of a strong Hubbard repulsion, the e
tence of superconductivity is determined by the sign a
magnitude of the amplitudes of bothd–d andp–p scattering.
The condition of superconductivity has the form~13!. The
numerical solution of the problem is presented in Fig. 1~the
regions of existence of the superconducting state
hatched!.

The dependence ofTc on the parametersnd and np

forms a certain relief.10 It is obvious thatTc for the com-
pound is all the lower, the closer the point of the phase s
of the compound is to the boundary of the region of sup
conductivity. Beyond the limits of this boundaryTc50.
ber
of
te

-

of

s-
d

re

te
r-

3. COMPARISON WITH EXPERIMENT AND CONCLUSIONS

In the present work it was assumed that the electro
phonon interaction in compounds of the type studied is n
ligibly small compared to the kinematic electron–electr
interaction. Indeed, numerous experiments confirm that
perconductivity in such compounds cannot be described
the BCS model. For example, calculations for high-Tc com-
pounds taking account of only the kinematic interaction
the electrons10 describe the dependence ofTc on the charge
carrier density in agreement with experiment,11 while this
dependence cannot be described in the BCS model.

The condition of electrical neutrality for the compoun
studied has the form~15!. A transition into the superconduct
ing state has been observed for the compound Sr2RuO4.1

However, the stoichiometric coefficients of the experime
tally investigated compounds are not known with sufficien
high accuracy. In reality, compounds of the typ
Sr2

21(RuO2)O21d
22 with small values ofd are investigated.

For such a compound the electrical-neutrality condition~15!
assumes the form

np512d2~nd/2!. ~16!

Indeed, even ford50.14 the corresponding line of elec
trical neutrality intersects the region of superconductiv
~line 2 in Fig. 1!. Thus, a point of the phase state of such
compound on this line is determined by the parameterr of
the compound and lies in the region of superconductivity
the square 1,nd,2. Since the point mentioned lies near th
boundary of the region of superconductivity, the correspo
ing compound should have a quite low value ofTc . This is
in good agreement with the experiment:Tc50.93 K.

In closing, I wish to thank R. O. Za�tsev for exceeding



th

gh

en

l

e

in
n
m

a

e-

te
o

ed

nity

re

d-

ett.

900 Phys. Solid State 40 (6), June 1998 S. A. Karamov
valuable recommendations and remarks concerning
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4. APPENDIX. ESTIMATE OF THE TUNNELING MATRIX
ELEMENTS

It can be assumed that the tunneling matrix elem
Tab5^auhub& between the atomic hole basis statesua& and
ub& are approximately proportional to the quantity («a

1«b)tab . Here tab5^aub& is the so-called hopping integra
between the statesua& andub& and« i is either the ionization
potential of the cation, ifu i & is the state of the cation, or th
electron affinity of the anion, ifu i & is the state of the anion.12

The numerically computed dependence of the hopp
integralstddp , tpdp , tpps , andtppp on the distance betwee
in the ions is given in Fig. 2~the designations are taken fro
Ref. 12!. One can see that for the complex RuO2 studied the
values of the hopping integrals are of the same order of m
nitude ~interatomic distancesA, B, C in Fig. 2!.

Since the O22 ion has no bound states, which corr
sponds to the unknown negative electron affinity«p of the
O2 ion, it can be assumed that this energy approxima
equals in absolute magnitude the positive electron affinity
is

-

t

g

g-

ly
f

a neutral oxygen atom:«p'21.46 eV. Since the ionization
potential of the Ru21 ion equals 28.5 eV, it can be assum
that the ionization potentials of the Ru21 and Ru31 ions are
much greater in absolute magnitude than the electron affi
mentioned:u«pu!u«du.

In summary, the following tunneling matrix elements a
found to be largest:Tddp;2«dtddp and Tpdp;«dtpdp . In
the model studied it was assumed that they are equal.
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6R. O. Za�tsev, Zh. Éksp. Teor. Fiz.70, 1100~1976! @Sov. Phys. JETP43,
574 ~1976!#.
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Effect of vacancies and interstitials on the dynamic properties of the La 22xSrxCuO4

superconductor
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~Submitted November 11, 1997!
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The effect of vacancies and interstitials in the CuO2 layer on the vibrational spectrum in the
La22xSrxCuO4 system has been calculated by molecular dynamics. It is shown that the excitation
probability for local;0.4-eV high-frequency vibrations of nonphonon origin in the vicinity
of Sr impurity atoms decreases if copper vacancies are introduced at a concentrationx50.17,
which corresponds to the maximum superconducting transition temperature, this decrease
being still more effective~by about ten times! if interstitial atoms are present. The appearance of
interstitials makes a considerable region around them~five to six nearest neighbors! quasi-
amorphous. A comparison with available experimental data is made. It is concluded that the
behavior of the system under irradiation is accounted for primarily by interstitials, which
bring about strong perturbation in the lattice (;1 nm! up to making it completely amorphous.
© 1998 American Institute of Physics.@S1063-7834~98!00606-6#
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1. High-Tc superconductors are known to be much mo
sensitive to the presence of lattice defects than the lowTc

ones.1–4 The presence of defects results in a decrease of
superconducting transition temperatureTc , an increase of
the superconducting transition widthDTc , an increase of
electrical resistivityr, and a change in critical current den
sity j c .

Despite considerable effort devoted to studies of the
ture of high-Tc superconductivity, the structure and the ro
of defects responsible for deviations from stoichiometry
produced by various radiations remain unclear. In our op
ion, this is related, first, to the use of inadequate pair in
action potentials, which usually include tens of fitting para
eters and do not take into account the screening of Coulo
interaction caused by the presence of metallic conducti5

The second factor is the impossibility of separating the
fluence on the characteristics of high-Tc superconductors o
many types of defects created simultaneously. Some pro
ties of high-Tc superconductors however, can, be conside
to be presently established, namely:~1! degradation of the
transition temperature is observed at doses one to two or
of magnitude lower than is the case with superconduc
based on A-15 compounds, and three orders of magni
lower than in metals, nitrides, and carbides;6 ~2! all kinds of
radiation behave qualitatively in a similar way in any am
ent condition;3 ~3! superconductivity can vanish completel
whereas in other superconductorsTc drops to a finite level;6

and ~4! all kinds of irradiation applied up to a dose;0.01
dpa result in an increase of the lattice parameters, whil
0.1 dpa the material becomes amorphous.4 Remarkably, iso-
lated point defects produce regions with different superc
ducting properties having dimensions;1 nm comparable to
the coherence length. In this aspect, high-Tc materials differ
from conventional superconductors. For instance, differ
compounds with the same A-15 structure may respond
9011063-7834/98/40(6)/5/$15.00
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ferently to various kinds of irradiation.7,8 For instance, as a
result of irradiation by fast reactor neutrons to the same do
Nb3Sn undergoes disordering withTc decreasing from 17 to
1.5 K, Mo3Si becomes amorphous withTc increasing from
1.5 to 6 K, and V3Si occupies an intermediate position. Irr
diation of Nb3Sn with a particles and oxygen ions does n
produce disorder, althoughTc decreases to 3.5 K. In othe
words, no complete degradation ofTc is observed. These
differences are accounted for by the onset of fast cooling
small cascade regions without local melting, or by the f
mation of structures produced in collisional cascades~iso-
lated vacancies and their clusters in high concentration,;2
25%!. At the same time in large-cascade regions collisio
may give rise to local melting with complete disappearan
of the defect structure formed earlier, and directed motion
vacancies toward the center, and of interstitials to
periphery.9 It would seem that one should observe the sa
behavior in high-Tc superconductors. Since this is not s
one needs to look for other reasons forTc degradation. We
believe that this is a consequence of the different nature
the superconducting transition in high-Tc and conventional
superconductors. From this standpoint, the La–Sr–Cu
system is of particular interest, because it has a comp
tively simple structure and the highest sensitivity to irrad
tion ~a similar sensitivity was observed only for th
Bi–Pb–Sr–Ca–Cu–O system!. The upper boundary of the
sensitivity lies between 231025 and 831025 dpa.4

Traditional concepts still have not offered an adequ
understanding of the mechanism of high-Tc super-
conductivity.10 An attempt at solving this problem using
novel approach proposed by us within the anharmonic
proximation has been made.11–14 In this attempt, the lattice
dynamics of La22xSrxCuO4 was studied by molecular dy
namics simulation. It was shown that under certain con
tions ~strong anharmonicity and anisotropy of atomic inte
© 1998 American Institute of Physics
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actions along and across the CuO2 layer! there is a high
probability for excitation of local high-frequency vibration
of a nonphonon origin~which possess both rotational an
translational degrees of freedom and energy;0.4 eV! of
oxygen atoms in CuO2 layers in the vicinity of Sr impurity
atoms. Moreover, their average kinetic energy exceeds;100
times the overall mean. This results in an effective cooling
the matrix, and it becomes capable, in principle, of supp
ing superconducting current. This approach allows any c
rier pairing mechanism, including the conventional electro
phonon coupling. Obviously enough, in this caseTcexp

@Tcmat ~here the experimentally measured sample temp
tureTcexp is an averaged macroscopic quantity!. It should be
stressed that these vibrations are of nonphonon nature,
they are thus not subject to the limitations in the ene
associated with phonon wavelength in a crystal lattice. T
situation has a high probability of realization only in strong
anharmonic systems, where the canonic distribution is
valid ~a nonperfect quasi-particle gas, phonons inter
strongly with one another, and solitons are excited!. It is
possible that these local high-frequency vibrations are
sponsible for the peaks in Raman spectra in the region
;0.4 eV, although they are currently assigned to excitati
in the electronic subsystem, as well as to polarons; it t
appears that this observation has not received a comm
accepted explanation. Decisive evidence could come f
neutron scattering experiments, which have not been
formed in this energy region because of the associated t
nical difficulties.11

The contribution of local high-frequency vibrations
the joint density of vibrational states was estimated with
model parameterSh f /Sl f , where Sh f and Sl f are, respec-
tively, the areas bounded by the curves describing the lo
high-frequency peaks and the low-frequency part of the
brational density of states~DOS!. Correlation between the

TABLE I. Relative atomic displacements in La1.83Sr0.17CuO4.

Near oxygen vacancy Near copper vacancy

Atom Dx/a0 Dy/a0 Atom Dx/a0 Dy/a0

2b 20.001 0.000 2b 20.001 20.001
2d 0.001 0.000 2c 0.000 0.000
2 f 0.000 0.000 2d 0.001 20.005
3b 0.001 0.000 2e 0.000 0.000
3c 20.002 20.002 2f 20.001 0.001
3d 0.000 20.001 3b 20.001 0.000
3e 0.003 20.002 3d 0.001 20.003
3 f 0.000 0.000 3f 0.000 0.000
4b 0.001 0.000 4b 20.004 0.000
4 f 20.002 0.000 4c 20.002 0.000
5b 0.000 0.000 4e 0.003 20.001
5c 20.003 0.002 4f 0.005 20.001
5d 0.000 0.001 5b 0.000 0.000
5e 0.003 0.002 5d 0.000 0.002
5 f 0.000 0.000 5f 0.000 0.000
6b 20.001 0.000 6b 0.000 0.000
6d 0.001 20.004 6c 0.000 0.000
6 f 0.000 0.000 6d 0.000 0.004

6e 0.000 0.001
6 f 0.000 0.001
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model parameter andTc was established as a function of S
concentration and external pressure.13 Tc was found to in-
crease with this model parameter. Obviously enough,
higher the Sr concentration~within the low-concentration ap
proximation!, the larger is the number of such heated
gions, the stronger is the matrix cooling for the same exp
mentally measured temperature, and the higher are
temperatures at which the superconducting transition can
cur. At high Sr concentrations, however, the heated regi
begin to overlap, thus suppressing superconductivity.
other high-Tc superconductors, such heated regions can
created, in principle, by defects of another type.

This work studies the influence of point defects on d
namic properties in the La22xSrxCuO4 system.

2. The method of calculation was described in Ref. 1
We studied lattice dynamics for a Sr concentrationx50.17
and temperatureT570 K. The model crystallite consisted o
three layers@La~Sr!–O, CuO2, La~SR!–O# and contained
;2050 atoms. The atoms in the La~Sr!–O layers were fixed.
The CuO2 layer consisted of;700 mobile atoms. Cyclic

FIG. 1. Structure of vacancies in La1.83Sr0.17CuO4 . 1 — Cu vacancy,2 — O
vacancy;V — vacancy.
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FIG. 2. Atomic displacements from
the initial equilibrium position in
unit-cell constants ~vertical axis!.
Plotted on the horizontal axis are th
numbers of the coordination sphere
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boundary conditions were prescribed along the CuO2 layer.
The vacancies and interstitials were created by removin
adding atoms to the CuO2 layer with their subsequent relax
ation. The pair interaction potentials were taken from R
15. These potentials provided lattice stability, reproduc
qualitatively the experimentally measured low-frequen
part of the vibrational DOS, and, hence, the elastic consta
Defects were not allowed to interact. The concentration
vacancies was varied from zero to 3%, and that of inter
tials, up to 1%. In all cases the lattice remained stable.
parameters differed from the experimental values by
more than 5%.

Figure 1 presents the structure of isolated Cu and O
cancies in the CuO2 layer calculated forx50.17. Displace-
ments up to;1% extend over one to two nearest neighbo
The numerical estimates are given in Table I. Qualitativ
similar results for the order-of-magnitude atomic displa
ments were obtained in calculations made for conventio
superconductors.16,17 In this system, however, one observ
noticeable symmetry distortions in relaxation of the s
rounding atoms because of the presence of impurity Sr
oms.
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The Sh f /Sl f parameter depends on the concentration
vacancies of various species. Copper vacancies prese
concentrations of up to;1% result in a drop ofSh f /Sl f by a
factor 2–3, whereas oxygen vacancies practically do not p
duce any effect.

Interstitials ~Sr, La, Cu, O! in the CuO2 layer create a
substantially stronger perturbation. Actually, their structu
is impossible to determine. It appears more appropriate
speak about formation of a quasi-amorphous region;1
21.5 nm in size. Displacements of atoms in the first co
dination sphere amount to;100%, and in the fifth and sixth
spheres, to;5% ~Fig. 2!. Even a single interstitial (c
;0.15%! affects very strongly the density of vibrationa
states.Sh f /Sl f decreases for Sr by a factor;30, for La and
Cu, by;20 times, and for O,;15 times. Forc;1%, local
high-frequency vibrations are practically suppressed~Fig. 3!,
which means, if one recalls the correlation betweenSh f /Sl f

andTc , that the superconducting transition in high-Tc super-
conductors should practically disappear at fairly low dos
;1023 dpa, which is in a good agreement with experime

3. The available experimental data regrettably, do
permit a well-substantiated discussion and comparison of
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FIG. 3. Density of vibrational states
of the La1.83Sr0.17CuO4 system.1 —
with one interstitial La atom,2 —
without defects.
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various details in the behavior of the La22xSrxCuO4 system
under irradiation. One can consider at present only part
the general pattern. Our results suggest that interstitials
Cu vacancies should cause a decrease ofTc already at very
low fluences.

Note also the correlation between the available exp
mental evidence for irradiation affecting stronger HTSC
with higher Tc for the same doses and the substantial
crease of theSh f /Sl f parameter atx50.17~the concentration
in La22xSrxCuO4 corresponding toTcmax in the experiment!
compared tox50.03.12

Our results suggest that vacancies can hardly be
main reason for suppression of high-Tc superconductivity,
because the regions within which atoms undergo notice
displacements (;1%! extend over two–three coordinatio
spheres (;0.220.3 nm! and do not differ qualitatively from
those in A-15 compounds. The crystal lattice retains its
tial symmetry. And although the density of vibrational sta
is distorted as a result of the decrease in local high-freque
vibration intensity, this distortion is not very strong.

The creation of interstitials should affect much more t
properties of high-Tc superconductors under irradiation. In
terstitials produce quasi-amorphous regions;121.5 nm in
size and suppress local high-frequency vibrations alread
low doses. Such regions exhibiting dielectric properties
observed to appear under irradiation, including the case
formation of single defects under irradiation by fa
electrons,4 which create single Frenkel pairs. Direct observ
tion of pinning by electron microscopy provides supporti
evidence for this conclusion.18

Now what is the physical explanation for this influen
of defects? In our opinion, it is due to the large anharmo
contribution to atomic interactions. It was shown bo
theoretically14 and experimentally19 that only in this case can
local high-frequency vibrations set in. We demonstra
earlier11 that strong lateral atomic interactions are capable
maintaining atoms in the CuO2 layer in nonequilibrium po-
sitions with respect to longitudinal directions, and this
what accounts for the anharmonic contribution. When vac
cies are created, the nearest-neighbor atoms acquire a p
bility of relaxing toward the minimum of the pair-interactio
potential, i.e. toward decreasing anharmonicity. This redu
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the contribution of the local high-frequency vibrations to t
joint DOS and toTc .

Interstitials intensify this process through formation
substantially larger perturbed regions~by ;100 times!, so
that the actual species used in irradiation is not essen
provided it is capable of creating interstitials. This is in e
cellent agreement with the available experimental data
cussed here.

Experimental results can naturally be seriously affec
by changes in the density distribution of electronic stat
which can give rise to considerable changes in electron d
sity at the Fermi surface.

Regrettably, there are at present no direct neutr
diffraction data which would support the existence of loc
high-frequency vibrations in high-Tc superconductors; as fo
the peaks in IR scattering spectra observed in La–Sr–Cu
(;0.4 eV!, Y–Ba–Cu–O (;0.6 eV!, and Bi–Sr–Ca–Cu–O
(;1 eV!, they cannot be unambiguously interpreted beca
of possible scattering from electrons. Interpretation of av
able experimental data within the above model will hop
fully provide an impetus to a better understanding of t
nature of high-Tc superconductivity.

The authors are grateful to E. I. Salamatov for fruitf
discussions and valuable comments.
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Scaling of the current–voltage characteristics of superconducting films in the flux
creep model
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On the basis of the magnetic flux creep model, taking viscous vortex motion and the spatial
shape of the pinning potential into account, we have constructed a model explaining the shape of
the current–voltage characteristics~CVC’s! of high-temperature superconducting films and
the sign change of the curvature of these characteristics with change in temperature. The model
given also allows one to explain the scaling of these curves. ©1998 American Institute
of Physics.@S1063-7834~98!00706-0#
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The phenomenon of magnetic flux creep is determin
by the effect of thermal fluctuations on the interaction
Abrikosov vortices with the pinning centers. A detaile
analysis of this phenomenon would make it possible to
tain additional information clarifying its microscopic natur
For example, it would be possible to estimate the charac
istic dimensions of the pinning centers and the spatial sh
of the pinning potential (U0). In addition, a study of the
current–voltage characteristics~CVC’s! would provide in-
formation about the magnetic flux dynamics in superc
ductors. In the one-dimensional flux creep model it has b
shown1 that the induced electric field in superconducti
films is described well by the expression

E5Bafv expF2U~ j !

kBT GF12expS 2pU0 j

kBT D G , ~1!

whereE is the electric field strength,B is the external mag-
netic field, af is the distance between vortices,j 5J/Jc0 is
the normalized current density in the sample,Jc0 is the criti-
cal superconducting current density in the creep-free casv
is the frequency of attempts of the vortices to escape fr
the potential well. This frequency is usually assumed to
equal the vibrational frequency of the vortex lattice insi
this well and lies in the range 10621011 s21. It follows from
Eq. ~1! that the voltage drop on the sample is not equa
zero even when the current density through the sample is
than Jc0. The present paper analyzes the CVC’s of HTS
films.2 The most interesting result of this work is the sig
change of the curvature of the experimental CVC’s in
temperature interval 70290 K. Such behavior of the CVC’s
cannot be explained from the point of view of the usu
Kim–Anderson flux creep model,3 in which the logV(log I )
curves have only positive curvature.

Several efforts have been made to explain the s
change of the curvature of the CVC’s. For example, Re
explains it with the help of a vortex glass–vortex liqu
phase transition. On the other hand, Brant4 and Coopersmith5

explain this change by taking magnetic flux creep into
count by way of the method of Ambegaokar and Galper6

applied to a study of the effect of fluctuations in Joseph
9061063-7834/98/40(6)/3/$15.00
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junctions. In Ref. 7 this phenomenon is explained by tak
into account the energy dissipation arising in the motion
vortices by the method of Bardeen and Stefan in the class
flux creep model. But each of these approaches posse
substantial shortcomings. Thus, for example, the vor
liquid–vortex glass phase transition model is valid for bu
superconductors, and its application to films, which is wh
the CVC measurements are usually made, leads to a
tional, challenging restrictions. In addition, this model
based on the theory of collective pinning, which is valid
the case of weak pinning centers, but weak pinning and
consequent small critical current are of little interest in pra
tical applications. Use of the Ambegaokar–Galpe
equation6 to describe the vortex motion is justified. The a
proach suggested in Ref. 7 does not explain scaling of
CVC’s.8 Thus, the problem of explaining the sign change
the curvature of the CVC’s of high-temperature superc
ductors reamins real.

In the present paper we approach this phenomenon f
the point of view of an independent interaction of isolat
vortices with sinusoidal pinning potential within the fram
work of the one-dimensional model.9,10 In Refs. 10 and 11 it
was shown that this model is useful in the study of flux cre
and it allows one, in particular, to explain the anomalo
character of the dependence of the effective pinning poten
on the temperature. In the present study we consider a m
complicated form of the pinning potential corresponding to
collection of inhomogeneities spread out over some distan
The effective pinning centers making the main contributi
to vortex pinning have a characteristic size on the order
the coherence lengthj(T). Thus we think that the distanc
between the sinusoidal pinning centers is significantly lar
than j(T). In other words, the productNj(T), whereN is
the number of pinning centers, is much less than the fi
width w. In accordance with this, we can introduce a pinni
potentialU(T) corresponding to the given type of inhomo
geneities. Mathematically, this spatial dependence of the
ning potential is given by the following expression:
© 1998 American Institute of Physics
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U~x!5H 2U0sin~2p~x2kw/N!/j!,

x,@kw/N;kw/N1j#,

0, x,@kw/N1j;~k11!w/N#,

~2!

wherex is the coordinate of theX axis, and thex axis is
located in the film plane and is directed perpendicular to
transport current, andk is an integer taking values in th
range from 0 toN21. In addition, we think that the mea
distance between the pinning centers is much less than
penetration depth of the magnetic field,l(T). If this is the
case, the pinning centers have no effect on the distributio
the transport current density in the superconductor. Thi
the actual case in superconductors, where the most effic
pinning centers are grain boundaries whose thickness is
nificantly less than the size of the grains themselves. In o
words, this form of the pinning potential is closer to th
actual situation than the usual sinusoidal form.

As was shown in Ref. 10, the sinusoidal pinning cent
create potential barriers which depend on the transport
rent in the following way:

U~ j !5U0@~12 j 2!0.52 j cos21 j #. ~3!

This relation is well approximated by the expressionU( j )
'(12 j )1.5 in the limit j→1. The time during which the
vortex moves in the film consists of two parts: the reside
time at the pinning centers, and the time of viscous mot
away from them. The time of viscous motion of a vortex
that part of the film that is free from the influence of th
pinning centers is given by the usual relationt f>w/^v&,
where^v& is the mean speed of the vortices. Asj→1, during
which U( j )→0, this term begins to make a noticeable co
tribution to the total residence time of the vortices in t
film. The model given allows us to take into account t
viscous motion of the vortices, which has considerable in
ence on the shape of the CVC’s. This influence is due to
fact that the appearance of a voltage on the sample impli
substantial decrease of the pinning potentialU( j ) and, as a
consequence, a substantial decrease in the role of flux c
The residence time at the pinning centers according to
accepted model is given by

tc5v21N expFU~ j !

kBT GF12expS 2pU0 jwv

kBTNj D G21

. ~4!

As a result, the CVC’s can be found with the help of t
relation

E5Bw/t5BwH v21N expFU~ j !

kBT G
3F12expS 2pU0 jw

kBTNj D G21

1wh/JF0J 21

, ~5!

where h is the viscosity coefficient of the vortex motion
Using this equation, we can calculate the CVC’s for HTS
films at different temperatures, in particular in the interval
interest to us, 70–81 K, for the external magnetic field int
sity equal to 4 T.
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RESULTS AND DISCUSSION

CVC’s, calculated on the basis of Eq.~5! and using pa-
rameters of the samples in Ref. 2, are plotted in Fig. 1 o
log–log scale. Since our model is valid for the transport c
rentJ, varying within the range from 0 toJc0(T), the CVC’s
are plotted in this range. We have setN5102, which corre-
sponds to the distance between pinning centers, whic
equal to 831022 mm. Also, v533108 s21, Jc0(T)
5Jc0(0)(12(T/Tc)

2), where Jc0(0)5108 A/m2 and Tc

592 K, U0(T)5U0(0)(12(T/Tc)
2)(12(T/Tc)

4)0.5,
U0(0)/kB525 000 K. These are the parameter values t
are usually given for YBa2Cu3O72x ~Refs. 12–14!. It is clear
from Fig. 1 that all the characteristics have both regions
positive~at low transport currents! and negative curvature~at
high currents, at whichJ→Jc0). The appearance of a seg
ment of the CVC’s with negative curvature is due to t
decrease of the pinning potential@U( j )→0# as j→1. In this
case the residence time on the pinning centers becomes s
in comparison witht f . Note that such behavior of the pin
ning potentialU( j )→0 as j→1 is universal and does no
depend on the form of the pinning potential. Thus, the va
tion of the curvature of the CVC’s can be obtained within t
given approach not only for the sinusoidal potential, but a
for any other potential.

To compare the theoretical characteristics with the
perimental to it is necessary to choose a ‘‘window’’ inE and
J, in which to carry out a specific experiment. Most ofte
this window is governed by the sensitivity of the experime
tal arrangement. To compare our model to experiment,
choose the ‘‘window’’ in conformity with Ref. 2, i.e.,215
, log E,2. Under such conditions, our CVC’s divide int
two families: those calculated for temperatures belowTg

577.5 K have only negative curvature, and those calcula
for temperatures aboveTg have only positive curvature, in

FIG. 1. Theoretical CVC’s of a model HTSC sample for temperatures ly
in the interval 70290 K ~with a step of 2 K!, in an external magnetic field o
4 T.
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good agreement with Ref. 2. In the vortex liquid–vort
glass phase transition modelTg is the phase transition tem
perature, while in our model it is the transition temperatu
from viscous vortex motion to flux creep in the chosen vo
age interval. For a more graphic representation of
CVC’s, let us transform to other coordinates. Along the
dinate axis we will plot log(V/(I uT2Tgun(z21))), and along
the abscissa log(I /uT2Tgu2n). The coefficientsz andn used
in these constructions are determined by the method
posed in Ref. 8. The CVC’s are plotted on this scale in F
2 for z58.5 andn50.7, the values of these parameters t
provide maximum agreement with experiment for the HT
films with the above-indicated parameters. It is easily s
from this figure that all the CVC’s forT,Tg for a curve
having the characteristic positive curvature, while forT
.Tg they all form a curve having negative curvature. Th
result is in good qualitative agreement with the correspo
ing scaling of the CVC’s obtained from the experimen
data in Ref. 2. Moreover, with growth of the film temper
ture, the CVC’s become quasilinear, which is also in go
agreement with the experimental data.

The only difference from Ref. 2 is that the coefficientsz
andn for the experimental CVC’s are equal respectively
4.8 and 1.7. In order to construct theoretical CVC’s w
such coefficients and try to scale them, it is necessary
choose new values for the parametersU0, N, andv. In the
given case only the value ofN changes, toN5200. The
characteristic scaling of the theoretical CVC’s construc
with the altered parameters is shown in Fig. 3. In this cas
somewhat greater degree of smearing is observed tha
Fig. 2. Thus, using the experimental scaling coefficientz

FIG. 2. Scaling of the theoretical CVC’s in the temperature interval
290 K ~with a step of 0.4 K! in an external magnetic fieldH54 T. For the
casen50.6 andz58.5.
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andn, we can judge the values of the parametersU0, N, and
v appropriate to a real sample. Consequently, within
framework of the improved flux creep model it is possible
qualitatively explain the behavior of the experimental CVC
for HTSC films, which is not possible within the usual flu
creep model; specifically, the variation of the logV(log I )
curves with the temperature can be explained by taking
viscous vortex motion into account in the usual flux cre
model.
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NMR line shape in anisotropic superconductors in a tilted magnetic field
S. A. Efremova, Yu. N. Proshin, and S. L. Tsarevski 

Kazan State University, 420008 Kazan, Russia
~Submitted August 11, 1997; resubmitted December 23, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 993–997~June 1998!

NMR line shape has been constructed for anisotropic type-II superconductors in tilted magnetic
fields, with inclusion of vortex-lattice magnetic-field nonuniformities and of the skin
effect near the superconductor surface. The NMR line shape parameters are shown to change
considerably when the external magnetic field changes direction. This makes it possible
to obtain more detailed information about the characteristics of a superconductor, in particular,
its anisotropy parameter. ©1998 American Institute of Physics.@S1063-7834~98!00806-5#
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1. NMR is widely used in studies of the properties
high-Tc superconductors. Interpretation of the NMR lin
shape should take into account the following three esse
factors: first, the homogeneous linewidth, second, the n
uniformity of local magnetic fieldh(r ) in a superconductor
and third, the specific features of microwave magnetic fi
penetration a superconductor. Because an ac electromag
field penetrates a superconductor to a depth;l (l is the
magnetic-field penetration depth in a superconductor!,1 one
should take into account the nonuniformity of the magne
field h(r ) within a narrow near-surface region in the sup
conductor. The nonuniformity of the vortex-lattice magne
field in the near-surface layer of a type-II superconduc
differs, however, substantially from that ofh(r ) in its bulk.2

The NMR line shape in type-II superconductors w
constructed3 with due account of the real variation o
9091063-7834/98/40(6)/5/$15.00
ial
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nonuniformities in the vortex-lattice magnetic field near t
superconductor surface, and it was shown that inclusion
these variations affects strongly the NMR line shape para
eters. Taking into account surface effects3 may change sub-
stantially the conclusions concerning the vortex lattice ty
and the superconductor parameters which are usually
tracted from an analysis of the NMR line shape4. The NMR
line shape for superconductors was constructed in Re
with inclusion of surface effects for the case where exter
uniform magnetic fieldH is normal to the superconducto
surface and parallel to thec axis of the superconductor. Be
cause high-Tc superconductors are strongly anisotropic,
appears of interest to study the variation of NMR line para
eters in external magnetic fields tilted to the supercondu
surface. This work presents a calculation of the NMR li
shape with inclusion of surface effects as a function of
k

f

FIG. 1. Distribution functionr(h, z, u)
of local magnetic field in a unit cell of the
vortex lattice in the superconductor bul
~in arbitrary units!. Dotted line corre-
sponds tou50. Solid line refers to theu
5p/6 case. The bulk case isz525.0. The
horizontal axis plots the field in units o
100(h2hmin)/(H2hmin).
© 1998 American Institute of Physics
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FIG. 2. Absorbed energyvs mag-
netic field for u5p/6. Dotted line
corresponds to the bulk case withou
inclusion of surface effects. Solid
line takes into account surface ef
fects (d51, D51). The notation on
the horizontal axis is the same as i
Fig. 1.
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angleu between the superconductor surface normal and
direction of the external magnetic field H.
It is shown that the line shape is essentially different
different u.

2. Consider a type-II anisotropic superconductor wh
occupies a half-spacez,0 in an external magnetic fieldH
tilted at an angleu between vectorH and thez axis. We
assume also that thez axis is parallel to the superconduct
axisc. If Hc1,H,Hc2 (Hc1, c2 are the first and second crit
e

r

h

cal fields!, then the local magnetic fieldh(r ,u) penetrates
into the superconductor in the form of quantized Abrikos
vortices, becomes strongly nonuniform, and assumes sh
range order in the case of an anisotropic vortex lattice, wh
period is determined by the magnitude ofH. The field
h(r ,u) can be presented as a Fourier expansion in recipr
lattice vectorsG. The London equations subject to the co
responding boundary conditions were solved5 to obtain ana-
l

FIG. 3. Absorbed energyvs magnetic
field for different anglesu calculated
with inclusion of surface effects (d
51, D51, the skin case!: u: ~a! 0, ~b!
p/12, ~c! p/6, ~d! p/4, ~e! p/3 and
5p/12. The notation on the horizonta
axis is the same as in Fig. 1.
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lytic expressions for the Fourier components of local m
netic field as functions ofz and u, hG(z,u). The magnetic
field distributionh(r ,u) in z5const sections for a givenu
can be reconstructed by summing the Fourier series with
use of the values ofhG(z,u). The next step consists in de
termining the distribution functionr(h,z,u) of the local
magnetic fieldh5uhz in a unit cell of the vortex lattice for a
layer which is thin compared tol and is located at a distanc
z from the superconductor surface. The functionr(h,z,u)
was found by calculating the relative number of points in
(x,y) plane of the vortex lattice cell for which the loca
magnetic field is confined betweenh and h1dh @dh5(H
2hmin)/100, whereH52 is the external field, and the min

FIG. 4. dP/dH curve for theu5p/6 case. Horizontal line corresponds
dP/dH50, its notation is the same as in Fig. 1. Dotted line is the bulk ca
Solid line takes into account surface effects (d51, the skin case!. D: ~a!
0.75, ~b! 1, ~c! 1.25, ~d! 1.75. ~a! bulk caseA/B51.99, skin caseA/B
54.08; ~b! bulk caseA/B52.15, skin caseA/B54.54; ~c! bulk caseA/B
52.16, skin caseA/B54.92; ~d! bulk caseA/B52.26, skin caseA/B
55.53.
-

e

e

mum field in the superconductor,hmin51.8767, was deter-
mined at a depthz525.0 ~i.e., in its bulk!#. The wings of
the function correspond to the maximum of the magne
field, which is at vortex center, and to the minimum in t
valley of the field distribution relief, and the peaks of th
function can be identified with the saddle points. T
r(h,z,u) function was analyzed using the magnetic-field d
tribution maps plotted for different distances from the s
face z and different anglesu. The vortex lattice cell is di-
vided into 5123512 points at whichh(r ,u) is calculated.
Figure 1 presents for illustrationr(h,z,u) curves calculated
for some values ofz and u. Here and in what follows we
shall be using dimensionless units, viz. distance is meas
in units of l, and magnetic field, in units ofF0 /l2, where
F0 is the magnetic flux quantum. Ther(h,z,u) functions
were calculated for a superconductor with an anisotropy
rameterG525 (G5m3 /m1 , m15m2 , m3 are the principal
values of the ‘‘mass tensor’’ introduced to describe the
netic energy density of superconducting electrons!. G525
corresponds to the anisotropy of the high-Tc superconductor
Y-Ba-Cu-O withTc590 K. The local magnetic field distri-
butionr(h,z,u) was calculated with a step ofDz50.05 from
the surface toz520.7, after which the step was increase
because at a depth of aboutl/2 the r(h,z,u) function ap-
proaches the magnetic field distribution in an unlimit
~bulk! superconductor, and practically does not change fr
z<20.5 toz525.0. As evident from Fig. 1, the local mag
netic field distribution varies substantially not only with in
creasing distance from the superconductor surface but
the tilt angleu as well. An additional peak appears in th
r(h,z,u) distribution function in the case of a tilted field. It
existence is a consequence of the appearance of saddle p
of different height in the magnetic field distribution relief.

3. Our NMR line-shape analysis takes into account t
an electromagnetic microwave field penetrating into a sup
conductor changes both in magnitude and in phase. Bec
of the screening by superconducting currents, ac field
creases in amplitude while penetrating into a type-II sup
conductor to a depth;l, but its phase changes at a cons
erably larger depth.1 As a result, when homogeneou
broadeningD is much smaller than the local field spread,
case typical of NMR in a type-II superconductor, the a
sorbed microwave power turns out to be proportional to
imaginary part of the microwave susceptibilityx9 so that the
NMR line shape is dominated by specific features in
local magnetic-field distribution.6

Let us calculate the ac magnetic-field power absorbed
resonant nuclear spins confined within a narrow layerz, z
1dz. Obviously enough, it will be}exp(2z/d)r(h, z)dz. The
exponential factor accounts for the exponential decay of
amplitude of the ac magnetic field with distance from t
superconductor surface, withd equal to the penetration dept
of an ac magnetic field of frequencyv into a superconductor
We shall assume subsequently that the homogeneous b
ening is described by a Lorentzian with a widthD. The ac
field power absorbed by all resonant spins with an isotro
g factor depends on external homogeneous magnetic fielH
as ~see also Ref. 3!

.
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FIG. 5. dP/dH curves calculated for
different u with inclusion of surface
effects (d51, D51, skin case!, u:
~a! 0, ~b! p/12, ~c! p/6, ~d! p/4.
Horizontal line corresponds to
dP/dH50, its notation is the same
as in Fig. 1.
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P~H,u!5CE
2`

`

dh
D

D21~H2h!2E0

`

dzr~h,z,u!exp~2z/d!.

~1!

The constantC is determined by the normalization conditio
*P(H,u)dH51.

Figure 2 presents an NMR line shape@absorbed energy
P(H,u)# calculated using Eq.~1! for an anisotropic super
conductor with parametersG525,D51, d51 for the case
of u5p/6. For comparison, the dashed curve shows
NMR line of a superconductor with the same parameters
obtained without taking into account the variation of the no
uniform field with distance from the superconductor surfa
i.e., for the case ofr(h,z,u)5r(h,2`,u). We readily see
that the inclusion of surface effects changes the NMR l
shape for tilted fields similar to the case of a magnetic fi
H oriented parallel to thez axis. Figure 3 displays NMR
lines calculated for different anglesu from 0 to p/2 with a
step of p/12. We see here a relatively small shift of th
high-field peak, and a larger one, of the low-field peak. T
ing the field has a marked effect on the line shape charac
istics; indeed, one clearly sees an additional peak, which
creases with increasingu, to practically disappear atu
5p/3. Note that the absorption lines atu5p/3 and u
55p/12 nearly coincide~i.e., whenu→p/2).

The changes in microwave absorption are particula
evident in the line shape of the derivative of absorbed ene
with respect to magnetic field,dP/dH. Figure 4 shows this
line shape,dP/dH, calculated using Eq.~1! for different D,
both with and without inclusion of local-field variations ne
the superconductor surface, for instance, for the anglu
5p/6. As the parameterD describing homogeneous broa
ening increases, the two narrow low-field lines merge
form a broader one, and the additional broad high-field p
e
ut
-
,

e
d

-
r-

e-

y
y

o
k

corresponding to magnetic-field energy absorption near
surface becomes more pronounced. A characteristic fea
of all curves is that the NMR-line asymmetry parameterA/B
(A/B is the ratio of the main low-field to main high-fiel
peak in the magnetic-field derivative of absorbed ener!
increases by about two times, if one takes into account
variation of magnetic field nonuniformities close to the s
perconductor surface.

Figure 5 shows for comparison NMRdP/dH curves for
a superconductor with parametersG525,D51, d51 calcu-
lated for different anglesu. One clearly sees a sharp increa
of the A/B parameter with increasing angleu. Such pro-
nounced changes in NMR line shape can affect noticea
the conclusions bearing on the vortex lattice type and su
conductor parameters, which are usually derived from NM
line-shape analysis. The calculation shows that the non
formity in the magnetic field distribution varies noticeab
with orientation of the external fieldH with respect to the
surface of an anisotropic superconductor, so that the N
line parameters can change noticeably too. Thus NMR tu
out to be quite sensitive to the magnetic field distribution
a type-II superconductor.

We note, in conclusion, that when analyzing NMR lin
shape in anisotropic high-Tc superconductors, one usual
does not take into account magnetic field nonuniformities
the near-surface region of a superconductor and the spe
features of ac magnetic field penetration into the bulk of
superconductor~e.g., Refs. 7,8!; indeed,l is traditionally
obtained using the expression for the second momen
magnetic field distribution in a bulk isotropic superconduc
for an equilateral triangular lattice.9 Such an analysis yields
only an averaged depth of magnetic field penetration into
superconductor without taking into account its anisotro
properties. As seen from the above results~Figs. 3–5!, the
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experimentally measured NMR line-shape parameters sh

be essentially different if one includes the specific feature

penetration of the nonuniform vortex-lattice magnetic fie

and the skin effect. Thus an analysis of experimental data

NMR in tilted magnetic fields made within our theory ca

yield useful information about the parameters of a superc

ductor (l,G,d,D,G).

We note also that, since our calculations were carried

for a half-space occupied by a superconductor, the data

tained can be used for high-Tc samples representing platele

~films! whose thickness is much less than their length a

width, and which are properly oriented in the external ma

netic field.
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Superconducting gap observed in Raman spectra of Bi 2Sr2CaCu2O81x
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Investigation of the temperature behavior of electronic Raman scattering in Bi2Sr2CaCu2O81x

superconducting crystals indicates the frequency of the mode whose spectral position is
customarily used to derive the width of the superconducting gap to be only weakly temperature
dependent. Measurements carried out under different resonance conditions can be
interpreted as due to spatial dispersion of the superconducting gap. ©1998 American Institute
of Physics.@S1063-7834~98!00906-X#
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Debates about the superconducting gap started imm
ately after the discovery of high-temperature superconduc
ity. Among the various techniques employed in studies of
order parameter, which in the Bardeen–Cooper–Schrie
model is identical with the superconducting gap, Ram
spectroscopy occupies a well-deserved place. The use o
man spectroscopy for detection of the superconducting
was proposed theoretically in 1961.1 The current revival of
interest in this technique is reflected in the large numbe
publications. Most of the relevant papers are discusse
recent reviews dealing with theory2 and experiment3 in this
area. These efforts are beginning to produce a proper un
standing of the mechanism of electronic Raman scatterin
superconductors, although the problem of the symmetry
magnitude of the order parameter in high-Tc superconductors
is still awaiting solution. The above-mentioned proper und
standing of electronic Raman scattering, which is suppo
by many groups of researchers,2,3 includes 1! the absence o
scattering threshold and 2! polarization dependence of th
position of the peak associated with Cooper-pair break
Both these properties are presently regarded as a manif
tion of superconducting-gap anisotropy.2,3 Note that isotropic
s wave pairing can be excluded with a high degree of c
fidence. At the same time deciding between the anisotrops
or d pairing based on experimental data would be very d
ficult. Besides the symmetry of the order parameter, the t
perature dependence of the superconducting gap like
still remains unclear. Attempts at measuring the tempera
dependence of the superconducting gap in Bi2Sr2CaCu2O81x

~Bi-2212! by angle-resolved photoemission produced an
teresting result, namely, that this temperature dependen
different for gaps measured along the CuO bonds and a
angle of 45° to them.4 Raman studies made on a simil
crystal revealed deviations from the BCS model for the te
perature dependence of the gap determined from the f
symmetric scattering component.5 Unfortunately, the energy
resolution of the photoemission method is of the order of
superconducting gap itself, and the Raman spectra obta
in Ref. 5 contained the complete set of fully symmet
phonons, whose discrimination is an extremely ambigu
procedure. Moreover, in order to derive the temperature
pendence, the spectra had to be multiplied or divided b
9141063-7834/98/40(6)/3/$15.00
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factor determined from the intensity of one of the phon
species present under the assumption that this intensit
temperature independent.5

The present work reports a detailed study of the te
perature dependence of electronic Raman spectra of a
2212 crystal measured inB1g symmetry. According to some
theoretical models, it is this scattering component that
flects the symmetry and magnitude of the superconduc
gap.2,3 Excitation with the He-Ne laser line permitted us
avoid phonon involvement and, thus, to exclude the ambi
ous procedure of spectral deconvolution. Particular atten
was paid to the signal/noise ratio in spectra and to their
producibility.

The studies were made with a triple-grating spectrome
equipped with a multichannel detector. Excitation was
either an Ar1 or He-Ne laser~458- and 633-nm wavelength
respectively!. The quasi-backscattering geometry was us
with the laser beam striking the sample below the Brews
angle, which reduced the Rayleigh component to a minim
and permitted one to approach the laser line more closely
avoid overheating the sample located in a cryostat, the po
density never exceeded 1-5 W/cm2. According to Stokes/
anti-Stokes ratio measurements, this excluded overheatin
within '10 K. The excitation point~the laser spot diamete
was typically'150mm! was monitored with a high preci
sion with the use of a microscope attachment, which enab
excitation in different measurements of the same region
the crystal to within'10mm. Electronic Raman spectr
were obtained from freshly preparedab planes of the crysta
which, before placing into the cryostat were properly o
ented using a Laue pattern. Magnetic measurements sho
the sample to undergo the superconducting transition aTc

589 K, which evidences close to optimum doping and
nonstoichiometry coefficientx'0.15.

When a crystal becomes superconducting, the electro
Raman spectrum undergoes intensity redistribution, wh
reflects the specific features of the superconducting st
This intensity redistribution is illustrated by Fig. 1, whic
displaysB1g spectra measured inx8y8 polarization in the
normal and superconducting states under excitation wit
l5633-nm laser line. The depression of scattering at l
frequencies with decreasing temperature is connected
© 1998 American Institute of Physics
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the opening of the superconducting gap,1–3 whereas the peak
which is not observed in the normal state is assigned to
new scattering channel associated with Cooper-p
breaking2. An analysis of the temperature behavior of t
pair-breaking peak revealed that its integrated inten
grows with decreasing temperature, although its frequenc
practically temperature independent. While locating a bro
peak can be ambiguous, the point at which the supercond
ing spectra intercept the normal-state spectrum practic
does not depend on temperature~see Fig. 1!. Because the
maximum can lie only to the right of this point, one ca
readily estimate the smallest possible gap atTc as being only
smaller by 25% than that detected at 5 K. In actual fact,
superconducting gap derived from the position of the p
breaking peak maximum is wider, and the ratioD(Tc)/D(T
55 K! is smaller~see Fig. 2!. In any case, our data indicat
that the pair-breaking peak does not form in the lo
frequency domain. The temperature dependence of i
grated intensity~measured as the excess spectral weigh
high frequencies when comparing a superconducting s
trum obtained at a given temperature with the normal-s
spectrum! offers supportive evidence for the supercondu
ing condensate being responsible for the pair-breaking p
because the experimental points fit well to the tempera
dependence of the superconducting condensate density i
two-liquid model. An analysis of the intensity redistributio
shows that the growth in intensity at high frequencies fo
given excitation is compensated by a depression of scatte
at low energies. Such a behavior confirms a relation betw
the pair-breaking peak and formation of the superconduc
gap and is explained by the shift toward higher energies
the states expelled from the gap region, which results in
vergence of the density of states at the energy equal to

FIG. 1. Raman scattering spectra (B1g symmetry! of Bi-2212 crystals ob-
tained under excitation in the basalab plane with a He-Ne laser at differen
temperatures, both above and below the superconducting pointTc589 K.
T~K!: 1 — 5, 2 — 55, 3 — 75, 4 — 90, 5 — 295.
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superconducting gap. Note that the spectral weight ‘‘lost’’
low frequencies in our experiments coincides, within expe
mental accuracy, with the excess weight appearing in
formation of the peak. This indicates that the sum rule
inelastic light scattering occurring at a given polarization a
given resonance conditions is satisfied. On the other ha
the absence of a temperature dependence of the peak
quency gives one grounds to doubt whether this peak
measureof the superconducting gap. Indeed, a comparis
of experimental data with BCS predictions reveals serio
discrepancies, particularly close to the critical temperatu
This comparison is illustrated in Fig. 2 by the behavior of t
superconducting gap observed in the given polarization
der the assumption that 2D is the position of the pair-
breaking peak maximum. The superconducting gap de
mines the Cooper-pair binding energy, and its independe
of temperature implies that pairs have a finite binding ene
directly at Tc . Moreover, a comparison of spectra obtain
at room temperature and above the superconducting tra
tion ~90 K! suggests that the peak begins to form before
crystal has become superconducting. This effect exists ap
ently in other classes of high-Tc superconductors as well,6

but its detection is made difficult by the presence of stro
phonon scattering which we avoided by making use of
resonant properties of scattering studied earlier7. The forma-
tion of the pair-breaking peak before the onset of superc
ductivity may evidence unusual properties of the norm
state, although, considering its closeness toTc , it appears
more reasonable to attribute it to the fluctuation region wh
is broader here than in conventional superconductors.

FIG. 2. Temperature dependence of the position of the maximum~a! and
relative integrated intensity~b! of the pair-breaking peak observed inB1g

symmetry. Solid lines relate to~a! the temperature dependence of the sup
conducting gap~BCS model! and ~b! superconducting condensate dens
~two-liquid model!. Open circles - experiment.
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A new and quite unexpected observation is the existe
of a scattering threshold observed in superconducting s
which is demonstrated by the low-temperature spectr
(T55 K! in Fig. 1. The electronic Raman scattering inte
sity is zero within experimental accuracy, from the lowe
detectable frequencies ('10 cm21! to '100 cm21. For op-
timally doped Bi-2212 crystals, one usually observes in t
polarization a power-law growth of intensity,I}v3, in the
low-energy part of the spectrum, which is believed by so
authors2,3 to indicated wave pairing.

To make possible comparison of our data with the
sults quoted by other researchers, we switched to ano
(l5458 nm! excitation~most of the available data were ob
tained by using the Ar1 laser blue lines for excitation!. The
results thus obtained are displayed in Fig. 3, and their c
parison with earlier spectra3 measured for similar crystal
shows them to be identical. The cubic dependence in
low-frequency domain, the pair-breaking peak position, a
even the frequencies and relative intensities of the pho
modes coincide with a good enough accuracy. A compari
of two spectra taken in fully identical conditions, except f
the laser wavelength, in Fig. 3 indicates that the chang
excitation affects considerably the spectral response, wi
change evident not only in the position of the peak maxim
but in the low-frequency wing of the peak as well.

Although none of the current theories of electronic R
man scattering in superconductors include resonance te
taking them into account would hardly improve the fit to t
observed effect, because these terms are responsible for
tering intensity and not for the shape and position of a sp
tral mode.3 The explanation lies most likely in different op
tical penetration depths for different laser lines. As a res
the wave vector range probed in different resonance co

FIG. 3. Comparison of low-temperature Raman spectra (T55 K! of a Bi-
2212 crystal obtained under different laser excitations. For conveniency
spectra are normalized to match their maxima in intensity.l~nm!: 1 — 458,
2 — 633.
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tions is different, and what we see is actually the same e
tation but with a different wave vector.8 An estimate made
based on available data9 shows that under red excitatio
(l5633 nm! the penetration depth is 25–30% less than u
der the blue one (l5458 nm!, and that the wave vecto
range involved is, accordingly, larger in the same proporti
It appears pertinent to note here that in high-Tc supercon-
ductors the region ink space where the gap was determin
is large compared to the Raman-probed wave-vector inter
because the coherence length is small. The observed de
dence of the pair-breaking peak frequency on excitat
wavelength can be understood~if one follows the generally
accepted relation1–3 between the peak position and the wid
of the superconducting gap! as a dependence of the gap n
only on the direction ink space2,3 ~angular dependence! but
on the absolute magnitude of the wave vector as well. An
the frequency dependence of scattering in this symmetr
low energies does indeed reflect the dominant kind of pair
~the existence of a threshold fors wave pairing and its ab-
sence and cubic growth ford pairing!, it may be conjectured
that in different layers of the Fermi sphere electrons
paired in different channels. Such an analysis could reso
the existing controversy, where different experiments,10,11

each apparently faultless, suggest different symmetries
the electron pairs responsible for superconductivity.

To conclude, a careful study of the temperature dep
dence of electronic Raman scattering spectra has reve
that the behavior of the frequency of the pair-breaking pe
whose position is usually employed to derive the superc
ducting gap width, differs strongly from BCS prediction
The temperature dependence of the intensity of this p
confirms that it can be associated with breaking of the C
per pairs forming the superconducting condensate. A co
parison of the positions of this peak and of its spectral sh
obtained under different laser excitations suggests that w
being anisotropic~the angular dependence!, the supercon-
ducting gap depends also on the absolute magnitude of
wave vector,uk2kFu, which results in spatial dispersion o
the gap.

The author expresses gratitude to E. Ya. Sherman
fruitful discussions and to M. P. Kulakov for providing th
single crystals.
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Ground-state characteristics of an acceptor center in wide-gap semiconductors with a
weak spin-orbit coupling

A. V. Malyshev, I. A. Merkulov, and A. V. Rodina
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Spin-orbit splitting, strain-potential constants, and theg factor of the acceptor-center ground state
described by a superposition of a Coulomb and a central-cell potential have been calculated
for wide-band-gap semiconductors, such as GaN. Analytical expressions for these parameters,
which depend only on the light- to heavy-hole mass ratio, have been obtained within the
zero-range potential model. It is shown that the differences between these parameters for the
limiting cases of purely Coulomb and zero-range potentials do not exceed 7%, thus
permitting one to use for estimates simple analytical expressions. Calculation of the acceptor-
center ground state made for the hexagonal modification of GaN suggests a strong
anisotropy of theg factor, whereas measurements yield a practically isotropic value ofg close to
that of a free electron. This contradiction is removed if a spontaneous strain due to the Jahn-
Teller effect appears perpendicular to theC6 axis of the crystal near the acceptor center. ©1998
American Institute of Physics.@S1063-7834~98!01006-5#
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It is well known that the ground state of the accept
bound hole in cubic semiconductors is fourfold-degener
and has a total angular momentum of 3/2.1 In GaAs-type
semiconductors the spin-orbit interaction energy is, as a r
large compared to the acceptor binding energy, so that
bound-state wave function is dominated by contributions
the light- and heavy-hole subbands. The acceptor-state w
functions in k representation for this limiting case we
found, for instance, in Refs. 2–4. For Si and a number
wide-band-gap semiconductors~GaN, AlN! the depth of ac-
ceptor states is comparable to or even exceeds the vale
band spin-orbit splittingDso. For instance, for GaN, the ban
gap EG53.4 eV ~Ref. 5!, the acceptor binding energyEa

>200 meV~Ref. 6!, andDso512 meV~Ref. 7!. In this case
the wave function of the acceptor-bound hole contains a
ticeable contribution of the spin-orbit-split band states.
Ref. 2, calculation of the ground-state wave function o
Coulomb acceptor was made in spherical approximation
two limiting cases, namely, infinitely large and zero sp
orbit splitting. The objective of this work is to extend th
method developed in Ref. 2 to the case where the spin-o
interaction energy is finite but small compared to the bind
energy of the acceptor-bound hole, and the attractive po
tial is a superposition of a long-range Coulomb and a sh
range central-cell potential. Calculations will be carried o
for wurtzite acceptor centers in gallium nitride. The hexag
nal ~noncubic! symmetry of this compound will be taken int
account within the simplest model of valence-band re
rangement under an effective strain acting along the@111#
axis, which is the symmetry axisC6 of a hexagonal crystal.1

The paper will be organized as follows. In Section I w
shall find acceptor-state wave functions in the absence
9171063-7834/98/40(6)/7/$15.00
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spin-orbit interaction and strain. These functions will be us
in Section II to calculate the spin-orbit coupling and stra
potential constants for an acceptor-bound hole. In the lim
ing case considered here, these parameters deter
uniquely the sublevel structure of the acceptor ground st
In Section III, the ground-state wave functions will be em
ployed to calculate theg-factor tensor for an acceptor-boun
hole. The symmetry considerations and the sign of the ef
tive strain alone lead one to a conclusion that theĝ tensor of
this hexagonal crystal should be strongly anisotropic. Exp
mental measurements yield, however, a practically isotro
bound-holeg factor.6 This is attributed to a large spontan
ous strain in the vicinity of the acceptor center, which
induced by the Jahn-Teller effect.

1. ACCEPTOR GROUND-STATE WAVE FUNCTIONS

For wurtzite crystals, similarly to diamond semicondu
tors, a hole in the vicinity of the Brillouin zone center ma
be approximately considered as a quasi-particle with an
ternal orbital momentumI 51 and a spinS51/2.1 The actual
form of the wave functions and the effective masses of s
quasi-particles depend on the relative magnitude of the
netic energy

Ĥ~k!5
\2

2m0
@~g114g!k226g~k• Î !2#, ~1!

spin-orbit interaction energy

Ĥso52
2

3
Dso~ Î Ŝ!, ~2!
© 1998 American Institute of Physics
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and the spin splitting energy of hole levels in a hexago
crystal field, which may be considered as resulting from
action of an effective strain along theC6v axis:

Ĥd52~a12b!Sp~ «̂0!13b~ Î a«̂ab
0 Î b!. ~3!

Herem0 is the free-electron mass,k is the hole wave vector
g1 andg are the Luttinger parameters8, a andb are the strain
potential constants~we use here the spherical model:g2

5g35g; b5d/A3), andDso is spin-orbit splitting energy of
the valence band in the absence of crystal field. The effec
strain tensor«̂0 is chosen such that the spectrum of sta
thus obtained for a zero wave vectork coincides with the
real spectrum of the crystal. This can be most convenie
done by aligning thez axis with the six-fold axis and by
assuming that the effective strain has only one nonzero c
ponent«zz

0 52Dcr/3b, whereDcr is the valence-band split
ting for k50 in the absence of spin-orbit interaction. Re
valence-band splittings near the zone center can be writte
the difference between the eigenvalues of the Hamiltonia

Ĥ6~k!5
\2

2m0
@~g114g!k226g~k• Î !2#2

2

3
Dso~ Î Ŝ!

2~a12b!Sp~ «̂0!2DcrÎ z
2 . ~4!

For k50, these splittings are related toDso andDcr through1

E1
02E2,3

0 52
1

2
@~Dcr1Dso!

7A~Dcr1Dso!
22~8/3!DcrDso#. ~5!

HereE1
0 is the energy of theG9 term, andE2,3

0 are those of
the G7 terms.

Consider a shallow acceptor level whose binding ene
Ea is small compared to the gap widthEG (Ea!EG) while
being large compared toDso andDcr . Then, in the first stage
of our calculations, we can neglect the crystal-field and sp
orbit splittings and find the ground-state wave functions
the acceptor center in terms of a three-band Hamilton
H(k) describing a doubly degenerate subband of heavy h
with a massmh5m0 /(g122g) and a light-hole subband
with massesml5m0 /(g114g). After this, the spin-orbit
and crystal-field splittings of the acceptor level can be fou
by perturbation theory.

Following Ref. 2, we shall look for the wave function o
a localized hole ink representation. Neglecting spin-orb
interaction and strain, we write the Hamiltonian of such
hole in the form

Ĥa~k!5Ĥ~k!1V̂~k, k8!, ~6!

whereV̂(k,k8) is the integral potential-energy operator re
resenting a superposition of a long-range Coulomb poten
and a short-range central-cell potential, which is appro
mated by a zero-range potential. This operator is presente
explicit form, for instance, in Refs. 3 and 4.

Neglecting the spinS, the total angular momentum of
localized holeF is a sum of the angular momentum of inte
nal orbital motionI and of that of orbital motion around th
impurity centerL (F5I1L ). The multiplicity of degeneracy
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of the acceptor ground state coincides with that of state
the top of the valence band,1 so thatF5I 51. Under these
conditions, the wave function of a magnetic sublevel w
projectionFz5M can be written2

CFM~k!5@L̂h~k! f h~k!1L̂ l~k! f l~k!#uM , ~7!

whereuM is the Bloch basis function of the top of the va
lence band corresponding toI z5M , L̂h,l(k) are projection
operators acting on heavy- and light-hole states, which
be presented explicitly in the form

Lh~k!5
~k• Î !2

k2
, L l~k!5Ê2

~k• Î !2

k2
, ~8!

whereÊ is a 333 identity matrix. In spherical approxima
tion, functionsf h,l(k) depend only on wave-vector modulu
k and satisfy the normalization condition@the crystal volume
is taken equal to (2p)3#:

4p

3 E
0

`

@2 f h
2~k!1 f l

2~k!#k2dk51 . ~9!

The squared moduliu f h,l(k)u2 have the meaning of distribu
tion functions of the acceptor ground state over valen
subband states and momenta. Determination of the exp
form of the wave functionCFM , which is the eigenfunction
of Hamiltonian ~6!, reduces to solution of coupled integr
equations forf h(k) and f l(k):

F\2k2

2mh
1EaG f h~k!5

e2

6p2¸
F E d3q

~k2q!2
f h~q!

3@21P2~cosQ!#1E d3q

~k2q!2
f l~q!

3@12P2~cosQ!#G1A,

F\2k2

2ml
1EaG f l~k!5

e2

6p2¸
F2E d3q

~k2q!2
f h~q!

3@12P2~cosQ!#1E d3q

~k2q!2
f l~q!

3@112P2~cosQ!#G1A, ~10!

wheree is the absolute value of electronic charge,¸ is the
dielectric permittivity of the medium, P2(cosQ)
5P2(kq/kq) is the Legendre polynomial, and constantA de-
scribes the action of the short-range potential3,4. For a Cou-
lombic acceptor,A50, and the set~10! coincides with the
coupled equations obtained in Ref. 2. Solution of this se
equations yields the eigenenergy and wave functions of
Coulomb-acceptor ground state. If the attractive poten
does not have a Coulomb component, system~10! describes
the acceptor ground-state wave functions in the zero-ra
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potential model, and can be solved analytically9 to yield

f h~k!5aB
3/2 N

~kaB!21«
, f l~k!5aB

3/2 Nb

~kaB!21b«
,

N5
«1/4

p
A 3

21bAb
, ~11!

where b5ml /mh , «5Ea /EB , EB5e4mh/2¸\2, aB

5¸\2/e2mh , andA5NEBaB
3/2. In a general case, paramet

A is determined from the normalization condition~9! for the
given binding energyEa ~determined from experiment!. Our
method of numerical solution of this system and of calcu
tion of constantA is described in detail in Refs. 3 and 4.

To facilitate further analysis, the wave functionCFM(k)
can be conveniently expressed through eigenfunctions o
orbital momentumL and angular momentumI :

CFM~k!5 f 0~k!Y00~k/k!uM

1 f 2~k!(
m,m

^2m1mi211M &Y2m~k/k!um ,

~12!

whereY00(k/k) andY2m(k/k) are eigenfunctions of the an
gular momentum operator ~spherical functions!,
^2m1mi211M & is the Clebsch–Gordan coefficient,10 and
f 0(k) and f 2(k) are wave function components correspon
ing to orbital momenta 0 and 2 and related to functionsf h,l

through

f 0~k!5
A4p

3
@2 f h~k!1 f l~k!#,

f 2~k!52
A8p

3
@ f h~k!2 f l~k!#. ~13!

2. SPIN-ORBIT SPLITTING AND STRAIN-POTENTIAL
CONSTANTS FOR AN ACCEPTOR

Using Eqs.~12! and~13!, one can readily find the matrix
elements of the spin-orbit and deformation Hamiltonia
coupling ground-state sublevels. The corresponding tr
cated Hamiltonians coincide in form with~2! and ~3!:

Ĥso8 52
2

3
D̃so~ F̂Ŝ!, ~14!

Ĥd852~a12b̃!Sp~ «̂0!13b̃~ F̂a«̂ab
0 F̂b!

52~a12b̃!Sp~ «̂0!2D̃crFz
2 , ~15!

with the renormalized spin-orbit interaction constantD̃so,
crystal-field constantD̃cr523b̃«zz

0 , and strain-potential con
stantsb̃, d̃ given by

xso5
D̃so

Dso
5F ^ f 0

2~k!&2
1

2
^ f 2

2~k!&G5
4p

3
@^ f h

2~k!&

12^ f h~k! f l~k!&#, ~16!
-

he

-

s
n-

xcr5
D̃cr

Dcr
5

b̃

b
5F ^ f 0

2~k!&1
1

10
^ f 2

2~k!&G5
2

5

1
4p

5
@^ f h

2~k!&12^ f h~k! f l~k!&#. ~17!

Here the angular brackets denote integration in modulus
the wave vector:̂F(k)&5*0

`F(k)k2dk. Note that the accep
tor constanta is not renormalized in this approximation an
is equal to the band constant.

Since the strain-induced and spin-orbit splitting energ
of the acceptor ground state are small compared to the
tances to the nearest excited acceptor level, finding the
rections to acceptor energies and wave functions in the p
ence of these interactions reduces to determination of
eigenvalues and eigenfunctions of the Hamiltonian

Ĥ85Ĥso8 1Ĥd8 . ~18!

Thus Eq.~5!, after substitution of the renormalized constan
D̃so andD̃cr , will yield the splittings of the ground-state sub
levels of the acceptor-bound hole.

The strain-potential constants~17! and spin-orbit split-
ting constant~16! were calculated for a chosen acceptor u
ing the wave functionsf h,l(k) found numerically for the
given binding energy~type of impurity! and semiconductor
type by the technique described in Sec. 1. The dependenc
the quantitiesxso andxcr on acceptor binding energy in GaN
was calculated for the Luttinger parametersg152.18 andg
50.85, which were determined in spherical approximation
heavy-hole mass for two mutually perpendicular directio
namely, along the wurtzite axis,ziC6v , mh

i 52.03, and in the
xy plane, mh

'50.33 ~Ref. 7!. In spherical approximation
these quantities are related to the Luttinger parame
throughmh

i 51/(g122g) and mh
'51/(g11g).1 For the di-

electric permittivity we used in the calculations¸59.5 ~Ref.
12!. The full set of the parameters used in the calculation
given in Table I.

For a purely Coulombic acceptor (Ea5199.4 meV!, xso

50.67, andxcr50.8. As the contribution of the central-ce
attractive potential increases~i.e., as the binding energyEa

increases!, these quantities decrease monotonically to re
0.65 and 0.79, respectively, forEa5500 meV. AsEa in-
creases still more, they approach their lower limits, name
xso50.63 andxcr50.78, which were found analytically in
the zero-range potential model by means of the functi
~11!:

xso5
11Ab14b

~21bAb!~11Ab!
, ~19!

TABLE I. GaN parameters used in the calculations.

mh
i

~Ref. 7!
mh

'

~Ref. 7! g1 g k
¸

~Ref. 12!
Dso

~Ref. 7!
Dcr

~Ref. 7!

2.03 0.33 2.18 0.85 0.017 9.5 12 37.5
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xcr5
717Ab112b12bAb12b2

5~21bAb!~11Ab!
. ~20!

Expression~19! was derived earlier~Ref. 13!. As evident
from Eqs.~19! and ~20!, in the zero-range potential mode
the spin-orbit splitting and strain-potential constants do
depend on acceptor binding energy. The difference betw
these parameters of GaN for a Coulombic acceptor an
deep impurity center described by the same zero-range
tential does not exceed 7%. Therefore Eqs.~19! and~20! can
be used to estimate the spin-orbit splitting and stra
potential constants in semiconductors with substantially
ferent Luttinger parameters.

This possibility is illustrated in Fig. 1 comparing th
constantsxso andxcr calculated for the two limiting cases o
a Coulombic acceptor~solid lines! and an acceptor describe
by a zero-range potential~dashed lines! throughout the light-
to heavy-hole mass-ratio interval covered. The differen
between these models are largest for the mass ratiob'0.1
and are about 7% forxso and 4% forxcr .

Thus the analytical expressions~19! and ~20! for an ac-
ceptor described by a zero-range potential yield a good e
mate for the spin-orbit splitting and deformation potent
constants of a Coulombic acceptor. For acceptors wit
binding energy exceeding the Coulomb energy they desc
xso andxcr with a still higher accuracy.

It should be pointed out that the relationxso,xcr holds
for all values ofb. Thus, when calculating acceptor ener
levels for crystals withuDsou!uDcru ~for instance, GaN and
AlN !, one may also assumeuD̂sou!uD̂cru.

FIG. 1. Dependence ofxso5D̃so/Dso and xcr5D̃cr /Dcr5b̃/b on the light/
heavy hole-mass ratiob5ml /mh for the two limiting cases of a Coulombic
acceptor~solid lines! and an acceptor described by a zero-range poten
~dashed lines!.
t
en
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3. g FACTOR OF AN ACCEPTOR CENTER.

The above results can be used to calculate the acce
centerg factor in the presence of uniform strain and sp
orbit interaction.

Consider the case of weak magnetic fields, i.e., assu
the Zeeman splitting of magnetic sublevels to be much l
than the crystal-field and spin-orbit splittings, and take in
account the interaction with magnetic field by perturbati
theory.

The Hamiltonian of an acceptor-bound hole in the pr
ence of a magnetic field can be written

Ĥa~k, H!5Ĥ~p, H!1V̂~k,k8!1Ĥ8, ~21!

where in spherical approximation the operator

Ĥ~p, H!5Ĥ~p/\!2mB~113g13k!~ ÎH!1mBg0~SH!
~22!

describes the behavior of a free hole with angular momen
I51 in an external magnetic field,8 p5\k2(e/c)A is the
kinematic momentum of the hole,A5(1/2)@H3 r̂ # is the
vector potential of the magnetic field,mB5e\/2m0c is the
Bohr magneton,c is the velocity of light,g0'2 is the free-
electron g factor, k is the Luttinger magnetic constant8,
Ĥ(p/\) is the kinetic-energy operator~1!, V̂(k, k8) is the
potential energy operator for interaction with the accept
andĤ8 is the sum of the Hamiltonians describing spin-or
interaction and interaction with the strain field~18!.

Isolating the perturbation linear in magnetic field as th
was done in Ref. 14, we write theĤ(p,H) Hamiltonian in
the form

Ĥ~p, h!5Ĥ~k!1HH8 , ~23!

ĤH8 52mB@~g114g!~ L̂H!26g~kÎ !~@ r̂3 Î #H!

1~113g13k!~ ÎH!2g0~ŜH!#

52mB~gFF̂2g0Ŝ!H, ~24!

wheregF is the acceptorg factor in the absence of spin-orb
interaction and external strain. The quantitygF can be found
by means of the acceptor wave functionsCFM similar to the
way this was done in Ref. 14. We obtain

gF5~g114g!^LH&26g^NH&1~113g13k!^I H&,
~25!

where

^LH&5H 1

2
2

2p

3
@4^ f h~k! f l~k!&2^ f l

2~k!&#J ,

^NH&5H 11
4p

3
@^ f h~k! f l~k!&2^ f l

2~k!&

1^ f h8~k!k f l~k!&#J ,

^I H&5^FH&2^LH&[12^LH&, ~26!

with the prime on the function denoting the derivative wi
respect to the wave vector modulusk, and^LH&, ^NH&, and

l
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^I H& standing for the averages of the projections of vect
L̂ , N̂5(kÎ )@ r̂3 Î #, andÎ on magnetic field. Figure 2 presen
the dependence ofgF on the binding energy of the ground
state acceptor in GaN. The calculations used the value o
magnetic constantk50.015 obtained from the relation

k5
5g2g122

3
.

This relation follows from a work15 where interaction with
the nearest symmetry zonesG2

2 , G12
2 , andG15

2 was taken into
account withinkp theory.

FIG. 2. Dependence of the acceptor ground-stateg factor, gF , on binding
energyEa in the absence of strain and spin-orbit interaction, calculated
GaN parameters in spherical approximation~solid line!. The dashed line
showsgF for binding energies below the Coulombic acceptor energyEa

<200 meV!. Dashed line:gF in the zero-range potential model.
s

he

As seen from Fig. 2,gF depends only weakly on binding
energyEa and differs from the valuegF520.61 calculated
within the zero-range potential model by not more than 1
for binding energies above the Coulomb acceptor ene
(Ea>200 meV!.

Figure 3 displays the dependences of the average q
tities ^I H& and ^NH& on the light- to heavy-hole mass rati
b5ml /mh5(g122g)/(g114g), which permit one to ob-
tain the value ofgF for arbitrary parametersg1, g, and k.
Interestingly, for smallb the g factor of an acceptor-bound
hole is negative, whereas that of a free hole,g5113k, is
positive. A similar result was obtained16,17 for an acceptor
center in GaAs.

The zero-range potential model yields an analytic e
pression forgF . In this case,gF depends only on the light- to

r

FIG. 3. Dependences of the average values^I H& and ^NH& on the light/
heavy hole-mass ratiob5ml /mh5(g122g)/(g114g) for the two limiting
cases of a Coulombic acceptor~solid lines! and an acceptor described by
zero-range potential~dashed lines!.
strain

in the
TABLE II. g factor and energies of the acceptor ground-state sublevels in the presence of uniaxial

(«zzÞ0, «xx5«yy50) for the case of weak spin-orbit coupling (uD̃sou!ub̃«zzu).

2(ã12b̃)ezz 2(ã12b̃)ezz13b̃ezz 2(ã12b̃)ezz

En
13b̃ezz2

D̃so

3 1
D̃so

3
1

2D̃so
2

27b̃ezz

2
2D̃so

2

27b̃ezz

gxx 0 Vzz
2

2
g01Vzz(22Vzz)gF

2g0S12
Vzz

2

2 D1Vzz~22Vzz!gF

ggg 0 2
Vzz

2 g02Vzz

2
(22Vzz)gF

2g0S12
Vzz

2

2 D1Vzz~22Vzz!gF

gzz 2g012gF 2g0(12Vzz
2 )2Vzz(22Vzz)gF 2g0(12Vzz

2 )1Vzz
2 gF

Note: En are the split subband energies. The energies are reckoned from the acceptor level position

absence of strain and spin-orbit coupling. We use the notationVzz52D̃so/9b̃«zz .
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TABLE III. g factor and energiesEn of the acceptor ground-state sublevels in the presence of a weakly bi

strain (u«zz2«xxu!u«zzuÞ0, «yy50, uD̃so!ub̃«zzu).

2(ã12b̃)(ezz1exx) 2(ã12b̃)(ezz1exx)13b̃exx 2(ã12b̃)(ezz1exx)
En 13b̃(ezz1exx) 1

3
2

b̃ezzF1 13b̃exx1
3
2

b̃ezzF2

gxx 2g02SVzzV21
VzzV1

h DgF 2
F5

2 2Vzz
2

F1
2 1Vzz

2 g02
VzzV1

h
gF 2

Vzz
2 2F2

2

Vzz
2 1F2

2 g01(VzzV2)gF

gyy 2g0 2g02
4VzzF1

F1
2 1Vzz

2 gF 2g02
4VzzF2

F2
2 1Vzz

2 gF

gzz g02SV2F21
V1F1

h DgF 2
F1

2 2Vzz
2

F1
2 1Vzz

2 g01
V1F1

h
gF

2 f rac Vzz
2 2F2Vzz

2 1F2
2 g02(V2F2)gF

Note: The energies are reckoned from the acceptor level position in the absence of strain and sp
coupling. We use the notationsV652VzzAVzz

2 1F6
2 , F6512h6A(12h)21Vzz

2 , h5«xx /«zz .
e

n
u
ec
e
,

n

n
of

ain

-

-
n
in

ere
ot

-

heavy-hole mass ratio and is independent of the binding
ergy

gF5~g114g!
11b1/224b1b3/21b2

~11b1/2!~21b3/2!

26g
2~112b1/21b2b3/2!

~11b1/2!2~21b3/2!

1~113g13k!
11b1/214b

~11b1/2!~21b3/2!
. ~27!

In the presence of strain and for finite spin-orbit interactio
the six fold degenerate acceptor level splits into three s
levels, with each of them doubly degenerate in spin dir
tion. The wave eigenfunctions of such sublevels are eig
functions of HamiltonianH8 ~18!, where, in a general case
we shall consider in place of the crystal strain tensor«̂0 an
arbitrary strain tensor«̂.

The behavior of a doubly degenerate hole sublevel i
magnetic field is described by a Hamiltonian like

ĤH52mB

1

2 ( gi j
~n!ŝ iH j , ~28!
n-

,
b-
-

n-

a

wheregi j
(n) are components of theg-factor tensor,n labels

the sublevels,s i are the Pauli matrices, andH j are compo-
nents of the magnetic field vector. By writing Hamiltonia
HH8 ~24! in the basis of wave eigenfunctions of a sublevel
interest and comparing it with HamiltonianĤH ~28!, one can
determine all components of theg-factor tensor.

Table II lists expressions for theg factors of acceptor
ground-state sublevels in the presence of axial str
~uniaxial:«zzÞ0, «xx5«yy50). For nonaxial strain~biaxial:
«zzÞ«xxÞ0, «yy50), in the case of weak spin-orbit interac
tion of interest here (uD̃sou!ub̃«zzu) one can obtain simple
analytic expressions for components of tensorĝ within two
overlapping regions of«zz2«xx , namely,u«zz2«xxu!u«zzu,
and uD̃sou!ub̃(«zz2«xx)u,ub̃«xxu. The corresponding expres
sions for the components of theg tensor are presented i
Tables III and IV. Note that the general case of triaxial stra
(«zz>«xx>«yy) reduces in the biaxial case considered h
to a trivial isolation of hydrostatic strain, which does n
affect the form of the acceptor-level wave function («̃aa

5«aa2«yy).
In the uniaxial case~Table II! corresponding to an effec

tive strain «zz
0 in GaN, the ground-stateg factor (Jz5Fz

1Sz563/2) reaches the limit in anisotropy (gzzÞ0, gxx
axial

in-orbit
TABLE IV. g factor and energiesEn of the acceptor ground-state sublevels in the presence of a strongly bi

strain (uD̃so/b̃u!u(«zz2«xx)u,u«zzu,u«xxu, «yy50).

2(ã12b̃)(ezz1exx) 2(ã12b̃)(ezz1exx)13b̃exx 2(ã12b̃)(ezz1exx)13b̃ezz

En
13b̃~ezz1exx!S11

VxxVzz

4 D 2
3
4

VzzVxzb̃(exx22ezz) 1
3
4

VxxVxzb̃(ezz22exx)

gxx 2g0S12
Vxx

2

2 D2Vzz~21Vxx!gF 2g0S12
Vxz

2

2 D1Vzz~21Vxz!gF 2g0S12
Vxx

2 1Vxz
2

2 D1VxxVxzgF

ggg 2g0S 12
Vxx

2 1Vzz
2

2 D 1VxxVzzgF 2g0S12
Vzz

2

2 D2Vxz~22Vzz!gF 2g0S12
Vxx

2

2 D1Vxz~22Vxx!gF

gzz 2g0S12
Vzz

2

2 D2Vxx~21Vzz!gF 2g0S12
Vzz

2 1Vxz
2

2 D 2VxzVzzgF
2g0S12

Vxz
2

2 D1Vxx~22Vxz!gF

Note: The energies are reckoned from the acceptor level position in the absence of strain and sp

coupling. We use the notationsVxx52D̃so/9b̃«xx , Vxz52D̃so/9b̃(«xx2«zz).
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5gyy50). As seen from Table IV, in the case of biaxi
strain and weak spin-orbit interaction, theg factor of all
three sublevels is practically isotropic and approximat
equal to that of the free electron.

The ground-stateg factor of acceptors~Mg and Zn! in
GaN was measured experimentally.6 It was shown that thisg
factor is close tog0, and that its anisotropy is small, which
at odds with the above simple theory, by which the accep
ground-stateg factor in GaN should be extremely anis
tropic. This result can be explained qualitatively as due to
onset of spontaneous local strain in the plane perpendic
to the C6v axis of wurtzite~i.e., as due to the Jahn–Telle
effect!. In this case the initial axial strain becomes nonax
which results, as seen from Table IV, in a practically isot
pic g factor ~the role of the Jahn–Teller effect in making th
acceptorg factor in GaN isotropic was pointed out in Ref. 6!.
A comprehensive analysis of this spontaneous strain is
yond the scope of this paper.

We note in conclusion that the above theory becom
invalid for shallow acceptor centers whose binding energ
comparable to the spin-orbit or crystal-field splitting of t
valence band. In particular, in the case of a high spin-o
interaction energy nonaxial strain no more results in freez
of orbital motion of the hole, and itsg factor should differ
noticeably from that of the free electron.

The authors are grateful to Al. L. Efros, who turned o
attention to this problem, as well as to P. G. Baranov a
B. Meyer for fruitful discussions.
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The variation of the deep-level spectrum of stoichiometric ZnTe in the various stages of its
purification and annealing in saturated Zn vapor has been studied by low-temperature
photoluminescence and IR Fourier spectroscopy. The relation between the concentration of the
main residual impurities with complex formation probability is analyzed. We have
succeeded in observing for the first timeZ center emission in ZnTe, as previously in CdTe and
ZnSe. This center is shown to be a multicharged impurity in ZnTe. The activation energies
of these levels have been determined. A comparison of the data obtained by chemical analysis with
optical spectra has led to a conclusion that this center is associated with isolated oxygen
present on the metalloid sublattice. While this emission exhibits the same specific features in a
number of II–VI compounds~a high recombination rate, narrow emission lines, extremely
weak electron-phonon coupling!, the positions of the levels in the band gap and the characteristic
charge state distinguish ZnTe from CdTe and ZnSe. As a rule, theZ center forms in a
material in decomposition of various complexes~for instance, of the complex responsible for the
1.65-eV emission in ZnTe! and disappears when the material is doped leading to formation
of the same complexes. An assumption is put forward that this center creates the main
compensating deep levels and is an essential component of easily forming complexes with
impurities. Its position in the lower half of the ZnTe band gap~in contrast to ZnSe and CdTe!
makes preparation of then material difficult. © 1998 American Institute of Physics.
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Despite certain differences in the fundamental charac
istics of some wide-gap II–VI semiconductors~CdTe, ZnTe,
ZnSe, CdSe, ZnS!, one observes also similarities in the e
ergies of impurity levels in these compounds. These tend
cies are easily discernible for shallow impurities~acceptors
and donors!, whose energy position is described well by t
effective-mass law. A comparison of the spectral positio
and emission parameters of the deep states characteris
these compounds reveals much in common. Indeed, one
serves in all compounds~1! the so-called self-activation
bands originating from complexes with impurities which a
as shallow donors when isolated;~2! bands traditionally as-
signed to copper complex emission; and~3! some unidenti-
fied centers which are apparently also due to complexes.
deep centers due to complexes are characterized by s
electron-phonon coupling, which, as a rule, increases w
binding energy. Starting with a certain center depth, in
vidual LO phonon replicas become practically indistinguis
able.

The most remarkable feature in photoluminescence
absorption spectra of ZnTe is a band near 630 nm wit
very rich spectrum, which exhibits, besides a narrow ze
phonon line, emission involving phonons of various typ
These lines are very well resolved, despite the high bind
energy of this center. Comprehensive studies carried ou
the 60s show convincingly that this radiative center is as
ciated with an oxygen complex.1,2

It is believed that ZnTe, in contrast to other II–VI com
9241063-7834/98/40(6)/6/$15.00
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pounds, can have onlyp conduction. Although this effect is
connected with the general problem of self-compensation
impurity compensation, the source of this compensation
not yet been convincingly established. By closely analyz
the problem of attainingp conduction in ZnSe, which was
assumed during a long time to be an electronic material,
can hope, however, to realizep–n transitions in ZnTe-based
compounds as well.

We started to look for the solution to this problem in th
optical spectra of high-purity, close to stoichiometric II–V
compounds~with the so-called composition at the minimu
vapor pressure point,Pmin). One can neglect here the con
centration of native defects at the crystallization temperatu
The properties of high-purity compounds of this compositi
are dominated by impurities. The spectra of high-pur
II–VI compounds depend to a considerable extent on
method and conditions of their preparation. It is believed t
dominant emission in the exciton spectral region is an in
cation of their purity. At the same time, in the presence
precipitates, impurity segregation centers, or impur
complex-formation centers, where impurities become o
cally inactive, the conclusion of high purity in such a mat
rial may turn out to be erroneous. This becomes clear o
after doping II–VI compounds with shallow impurities
Therefore, in order to investigate the main properties of t
group of compounds, we used the low-temperature meth
of synthesis and purification developed by us, where the
istence of a second phase is excluded, and the concentr
© 1998 American Institute of Physics
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of native defects is certain to be less than that of impurit
On the other hand, the low concentrations of resid

impurities in a number of important elements in Groups
III, V, and VII of the Periodic Table derived from chemica
analyses, do not exclude the presence of some specific
purities ~H, C, and O! in high concentrations. Analysis o
these impurities meets with difficulties, so that in certific
tion of the above materials they are usually disregarded. T
relates in the first place to the isovalent oxygen impur
Oxygen, similar to carbon, is the main residual impurity ev
in very pure II–VI compounds and is present in them
concentrations.1017 cm23. Since oxygen is, in addition, a
optically active element, which begins to manifest itself
emission and absorption spectra against the backgroun
low concentrations of most residual impurities, one can f
low its behavior in each purification stage from the dynam
of the spectra, and establish in this way its role in the form
tion of complexes with other impurities.

1. EXPERIMENT

The measurements of low-temperature photolumin
cence of ZnTe were performed on cleaved faces of sin
crystal grains up to 0.3 cm2 in size, which were selected ou
of polycrystalline ingots directly after preparation of th
compound and following each purification stage. A cw
ion laser (l;487.8 nm! was used as excitation source. T
excitation intensity was typically 5 W/cm2. IR transmittance
measurements were carried out on a Bruker IFS-113v
Fourier spectrometer. The spectra of transmittance w
measured at 77 and 300 K, and those of photoluminesce
at 5 K.

The low-temperature synthesis in a direct reaction fr
preliminarily purified components and the three-stage pu
cation of the compounds, by a technique modified sligh
from that described in Ref. 3, were carried out to study
dynamics of low-temperature photoluminescence spec
We believe that the composition of ZnTe does not cha
noticeably, since the vaporization and crystallization te
peratures remained constant from one purification stag
another. The deposition rate of the congruently sublim
compound at a vaporization temperature;780 °C was
12–15 g/h in any purification stage.

2. RESULTS AND DISCUSSION

Figure 1a shows a photoluminescence spectrum of p
crystalline ZnTe prepared from high-purity Zn and Te. A
ready in this initial stage the exciton region dominates in
spectrum. The intensity ratio of the acceptor-bound exci
line A0X to the main shallow-acceptor line at 2.3318 e
(eA, whereA is the acceptor with activation energy of 62
meV! is ten, and that to the oxygen-complex line at;1.985
eV, more than 1200~Fig. 2a!. Besides the oxygen complex
one observes here two deep-level transitions with a lo
intensity, at 1.65 and 1.08 eV~Fig. 2!.

The spectrum in the exciton region is typical of fair
pure ZnTe~Fig. 3!. Besides the bound-exciton line and i
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phonon replicas, one can see also two lines at 2.3812
2.3827 eV, which correspond to the two free-exciton pol
iton branches.

The intensity ratios of various lines to the line of th
exciton bound to a shallow neutral acceptor are listed
Table I for different ZnTe samples.

One readily sees that progressive purification of Zn
results in an effective decrease in emission of both the o
gen complex and the shallow impurity. After the last puri
cation stage, the characteristic oxygen-complex radia
with phonon replicas is practically not observed. There
pears, however, another structureless band in the sam
gion, which peaks at 1.87 eV. These bands originate ap
ently from complexes of different compositions.

The radiation from the deep traps at 1.65 and 1.08
behaves differently than that due to the oxygen comp
~Table II!.

These deep traps emit weak radiation. In the init
stages of purification, their integrated intensity is only o
fifth of the oxygen complex intensity. Nevertheless, in t
subsequent stages this ratio changes in favor of the 1.65-
1.08-eV bands. We believe that this effect is due to f
decay of the oxygen complex in the course of ZnTe pur
cation. It is known that the 1.65-eV band is due to a comp
involving a donor, because its intensity increases noticea
similar to that of the self-activated band in donor-dop
materials.4 The band-intensity redistribution among th
above complexes is apparently connected with decrea

FIG. 1. Photoluminescence spectrum of polycrystalline ZnTe prepared f
high-purity components Zn and Te. a — ZTS1, b — ZTO2, c — ZTO3H,
d — ZTO3C, and e — ZTO3Zn.
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concentration of shallow acceptors and a relative increas
the fraction of donor impurities.

The appearance of isolated donor impurities itself
clearly seen from the appearance of bands due to donor
combination with various shallow acceptors~for instance, of
the bands at 2.322 eV in ZT03H or at 2.335 eV in ZT03C in
Fig. 1c and 1d!. Moreover, if the starting materials ZTS1 and
ZT01 were very weakly compensated by shallow impuriti
~for which NA.Ndeep@ND), then after the subsequent pur
fication stages compensation by shallow impurities becom
stronger (NA>ND.Ndeep). The extremely weak compensa
tion by shallow donors in the first purification stages is ind

FIG. 2. Photoluminescence spectrum of deep radiative transitions in var
purification stages and after annealing in Zn vapor. a — ZTS1, b — ZTO1,
c — ZTO3H, d — ZTO3C, and e — ZTO3Zn.
in

s
re-

s

es
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cated by the presence of a fine structure in the don
acceptor recombination line spectrum~one observes a larg
series of narrow lines in the interval 2.29–2.32 eV on t
short-wavelength tail of the donor-acceptor recombinat
band at 2.283 eV,EA596 meV!. Additional donors make the
line spectrum disappear, which can be explained by the
dom character of Coulomb interaction because of the spr
in separations between a donor and a recombining do
acceptor pair.

As purification continues and the complexes involvi
shallow acceptor impurities decay, new lines due to th
impurities appear in photoluminescence spectra. All rela

us

FIG. 3. Exciton spectrum of polycrystalline samples in various purificat
stages and following anneal in Zn vapor. a — ZTS1, b — ZTO1, c — ZT
O2, d — ZTO3H, e — ZTO3C, and f — ZTO3Zn.
mplex
TABLE I. Intensity ratio of various bands to the main acceptor-bound exciton line~from low-temperature
photoluminescence spectra!.

I (A0X1LO)/ I ~FE!/ @ I (Ocomp/ I (e-Na!/
Sample Comment I (A0X) I (A0X) I (A0X)] 3104 I (A0X)

ZTS1 After preparation 0.13 0.029 7.7 0.09
ZTO1 1st purification 0.13 0.031 5.9 0.08
ZTO2 2nd purification 0.24 0.008 ? 0.06
ZTO3H 3rd purification, hot zone 0.11 0.005 3.6 0.06
ZTO3C 3rd purification, cold zone 0.025 0.055 0.9* 0.02
ZTO3Zn ZT03C sample annealed 0.023 0.205 3.2* 0

in Zn vapor for 72 h.

*Ratio to the intensity of the structureless band peaking at 1.87 eV, with practically no oxygen-co
emission at;1.9 eV observed.
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transitions and their activation energies are listed in Ta
III.

A comparison of the data in Table III with availab
activation energies of shallow acceptors in ZnTe reveale
series of new lines appearing in later stages of purificat
While the form and character of radiation of shallow acce
tors are fairly typical of ZnTe, the new, relatively deep a
ceptors have a very small Huang–Rhys factor~Table III!.
And it is only one acceptor, with activation energy of 14
meV, that is characterized by strong electron-phonon c
pling (S;0.8). We believe that the shallow acceptor lin
seen in low-temperature photoluminescence spectra als
sult from decay of deep impurity complexes. In particul
we identify the well-known oxygen complex at;1.9 eV as
OTe2A, whereA is a shallow acceptor. The quenching
this band should give rise to lines associated with sin
shallow acceptors, and it is this what is observed experim
tally ~Fig. 3!. This may also account for the radiation
isolated OTe. The high level of ZnTe purification from oxy
gen was deduced from both the quenching of the oxyg
complex band and the oxygen content in the remainder of
batch determined by mass-spectrometric analy
~LAMMA !. As a rule, in the first stages of purification th

TABLE II. Intensity ratio of deep-trap bands to the main acceptor-bou
exciton line.

@ I ~1.65 eV! @I ~1.08 eV!
Sample Comment /I (A0X)] 3104 /I (A0X)] 3104

ZTS1 After preparation ;1.4 ;1.8
ZTO1 1st purification ;6.8 ;4.1
ZTO3H 3rd purification, hot zone ;1.4 ;4.1
ZTO3H 3rd purification, cold zone ;4.5 ;4.1

ZT03c sample annealed ,0.3 4.1
ZTO3Zn in saturated Zn vapor for 72 h.
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batch was enriched in oxygen (;1%!. In the last stage, the
oxygen concentration in the batch was at the resolution le
of the measurement technique used.

Z is a deep center in all II–VI compounds. In CdTe a
ZnSe it forms levels in the upper half of the band gap.
CdTe, theZ center has several charge states,1/0/2.8 It was
shown8–10 that theZ center tends to form complexes wit
neighboring impurities. The manifestation of this center
photoluminescence spectra of CdTe is due to the deca
complexes as a result of decreasing concentration of resi
impurities in the course of purification. This center is disti
guished in the II–VI acceptors by~1! extremely weak
electron-phonon interaction,~2! small halfwidths of the ra-
diation lines ~FWHM as small as 3 meV!, and ~3! a high
radiative recombination rate. We expected theZ center to
appear in ZnTe as well in a certain stage of purification
the material. It was not, however, detected in the course
purification either in photoluminescence spectra through
the 1.0–2.4-eV range covered, or in near- and far-IR abso
tion ~Fig. 4a!.

d

FIG. 4. IR transmittance spectra of polycrystalline ZnTe samples~a! before
and ~b! after anneal in Zn vapor.
TABLE III. Main acceptors in ZnTe and characteristic electron-phonon coupling constant.

Acceptor activation
energy, meV

Emission lines, eV
~recombination type!

Huang–Rhys factor
S ~arb. units! Assignment

51 2.335 (DA) 0.04 Unknown
60.6 2.3335 (eA) 0.04 LiZn ~Ref. 5!

2.323 (DA)
62.5 2.3318 (eA) 0.04 NaZn ~Ref. 5!

2.322 (DA)
63.5 2.3308 (eA) ,0.01 PTe ~Ref. 5!
96 2.230 (eA) 0.07 Unknown acceptorATe ;

2.283 (DA)
146 2.248 (eA) 0.8 CuZn

2.236 (DA) or self-activation band6

177 2.217 (eA) ,0.1 Y3*
200 2.195 (eA) ? Y1 ~Ref. 7!

2.184 (DA)
220 2.174 (eA) ,0.005 Y4*
240 2.1545 (eA) ,0.01 Y2 ~Ref. 7!

2.1465(DA)
273 2.116 (DA) ,0.01 Y5*
692 1.702 (eA) ,0.005 OTe, Z0/2

1.688 (DA)

*This work.
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The radiation of this center was observed only after
nealing the high-purity material in Zn vapor atT5680 °C for
72 h ~Fig. 2!. The two lines at 1.702 and 1.688 eV becam
the most pronounced features in the deep-center radia
region ~FWHM ;4 meV!. Such annealing produces stron
redistribution of the impurities, which is evident both fro
transformation of the low-temperature photoluminesce
and IR absorption spectra and from a change in the ma
al’s resistivity. The latter is apparently due to a change
chemical potential. While before the anneal the material
a resistivity of;103V•cm (p type!, after it the resistivity
rose by several orders of magnitude, although no invers
of conduction type was observed. We assign this effec
Fermi level pinning by theZ center. Thus in contrast to
CdTe and ZnSe, in ZnTe the levels of theZ center lie in the
lower half of the band gap.

A comparison of photoluminescence spectra measure
different pumping levels permitted us to assign the 1.702
line to e2Z0/2, and the line at 1.688 eV, toD0/12Z0/2,
which means that theZ center is seen in photoluminescen
spectra of zinc telluride as a very deep acceptor~with a bind-
ing energy of 692 meV!. Knowing the position of theZ
center levels in CdTe, we expected to observe the radia
due to the second charge state (Z0/1) in ZnTe, by analogy, in
the intermediate or far IR range. Figure 4 presents an
transmittance spectrum of ZnTe obtained at 80 K before
after annealing in Zn vapor. While before the anneal, as
have already mentioned, the transmittance spectra do no
hibit any features, after the anneal a new strong absorp
band appears at;0.41 eV~3300 cm21). The appearance o
this absorption band only after annealing in Zn vapor,
energy position, the relatively narrow width, and the abse
of phonon replicas in transmittance spectra gave us grou
to assign it to a manifestation of the second charge stat
the Z center.

Why did we succeed in observing the emission and
sorption of theZ center only after annealing the material
Zn vapor? To answer this question, one has to analyze
changes in optical spectra induced by the anneal. The an
in Zn vapor resulted in a strong rearrangement of the e
tronic spectrum of impurity levels. First, as seen from lo
temperature photoluminescence spectra, after the an
there is practically no radiation due to the shallow accep
NaZn ~Fig. 1e!. The line at 2.3318 eV (e2NaZn), which was
clearly seen in all samples before the anneal~Fig. 1a–1d!,
disappears. We attribute this effect to expulsion of alk
metals from the Zn sublattice into interstices because of
enthalpy of formation of NaZn (LiZn , KZn) being smaller
than that of ZnZn . In the region of shallow acceptor emissio
a band associated with PTe appears. Its intensity is 20 time
lower. It was not observed in the starting samples against
background of Na radiation. In addition to an intensity i
crease of free-exciton emission near the edge, one obse
also at 2.3772 eV manifestation of an exciton bound to n
tral donors~Fig. 1e!. Note that, before the anneal, the rad
tion involving shallow donors was barely visible. Only e
tremely weak interimpurityDA recombination bands ar
seen. The onset of donor emission was apparently favore
the decay of the 1.65-eV complex containing these donor
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the course of annealing in Zn vapor. We believe that it is t
anneal that accounts for the formation of singleZ centers,
i.e., theZ center was a part of the complex responsible
the 1.65-eV band. Our experiments on doping ZnTe w
various donors showed that the band at 1.65 eV rises
intensity when Group III donors are used for this purpo
This is why we identify this complex asZ2D(III) Zn . The
decay of the complex may be caused by enhanced diffu
of Group III donors or of theZ center and by an increase o
their separation during the anneal in Zn vapor, when a c
centration gradient of created vacancies (VZn , VTe) sets in.
Note an essential feature: one does not succeed in repro
ing the appearance of theZ center in insufficiently pure or
doped materials, as well as at high anneal temperatures

This relation between theZ center formation in II–VI
compounds and the decay of complexes8,9 is a convincing
argument against the prevailing opinion that the 1.65-
band originates from native defects~the A centerVZn2D).
Annealing in saturated Zn vapor should undoubtedly ha
destroyed theA center, and nothing should have been o
served except the above-mentioned enhancement of sha
donor radiation. On the other hand, one might expect
annealing in Zn vapor to give rise to increasing concentrat
of interstitial zinc, if one starts with the assumption th
Frenkel defects predominate here. It is hardly possible, h
ever, to speak about a substantial concentration of na
defects in close to stoichiometric materials in conditions
low-temperature equilibrium growth. The strong relatio
with the purification effect suggests instead that this cen
originates from a dominant residual impurity. Only two im
purities were present in noticeable concentrations in our
periments, O and C.

Figure 5 shows schematically the main transitions as
ciated with theZ center. The solid lines identify the trans
tions seen in low-temperature photoluminescence and tr
mittance spectra. Note that the transmittance spectra do
exhibit any features close to 0.7 and 1.7 eV. Such featu
would correspond to ejection of an electron from the valen
band to a neutralZ center, and to electron promotion from
the Z2 center into the conduction band, respectively. B
sides, neither in photoluminescence nor in transmitta
spectra are there any lines around;2.0 eV, which in the first
case would signal electron capture by a chargedZ1 center,

FIG. 5. Main transitions associated with theZ center. Solid lines identify
the transitions seen in low-temperature photoluminescence and tran
tance spectra. The wavy line refers to Coulombic trapping into char
states and free-exciton capture at the neutralZ center.
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TABLE IV. Main characteristics of theZ center in II–VI compounds.

Huang–Rhys factorS
Material Z21/1 Z0/1 Z2/0 ~arb. units! FWHM, meV

CdTe EC21.2 eV EC20.246 eV EV11.4 eV 0.001 3

EV10.41 eV* EV11.36 eV EC20.206 eV
ZnTe EC21.98 eV ? EV10.692 eV ,0.005 4

EV10.41 eV* EC21.702 eV*
ZnSe ? EC20.400 eV ? ,0.01 ;10

EV12.38 eV

*This work, transmittance spectra
** This work, photoluminescence spectra.
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and in the second, electron promotion from the neutralZ0

center into the conduction band.
The fact that transmittance spectra measured in equ

rium conditions do not exhibit transitions associated with
initial neutral stateZ0 argues for the positive charge state
this center. As for transitions involving electron recombin
tion at the neutralZ0 center, they are possible only in non
equilibrium conditions, when photoluminescence spectra
taken.

Besides, measurements of the temperature depend
of luminescence quenching of this center apparently indic
that, for the;1.7-eV radiation to be observable, free ex
tons must be trapped by theZ center. The extremely fas
extinction of this line with increasing temperature was tota
unexpected by us. The thermal activation energy was fo
to be only;10 meV. This value is very close to the fre
exciton activation energy in ZnTe.

Our hypothesis reduces to the following: in order for t
;1.7-eV band to appear in photoluminescence spectra,
electrons have to be trapped by aZ21 center. The first elec-
tron is trapped from the conduction band under nonequi
rium excitation. The second nonequilibrium carrier
trapped with subsequent recombination as a result of bind
and dissociation of free excitons at the positively chargeZ
center (Z1). This effect is fairly typical ofZ-center emission
in the above-mentioned II-VI compounds. Remarkably,
excitation spectra of theZ center, for instance, in CdTe, ex
hibit a strong maximum in the free-exciton region.3

Another interesting feature is observed in the exci
part of the spectrum where, after ZnTe is annealed in z
vapor, strong recombination channels appear at theZ center.
One observes strong radiation only from the upper polar
branch of free excitons. Although the mechanism respons
for this behavior remains unclear to us, this effect is ass
ated apparently with the capture and dissociation of free
citons at theZ center.

The above results permit a conclusion that theZ-center
emission observed in ZnTe is similar to CdTe and ZnSe. T
detection and study of the properties of this center in hi
purity ZnTe crystals were performed by optical spectrosco
for the first time. The position of this center in the lower ha
of the ZnTe band gap produces difficulties in prepar
samples of this material with electronic conduction. TheZ
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center is observed in photoluminescence and IR trans
tance spectra only for high-purity material grown at a lo
temperature in close to stoichiometric conditions. While t
radiation exhibits similar features in a number of II-VI com
pounds~high recombination rate, narrow emission lines, e
tremely weak electron-phonon coupling!, the position of the
levels in the band gap and the characteristic charge s
distinguish ZnTe strongly from CdTe and ZnSe. The data
Z center emission are listed in Table IV. TheZ center forms,
as a rule, in materials after decay of various complexes
disappears when the material is doped with impurities for
ing the same complexes. We believe that this center p
duces the main compensating deep levels and is a very
portant impurity involved in complex formation. A
comparison of chemical analysis data with optical spec
has led us to a conclusion that this center is due to the e
tence of oxygen in the metalloid sublattice, as an isola
isovalent impurity.
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Formation of a nuclear spin polaron under optical orientation in GaAs-type
semiconductors

I. A. Merkulov
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Fiz. Tverd. Tela~St. Petersburg! 40, 1018–1021~June 1998!

A theory is developed for the formation of a nuclear spin polaron under optical cooling of
nuclear spins in the vicinity of donor centers. It is shown that the polaron does not form above a
certain limiting nuclear-spin temperature. For a shallow donor in GaAs, this temperature is
about 1027 K. The formation of a nuclear spin polaron should manifest itself in an anomalous
increase of the spin relaxation time of the total spin of its component nuclei. ©1998
American Institute of Physics.@S1063-7834~98!01206-4#
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Hyperfine interaction between conduction electrons a
crystal-lattice nuclei in GaAs-type semiconductors open
possibility for the creation of nuclear magnetic-polar
states, which can appear, for instance, around an elec
localized at a donor center. The contact hyperfine elec
interaction in these crystals is described by the scalar pro
of their spin with that of a lattice nucleus,1 and it does not
differ in form from the exchange coupling of conductio
band electrons to magnetic ions in a semimagnetic semi
ductor, where magnetic polarons were studied both exp
mentally and theoretically2. As a result of the smallness o
the hyperfine interaction parameter, however, the corr
tions between the spin of a donor-localized electron and
spins of the surrounding lattice nuclei are negligible, even
liquid-helium temperature. Polarized electrons are capabl
polarizing noticeably the neighboring nuclei only at ultralo
temperatures of the order of 102621027 K.

Such temperatures can be reached by optical coolin
the nuclear spin system under the conditions of opt
orientation.1,3 At the lowest nuclear spin temperatureTN

reached experimentally,4 of the order of 1026 K, even a
weak field of a few Oe can polarize noticeably the nucl
spins. In these conditions one succeeded in observing
anomalous enhancement of the low-frequency compon
of the nuclear spin correlator, which can be interpreted a
depression of nuclear polarization relaxation. Such a dep
sion of spin relaxation accompanying magnetic polaron f
mation in semimagnetic semiconductors was pointed ou
Ref. 5.

We are going to show that optical cooling of the nucle
spin system in a semiconductor by oriented electrons
indeed initiate formation of nuclear spin polarons, whi
should manifest itself, in particular, in a depression of s
relaxation of the nuclear spins making up the polaron.

In contrast to the case of semimagnetic semiconduct
formation of a nuclear spin polaron entails a very sm
change in carrier localization energy. The electron hopp
time between donors is short compared to the character
times of electron interaction with nuclear spins, so that
polaron state is initiated by the mean field created at
9301063-7834/98/40(6)/4/$15.00
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nuclei by a large number of electrons, whose spin distri
tion is determined by the lattice temperature. The nucl
magnetic polaron forms only if the product of the spin te
perature of the nuclei by the electron temperature is less
a certain critical value, which depends on the parameter
the electron localization potential. Numerical estimates m
for shallow Coulomb donors in GaAs suggest that this le
can be reached by the optical cooling technique, but i
lower than the spin temperature reached experimenta4.
Thus despite the fact that nuclear spin relaxation can be
pressed by formation of magnetic polaron states under o
cal orientation of carriers, experimental results4 do not lend
themselves to explanation within the nuclear magnetic
laron model.

Section I develops a theoretical model of the nucle
spin polaron described by two spin temperatures in the
proximation of short correlation times of the hyperfine fie
generated by a localized electron at the nuclei surround
the donor. Section II analyzes the effect of hyperfine nucl
interaction with a localized electron on the rate of spin
laxation of the total nuclear spin.

1. NUCLEAR MAGNETIC POLARON

Let us estimate the possibility of formation of correlat
states of electron spins~having the lattice temperature! and
of the spins of the nuclei~cooled to a very low temperature!
surrounding the donor centers. Taking the hyperfine con
interaction Hamiltonian

Ĥs f5(
n

auC~rn!u2~ŜÎn!, ~1!

one can readily show that if the electrons can be charac
ized by an average spin̂S&, the nuclear spins are acted upo
by an average electron field

Be~rn!5auC~rn!u2^S&, ~2!

and that the average polarization of the nuclei surroundin
donor produces a nuclear field acting on a localized elec
© 1998 American Institute of Physics
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BN5a(
n

uC~rn!u2^In&'aNE E E uC~r !u2^I ~r !&d3r .

~3!

HereS andC are the spin operator and wave function of t
impurity-bound electron,In is the spin operator of a nucleu
at pointrn , a is the hyperfine interaction parameter, andN is
the concentration of nuclei in the crystal lattice.@The elec-
tronic and nuclear fields chosen in accordance with Eqs.~2!
and ~3! have the dimension of energy, and we shall pres
their numerical values in units of thermal energy correspo
ing to one degree Kelvin.# When the nuclei are fully polar
ized, the nuclear field does not depend on the size of
electron localization region, and for gallium arsenide it
equivalent to a magnetic field of 5.29 T~Ref. 3! or

BN,max5
3

2
aN'kB•1.6 K, ~4!

wherekB is the Boltzmann constant.
Experiments are usually carried out at liquid-heliu

temperature~4.2 K!. In these conditions, the electron spi
level splitting turns out to be less than the characteristic th
mal energy even for the largest possible crystal-latt
nuclear polarization, so that the average electron spin
nuclear fieldBN is given by the high-temperature expressi

^S&'
beBN

4 F12
1

3S beBN

2 D 2G , ~5!

wherebe is the inverse electron temperature.
An electron interacts simultaneously with approximate

105 nuclei located in the immediate vicinity of the don
center. Therefore the characteristic electron field is hundr
of thousands of times lower thanBN,max. A noticeable
nuclear polarization can be reached in this field only in
deeply cooled nuclear spin system of the semiconduc
Taking into account that all nuclei in GaAs have a spin
3/2, we obtain within the high-temperature approximation

^In&'
5

4
bNBe~rn!F12

17

60
~bNBe~rn!!2G , ~6!

where bN is the inverse spin temperature of the cool
nuclear system. As follows from Eqs.~6! and ~2!, in the
vicinity of a donor center localized electrons with an avera
spin ^S& produce a cloud of nuclear polarization, whose to
spin is approximately

I P'
5

4
bNaN^S&. ~7!

Substituting~2! into ~6!, ~6! into ~3!, and~3! into ~5!, one
can readily obtain a self-consistent equation for the aver
spin of the localized electron in a nuclear polaron:

^S&'«~be ,bN!@12g~be ,bN!^S2&#^S&, ~8!

where

«~be ,bN!5
5

16
bebNa2NE E E uC~r !u4d3r ,
nt
-

e

r-
e
a

ds

a
r.
f

e
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e

g~be ,bN!5
4

3
«~be ,bN!2

1
17

60
~bNa!2

E E E uC~r !u8d3r

E E E uC~r !u4d3r

. ~9!

The nuclear magnetic polaron forms if«(be ,bN).1, with
the average spin projection of the localized electron on
nuclear field of the polaron given by the expression

^S&5A«~be ,bN!21

g~be ,bN!
. ~10!

Assuming the electrons to be localized at shallow, grou
state Coulombic donors with a Bohr radiusrB5\/A2m8E
(m8 is the electron effective mass, andE is the binding en-
ergy to the impurity center!, we come to the following final
expressions for the criterion of nuclear polaron formation

«~be ,bN!5
5bebNBN,max

2

63NB

,

g~be ,bN!5
1

35 S bNBN,max

NB
D 2F34

5
1S 5beBN,max

12 D 2G ,
~11!

and for its total spin

uI Pu5
108NB

bNBN,max
A ~5bebNBN,max

2 2216NB!15

NB@48961125~beBN,max!
2#

5NBj .

~12!

Here NB5(4/3)Npr B
3 is the characteristic number of th

nuclei making up the polaron, andj is the average spin o
one such nucleus in the hyperfine field of the electron in
polaron.

Substituting into Eqs.~11! and ~12! the parameters cor
responding to a typical experiment on a shallow hydroge
donor center in crystalline gallium arsenide (EB55.59 meV,
r B595 Å, NB51.63105, BN,max51.6 K, and Te5be

21

'4.2 K!, we establish that the nuclear spin polaron forms
bN>1.13107 K21.

The theory developed here is the simplest generaliza
of the theory2 of the magnetic polaron state for equal sp
temperatures of the electron and magnetic ions. As seen f
Eq. ~11!, in the case of different spin temperatures, t
magnetic-polaron state can form only for equal signs ofbN

and be . By contrast, if the electron and nuclear spin te
peratures are opposite in sign, no spontaneous self-orde
of the nuclear and electronic spins occurs, and the qu
equilibrium electron spin̂ S& appearing in the fluctuation
field produces at nuclei an electronic field which tends
depress~rather than enhance! the initial deviation of nuclear
polarization from zero.

Let us estimate now the nuclear spin temperature wh
can be reached in optical orientation experiments. To do t
consider the two-stage procedure used4 for deep cooling of
the nuclear spin system in ann-type semiconductor. In the
first stage one performs optical cooling in a strong magn
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field (H), in which the maximum attainable inverse nucle
spin temperature is related to the nonequilibrium photoe
tron spin^S0& ~or to the degree of optically induced circula
polarization of luminescencer5^S0&) through1

bN~H !5
4IkB

m I

~H^S0&!

H21jHL
2

'
4IkB

m I

r

H
, ~13!

where HL
2 is the mean squared random field generated

neighboring nuclear spins and acting on a nuclear spinI , m l

is the nuclear magnetic moment,kB is the Boltzmann con-
stant, andj is a parameter depending on the cohere
length of the electronic field.@For GaAs, j53, and HL

'1.7 G ~Ref. 4!#.
In the second stage, the pump light was turned off, a

the external magnetic field was reduced adiabatically to z
In these conditions, the nuclear spin temperature decre
to

bN~0!5bN~H !AH21HL
2

HL
2

'
4IkB

m I

r

HL
. ~14!

A comparison of this expression with the relations d
rived for the critical nuclear spin temperature~9! and ~11!
shows that in this case a nuclear magnetic polaron can f
around equilibrium electrons localized at shallow hydroge
donors in GaAs if in the first stage of experiment the follo
ing condition is met

^S0&>
54m IHLNB

5IBN,max
2 kB

. ~15!

In gallium arsenide, the maximum optically-oriented electr
spin is 0.25,1 and the ratiom I /IkB varies from 3.531028

K/G ~for As nuclei! to 6.231028 K/G ~for the 71Ga
isotope!.6 Substituting into Eq.~15! the average value 5
31028 K/G and the other parameters specified above
find

^S&be>0.05 K21. ~16!

Under optical orientation conditions,^S& is less than
0.25. A comparison of this value with the estimate~16!
shows that the nuclear spin polaron can form if the crys
temperature does not exceed 5 K.1!

For the nuclear spin polaron to form at liquid-heliu
temperature, the average oriented-electron spin should b
less than 0.2. In experiments,4 this quantity was approxi-
mately 0.025, i.e., it was not large enough for the pola
state to set in. In principle, however, polarons can form
experiments on optical cooling of the nuclear spin system
a semiconductor at a lower lattice temperature or for dee
impurity centers.

2. POLARIZATION RELAXATION OF THE TOTAL SPIN OF
THE POLARON NUCLEI

The change in the electron binding energy induced
nuclear magnetic polaron formation is small and, therefo
the existence of the nuclear polaron can hardly be establis
from the Stokes luminescence shift. The formation of suc
polaron could manifest itself in a change of the relaxat
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rate of the total spinIS of the nuclei surrounding the dono
center. Consider the changes in the behavior ofIS resulting
from hyperfine interaction of nuclei with a localized electro

A rigorous quantitative calculation of the behavior of th
spin of the nuclei in time is a very complex problem, becau
all characteristic times, namely,~i! the characteristic time o
the random local field of neighboring nuclei which acts
nuclear spins and gives rise to nuclear spin relaxation and~ii !
the nuclear spin precession period in this local field,
equal in order of magnitude. Therefore we shall make h
only simple estimates based on the relaxation equation wi
random field. This approach yields an asymptotically ex
expression for the nuclear-polaron spin correlator.

Following Ref. 7, we shall describe the relaxation
deviations of the spin of the nuclei surrounding the don
center,I (r ), from its equilibrium value with the equation

dI „r …

dt
52

1

T2
~ I „r …2J~^S~ I „r …!&!!1f~ t !, ~17!

where J(^S(I (r ……‹… is the equilibrium nuclear spin in the
hyperfine field of localized electrons, andf(t) is the random
field responsible for the fluctuations of the nuclear spin ab
its equilibrium value,2! andT2 is the characteristic relaxatio
time of nuclear polarization, which coincides in order
magnitude with the random-field correlator decay tim
^f(0)f(t)&.

Generally speaking, the spatial distribution of nucle
polarizationI (r ) is arbitrary. It can, however, be split int
two components, one of which is proportional toC(r )2, and
the other, when integrated withC(r )2, vanishes. The first
component may be considered as a nucleus of the pol
state, whose spin relaxation is strongly affected by hyper
interaction with the localized electron. At the same time t
other component practically does not feel the hyperfine fi
of the localized electron.

In linear approximation, for the amplitude of the polaro
state nucleusJ5«I P , so that Eq.~17! can be recast in the
form

dI P

dt
52

1

T28
I P1f~ t !, ~18!

where

T285
T

12«
. ~19!

For opposite signs of the electronic and nuclear s
temperaturesT28,T2, and therefore a decrease of the nucle
spin temperature in absolute magnitude~increase ofu«u)
brings about a decrease of the characteristic relaxation t
As a result, high-frequency components begin to play a c
siderable role in the spectral expansion of the nuclear s
correlator.

If the spin temperatures of electrons and nuclei have
same sign, cooling of the nuclear spin system results in
increase ofT28 and, hence, a decrease of the characteri
frequencies in nuclear spin correlator variation. At the cr
cal point, the relaxation time found from Eq.~19! goes to
infinity to become negative subsequently, which implies
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loss of stability of the state withI P50. In this region of
parameters, a magnetic polaron state sets in, and the l
approximation is not accurate enough to determineI P .

In the magnetic polaron state, the relaxation descri
by Eq. ~17! follows a more complex pattern. As in the a
sence of the polaron, the average value of the nuclear spI p

relaxes to the level given by Eq.~12! with a characteristic
time of the order ofT2. At the same time relaxation of th
nuclear spin in direction slows down considerably.

Indeed, if the average value ofJ(I P) is large compared
to its fluctuations under the action of a random for
(A5NB/4), spin I P may be considered to move in a rando
manner over the sphere of radiusI P5NBj ~12!. In time T2

the spin shifts a distance of the order ofdI P'A5NB/4 or,
which is the same, changes its direction through an an
dQ'A5/(4j 2NB). Thus in a time of the order ofT2 the
projection of the total spin of the nuclei on its initial dire
tion decreases byI P(dQ)2/2. Since for times longer thanT2

there are no correlations between the values of the forcf,
subsequent steps in the relaxation process are directed
random way. Therefore the dependence of the spin corre
on time can be written

G~ t !5G~0!exp@2t/T̃#, ~20!

where

T̃'T2

8 j 2NB

5
. ~21!

Since the donor center is surrounded by a very la
number of nuclei~for GaAs,NB'1.63105), formation of a
nuclear spin polaron may result in a giant increase of
nuclear spin relaxation time.

Note that the dependence of the random forcef in the
relaxation equation~20! on time affects only the relaxatio
time T̃. This follows from the asymptotic character of th
ar
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expression, which is valid only for times considerably
excess ofT2, when no individual features in the behavior
a random force affect the final result~for details, see, e.g.
Ref. 8!. Therefore the asymptotic expression is applica
only if the polaron spin is so large that the inequalityT2

!T̃ is met with a large margin.
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Absorption spectrum and excitons in thin films of the solid electrolyte RbCu 4Cl3I2
V. K. Miloslavski , E. N. Kovalenko, and O. N. Yunakova

Khar’kov State University, 310077 Khar’kov, Ukraine
~Submitted June 11, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1022–1026~June 1998!

We have investigated the absorption spectrum of thin films of the superionic conductor
RbCu4Cl3I2 synthesized on NaCl crystalline substrates. It is shown that the electron and exciton
excitations in the energy interval 3–6 eV are associated with optical transitions in the
CuHal sublattice, and the edge of the fundamental band is controlled by optical transitions in the
Cu~II !Hal sublattice. It is found that the large band gap of this compound (Eg53.86 eV! in
comparison with those of CuCl and CuI is a result of the small number of Cu ions in the second
coordination sphere. The temperature dependence of the spectral position and half-width of
the low-temperature exciton band reveals features associated with the phase transitionsg→b
(Tc15170 K! andb→a (Tc25220 K! and with disordering of the cation sublattice
attendant to the transition to the superionic state. ©1998 American Institute of Physics.
@S1063-7834~98!01306-9#
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The superionic conductor RbCu4Cl3I2 crystallizes in a
lattice isostructural with RbAg4I5 and has four molecules pe
unit cell with period 10.03 Å~Ref. 1!; sixteen Cu1 ions are
distributed over 56 tetrahedral voids and are the majo
current carriers in the ionic conductivity. The record hi
value of the ionic conductivity of this solid electrolyte
room temperature (s'0.45V21

•cm21) has stimulated a
number of studies examining the electrical conductivity a
other physical properties of this compound over a wide te
perature range.2–6 In particular, the existence of two phas
transitions has been established:g→b (Tc15170 K! andb
→a (Tc25220 K!, similar to those in RbAg4I5, with the first
of these corresponding to the transition from the insulato
the superionic phase. The phase transitions show up a
lient points in the temperature dependence of the electr
conductivity,1,3 anomalies in the specific heat,6 and in the
temperature dependence of the total luminescence intens7

The electronic absorption spectrum of RbCu4Cl3I2, as far as
we know, has not been studied. At the same time, studie
Refs. 8 and 9, carried out on similar compounds, establis
that the transition to the superionic state is accompanied
significant change in the characteristics of the low-freque
exciton bands due to phase transitions and exciton scatte
by Frenkel’-defect-created fluctuations in the internal elec
field.

The aim of the present work is to examine the absorpt
spectrum of RbCu4Cl3I2 thin films in the region of the fun-
damental band and in the temperature interval including
phase transitions. It is of great interest to examine the in
ence of the phase transitions on the main characteris
~spectral position, half-width, etc.! of the exciton bands o
this compound.

1. EXPERIMENT

To prepare thin films of this compound we used a sta
ing mixture of chemically pure powders of RbI, CuI, an
9341063-7834/98/40(6)/4/$15.00
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CuCl in the appropriate stoichiometric ratio. The compou
was synthesized by melting the components of the mixt
together in vacuum. Thin films were prepared by therm
vacuum deposition of the melt onto heated~to 100°C! crys-
talline substrates of NaCl. The choice of substrate and s
strate temperature was dictated by the possibility of prep
ing structurally perfect films~epitaxial growth!, and also by
the possibility of examining their uv absorption spectra. T
structural perfection of the films was monitored directly fro
the absorption spectra of the films at liquid-nitrogen te
peratures. Deviations from stoichiometry or preparation
the films by evaporation of the mixture leads to smea
absorption spectra. At the same time, the absorption spe
of the films prepared by evaporation of the melt onto Na
substrates reveal comparatively narrow exciton bands. M
surements of the transmission spectra in the energy inte
3–6 eV and temperature interval 90–293 K were carried
in a vacuum optical cryostat mated with an SF-46 spec
photometer. Film thickness was determined by the Tolan
method~film deposited on a glass substrate!.

To determine the parameters of the exciton bands,
subjected the absorption spectra to computer processing
allowance for Fresnel losses at the film–air and film
substrate boundaries as well as interference in the film.
tails of the processing of the spectra are spelled out in R
10. The exciton band was fitted by a symmetrically mix
Gaussian and Lorentzian contour.

2. MEASUREMENT RESULTS AND DISCUSSION

An exciton band with maximum at 3.785 eV can be d
tinguished clearly in the low-frequency edge of the intrins
absorption band~Fig. 1a!. Further along, against the back
ground of the interband absorption, which grows with t
photon energy, a series of steps can be observed whose
tral positions are listed in Table I. In the interval 5–6 eVwid
© 1998 American Institute of Physics
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FIG. 1. Absorption spectrum of
RbCu4Cl3I2 ~a! and RbAg4I5 ~b! thin
films at T590 ~solid curve! and
290 K ~dashed curve!.
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C bands at 5.0 and 5.9 eV are observed, probably co
sponding to interband transitions between the centers of
valence bands and the conduction band.

In order to interpret the absorption spectrum
RbCu4Cl3I2 in the measured energy interval 3–6 eV, it
useful to compare the spectrum of this compound with
spectra of the similar binary compounds CuCl and CuI a
the absorption spectrum of the isostructural compou
RbAg4I5 ~Ref. 11! ~Fig. 1b!. The binary compounds CuC
and CuI crystallize with a sphalerite lattice with a tetrahed
bond between the Cu1 and Hal2 ions. Interband absorption
in these compounds in the energy interval 3–6 eV co
sponds to transitions between the valence band formed
the 3d states of Cu and the 4p(5p) states of Cl~I!, and the
3s~Cu! conduction band.12 In the absorption edge the excito
bandsZ1,2 andZ3 are observed, providing evidence of spin
orbit splitting of the valence band. The interband absorpt
spectrum in CuI~CuCl! has a maximum at 4.8 eV~6.3 eV!,
corresponding toL32L1 transitions between the band ce
ters; between the exciton bands and the indicated maxim
features are observed in the CuCl and CuI spectra.

Since Cu1 ions in RbCu4Cl3I2 are also located in tetra
hedra consisting of Cl2 and I2 ions,1 we believe that the
absorption spectrum in this compound in the energy inte
3.5–6 eV also corresponds to exciton excitations in the

TABLE I. Positions of the steps~in eV! in the absorption spectra of th
films.

Compound EA1
EA18

EB1
EB18

EB2
EB28

EC1
EC2

RbAg4Cl3I2 3.735 3.795 4.05 4.24 4.36 4.52 5.04 5.7
RbAg4I5 3.345 3.74 4.1 4.5
CuI 3.056 (Z1,2) 3.709 (Z3)
CuCl 3.23 (Z3) 3.29 (Z1,2)
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Hal sublattice and interband transitions between the vale
band formed by the 3d states of Cu and the 4p(5p) states of
Cl~I!, and the 4s~Cu! conduction band. But in distinction to
CuI and CuCl, the absorption spectrum of RbCu4Cl3I2 has a
more complicated structure and the low-frequencyA1 band
is shifted by 0.6 eV toward higher frequencies relative to
mean position of the exciton bands in CuI and CuCl.

At the same time, the structure of the spectrum of t
compound is similar in many respects to the structure of
absorption spectrum of RbAg4I5 ~Fig. 1b!. In the ternary
compound, as in RbCu4Cl3I2, is observed a series of band
against the interband absorption background, i.e., the s
trum of RbAg4I5 is more complicated than that of the simila
compoundg AgI ~Ref. 13!, and the low-frequency exciton
band in RbAg4I5 at 3.4 eV is shifted relative to the corre
sponding band ing AgI ~2.92 eV! by 0.42 eV toward higher
frequencies.

The similarity of the spectra of these two compounds
a reflection of the similarity of their crystal lattices. It fo
lows from the data of Ref. 1 that the sixteen Cu ions a
distributed nonuniformly among the tetrahedral voids a
divide into three groups: Cu~II !, Cu~III !, and Cu(C). Groups
II and III contain 8.14 and 7.06 ions distributed among
sites, and groupC, 1.06 ions distributed among eight site
Analogous groups exist ina RbAg4I5 which contain 9.38,
5.5, and 0.88 Ag ions in the groups Ag~II !, Ag~III !, and Ag
(C), respectively. In the binary compounds CuCl and C
the Cu ions occupy half of the tetrahedral voids, i.e.,
number of Cu ions in the second-coordination sphere,M , is
equal to 12. The presence of different groups in the Cu
and AgI sublattices of the superionic conductors can pr
ably be explained by the more complicated character of
electronic spectrum of these compounds. The shift of
exciton A1 bands toward higher frequencies relative to t
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corresponding bands in CuCl, CuI, andg AgI is evidence of
a contraction of the allowedv and c bands, adjoining the
band gap. The contraction of these bands is probably c
nected with a smaller value ofM in the second-coordination
sphere in RbCu4Cl3I2 and RbAg4I5.

To estimate the total width of the resolved bands adjo
ing the band gap, it is necessary to know the width of
band gapEg and the energy of the optical transition betwe
the band centersE0 since

DE5DEv1DEc52~E02Eg!. ~1!

To determineEg in RbCu4Cl3I2, we separated theA1

band from the interband absorption edge. Estimating fr
the inflection point D(E) gives Eg53.8660.02 eV. For
CuCl and CuI Eg53.40 and 3.11 eV, respectively.12 Since
each Cu ion in groups II and III is surrounded by a Cl i
and an I ion,1 the value ofEg found above is comparabl
with the mean valueĒg53.25 eV for the hypothetical solid
solution Cu~ClI!0.5 ~solid solutions of CuCl and CuI do no
exist!; for this same~hypothetical! compoundĒ050.5(6.3
14.8)eV55.55 eV. If we assume thatE0 is the same for
RbCu4Cl3I2 and Cu~ClI!0.5, then on the basis of Eq.~1!
DE153.38 eV andDE254.1 eV, respectively.

In the tight-binding approximation the total width of th
allowed bands is proportional to the sum of the resona
integralsJc andJv , constructed in terms of the wave fun
tions of the neighboring equivalent ions for the states in
conduction band and the valence band, and to the coord
tion numberM . If Jc and Jv are equal for the two com
pounds, then

~DE1 /DE2!5~M1 /M2!. ~2!

Using the values ofDE found above and the coordinatio
numberM2512 for Cu~ClI!0.5, we findM158.8. This quan-
tity exceeds the valueM158.14 determined from the x-ra
diffraction data1 for the group Cu~II !. However, if we allow
for the error in the determination of the latter quantity~0.48,
Ref. 1!, the errors in the determination ofDE from the spec-
troscopic estimates ofEg andE0, and the possible differenc
in the values ofM1 for the insulator (g) phase and the su
perionic (a) phase, we can conclude that there is satisfact
agreement between the values ofM1 found by these two
methods. Similar values ofM1 ~9.2 and 9.4! were also ob-
tained for RbAg4I5 ~Ref. 14!. From the above estimates o
DE1 andM1 we can draw the following conclusions: 1! the
increase inEg in the investigated compound in comparis
with Eg in CuCl and CuI is explained by the lower value
the coordination numberM ; 2! the absorption edge in
RbCu4Cl3I2 corresponds to electron and exciton excitatio
in the sublattice containing the Cu~II ! ions; 3! a similar esti-
mate of M1 was obtained for the sublattice containing t
Cu~III ! ions. Taking into account the energy interval betwe
the A1 andB1 exciton bands~0.29 eV!, we find that theB1

band adjoins the edge of the interband transitions situate
4.15 eV. HenceDE152.8 eV, and on the basis of relatio
~2! M157.3, which is close toM157.06 from Ref. 1.

Interpretation of the higher-frequency features of t
RbCu4Cl3I2 spectrum is hindered. Note that the number
features in the spectrum of this compound is larger than
n-
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of RbAg4I5. A possible reason for this is the lowered sym
metry of the tetrahedra in the Cu~II ! and Cu~III ! groups@the
(CuCl2I2)32 tetrahedra#, leading to additional splitting of the
states in the valence band.

To examine the temperature dependence of the par
eters of the low-frequencyA1 band, we measured the absor
tion spectrum in the region 3.5–4.0 eV more carefully at
points in the temperature range 90–290 K. Computer p
cessing of theD(E) spectra allowed us to determine th
spectral positionEm and half-widthG of the band, and also
its oscillator strength and the Gaussian fraction of the to
contour. Measurements at liquid-nitrogen temperatures~Fig.
1a! show that theA1 band is non-elementary and consists
two overlapping bands: a band at 3.795 eV and a wea
band at 3.735 eV. However, when the temperature is ra
the bands do not resolve; for this reason theA1 band is fitted
by one symmetric contour. It follows from the processi
results~Fig. 2a! that a low-frequency band shift is observe
in the temperature interval 90–170 K, whose magnitu
dEm /dT52.531024 eV/K is typical in order of magnitude
for many similar compounds and is due to the excito
phonon interaction. In the region of theg→b transition
(Tc15170 K! in a small temperature interval centered
15 K a high-frequency shift of theA1 band equal to 14 meV
is observed. An analogous shift in the region of theg→b
transition is observed in RbAg4I5 ~8 meV, Ref. 11; 15 meV,
Ref. 9! and in KAg4I5 ~14 meV, Ref. 14!. As was shown in
Refs. 11 and 14, the shift of theA1 band is connected with an
increase in the volume of the unit cell during a first-ord
phase transition. Obviously, the shift for RbCu4Cl3I2 is also
evidence of a first-order phase transition at 170 K, accom
nied by an expansion of the unit cell in theb phase. In the

FIG. 2. Temperature dependence of the spectral positionEm ~a! and half-
width G ~b! of the A1-exciton band in RbCu4Cl3I2.
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region of theb→a transition (Tc25220 K!, on the contrary,
the band is observed to shift by 12 meV toward lower f
quencies. In the temperature interval 230–290 K the shif
the exciton band is insignificant.

Phase transitions also configure the complicated dep
denceG(T) of theA1 band. In the temperature interval 90
170 K~the g phase! the half-width grows according to a lin
ear law with dG/dT52.231024 eV/K. In the temperature
interval 170–200 K an abrupt growth ofG from 160 to
200 meV is observed (dG/dT51.3331023 eV/K!. The in-
crease inG accompanying the transition to theb phase is
probably connected with the generation of a large numbe
Frenkel’ defects accompanied by disordering of the Cu c
ion sublattice. This lattice disordering, as was shown in R
15, leads to fluctuations of the internal electric field and
additional scattering of excitons by the field fluctuations. T
expansion of the lattice accompanying theg→b transition
probably facilitates the generation of Frenkel’ defects sin
the probability of passage of the Cu ions through the face
the tetrahedra grows in this case. In the temperature inte
200–230 K the value ofdG/dT is decreased, which corre
lates with the low-frequency shift ofEm at Tc2 and is prob-
ably connected with the decrease in the volume of the
cell accompanying theb→a first-order phase transition
However, to connect this shift with the change in the volu
of the unit cell requires additional dilatometric data.

For T.Tc2 ~the a phase! the half-width grows approxi-
mately according to a linear law, but the value ofdG/dT
5631024 eV/K is significantly larger than in the region o
the g phase. We link growth ofG in the region of thea
phase with thermal generation of Frenkel’ defects, i.e.,
addition to the phonon component ofG(T) there is a com-
ponentGF(T) due to scattering of excitons by Coulomb flu
tuations. The exciton band in the region of thea phase has a
Gaussian shape; therefore the total half-width in this te
perature interval is equal toG5(Gph

2 1GF
2)1/2, whereGph is

the contribution to the half-width due to the exciton–phon
interaction. The Frenkel’ defect concentration obeys
Arrhenius law

nF5N exp~2UF /kT!. ~3!

Assuming a linear dependence ofGph over the entire tem-
perature interval, withdGph/dT52.531024 eV/K, and as-
sumingGF to be proportional to the defect concentrationnF ,
it is possible, after separatingGF from the total half-width, to
determine the activation energyUF of the Frenkel’ defects in
the a phase from relation~3!. Processing of the functiona
dependence lnGF(T21) givesUF50.065 eV.

Note that some correlation exists between the temp
ture dependence of the half widthG(T) and the temperature
-
f

n-

of
t-
f.
o
e

e
of
al

it

e

n

-

e

a-

dependence of the conductivitys(T). In the regionT.Tc1 a
jump in s(T) is observed; in the region of theb phase the
electrical conductivity grows exponentially with activatio
energyU50.18 eV; and in the region of thea phase the
quantity U falls to 0.15 eV ~Ref. 1!. However, there is a
substantial difference between the two dependencesG(T)
and s(T). On the one hand, this difference is governed
the contribution to G(T) from broadening due to the
exciton–phonon interaction and from inhomogeneous bro
ening. On the other hand, the activation energy of the e
trical conductivity has an additional term governing the a
tivation growth of the mobility of the Cu ions. The latte
probably explains the lower value ofUF in comparison with
the value ofU found froms(T) in the region of thea phase.

To summarize, the above analysis of the absorpt
spectra of RbCu4Cl3I2 thin films shows that the edge of th
fundamental band corresponds to electron and exciton e
tations in the Cu~II !Hal sublattice of this compound. Th
lower number of Cu ions in the second coordination sph
explains the increase in the width of the band gap in t
compound in comparison with its value in CuCl and Cu
The temperature dependence of the spectral position
half-width of the low-frequency exciton band reveal featur
associated with the first-order phase transitionsg→b and
b→a and with disordering of the cation sublattice attenda
to the transition from the insulator phase to the superio
phase.
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The spectral distribution of the uv-induced photoconductivity intensity and relaxation in
Bi12SiO20 and Bi12GeO20 crystals both undoped and doped with Al, Ga, Cr, Cu, Mn, and V is
investigated in the optical range 0.523.5 eV in the temperature ranges 85295 K and
2852295 K. It is shown that in the short-wavelength region 2.223.5 eV it is controlled by
multicenter recombination in which both ‘‘fast’’ and ‘‘slow’’ recombination participate. ©1998
American Institute of Physics.@S1063-7834~98!01406-3#
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Crystals of the sillenites Bi12MO20 ~BMO!, where
M 5 Si, Ge, Ti, are a complex object of study for investig
tion of nonequilibrium processes in connection with th
rich spectra of local states of the forbidden band. The
duced impurity photoconductivity~IIP! provides useful in-
formation about the electronic energy-level diagrams. It
been observed in pure in crystals of Bi12SiO20 ~BSO!,
Bi12GeO20 ~BGO!, and also in crystals of BSO doped wit
Cr, Mn, and Ni,1–5 and is characterized by an increase in t
photoconductivity by 122 orders of magnitude with a ‘‘red
limit’’ hn f<2.1 eV. The transition to the IIP state is accom
panied by growth of the drift mobility of the photocarriers2

and a modification of the current–brightness characterist3

and relaxation kinetics.4,5 These effects cannot be explaine
within the framework of a simple model1 linking induced
impurity photoconductivity with the filling of donor levels a
the expense of the annihilation~by light with hn.2.1 eV! of
acceptor levels without an account of the recombinat
mechanism. Multicenter recombination in BMO crystals
indicated by thermal activation and photoconductiv
quenching effects, which are well described with the help
s centers of ‘‘fast’’ recombination andr centers of ‘‘slow’’
recombination.6–9

The present paper reports results of a study of indu
impurity photoconductivity in BSO and BGO crystals at t
temperaturesT152852295 K and T2585295 K, corre-
sponding to the mechanisms of fast and slow recom
nation.8,9

We investigated nominally pure crystals of BSO a
BGO, and BSO and BGO crystals doped with Al, Ga, Cr,
Cu, and Mn, grown by the Czochralski method. The impur
content of the doped crystals was 631023 ~Cr!,
331022 ~Mn!, 531022 ~V!, 331021 ~Cu!, 431022 ~Ga!,
and 631023 wt.% ~Al !. The samples were prepared in th
form of polished wafers of thickness 0.320.7 mm with large
~001! faces on which Ag electrodes were deposited, burn
in vacuum. All the samples were heated in darkness to 70
before the measurements.

We investigated the spectral distribution of the stea
state and induced photoconductivity„Dsph(hn)… in the range
hn50.523.5 eV and also relaxation of the induced impur
photoconductivity. An SPM-2 monochromator was us
9381063-7834/98/40(6)/3/$15.00
-
r
-

s

s

n

f

d

i-

,

n
K

-

,

with resolving power better than or equal to 0.02 eV. As t
light source we used a 400-watt incandescent lamp, wh
light was modulated with a frequency of 12 Hz. The depe
dencesDsph(hn) were normalized to the instrument photo
flux distribution functionN(hn). The measurements wer
performed in sequence from low to high values ofhn to
avoid uncontrollable IIP. The constant field regimeE5100
2200V•cm21 and the synchronous detection techniq
were used. IIP was excited by a mercury lamp emitting in
bandhn'3.4 eV ~interband excitation!.

IIP was observed~in contrast to Refs. 1–3 and in lin
with Refs. 4 and 5! over the entire spectral range. The gain
the induced impurity photoconductivity in the Cr, Mn, C
and V doped crystals purchased by lowering the tempera
was especially pronounced~Fig. 1!.

To analyze the induced impurity photoconductivity, w
distinguish two regions: the long-wavelength regionDhn1

50.522 eV ~the impurity absorption region! and the short-
wavelength region Dhn252.223.5 eV ~the absorption
‘‘shoulder’’ due to intrinsic defects, adjoining the fundame
tal absorption edge!.

In the regionDhn1, induced impurity photoconductivity
is observed which is typical of broad-band semiconduct
and due to filling of the impurity levels. AtT1 it is the largest
in BSO : Cu and BSO : Ga crystals. Lowering the tempe
ture toT2'85295 K leads to an increase in the IIP, and th
increase is most significant for BGO : Mn~Fig. 1!. The op-
tical activation energiesEa

Op, found from the thresholds o
the impurity photoelectric effects, are listed in Table I. R
laxation of the photocurrent has one ‘‘fast’’ and two ‘‘slow
components with characteristic relaxation times:t150.2 s,
t2562 s, andt35120 s, which points to the participation o
sticking levels, whose parameters were determined in Re
and 9.

In the short-wavelength regionDhn2 the IIP mechanism
is more complicated. In BSO and BGO crystals uv illumin
tion causes the photosensitivity to decrease in the band
hnmax52.48 eV and causes it to grow significantly in th
region near (hn;3.3 eV!, where the bands withhnmax53
and 3.1 eV separate~lowering the temperature toT2 shifts
them toward largerhn). A similar IIP intensity distribution
is observed in BSO : Cu and BSO : V crystals. In BGO : M
© 1998 American Institute of Physics
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BSO : Cr, BGO : Al, and BSO : Ga crystals it is nearly e
ponential and is observed in a narrower near-edge band~Fig.
2!. Taking into account that Al and Ga ions almost co
pletely, and Cr and Mn ions partly~in their role as accep
tors!, compensate the optical absorption and photosensiti
of BMO in the shoulder region,10–12we conclude that the IIP
spectral intensity distribution depends on the degree of c
pensation.

A steady-state photocurrent is set up under the actio
a rectangular light pulse in the band withhnmax52.48 eV,
obeying the ordinary lawI max(12t/t), wheret has the com-
ponents t152.5 s, t2518.5 s, andt3560 s, which also
characterize its exponential falloff~Fig. 3!. In the IIP state

FIG. 1. Spectral distribution of the steady-state~1–6! and induced~18–68!
photoconductivity of BSO~1, 18!, BSO : Cu ~2, 28!, BGO : Al ~3, 38!,
BSO : V ~4, 48!, BSO : Cr~5, 58!, and BGO : Mn~6, 68! crystals.T590 K.

TABLE I. Optical activation energyEa
Op ~in eV! of the impurity levels of

BSO and BGO.

BSO BGO : Al BSO : Ga BGO : Mn BSO : Cr BSO : Cu BSO : V

0.79 0.84 0.86 0.84 0.74 0.72 0.86
1.02 1.52 1.24 1.0 1.13 0.83 1.0
1.5 2.45* 1.24 1.36 1.37 1.23 1.32
1.92 2.6* 2.2 1.52 1.48 1.5 1.43
2.22 3.0 3.13 1.92 1.93 1.9 1.52
2.45* 3.19 2.18* 2.45 2.26 1.89
2.6* 3.39 2.48* 2.55 2.52 2.23
2.86 2.55* 2.87 2.89 2.8
3.03 3.04 3.02 3.07 3.02
3.2 3.26 3.23 3.27

*Photosensitivity bands whose intensities fall under uv illumination.
-
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the photoresponse relaxation mechanism varies: it acquir
‘‘spikelike’’ character, whereby the setting up of the phot
current can be described by the expressionI 5$A/(t21

2B)%3$exp(2Bt)2exp(2t/t)%, where t varies within the
limits 12370 s andA,B5const. After the spike the photo
current does not fall to zero, but settles toI 050.7I max. After
the light is switched off, the IIP falls significantly mor
slowly than the steady-state photoconductivity~Fig. 3!. The
spikelike character of the relaxation is evidence of opti
recharging of impurity centers. According to Ref. 11, t
absorption and photosensitivity in the regionDhn2 are due
to nonstoichiometry defects: Bi31 and Bi51 ions in the roles
of acceptors and donors, replacing Si41 ions at the sites of
the Si-sublattice. Therefore transitions of the type BiSi

51

12e→BiSi
31 are a possible recharging mechanism.

FIG. 2. Short-wavelength spectral distribution of the intensity of the stea
state~1–5! and induced~18–58! photoconductivity of BSO~1, 18!, BSO : Ga
~2, 28!, BSO : Cr ~3, 38!, BSO : Cu ~4, 48!, and BGO : Mn~5, 58! crystals.
T5290 K.

FIG. 3. Relaxation curves of the steady-state~1, 2! and induced~3, 4! pho-
toconductivity of BSO crystals for excitation by a rectangular light pulse
duration 60~1, 2! and 130 s~3, 4!. T5290 K.
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The effect of temperature on the IIP reduces to the
lowing. Near T1 the total IIP „*Dsph(hn)d(hn)… is the
greatest for BSO, BGO, BSO : Ga, and BGO : Al crysta
~group A), and atT2, for crystals of BSO : Cu, BGO : Mn
BSO : V, and BSO : Cr~group B, Fig. 2!. This situation is
completely determined by the effect of temperature quen
ing of the photoconductivity. In Ref. 9 it was shown that ne
T1 the strongest~in comparison with the undoped crystal!
quenching of the photoconductivity takes place in crystals
groupB, for example, in crystals doped with Cr or Cu, whi
at T2 photoconductivity is quenched in crystals of groupA.

Thus, the following mechanism of IIP may be propose
uv illumination causes a photochemical conversion of d
impurity centers of donor type (BiSi

51 , for example! into
‘‘sensitizing’’ r centers of slow recombination of accept
type ~possibly BiSi

31). This causes IIP due to an increase
the lifetime of the photocarriers, which depends nonlinea
on the degree of participation of ther carriers in the recom-
bination processes. Strong temperature quenching of ph
conductivity points to switching fromr centers of slow re-
combination tos centers of fast recombination, weakenin
the IIP effect. It was shown in Ref. 8 that the spectral ran
of the photoconductivity controlled by ther ands recombi-
nation centers has a red limit'2.1 eV, which corresponds t
the considered spectral region.
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The efficiency of excitation and recharging of intrinsic defects by hot charge carriers has been
investigated in ionic crystals acted on by high-power optical and electron beams. The
interaction cross sections of hot electrons and holes with intrinsic lattice sites andFn-type defects
(n51,2) are shown to be commensurate. It is also shown that the potential of the
intracrystalline field in the vicinity ofF andF2 centers is nearly regular. ©1998 American
Institute of Physics.@S1063-7834~98!01506-8#
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In the interaction of ionizing radiation with crystallin
materials, ionization of inner shells of ions or atoms resu
in the creation of an avalanche of fast electrons. This proc
continues until the energy of the electrons is lower than
ionization potential of the inner shells of the ions or ato
making up the crystal structure.1 The electrons then ionize b
impact only the outer~valence! shells, and the electrons o
the valence band are kicked up into the conduction ba
Thus are created free~hot! electrons (e) and holes (h).
When the energy of the free electrons reaches the ioniza
threshold of the valence shell of the ions or atoms of
material (Wi), the process of creation of hot~band! electrons
and holes ceases. As they relax, the hot electrons and h
interact with point defects of the crystal lattice and exc
their luminescence via electron–hole and exciton mec
nisms. Analysis of the experimental studies on this subje2,3

indicates that the exciton mechanism is significantly o
paced by the electron–hole mechanism. Studies of the t
perature dependence of the radioluminescence yieldh)
have shown that the main contribution to the excitation
impurity and intrinsic defects comes from the recombinat
process with participation of hot holes and electrons.4 h is
determined by the concentrationN and the excitation effi-
ciency of the defects during migration of the electrons a
holes (hm) ~Ref. 5!

h5
hghmhcNhn

W
, ~1!

wherehg is the efficiency of generation of hot electrons a
holes,hc is the intracenter luminescence,N is the concen-
tration of defects, andW is the energy of the fast electron
The concentration of the recombination-excited defects (N* )
during migration of the band electrons and holes is de
mined byN and the probability of their capture by a lum
nescence center (P)

Na* 5PN, P5Rsdn~Ref. 5!, Rs5hm , ~2!

wheren is the concentration of hot electrons and holes,R is
their mean free path in an unactivated crystal, on which th
energy drops belowWi and is dissipated down toWg , sd is
9411063-7834/98/40(6)/5/$15.00
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the capture~interaction! cross section of electrons or hole
for ~with! a luminescence center. From the data of Ref. 6R
in alkali-halide crystals lies in the range (6021200)a, where
a is the lattice constant. The value ofR can be found from
relation ~2! on the basis of the rough estimatesd5pa2/4
~Ref. 5!. Hot electrons and holes give back energy to t
lattice, in the process creating acoustical and opti
phonons. In one collision with a regular ion they lose
amount of energy equal toWf;0.01 eV ~Ref. 7!. HenceR
'(Wi2Wg)/Wf for the band electrons and holes in ion
crystals is equal to (;80021500)a and, as was mentione
in Ref. 7, it is a characteristic of the material. It follows fro
relations~2! and Refs. 6 and 7 that, at the stage of hot el
tron and hole migration, the efficiency of recombination e
citation of defects is controlled mainly bysd .

Intrinsic defects~color centers! of F andF2 type are the
working centers of tunable lasers and under intense op
excitation have a high emissivity.8,9 The available methods
of coloring crystals allow one to create quite high concent
tions of F andF2 color centers.10 However, the question o
the efficiency of excitation of radioluminescence ofF andF2

centers remains open. Reference 11 notes the high prob
ity of recombination of hot electrons and holes withF2 cen-
ters in LiF. This result cannot be taken as convincing sin
the measurements of the kinetics of theM band were made
without taking the strong overlap of the absorption bands
the F2 and F3

1 color centers into account. In this case, t
parallel process of capture of band electrons by theF3

1 cen-
ters, which is unavoidable due to the Coulomb interacti
levels the result of recombination of hot electrons and ho
with theF2 centers and does not allow a reliable estimate
the capture cross sectionsF2

. For other crystals, data are als

lacking on the efficiency of radiation-excited luminescen
of F andF2 centers. It is well known that the probability o
recombination of electrons and holes with isoelectro
built-in impurity defects is governed by the structure of t
outers andp shells of the intrinsic and activator ions.12 But
the impurity defects andF centers differ fundamentally both
in their nature and in their electronic structure. Thus, direc
studies of the characteristics of crystals determining the m
© 1998 American Institute of Physics
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nitude of the interaction cross section of the hot electr
and holes withF-type defects are of great interest.

1. THEORY OF THE METHOD

The efficiency of interaction of hot charge carriers w
lattice defects is given byAr5s(Re1Rh), where, according
to the data of Ref. 5,Re'Rh . To investigateRe ands, it is
convenient to use the one-electron approximation, wh
considers the motion of a single electron in the se
consistent field of the crystal created by the nuclei and
remaining electrons. The Schro¨dinger equation for the elec
tron wave function in the self-consistent field takes t
form13

2
\

2m
D2c~r !1U~r !c~r !5Wc~r !, ~3!

whereU(r ) is the self-consistent potential satisfying the p
riodicity conditionU(r1a)5U(r ), a is the lattice constan
~length of the unit cell!, andW is the energy.

For a crystal consisting ofN unit cells, the wave func-
tion c is the approximation solution of Eq.~3!, where p
5\k is the quasimomentum of the electron

cp j~r !5
1

AN
up j~r !exp

i

\
p•r , ~4!

whereu(r1a)5u(r ).
The equation of the periodic functionupj (r ) is obtained

from Eqs.~3! and ~4!

FU~r !1
p2

2m
2Wp jGup j5

\

2m
D2up j1

i\

m
Dup j . ~5!

The Bloch theorem states that the mean velocity for state
the form ~4! is equal to the derivative of the energy wi
respect to the quasimomentumvp j5DpWp j ~Ref. 13!, i.e., in
the fieldU(r ) of an ideal crystal lattice the statecp j corre-
sponds to nondecaying directed motion of the electron.
strict periodicity of the crystal field the electron migrat
without scattering. Proceeding from this, the finite mean f
path of the hot charge carriers is associated with deviat
from regularity of the crystal field in the vicinity of the in
trinsic or impurity defects or with phonon fluctuations of th
lattice.13 Then, in ‘‘ideal’’ crystals, the interaction cross se
tion of the hot electrons with the regular lattice sites (s)
tends to zero.

Thus, in the region of permissible values of the electr
velocity v the cross sections allows us to estimate the pa
rameters of the perturbing defect potentialU* (r ). The inter-
action cross section potential of the conduction band e
trons with the defect lattice sitess(v) determines the
transition probability of the impurity ions orF centers to an
excited state. Hence, for the region of permissible value
the velocity of the hot electrons the number of excited
fects (N* ) is given by

N* 5NdneE
vmax

v imin
s~v !F~v !vdv, ~6!
s

h
-
e

-

of

or

e
ns

n

c-

of
-

whereNd is the concentration of activator ions orF centers
in the ground state,F(v) is the velocity distribution function
of the electrons, andne is their number per unit volume. Th
integral is equal to the probability of ionization~excitation!
of an impurity ion orFn center (n51,2) per unit time. The
minimum ionization energy (Wi min

) is determined by the po
sition of the ground state of the impurity ion relative to th
bottom of the conduction band. This value was obtain
experimentally.14 Hence, from the equation vs

5A2Wi min
/me, we shall calculate the minimum velocity o

the band electrons taking part in the process of excitation
impurity and intrinsic defects. Then, from the threshold io
ization energy of the inner shells of the ions of the mate
(Wi;2Wg), we shall find the maximum velocity of the ban
electronsv i max

5A4Wg /me. Employing Eq.~4!, we construct
an analytical expression for the cathodoluminescence~CL!
yield

h5
Ndne*vmax

v iminsa~v !F~v !vdv

~N2Nd!ne*vmax

v imins~v !F~v !vdv
, ~7!

whereN is the total ion concentration. The velocity interv
@vmin ,vmax# of the conduction band electrons corresponds
the following dispersion law in the crystal for the Bloc
functions:

vp j5E
V
cp j* ~r !S 2

ih

m
¹ Dcp j~r !d3r . ~8!

Therefore, in the interval@vmin ,vmax#, where the ionization of
the ions is complex,sa(v) ands(v) are essentially indepen
dent of the velocity of the free charge carriers and dep
only on the properties of the material. Simplifying expre
sion ~7!, we obtain an expression forsd /s

sd

s
5h

N2Nd

Nd
. ~9!

Thus, the plan of the experiment is to measure the cath
oluminescence yieldh of the defects, to determine the effi
ciency of their recombinational excitation (sd /s) from the
known defect concentrationNd and then, using the Bloch
criterion,13 to estimate the functionU* (r ) on its periodicity.

2. EXPERIMENTAL METHOD

As our object for study we chose the well-known com
pounds LiF, MgF2 , and Al2O3 with color centers. Pre-
inducedF andF2 color centers were excited by high-pow
nanosecond electron beams~250 keV, 0.522.0 kA/cm2,
1 ns, 0.1212.5 Hz! and optical pulses: a nanosecond pu
(0.125.0 MW/cm2, 1802700 nm, 15 ns, 0.1212.5 Hz) and
a microsecond pulse (0.0120.5 MW/cm2, 1802700 nm,
0.3210ms, 0.1212.5 Hz) from xenon lamps and
4v : YAG : Nd laser (0.125.0 MW/cm2). Excitation in the
absorption bands of theF andF2 color centers was by ligh
pulses passing through an intense MDR-4 monochrom
and sets of standard light filters.

In the case of electron bombardment of the crystals,
investigated conversion and excitation of defects with na
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second resolution. Toward this end, we synchronized the
non lamps with the electron accelerator~accuracy 2 ns! by
means of a controllable delay device~from 5 ns to 1 s!. The
weakly divergent light beam formed by this telescopic s
tem of lamps was the probe beam in the measurement c
nel of electron-induced short-lived absorption or clearin
But at the same time, light from the lamp synchronou
excites photoluminescence~PL! of the initial and induced
defects. Therefore, in the recording channel of the spec
kinetic CL parameters the given delay time also determi
the growth and decay kinetics of the photoluminesce
spectra. In the measured spectral region in this arrangem
transitory absorption~clearing! reveals the dynamics of cre
ation and destruction of centers, the intensity and kinetic
the cathodoluminescence spectra allow one to assess th
ture and concentration of the excited centers, while the p
toluminescence determines the change in the number of
ters in the ground state and their type.

In the recording channel we used VMS-1 and MDR
grating monochromators, a high-speed photomultip
~31ÉLU-FM! with small-inductance capacitors in all th
dynode circuits, allowing the photomultiplier to convert th
optical signal (2002400 nm! efficiently without distortion
and to amplify the photocurrent pulses on a 50-V load in a
time interval from 1 ns to 50ms. For the wavelength rang
40021100 nm, we used a high-speed~1 ns! p2 i 2n-photo-
diode ~SI722-01, Hamamatsu! and amPC1651G33 opera-
tional amplifier (021200 MHz! with controllable gain in the
range 10260 dB.

3. RESULTS AND DISCUSSION

The efficiency of radiative excitation ofF2 color centers
was investigated on precolored LiF crystals. To create theF2

color centers, we used a coloring regime that was optimi
in electron energy, current density, and bombardme
irradiation time. The basis of this regime consisted of el
tron beam bombardment~250 keV, 1.022.0 kA/cm2, 1 ns!
with an interval between pulses of 1202180 s exceeding the
lifetime of the anion vacancies (10260 s!, and total bom-
bardment cycle (20230 min! less than the lifetime of theF2

1

centers~6 h!. Such a regime makes it possible to achiev
high value of the optical absorption coefficient with a ve
low efficiency of formation of otherF-aggregate center
~Fig. 1!.15 Under the action of high-power electron bombar
ment and irradiation by filtered radiation from a pulsed lam
in the LiF M band, only an insignificant change in the ph
toluminescence intensity of theF2 centers was detecte
(DI F2

,0.1%! ~Fig. 2!. Therefore, allowing for the high ef
ficiency of nanosecond growth in the absorption of theF3

color centers and synchronous decrease in the amplitud
photoluminescence of theF31 color centers~Fig. 2!, the
ns-degradation of theM band ~absorption byF2 and F3

1

centers! can be ascribed to recharging:F3
11e→F3. Conse-

quently, hot charge carriers (e and h) in LiF have small
interaction cross sections withF2 centers (sF2

). It follows
from a comparison of the cathodoluminescence yield of
F2 centers,DI F2

, and the concentration of theF2 centers that
sF2

is comparable to the interaction cross section of the
e-
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n-
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y

al
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electrons and holes with regular lattice sites (s). But then it
is necessary to explain the nanosecond component in
creation of theF2

1 color centers~Fig. 2!. Under electron
bombardment, the ns-growth of theF2

1 color centers de-

FIG. 1. Absorption spectra~1, 2! and photoluminescence spectrum (18) of
LiF crystals.1 — 5 min after electron bombardment,2 — 12 h after electron
bombardment.18 — excitation by an ns-Xe lamp to theM band (420
2475 nm!. Inset: temperature dependence of the accumulation ofF ~3! and
F2

1 ~4! centers.

FIG. 2. Kinetics of conversion of color centers in LiF.T5300 K.
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pends linearly on the initial concentration of theF centers,
the temperature dependence of the formation efficiency
the F and F2

1 color centers are described by a single tre
~Fig. 1!, and the formation ofF centers proceeds via th
exciton mechanism.16 Hence it follows that the nanosecon
component in the formation of theF2

1 color centers is due to
a process that involves excitons

F1~R1e0!→F1~a, I a!→F2
11I a . ~10!

We may next ask about the magnitude of the interact
cross section of the induced electrons and holes with thF
centers (sF). The answer to this question is complicat
because efficient creation of newF centers under the actio
of an electron pulse in LiF takes place during times,1 ns.
As a result, it is impossible to separate out the componen
the interaction of the initialF centers with the induced elec
trons and holes. To address this problem, let us conside
regularities of the interaction of hot electrons and holes w
F centers in Al2O3 , where the exciton mechanism of defe
formation is not manifested.17

F andF1 color centers are created in Al2O3 single crys-
tals by an impact mechanism with a threshold displacem
energy of O22 equal to;70 eV ~Ref. 17!. Therefore, upon
bombardment (2 kA/cm2, 1 ns! of Al2O3 crystals by elec-
trons with energies below the formation threshold of stablF
andF1 color centers (We,W0;390 keV!, only a high con-
centration (n51020 cm23) of hot charge carriers~electrons
and holes! is formed. Here the induced short-livedF21O22

defects have only an insignificant effect on the concentra
of hot electrons and holes (n), which exceeds their concen
tration by three orders of magnitude.18 StableF centers in
of
d

n

of

he
h

nt

n

Al2O3 were pre-induced by two methods: thermochemica
in Al vapors at 2000 °C and by neutron bombardment~flu-
ence ;1015 n/cm2). At the synthesis stage, the rare-ea
impurity Cr31 ~luminescence at 694 nm, 3 ms! and the
transition-element impurities Ti31 ~780 nm, 3ms!, V31

~920 nm, 4ms!, and V41O2 ~650 nm, 800 ns! with concen-
trations equal to 1023 wt.% were implanted isoelectronicall
in the samples. Figure 3 plots the absorption spectra
Al2O3 . It can be seen that the concentration of stableF
centers ~absorption at 206 nm, emission at 420 n
t536 ms! exceeds the concentration of the impurity cent
by two orders of magnitude. However, in the cathodolum
nescence spectra the intensity of the impurity defects exce

FIG. 3. Absorption~1–3! and cathodoluminescence spectra (18–38) of
Al2O3 : Ti, Cr, V crystals.1 — original, 2 — additively colored,3 — neu-
tron colored.T5300 K.
nm
e

FIG. 4. Absorption spectra~1–3! and photoluminescence spectrum~4! of MgF2 crystals:1 — electron colored,2 — the same after 4v : YAG : Nd laser
irradiation at 78 K,3 — after irradiation by a single electron-beam pulse at 78 K.5, 7 — kinetics of photoluminescence decay for excitation in the 420-
band,6 — moment at which the electron-beam pulse acts,8 — dependence of the cathodoluminescence yield of theF2 centers on the concentration of th
F centers.
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the emission level of theF centers by a factor of 224
~Fig. 3!.

Such an unexpected result is direct evidence that
interaction efficiency of hot electrons and holes with char
neutral impurity defects (sa) is almost 2.5 orders of magni
tude higher than with theF centers (sa@sF). For Al2O3 it
was shown in Ref. 11 thatsa@s stands in the same ratio
Consequently, for Al2O3 the value ofsF is commensurate
with the value ofs.

A similar trend in the interaction of the hot charge ca
riers with theF centers appears in MgF2 crystals.F centers
were pre-induced by electron bombardment. Under the
tion of a laser pulse (4v : YAG : Nd, 266 nm, 10 ns!, after a
time t,5 ns at 78 K, absorption into theF band was ob-
served having its maximum at 370 nm~Fig. 4!. It was estab-
lished that the absorption band at 370 nm and the emis
band at 420 nm in MgF2 are due toF2 centers.19 Subsequent
bombardment by a nanosecond electron pulse at 78 K cl
the 370-nm band to its original level within,1 ns and syn-
chronously re-establishes the initial concentration of theF
centers~Fig. 4!. Rapid direct and reverse recharging of theF
andF2 centers at 78 K is possible only with participation
the band electrons, with two-step photoionization of theF
centers @2hn→F→Va1e, F1e→(F2)*→F21hnF2#,
and hot holes, with reconstruction of theF centers during
electron bombardment (F21h→F). The concluding phase
of the reaction of photoionization of theF centers is con-
firmed by the fact that the intensity of the accompany
photoluminescence of theF2 color centers at 420 nm de
pends directly on the absorption coefficient of theF band
~Fig. 4!. The cathodoluminescence intensity of theF2 color
centers~emission at 420 nm! also depends linearly on th
initial concentration of theF centers~Fig. 4!. Therefore, the
excitedF2 centers are also formed under electron bomba
ment due to recombination of hot electrons withF centers
~Fig. 4!. During electron bombardment orF illumination of
MgF2 crystals the CL and PL yield ofF2 centers was
;0.1%. Here the initial concentration ofF centers was
1019 cm23. Consequently, in MgF2 crystals the interaction
cross section of the hot electrons with theF centers does no
go beyond the limits ofs.

According to Eq.~4!, omitting the phonon fluctuations o
the lattice, the electrons with velocitiesv,vmax have an in-
significant interaction cross section with the regular latt
sites. As experiments have shown in Al2O3, sa exceedss
by more than two orders of magnitude~Fig. 3!. This means
that the potentialU* in the vicinity of the impurity centers
formed mainly by thes andp subgroups of the inner shell o
the impurity ions, loses its regularity as a function ofr 1a

U~r !ÞU* ~r 1a!. ~11!

Thus, Bloch’s rule is violated, and the mean electron veloc
functionvpi5Dp(W02W* )pi becomes even. In this case,
e
-

c-

on

rs

-

e

y

the results of experiments testify~Fig. 3!, the band electrons
and holes efficiently transfer energy to the impurity atoms
thes andp subgroups of the inner shells of the activator a
ions of the host material are similar in structure~e.g.,
Ce : LaF3), then according to Ref. 11 and relation~9! we
havesa;s. Here nearly coherent motion of the hot char
carriers is conserved according to Bloch’s rule.

The interaction cross section of the hot charge carr
with F-type intrinsic defects is commensurate withs. There-
fore, according to Bloch’s theorem in the region of theF and
F2 color centers, the criterion of coherent motion of the h
electrons and holesvpi5DpWpi is also fulfilled. Thus, in the
vicinity of the Fn centers (n51,2) of ionic crystals the field
potential is nearly regular:U(r )'U* (r 1a).

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant No. 96-02-
16319-a!.
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IFA Akad. Nauk ÉSSR34, 30 ~1966!.

3Cj. B. Lushchik and T. A. Soovik, Tr. IFA Akad. Nauk E´ SSR 34, 68
~1966!.

4G. A. Mikhal’chenko, Doctoral Dissertation@in Russian#, Leningrad
~1970!, 430 pp.
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Non-Markovian shape of the magnetic resonance line
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On the basis of a magnetic resonance theory in the memory function formalism developed by
one of the authors, we have investigated quantitatively the shape of the absorption line
under classical conditions of magnetic resonance in solids. We have found that the theoretical
curves provide a good description of the plateau-like shape of the experimental lines,
but have somewhat wider wings. In addition, they are nontrivial~non-Gaussian and non-
Lorentzian!, as follows from the non-Markovian theory of line shapes, and behave ‘‘in the
Provotorov fashion’’ with increase in the amplitude of the variable field~the Gaussian
line shape transforms into a Lorentzian line shape!. © 1998 American Institute of Physics.
@S1063-7834~98!01606-2#
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The Markovian stage of development of research on
shape of the magnetic resonance line in solids can be l
cally considered to have taken shape with the appearanc
the ground-breaking theory of Provotorov, which, in partic
lar, explained the experimental fact of the narrowing of t
magnetic resonance line in solids with increase in the am
tude of the external variable magnetic fieldv1 ~transforma-
tion of the line shape from Gaussian into Lorentzian!.1,2

The theory of the shape of the magnetic resonance
in the formalism of the memory function~non-Markovian
theory! was developed in the work of Lado, Memory, an
Parker~LMP!, which explained the experimental fact ass
ciated with the nontriviality~non-Gaussian-ness and no
Lorentzian-ness! of the shape of the magnetic resonance l
in solids.3–5 The theory of Provotorov takes as relevant t
integrals of motion, that is, the diagonal operators of
Zeeman spin and secular dipole–dipole spin interactionsHz

and Hd, respectively. The LMP theory, on the other han
takes the nondiagonal operatorI x ~the x-component of the
total spin!.

In the non-Markovian theory of magnetic resonance
veloped within the framework of the well-known method
memory functions, in which both the diagonal operatorsHz

andHd and the nondiagonal operatorsI x andI y are taken as
relevant, equations are obtained combining the n
Markovian equations of Provotorov and the non-Markov
Bloch equations.61 The steady-state solution of these equ
tions, in particular, gives an expression for they component
of the total spin, from which it is possible to obtain th
following expression for the shape of the magnetic resona
line:

G~D,S!52g~D!@~4p!2D2g2~D!1~124pDg8~D!!2

1pM1/2g~D!S~11«/2!#21, ~1!

whereD5v02v, v, andv0 are the frequencies of the Zee
man splitting and the external magnetic field2! respectively,
S5v1

2M2
1/2T1 is the Bloch saturation factor,M2 is the sec-

ond moment of the resonance line,T1 is the spin–lattice
9461063-7834/98/40(6)/2/$15.00
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relaxation time of the Zeeman energy~the corresponding re
laxation term was introduced phenomenologically!, the two
functionsg(D) andg8(D), appearing as a result of unifica
tion of the memory functions, are the cosine and sine Fou
transforms of the correlation function

g~ t !5Tr I x~ t !I x/Tr~ I x!2, «5Tr~Hz!2/Tr~Hd!2.

Reference 6 introduced a qualitative analysis of the
pression for the shape of the magnetic resonance line, f
which it is clear that the proposed non-Markovian theo
explains the above-mentioned experimental facts descr
by the theories of Provotorov and LMP from different poin
of view, in a unified approach. However, it is not clea
within what saturation limits~the quantityS) this is better
realized.

The present paper examines quantitatively the n
Markovian shape of the magnetic resonance line on the b
of expression~1!.

Toward this end, it is first necessary to approximate
functions g(D) and g8(D). Since in our case the memor
functions~there are 16 of them in the equations of Ref. 6! are
expressed in terms ofg(t), while in the non-Markovian ap-
proach to the question of the line shape a Gaussian app
mation is applied, as a rule, to the memory functions,3–5,7 it
is natural to representg(t) in the form of a Gaussian. In
addition, in the classical Markovian theory of magnetic res
nanceg(t) represents the line shape and, in the case of
ids, the Gaussian approximation is specifically used for it
we now note that

«5D2/d25D2/Tr~Hd!2/Tr~ I z!2'D2/v loc
2 'D2/M2 ,

wherev loc is the frequency of the local magnetic field actin
on the spin from the direction of its neighbors,2 and we have
introduced the notationD/(2M2)1/25x and G(x,S)M2

1/2

5 f (x,S), then for the shape of the magnetic resonance
sorption line we obtain the following expression, convenie
for calculation:
© 1998 American Institute of Physics
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f ~x,S!5@16p3x2exp~2x2!1~128pxD~x!!2

1p~p/2!1/2S~11x2!#21, ~2!

whereD(x)5exp(2x2)*0
xexp(y2)dy is the Dawson function,

which has a ‘‘bell shape’’ with maximum value 0.54~to
simplify the calculations we take its arithmetic mean to
'0.27).8 Also, we carry out the standard normalization
function ~2!

AE
2`

`

f ~x,S!dx51, ~3!

whereA is the normalization factor, defined for each value
S, varying within the limits from 0.001 to 10. Compute
calculation of the integral in Eq.~3! was performed approxi
mately by the simplex method. Since the resonance pea
located for the most part within the limits from22 to 2, the
limits of integration were replaced by just these valu
Then, for the above-indicated values ofS using the corre-
sponding normalization factor we performed computer c
culations of Eq.~2!. Curves1–6 in Fig. 1 plot the resonance
lines for six values ofS. The fat line, labelled by the letterE,
reproduces the experimental resonance curve.4

It can be seen that the theoretical curves give a g
description of the plateaulike peak of the experimental cur
Closest in slope to curveE are the unsaturated theoretic
resonance lines with the valuesS1 and S2, whereas with
further increase of the amplitude of the variable fieldv1

FIG. 1. The curveE describes the absorption signal of19F nuclei in CaF2 in
an external constant magnetic field parallel to the@100# axis. Curves1–6
correspond to resonance lines calculated according to Eq.~2! for S1

50.001,S250.01,S350.1, S450.3, S550.6, andS650.9.
f

is

.

l-

d
e.

~curves3–6! the theoretical lines ‘‘settle down’’ somewha
the slope decreases and the height of the ‘‘pedestal’’
creases. Obviously, the theoretical curves have the nontr
form characteristic of the LMP theory~in order not to crowd
the figure we have not plotted the Gaussian and Lorentz
lines!. Also, it is easy to trace out the ‘‘Provotorov’’ depen
dence onv1. Indeed, it can be seen that the more Gauss
like curve1 transforms into the more Lorentzian-like curve6
with increase of the amplitude of the variable magnetic fi
v1.

To summarize, the proposed unsaturated theoret
curves describe approximately the experimental line at
peak. In this regard they bear a nontrivial relation to t
LMP theory and behave in the ‘‘Provotorov’’ fashion wit
increase ofv1.

We are grateful to staff-members of the computing ce
ter of our institute I. Didmanidze, T. Teliya, an
R. Kokoladze for their programming assistance and th
constant help in this effort.

1!The non-Markovian Bloch equations were introduced in Ref. 7 by rep
ing the relaxation terms of the transverse components of the total spin
the corresponding memory integrals.

2!The interaction of the spins with the external magnetic field,v1I x, is
assumed to be a small perturbation in comparison with the remaining te
of the Hamiltonian of the problemHz5DI z and Hd, where I z is the z
component of the total spin.
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Electrically controlled diffraction of light by reflection holograms in an LiNbO 3 crystal

M. P. Petrov, A. V. Shamra , and V. M. Petrov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 11, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1038–1041~June 1998!

A theoretical and experimental investigation is made of the electrical selectivity of reflection
volume holograms recorded in a LiNbO3 crystal using a near-optimum geometry. An analysis is
made of the factors limiting electrical multiplexing. ©1998 American Institute of Physics.
@S1063-7834~98!01706-7#
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It is known that diffraction by volume holograms sati
fies the Bragg conditions

uKgu52
2p

l
na sin u05

2p

L
. ~1!

HereKg is the wave vector of the hologram,l is the wave-
length of light,u0 is the Bragg angle inside the material
which the hologram is recorded,na is the average refractive
index, andL is the spatial period of the recorded grating.

It can be seen from the conditions~1! that the refractive
index na is an independent variable likeu0 or l. Thus, by
varying any independent variable, we can control the diffr
tion conditions. It is well-known that volume holograms e
hibit high angular and spectral selectivity. It was shown
Refs. 1 and 2 that a small change in the refractive indexDna

is equivalent to a small changeDl in the wavelength of
light, and consequently the refractive index selectivity
equivalent to the spectral selectivity. Volume holograms
hibit maximum spectral selectivity in a reflection recordi
geometry. Thus, control of diffraction by varying the refra
tive index is most effective in reflection holograms. As
result of the electrooptic effect in photorefractive crysta
the refractive index can be varied by applying a static elec
field.

The first studies3–5 concerned with the electrical contro
of diffraction conditions at reflection holograms in LiNbO3

were published in 1978. Electrical multiplexing of six hol
grams was demonstrated experimentally but no detailed
oretical analysis was made. This effect is now attracting
newed interest following the progress achieved in
development of holographic memory systems6,7 and also be-
cause photorefractive materials can now be used to fabri
narrow-band holographic filters.8,9 A general theoretica
analysis has now been made of the electrical selectivity
volume holograms.1,2 A more detailed investigation has bee
made using transmission geometry. Experimental and th
retical data on the electrical multiplexing of reflection hol
grams in an LiNbO3 crystal were presented in Ref. 10. How
ever, the selected experimental geometry cannot be use
multiplex more than two holograms since, in the longitudin
electrooptic effect, the external electric field required
switch from one hologram to another is determined by
half-wave voltage.
9481063-7834/98/40(6)/4/$15.00
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The aim of the present paper is to make a detailed t
oretical and experimental study of the electrical selectivity
reflection holograms using a photorefractive LiNbO3 crystal
in the geometry of the transverse electrooptic effect.

1. THEORETICAL ANALYSIS

As in Ref. 11, we write an expression for the diffractio
efficiency of a reflection hologram as a function of th
change in the refractive indexna

h5
1

~j r /n r !
21@12~j r /n r !

2# coth2 @n r
22j r

2#1/2
, ~2!

where

j r5bT
Dna

na
sin u0 , n r5

pn1T

l sin u0
, b52pna /l,

T is the thickness of the hologram andn1 is the amplitude of
the refractive index of the grating.

Although an LiNbO3 crystal is uniaxial, for the natura
modes we can use this expression for an isotropic medi
Then Dna should be replaced byDn0 ~the change in the
ordinary refractive index! or Dne ~the change in the extraor
dinary refractive index!. Note that because of the anisotrop
of the electrooptic effect, these changes in the natural ref
tive indices induced by an external electric field depend
the crystal orientation. This theoretical analysis showed t
the largest change in the refractive index is observed for
extraordinary wave when theC optic axis and the externa
electric fieldE form the angle 90°2a'39°. However, the
most efficient holographic recording is observed when
optic axis is parallel to the wave vector of the hologra
CiKg ~Refs. 12 and 13!.

For our investigations we selected a compromise geo
etry ~Fig. 1b!: a545°. This orientation gives almost max
mum sensitivity to the external electric field with a fair
high diffraction efficiency. In this geometry we obtain for th
extraordinary wave
© 1998 American Institute of Physics
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FIG. 1. Experimental setup to investigat
electrical selectivity: a! 1 — He–Ne laser,
2 — beam splitter,3 — LiNbO3 crystal
~showing upper electrode!, 4 — controllable
high-voltage source,5 — photodetector,
6 — narrow-band amplifier,7 — rotating
chopper,8 — polarizer, r and s i are the
wave vectors of the recording beams, ands
is the wave vector of the reconstructe
beam. b! Orientation of LiNbO3 crystal.
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j r52
pT

l S nen0

An0
21ne

2D 3

sinu0

3S r 511
r 33

2
1

r 13

2
1

r 22

2 DE52Dnep
T

l
sin u0 ,

n r5
p

l

T

sin u0

dD

2A2uKgune

3S r 13n0
4

«33
1

r 33ne
4

«33
1

r 22n0
4

«11
22

r 51n0
2ne

2

«11
D , ~3!

and for the ordinary wave

j r5
pn0

3T

A2l
sin u0~r 131r 22!E52Dn0p

T

l
sin u0 ,

n r5
p

l

T

sin u0

dD

2A2uKgun0
S r 13

«33
2

r 22

«11
Dn0

4 . ~4!

Here E is the applied electric field,r i j is the electrooptic
coefficient,« i j is the component of the permittivity tenso
anddD is the amplitude of the space charge grating.

Thus, we obtained the relationship between the diffr
tion efficiency and the external electric field, which illu
trates the electrical selectivity of a reflection hologram.

Note that in this theoretical analysis, apart from the el
trooptic effect we neglected any other effects associated
the external electric field since estimates show that th
have a negligible influence in our case.10

2. EXPERIMENTAL DATA

For the experiments we used an LiNbO3 crystal doped
with Fe21. The concentration of Fe21 ions was approxi-
mately 0.05 mol.%. The orientation of the sample is sho
in Fig. 1b. The dimension in the direction of propagation
the light (T) was 1 cm. Electrodes were deposited on
upper and lower surfaces of the sample of thickn
d53.3 mm using silver paste.
-

-
th
se

n
f
e
s

The optical part of the experimental apparatus consis
of a system conventionally used to record reflection ho
grams~Fig. 1a!. After the recording process, one of the r
cording beams was shut off and the intensity of the diffrac
light was recorded. Thus, the relationship between the
fraction efficiency and the external electric field was o
tained experimentally.

The experimental and theoretical curves are compare
Fig. 2. As was predicted theoretically, the electrical selec
ity was higher for the extraordinary polarization of the rea
out beam (Dn0 /Dne'0.2). Good agreement is observed b
tween the theoretical and experimental data except for
region where the theoretical curves approach zero. At
points where the theoretical diffraction efficiency vanish
(j r'p), a value of the order of 0.05hmax was obtained ex-
perimentally. This difference between theory and experim
~subsequently called the background signal! is the main fac-
tor limiting the electrical multiplexing in our experiments
i.e., the number of holograms which can be recorded
reconstructed independently for different external elec
fields.

For an extraordinary readout beam we havej r'p in an
external electric fieldEmin51560 V•cm21, if the hologram

FIG. 2. Comparison between theoretical~solid curves! and experimental
dependences of the diffraction efficiency on the applied electric fie
1 — extraordinary polarization,2 — ordinary polarization. Thej r axis is
given for the extraordinary polarization.
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was recorded without the field. However, the electric bre
down field in air is EBD530 V•cm21. If each successive
hologram is recorded at that external electric field for wh
the previous hologram had the minimum diffraction ef
ciency~which gives the minimum crosstalk!, we can electri-
cally multiplex no more thanME

BD52EBD/Emin'40 holo-
grams.

However, the upper limit for electrical multiplexing i
given by the ratio

ME5hmax/hj5p'20.

One of the main factors responsible for the backgrou
signal is the simultaneous penetration of two natural mo
through the input polarizer, since the zeros of the diffract
efficiency for the extraordinary and ordinary beams are
served for different external electric fields. As an examp
the background signal increases 4.3 times if the polarize
removed completely.

Other postulated sources of the background signal
the nonuniform electric field inside the crystal, the nonu
form temperature distribution, and also scattered light.

The simplest method of creating a fairly nonuniform a
plied electric field involves changing the electrode config
ration, as shown in Fig. 3. The experiments show that as
size of the upper electrode is reduced~and thus the nonuni
formity of the electric field inside the crystal increases!, the
electrical selectivity deteriorates and the background sig
increases.

Figure 4 shows experimental curves for various cr
sections of the readout beam. A LiNbO3 crystal is a photo-
conductor so that nonuniform illumination produces a no

FIG. 3. Experimental curves obtained for upper electrodes of diffe
length l ~mm!: 1 — 2, 2 — 4, and3 — 10 (l 5T); b! Electrode configura-
tion to create electric field nonuniformity.
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uniform electric field and also a temperature nonuniformi
which explains the poor electrical selectivity and the hi
background signal when the cross section of the read
beam is smaller than the transverse dimension of the sam

In our final experiment we achieved electrical multiple
ing of two holograms. Figure 5 gives the experimental d
pendence of the diffraction efficiency on the external elec
field when two holograms are recorded at different elec
fields.

To sum up, experimental and theoretical investigatio
have been made of the electrically controlled diffraction
light by holograms recorded in a LiNbO3 crystal using a
reflection geometry and the transverse electrooptic eff
The orientation of the crystal was near-optimum. Excelle

t

FIG. 4. a! Experimental curves for a readout beam with different cro
sectional diameters:1 — f 1517 mm,2 — f 253 mm; b! Cases of a readou
beam with large and small cross-sectional diameters.

FIG. 5. Diffraction efficiency versus applied electric field for two hologram
recorded at different voltages.
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agreement is observed between the theoretical and ex
mental results. In our experiments, the maximum numbe
holograms which can be recorded and reconstructed inde
dently is ME'20 and is limited by the background nois
The nonuniformity of the electric field and the nonuniformi
of the readout beam intensity substantially reduce the e
trical selectivity and are sources of the background noise

This work was supported by the European Office
Aerospace Research and Development~Contract F61708-96-
W308!.
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Total quantum-current yield in the soft x-ray region
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The emission of slow secondary electrons excited in efficient photocathodes by fast internal
x-ray electrons upon absorption of x-ray photons having energies in the range 1–10 keV is
analyzed. Analytical expressions are derived for the quantum current yield of the x-ray
photoelectric effect for a ‘‘point’’ model and a ‘‘non-point’’ model of energy exchange of fast
internal x-ray electrons. We present some estimates for its parameters in a CsI
photocathode. ©1998 American Institute of Physics.@S1063-7834~98!01806-1#
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As is well known, when various materials are irradiat
by x rays, x-ray electron emission arises. This electron em
sion, known as the x-ray photoelectric effect, is a physi
phenomenon consisting of a series of complex processes
ing place in the material of the photocathode–emitter whe
is irradiated by x rays.1

When x radiation of intensityI 0 falls upon a flat photo-
cathode at a grazing anglew, part of this radiation, equal to
I 0R(w), is reflected@R(w) is the reflection coefficient of the
flat photocathode surface#, and part, equal to@12R(w)#I 0,
after being refracted, passes into the photocathode
propagates within it, in the process being absorbed expo
tially.

Throughout the entire penetration distance of the rad
tion into the photocathode, as a result of absorption of
x-ray photons by the inner shells of the atoms in the so
fast ~with large kinetic energy! photo- and Auger electron
appear, and also the so-called fluorescence electrons w
are formed upon absorption in the photocathode of the fl
rescence electrons. These electrons are usually called pr
ries, or internal x-ray electrons. As they propagate, these
primary electrons traverse some distancel in the photocath-
ode ~the mean free path of the electron2–4!. Within this dis-
tance the primary electron loses its initial kinetic energy
ionization of atoms of the medium in a cascade of inela
electron–electron collisions, creating in the process so
number of true secondary electrons which have ener
much less than that of the primary, but sufficient to ov
come the energy barrier at the surface of the photocath
and escape into the vacuum. The slow electrons create
this way are usually called ‘‘secondaries.’’ Note that the e
ergies of these secondary electrons are small,5 their motion is
of a diffusive nature and can be characterized by some
fusion lengthL, which is sometimes called the mean fr
path of the slow, secondary electrons. If, as the second
electron approaches the photocathode–vacuum interface
normal component of its total energy exceeds the ene
barrier at the photocathode surface, then such an electron
escape into the vacuum outside the photocathode.

As is well known, the total-current quantum yieldKC, to
within a factor of the electron charge, is the ratio of the to
current emitted by the photocathode to the number of x-
9521063-7834/98/40(6)/4/$15.00
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photons incident on the photocathode per second. Stri
speaking, the total-current quantum yieldKC is the sum of
the quantum yield of the internal x-ray electrons6 and the
quantum yield of the secondary electrons. However, si
for efficient photocathodes in the x-ray region of the sp
trum the quantum yield of the internal x-ray electrons
much less than the quantum yield of the secondary electr
in what follows, for efficient photocathodes, we shall co
sider the quantum yield of the slow, secondary electrons
ated by the fast primary electrons to be the total-curr
quantum yield.

The expression for the quantum yield of the x-ray ph
toelectric effect in the total electron currentKC is obtained as
follows. First we consider the simple ‘‘point’’ model, whic
is based on the one-dimensional theory of diffusion of slo
secondary electrons inside the photocathode toward
vacuum surface of the photocathode surface and then, ta
the mean free path of the fast, primary electrons into acco
we derive a general expression for the quantum yield.

The ‘‘point’’ model assumes that inside a solid at th
point at which an x-ray photon is absorbed there appear f
primary electrons which dissipate their energy in the imm
diate vicinity of this point, forming some number of slow
secondary electrons. The appearance of these secondary
trons can be described with the help of the generation fu
tion G0(x) ~the x axis is directed into the photocathod
perpendicular to its surface, andx50 at the vacuum surface
of the photocathode!.

The probability of absorbing an x-ray photon in a lay
of thicknessdx at a depthx from the photocathode surface
obviously, is given by

@12R~w!#m8exp~2m8x!dx,

where m85m/sinw8, m is the linear absorption coefficien
andw8 is the refraction angle of the incident x ray.7

The number of secondary electrons generated in
layer dx at the depthx apparently equals

G0~x!dx5@12R~w!#
hn

«
m8exp~2m8x!dx, ~1!

wherehn is the energy of a photon of the x radiation incide
on the flat photocathode at a grazing anglew, and« is some
© 1998 American Institute of Physics
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mean energy needed to created one secondary electro
pable of escaping from the photocathode to the vacuum.
quantity n05hn/« is the number of the ‘‘batch’’ or
‘‘swarm’’ of electrons that is formed at the point at which
photon is absorbed.

If we assume, as is customary, that the probability
escape from the photocathode of the slow, secondary e
trons is described by the function

P~x!5B expS 2
x

L D , ~2!

whereB is the escape probability of the electron from t
surface of the photocathode atx50, then the number o
electrons escaping from a very thick photocathode per
time, i.e., the total-current quantum yield for the ‘‘point
model (KCPM), is equal to

KCPM5@12R~w!#E
0

`

G0~x!P~x!dx

5@12R~w!#
hn

«
B

m8L

11m8L
. ~3!

1. ACCOUNT OF THE MEAN FREE PATH OF A FAST X-RAY
ELECTRON

Obviously, even for efficient photocathodes, using
‘‘point’’ model to calculate the total-current quantum yie
KC is to a certain degree a convenient approximation. I
clear that in reality the ‘‘point’’ model is not always and n
completely justified by experiment. Therefore, it mak
sense to treat the phenomenon of x-ray electron photoe
sion by assuming that in the formation of slow, second
electrons a primary, internal x-ray electron traverses so
completely determined distancel ~Refs. 2–4!.

For simplicity we assume that radiation losses are ab
in the photocathode upon absorption of an x-ray photon a
consequently, the sum of the energies of all the prima
internal x-ray electronsEj is equal to the energy of this pho
ton ( jEj5hn.

Slow, secondary electrons appear over the entire pal j

of motion of the fast, internal x-ray electrons in the pho
cathode. The mean free pathl j is determined by the electro
energyEj and the photocathode material.2–4

We seek an expression forKC for some concrete value
of the mean free pathl of a fast electron having initial energ
E. We assume that, for motion of primary, internal x-r
electrons, the diffusion model6 is valid and that the slow
secondary electrons appear over the entire mean free pa
the electron with constant linear density:r5n0 /V, where
n05hn/«, andV5 4

3p l 3 is the volume of generation of sec
ondary electrons, determined by the mean free path of
primary x-ray electron.

Figure 1 presents a schematic depiction of the geom
cal conditions for calculatingKC . The radius of the spher
of propagation of the fast electron is equal to its mean f
path l . The quantityx8 is the distance from the point a
which an x-ray photon is absorbed to the vacuum surfac
ca-
he

f
c-
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is-
y
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the photocathode (AA), x is the distance to this same surfa
(AA) from the layerdx, where the appearance of seconda
electrons is considered.

The quantityF(x8)dx85m8exp(2m8x8)dx8 is the prob-
ability of formation of a fast, primary electron in the laye
dx8 at the depthx8 upon absorption of an x-ray photon
Thus, the number of secondary electrons created per
time in the layerdx at the depthx is equal to

dn~2!5F~x8!dx8rp@ l 22~x2x8!2#dx. ~4!

To find the total number of secondary electronsG(x)dx
appearing in the layerdx at the depthx upon absorption of
an x-ray photon, both above and below the layerdx ~Fig. 1!,
we need to integrate the expressiondn(2) over all dx8. Here
the value ofG(x)dx will be different at different values ofx.

For x< l the functionG(x)dx[G1(x)dx can be repre-
sented in the form

G1~x!dx5E
0

x1 l

dn~2!5
3

4

n0

l 3 F ~ l 22x2!exp~m8x!1
2

m8

3S x2
1

m8
D exp~m8x!1

2

m8
exp~2m8l !S l 1

1

m8
D G

3exp~2m8x!dx5B1~x!exp~2m8x!dx. ~5!

For x> l it has the form

G2~x!dx5E
x2 l

x1 l

dn~2!5
3n0

l 2m8
Fcosh~m8l !2

sinh~m8l !

m8l
G

3exp~2m8x!dx5B2exp~2m8x!dx. ~6!

It can be seen that the generation functionG(x) has a
quite complicated form, and forx< l the factorB1 depends
on x, while for x> l B2 it does not depend onx.

For a semi-infinite photocathode the expression for
total-current quantum yield of the slow, secondary electro
formed by the fast, primary electrons with energyE and
mean free pathl can be written as follows:

KC5E
0

`

G~x!P~x!dx, ~7!

whereP(x) is the escape probability of the secondary ele
trons from the depthx. If we assume thatP(x) is correctly

FIG. 1. Diagram of the calculation of x-ray emission of secondary electr
created by fast primary electrons.
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represented by an expression of the form~2!, then we obtain
the following expression for the total-current quantum yie
for a photocathode of large depth:

KC5@12R~w!#H E
0

l

B1~x!BexpF2S m81
1

L D xGdx

1E
l

`

B2BexpF2S m81
1

L D xGdxJ 5@12R~w!#

3H 3

2
B

E

«

1

11b/aF 1

a3S 1

2
a21~a11!exp~2a!21D

1
1

b3S 1

2
b21~b11!exp~2b!21D G J , ~8!

wherea5m8l andb5 l /L. We have introduced the notatio

1

a3S 1

2
a21~a11!exp~2a!21D5 f ~a!5 f ~m8l !,

1

b3S 1

2
b21~b11!exp~2b!21D5 f ~b!5 f S l

L D .

Thus, expression~8! for KC can be represented by

KC5@12R~w!#H 3

2
B

E

«

1

11b/a
~ f ~a!1 f ~b!!J . ~8a!

The total-current quantum yield taking into account
groups of primary electrons arising upon the absorption o
x-ray photon is expressed by

KC5@12R~w!#H (
j 51

M
3

2
B

Ej

«
Pj

m8L

11m8L
@ f ~aj !1 f ~bj !#J

5KCPMH(
j

M
3

2

Ej

hn
Pj@ f ~aj !1 f ~bj !#J , ~9!

whereEj is the energy of a fast x-ray electron of the giv
group,Pj is the probability of appearance of this group,M is
the number of groups of fast electrons,aj5m8l j , bj5 l j /L,
l j is the mean free path of a fast electron, andKCPM is the
total current quantum yield of the slow, secondary electr
for the ‘‘point’’ model without allowing for the finite mean
free path of the fast x-ray electrons.

We will represent the summand in Eq.~9! asDK j ; then
the general expression for the total-current quantum y
can be written in the form

KC5KCPM(
j 51

M

DK j5KCPMDK, ~10!

whereDK5( j 51
M DK j is a function describing the transfo

mation of the energy of the fast x-ray electrons into the
ergy of slow electrons.

If a fast electron has escaped from the photocath
without loss of energy, then for itDK50; if, however, the
fast electron loses all its energy to formation of slow, s
ondary electrons, thenDK51. Thus, the numerical value o
DK will be found within the limits 0,DK<1.
l
n

s

ld

-

e

-

2. X-RAY PHOTOEMISSION FOR A CsI PHOTOCATHODE

Analysis of the equations derived above applied to
case of an efficient CsI photocathode shows that the qua
L—the diffusion length of the slow electrons—appears in
formulas forKC . The dependence of the escape depth of
secondary electronsL on their energy was calculated in Re
8 for a CsI photocathode for the secondary electrons sca
ing off optical and acoustical phonons. The calculatio
show that forE'2 eV and larger, the escape depth of t
slow electrons does not depend on their energy and is e
to approximatelyL>300 Å. References 9 and 10 adopted t
value l 52002250 Åfor the diffusion length of the slow
electrons in CsI. We will use these values ofL in our calcu-
lations ofKC for a CsI photocathode.

As follows from Eq. ~10!, the total-current quantum
yield KC with the mean free path of the fast x-ray electro
taken into account is given by expression~3! corrected by
some additive functionDK, which describes the transforma
tion of the energy of the fast electrons into the energy
slow electrons. As can be seen from expression~8!, the quan-
tity DK depends on two parameters:aj5m8l j andbj5 l j /L,
in which appear the quantitiesl j andL and the linear absorp
tion coefficient of x radiationm8, referred to the normal to
the photocathode surface. Since the numerical value ofm8 is
well known,7,11 but the quantitiesl j andL derived by various
authors10 have a large spread, it is very important to exam
the effect of the numerical values ofL and l j on the magni-
tude ofDK.

The lengthl j for CsI can be calculated according to

l j5C•1026
ACs1AI

r~ZCs1ZI!
Ej

1,4, ~11!

whereACs and AI are the atomic weights of Cs and I (ACs

5132.9,AI5126.9),ZCs and ZI are the atomic numbers o
Cs and I (ZCs555, ZI553), r is the density of CsI (rCsI

54.5 g/cm3), Ej is the energy of the fast electrons~keV!,
andC5const.

For a CsI photocathode the calculations ofDK as a func-
tion of l j andL show that whenl j andL vary by 100%~i.e.,
by a factor of 2!, DK varies by only'6%.

FIG. 2. Spectral dependence ofDK for a CsI photocathode.L5300 Å, C
56.
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For a CsI photocathode withL5300 Å andC56 we
calculated the spectral dependence ofDK ~Fig. 2!. The cal-
culations show that the numerical values ofDK for different
photon energies differ substantially, one from the other,
in the region of theL-absorption edges of the Cs and I atom
the value ofDK undergoes a series of jumps. This has to
with the fact, that as the energy of the incident x-ray pho
decreases, the value ofDK will change due to changes i
both m(hn) and l j (hn).

Calculation of the angular dependence ofDK(w) for
three photon energies (hn51.04, 2.01, and 10.5 keV! shows
~Fig. 3! that DK is essentially independent of the grazin
anglew in the region 10–90°. However, at anglesw,100

DK decreases quite abruptly as the grazing angle is
creased. This decrease is especially marked for radia
with lower photon energies, for which refraction is notic
able in this angular range. Therefore, in the calculation
KC, it is especially important to takeDK into account at
small grazing angles.

Note that for CsI photocathodes an experimental de
mination of the spectral dependence of the total-curr
quantum yieldKC

« ~Refs. 12 and 13! and a knowledge of the
value ofm8 ~Refs. 7 and 11! andL ~Refs. 8–10! allows one
to estimate the main parameters of the x-ray photoelec
effect, specificallyB and «. Table I shows the spectral de
pendence ofKC

« , m, DK, and«/B, where these values wer
calculated separately for each photon energy shown.
clear from the table that the last quantity remains practic
constant for the photon energies shown. Its mean valu
14.8 eV. Thus, the value 14.8 eV is an upper bound on
numerical value of« if B51. As is well known, the lower
bound on« can be estimated as follows:

FIG. 3. Angular dependence ofDK for a CsI photocathode.hn51.04 ~1!,
2.01 ~2!, 10.5 keV~3!.
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«5Eg1x1Ekin ,

where Eg is the width of the band gap of CsI,x is the
electron affinity, andEkin is the kinetic energy of the escap
ing secondaries. For a CsI photocathodeEg'6.2 eV,
x'0.2 eV, andEkin'1.6 eV ~Refs. 5 and 9!. Consequently,
«'8 eV. Thus, the numerical value of« can vary within the
limits 8<«<14.8 eV. The numerical value ofB will then
vary within the limits 0.54<B<1.

From other literature sources,8 as a lower bound on« for
CsI we can take the value«'1.7Eg510.54 eV, which does
not contradict the condition («/B)av514.8 eV, and the value
of « in this case will vary within the limits 10.54<«
<14.8 eV. The value ofB will then vary within the limits
0.71<B<1.
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TABLE I. Spectral dependence ofDK, m, KC
« , and«/B for a CsI photo-

cathode. The anglew590°.

Line hn, keV DK, % m, cm21 KC
« ,

electron
photon

«/B, eV

Cr Ka 5.41 67.2 3500 2.60 14.71
Cr Kb 5.95 71.3 3000 2.54 15.0
CoKa 6.92 69.9 2000 2.00 14.92
CoKb 7.65 68.2 1600 1.70 14.71
CuKa 8.04 67.3 1400 1.54 14.78
CuKb 8.90 65.5 1100 1.24 15.54



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 6 JUNE 1998
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An 27Al NMR study of mixed yttrium-dysprosium-aluminum garnets Y32xDyxAl5O12 is reported
for x50, 0.15, 0.50, 0.64, and 1.00. The quadrupole coupling parameters for thea andd
aluminum sites have been determined. The spectra have been theoretically calculated with
inclusion of the paramagnetic shift induced by Dy31 ions. An analysis of the NMR line
shape has permitted a conclusion that there is no substitutional order in the mixed crystals under
study. © 1998 American Institute of Physics.@S1063-7834~98!01906-6#
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Single-crystal solid solutions based on the yttriu
aluminum garnet Y32xRexAl5O12 ~where Re stands for rare
earth elements and lutetium! are widely used in present-da
laser technology and acousto-electronics.1 Yttrium-
dysprosium-aluminum garnets Y32xDyxAl5O12 enjoy par-
ticularly wide recognition. These crystals were studied
different methods, including the acoustic2 and heat pulse3,4

techniques, and optical spectroscopy5.
Despite the practical importance of Y32xDyxAl5O12

mixed garnets, however, the magnitude and distribution
their crystal fields remain unclear. These problems can
clarified by nuclear magnetic resonance~NMR!, which is
capable of determining the microstructure of solid mater
with a high sensitivity. NMR was employed by us previous
in studies of mixed garnets of different compositions, as w
as of mixed aluminates.3,6–9 These studies permitted us
find concentration dependences of the crystal-field distri
tion and to investigate the extent of substitutional rare-ea
ordering on the yttrium sublattice. These relations w
found3,6–9 to be closely connected to the properties of the
compounds essential for applications.

This work reports an 27Al NMR study of
Y32xDyxAl5O12 crystals forx50, 0.15, 0.50, 0.64, and 1.00
The available information relates only to27Al NMR data for
nominally pure yttrium-aluminum, Y3Al5O12 ~Refs. 3, 6, 9,
and 10!, and dysprosium-aluminum, Dy3Al5O12,11 garnets,
which corresponds tox50 and 3. Our measurements we
carried out on a RYa-2301 NMR spectrometer in magne
fields of 0.6 and 1 T atroom temperature. The samples we
parallelepipeds cut along the crystallographic axesa,b,c.
The main measurements were performed with the sam
rotated about axisc with the dc magnetic field in the (a,b)
plane. The sample position was fixed by the angleu between
the magnetic induction vector and the crystallographic a
a.

It is known that the garnets under study have cubic sy
metry, space groupIa3c.12 One unit cell of the garnet con
tains 40 aluminum ions, of which 16 are octahedrallya
site!, and 24, tetrahedrally (d site!, coordinated by oxygen
9561063-7834/98/40(6)/4/$15.00
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ions.12 The oxygen octahedra and tetrahedra are distorte
that the crystal field at the aluminum ions is axially symm
ric with the axes directed along the cubic axesa,b,c (d
sites! and along the cube body diagonals (a sites!. As a
result, the Al nuclei in this crystal occupy, in a general ca
three magnetically nonequivalentd positions, and four mag-
netically nonequivalenta positions. 27Al nuclei possess a
quadrupole moment, because the spin of the aluminum
clei is 5/2. Interaction of the quadrupole moment of the27Al
nucleus with electric crystal-field gradients in garnets sp
the NMR line, with the shifts of the components being d
scribed in second-order perturbation theory by the follow
relations14

n6
5
2 ,6

3
2
5n06~3 cos2 f21!

3e2qQ

20h

1
1

4n0
sin2f~33 cos2 f21!S 3e2qQ

20h D 2

,

n6
3
2 ,6

1
2
5n06~3 cos2 f21!

3e2qQ

40h

1
1

16n0
sin2 f~5221 cos2 f!S 3e2qQ

20h D 2

,

n1
2 ,2

1
2
5n01

1

2n0
sin2 f~129 cos2 f!S 3e2qQ

20h D 2

, ~1!

whereQ is the quadrupole nuclear moment,e is the elec-
tronic charge,eq is the zz component of the electric-field
gradient~EFG! tensor,f is the angle between the principa
EFG axis and the external magnetic field, andn0 is the Lar-
mor frequency. Equations~1! were written with due accoun
of the fact that the asymmetry parameter for garnets is z
As follows from Eqs.~1!, the 27Al NMR spectrum of an
yttrium-aluminum garnet sample (x50) oriented arbitrarily
in the magnetic field consists of 20 lines for thea sites and of
15 lines for thed sites, which correspond to the65/2↔
63/2, 63/2↔61/2, and 1/2↔21/2 transitions and are spli
by first- and second-order quadrupole shifts@proportional to
© 1998 American Institute of Physics
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TABLE I. Quadrupole coupling constants and lattice parameters for mixed yttrium-dysprosium-alum
garnets studied in this work, and for pure dysprosium-aluminum garnet.

x

0 0.15 0.50 0.64 1.00 3.00

e2qQ

h
(d), kHz

6020620* 6020610 6000610 5910615 5850615 5873620**

e2qQ

h
(a), kHz

63066* 630610 630610 630615 600610 447630**

Lattice constant, Å 12.008 12.010 12.014 12.015 12.019 12.041

*Data from Ref. 10
** Data from Ref.11.
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e2qQ/h and (e2qQ/h)2, respectively#. Since the second
order shift for27Al in an a position is, however, considerabl
smaller than the NMR linewidth, all the four lines produc
in the 1/2↔21/2 transitions merge into one.6,9

If part of the Y31 ions are replaced by Dy31 paramag-
netic ions, the resonant frequencies of27Al nuclei undergo a
paramagnetic shift,14 which depends on the number of dy
prosium ions in the nearest-neighbor environment of alu
num ions. Because the separation between the nea
neighbor aluminum and dysprosium ions is larger than
extent of the Dy31 wave functions, the paramagnetic shift
dominated by dipole-dipole interaction.15 In this case the
paramagnetic shift can be written

Dnp5
g

2p (
i

^m i&~123 cos2x i !

r i
3

, ~2!

whereg is the gyromagnetic ratio of27Al nuclei, ^m i& is the
average magnetic moment of Dy31 ions, indexi labels Dy31

ions surrounding27Al, r i is the distance between a27Al
nucleus and thei th dysprosium ion, andx i is the angle be-
tween vectorr i and external magnetic fieldB0.

For room temperature, the average dipole moment
Dy31 can be calculated from15

^m i&5
mB

2g2J~J11!B0

3kT
, ~3!

whereg is the Lande´ factor, mB is the Bohr magneton,J is
the total angular momentum of the Dy31 ion, k is the Bolt-
zmann constant, andT is the temperature. The average ma
netic moment of Dy31, ^m i&, calculated in this way coin-
cides with the experimental value obtained11 for nominally
pure dysprosium-aluminum garnet.

The quadrupole coupling parameterse2qQ/h found in
this work for the yttrium-aluminum garnet (x50) from the
dependence of NMR spectra on angleu for the a and d
positions coincide fully with the values quoted in Refs. 6 a
9 and agree within experimental error with other data10.
These values are listed in Table I.

In mixed garnets, the combined action of quadrupole a
paramagnetic shifts should result in a very complex patt
of NMR spectra.

Spectral assignments should take into account that
follows from x-ray diffraction data, the Y31 and Dy31 ions
in mixed yttrium-dysprosium-aluminum garnets are not fu
i-
st-
e

f

-

d

d
n

as

mutually ordered to produce a superlattice. As a result,
any solid-solution concentration there exists a certain pr
ability of finding different numbers of Dy31 ions in the
nearest-neighbor environment of an Al31 ion. For a fully
disordered solid solution, this probability is given by the b
nomial distribution7

p!

~p2n!!

xn~12x!p2n

n!
, ~4!

where p is the number of positions occupied by Y31 and
Dy31 ions in the nearest-neighbor environment of aluminu

Partial ordering in the substitution of Dy31 ions for Y31

may change considerably the probability distribution in t
local environment of an Al ion.7,16

To illustrate the effect of paramagnetic coupling on t
27Al NMR spectrum, Fig. 1 shows angular dependences
the NMR line component shifts corresponding to the cen
1/2↔21/2 transition for aluminumd positions, which were
calculated by us using the measured quadrupole cons

FIG. 1. Theoretical dependence of thed-site 27Al NMR components corre-
sponding to 1/2↔21/2 transitions calculated, with inclusion of the secon
order quadrupole shift and of the paramagnetic shift forx50.15, for the case
with one Dy31 ion present in the nearest environment of aluminum. Das
lines are orientation dependences calculated without inclusion of the p
magnetic shift. External magnetic field inductionB050.678 T. The degen-
eracy multiplicity for individual components is not given.
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~see below! for a concentrationx50.15 for the case of one o
the six yttrium ions in the nearest environment of aluminu
replaced by dysprosium ions. Similar dependences were
tained by us for all the concentrations studied here and
different numbers of dysprosium ions surrounding alumin
ions, for bothd and a positions. It should be pointed ou
however, that not all theoretically possible NMR line com
ponents will be observable experimentally against the ba
ground because of their low intensity and of the superp
tion of various components. The assignment of differ
components is favored by the fact that the paramagn
shift, according to Eq.~2!, is directly proportional to the
external magnetic field, whereas the first-order quadrup
shift is field independent, and the second-order shift va
inversely with the external field@see Eqs.~1!#.

An experimental angular study of the positions of t
NMR d components corresponding to the central transit
made for x.0 samples established reliably only the lin
components whose shift decreased 1.67 times with the e
nal field induction increased from 0.6 to 1 T, which sho
the second-order quadrupole shift to be dominant. Figur
presents for a particular case ofx50.15 angular dependence
of the observed central components scanned in the (ab)
plane. The above reasoning suggests that these compo
are due primarily to27Al nuclei surrounded only by yttrium
ions. There is also a contribution due to aluminum nuclei
which the paramagnetic shift is small because of geome
factors and does not exceed the linewidths of the centrd
components; note that for the crystals under study they
ied from 7 kHz (x50.15) to 19.5 kHz (x51) in a field of

FIG. 2. Experimental angular dependence of27Al NMR central-transition
components obtained in a fieldB050.678 T for ax50.15 sample.1 — d
components corresponding to the 1/2↔21/2 transition;2 — a component
corresponding to the 1/2↔21/2 transition;3 — a components correspond
ing to the 63/2↔61/2 transition;4 — d satellites corresponding to th
63/2↔61/2 transition. Solid lines display theoretical relations calcula
neglecting the paramagnetic shifts.
b-
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0.6 T. A comprehensive analysis of the paramagnetic sh
~see, e.g., Fig. 1! showed, however, that the role played b
these components is small, and that their total contribut
does not exceed 5% even for the maximum dysprosium c
centrations used.

It thus follows that the observed shifts of the centrald
components can be used to calculate the quadrupole cou
constant. The values of (e2qQ/h) (d) thus found are listed in
Table I. The lattice constants of the mixed crystals used
the calculation were derived from x-ray diffraction measu
ments. These lattice constants satisfy Vegard’s law17 which
establishes a linear dependence of many parameters of m
crystals on concentration. In a similar way, the angular
pendence of thea satellites, whose positions were primari
determined by the first-order quadrupole shift, was used
calculate the values of (e2qQ/h) (a), which are likewise
given in Table I. We readily see that the quadrupole co
stants for both aluminum positions vary monotonically w
dysprosium concentration. Note that the quadrupole cons
for the d position of Al varies stronger than predicted b
Vegard’s law. At the same time for thea position this varia-
tion is noticeably weaker.

While paramagnetic coupling practically does not affe
the positions of visibled components and ofa satellites, it
influences considerably the shape of the centrala component
corresponding to the 1/2↔21/2 transitions. Note that the
central a component is a set of individual spin packe
which are related not only to the number of paramagne
Dy31 ions surrounding Al nuclei, but, as follows from Eq
~2!, to actual dysprosium ion positions. This permits one
derive from an analysis of the line shape of the centraa
component information on the mutual arrangement of Y31

and Dy31 ions on the rare-earth garnet sublattice and, hen
on the presence or absence of partial substitutional ord18

As an illustration, Fig. 3 presents spin packets originat

FIG. 3. Spin packets contributing to the centrala component of27Al NMR
spectrum, which correspond to one Dy31 ion in the closest environment o
aluminum ions in a positions. B0i@110#. External field inductionB0

50.593 T. The lattice parameters correspond tox50.15.
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from one Dy31 ion occupying six different sites in the octa
hedral environment of aluminum for a crystal orientati
where the external field is parallel to the@110# crystallo-
graphic direction. We analyzed the shape of the centraa
component in the same orientation for all the mixed garn
studied, because in this geometry thed and the othera com-
ponents are located at maximum distances from the centra
component. The intensity of individual spin packets was c
culated using Eq.~4! for a completely disordered solid solu
tion. The line shapes calculated with Eq.~4! were found to
be in an excellent agreement with experiment for

FIG. 4. Theoretical~dashed! and experimental~solid line, ten accumula-
tions! derivatives of the27Al NMR central component corresponding toa
aluminum positions withB0i@110#. ~a! x51.00 and~b! x50.15. External
field inductionB050.593 T.
ts

l
l-

l

samples. For illustration, Fig. 4 presents the calculated
experimental line shapes for the centrala component for a
mixed garnet withx51.00 and 0.15. These results permit
conclusion that mixed yttrium-dysprosium-aluminum garn
are disordered solid solutions in contrast, for instance,
mixed yttrium-lutetium-aluminum garnets3,6. It should be
pointed out that this conclusion is in accord with the stud
of mixed yttrium-dysprosium-aluminum garnets made3,4 by
the heat pulse technique. The assumption of the absenc
ordering in our yttrium-dysprosium-aluminum garnets is
accord also with the monotonic variation of the quadrup
coupling constants with dysprosium concentration~see Table
I!. At the same time in mixed yttrium-lutetium-aluminum
garnets one observed6 a sharp minimum in (e2qQ/h) (d) at
a concentrationx50.75, where structural ordering wa
found3,6 to occur in these solid solutions.
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Spectral migration and decay characteristics of triplet excitations in glassy
benzophenone

V. I. Mel’nik
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Spectral and kinetic properties of triplet excitons in thin films of glassy benzophenone were
studied at temperatures between 4.2 and 220 K. The influence of the film thickness on the lifetime
and nature of their phosphorescence decay was observed and discussed. It was shown that
studies of spectral diffusion in thin glassy films of benzophenone must take into account the
dependence of the emission lifetime on the recording wavelength and the influence of the
excitation intensity on the phosphorescence decay process, among other factors. The hypothesis
is put forward that the characteristics of the temperature transformations of the spectra
~displacements, changes in band half-widths! are related to phase transitions and relaxation
processes in the glassy benzophenone. ©1998 American Institute of Physics.
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One of the characteristic properties of disordered c
densed systems is the inhomogeneous broadening of
spectral bands, which generally obey a Gaussian distribu
At fairly low temperatures, whenkT is considerably smalle
than the inhomogeneous broadenings, energy relaxation of
the photoexcitation given by this distribution will take pla
until thermal activation counteracts the energy losses
dynamic equilibrium is established.

Various recently published studies have investiga
spectral diffusion and relaxation of triplet excitations
amorphous and glassy structures of organic molec
compounds,1–6 with the most interesting results being o
tained by Ba¨ssler and coworkers.1–3 Time-resolved spectro
scopic techniques at temperatures between 4.2 and 1
were used to make detailed studies of the spectral and kin
properties of thin amorphous films of various organic co
pounds~anthraquinone, benzophenone, phenanthrene!. Trip-
let energy transfer processes in these systems were desc
by Monte Carlo computer modeling as well as by analy
theory.7 An arbitrary volume possessing cubic symmet
consisting of 40340340 sites, was considered. It was a
sumed that the spread of energy states obeys a Gau
distribution and the probability of excitation jumps~transfer!
from a particular site to 124 nearest-neighbor sites was
culated.

The rate constant for transfer of triplet excitation fro
one site to another is caused by exchange interaction an
expressed in the form1

Wi j ;exp~22gr i j !exp@~« j2« i !/kT#, « j.« i ,

Wi j ;exp~22gr i j !, « i<« i ,

whereg is the overlap parameter of the wave functions,r i j is
the distance between two sites which have exchanged
ergy, and« i is the energy of thei th state.

An important characteristic in the analyses of rand
exciton motion in amorphous systems having energy dis
9601063-7834/98/40(6)/4/$15.00
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der at temperatures, whens/kT@1, is the asymmetry of the
‘‘down’’–‘‘up’’ transition probabilities. At low tempera-
tures, where thermally activated up jumps are inhibited,
ensemble of excitations distributed statistically within an
homogeneously broadened band with time will become c
centrated near the long-wavelength edge of the density
states curve. Predicted results include red shifts of the ti
resolved phosphorescence spectra, changes in the half-w
of the spectral bands, and a reduction in the lifetime of
triplet excitations. Since the number of lower-energy vac
levels to which a stray excitation may jump will decrea
with time, the efficiency of excitation transfer should al
decrease with time, which will slow the red shift. Some
these effects have been observed experimentally.1,8 It has
also been shown1,2 that the nonequilibrium transfer of triple
excitations is described by a time-dependent, ensem
averaged rate constant for energy transferW(t);(t/t0)a21,
where a215(s/kT)211 is the time-dependent dispersio
parameter. It has thus been demonstrated that triplet en
transfer processes in disordered condensed media exhibi
persion~time-dependent! behavior.

Despite the fundamental importance of these results,
the author’s view that the studies made in Refs. 1–3 dis
garded various important factors such as the influence of
thickness of thin films on the triplet energy transfer proce
and the dependence of the phosphorescence lifetime on
recording wavelength and the intensity of the exciting lig
In addition, the wider temperature range~4.2–220 K! in the
present study allowed observation of various spectral
kinetic characteristics of glassy benzophenone and yiel
the hypothesis that these are related to phase changes i
benzophenone. Thus, the present study considers the i
ence of these factors on the decay kinetics of triplet exc
tions in thin films of glassy benzophenone and we discus
possible mechanisms for the effects caused by them.

Figure 1 shows temperature dependences of the p
© 1998 American Institute of Physics
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phorescence lifetimet of glassy benzophenone films of di
ferent thickness. An analysis of the experimental results
dicates that as the films become thinner and the tempera
increases, which enhances the efficiency of triplet excita
migration in glassy benzophenone,9 the dimensions of the
samples have an appreciable influence. It was shown tha
the particular case where the film thickness and tempera
are such that the diffusive displacement lengthl of the triplet
excitons is of comparable order of magnitude to the fi
thickness (l 5ADt, where D and t are the temperature
dependent diffusion coefficient and triplet-excitation lif
time!, the lifetimet decreases abruptly as a result of ad
tional quenching at the surface of the samples. For
studies presented here, this effect became noticeable for
thickness of 1mm or less, at temperaturesT>50 K.

Figure 1 also gives the lifetimet as a function of the
wavelength used to record the decay~the measurements wer
made at the maximum of the 0–0 band and at its sh
wavelength edge at the point corresponding to the half-w
of this band —h/2). In particular, atT560 K for benzophe-
none films 3mm thick, the value oft at the band maximum
was 4600ms and at theh/2 point, it was 2500ms whereas
for the 0.5mm thick film, these values were 3700 and 230
ms, respectively. This substantial reduction int for the
shorter-wavelength radiation within the inhomogeneou
broadened phosphorescence band was caused by the sp

FIG. 1. Temperature dependence of the lifetime of triplet excitations
glassy benzophenone films:1, 18 — film thickness 3mm, measured at band
maximum,2, 28 — film thickness 0.5mm, measured ath/2 point.
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diffusion effect. In the shorter-wavelength range the ph
phorescence decays as a result of spontaneous decay an
result of a red shift~‘‘drift’’ ! of the emission spectrum awa
from the recording wavelength. Ultimately, the phosphor
cence lifetime observed at a particular wavelength is sh
ened.

Since the probability of theS1* T0 intercombination
transition in benzophenone is close to one, there is alwa
relatively high concentration of triplet excitations. Thus, t
spectral and luminescence properties of benzophenone
extremely sensitive to the intensity of the exciting light. No
that atT560 K for a 3mm thick film at an excitation power
of ;100 W ~LGI-21 laser, the excitation intensity was con
trolled using neutral and mesh filters!, exponential decay was
observed witht52500ms ~measured at theh/2 point!. At an
excitation power of;1000 W, the decay oft ~1600ms! dif-
fered from exponential as a consequence of nonlinear eff
caused by triplet–triplet annihilation.10

The phosphorescence spectra of glassy benzophe
~both steady-state and time-resolved!, at temperatures be
tween 4.2 and 220 K, comprise a series of broad, inhomo
neously broadened bands with a 1640 cm21 dominant vibra-
tional mode typical of the benzophenone molecule. When
temperature is increased to 100 K, the spectrum is shifted
370 cm21 in the long-wavelength direction. Interestingl
when the temperature is increased further to 220 K, the sp
trum is shifted back by the same amount, so that at 4.2
220 K the positions of the spectra on the energy scale are
same. At the same time, the position of the phosphoresce
spectra of naphthalene impurities in the benzophenone
mained constant over the entire temperature range studi

Figure 2 gives temperature dependences of the ste
state phosphorescence spectra of glassy benzophenon
the half-widths of their first short-wavelength bands. It
noticeable that an abrupt increase in the half-widths of
spectral bands and a change in the direction of the spe
shift are observed in the same temperature range. A un
‘‘phase transition’’ takes place in glassy benzophenone
this spectral range.

A graph of ln(s2s0) versus 1/T was plotted with a cor-
rection for the residual half-widths0 (s05392 cm21 at
T54.2 K! and the potential barrier (E50.60 kcal/mol! im-
peding the hindered molecular rotation and flip was de

n

os-
FIG. 2. Temperature dependences of the ph
phorescence spectra~1! of glassy benzophenone
and of the half-widths of their first short-
wavelength bands~2!.
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mined. The linear behavior of this dependence indicates
a thermal activation process takes place in this tempera
range, accompanied by an increase in the band width in
phosphorescence spectrum. In this case, it is difficult
specify precisely which degrees of freedom of the molecu
motion responsible for the relaxation and phase transitio
are ‘‘frozen out.’’

It was shown in Ref. 11 that molecular glasses exh
two universal types of relaxation caused by the presenc
two regions with a different ordering~loose and close-
packed!. According to one model,12 the structure of glass is
made up of two subsystems: groups~clusters! of close-
packed molecules interspersed by layers with a relativ
loose structure. Thus, it may be postulated that the phos
rescence spectrum of naphthalene impurity molecules
cated in regions of loose structure, where short-range ord
conserved over a wide range of temperature, should not
dergo appreciable shifts in this temperature range, as
observed experimentally. The temperature jump of the h
widths of the spectral bands is probably caused by relaxa
motion of the molecules associated with the ordering in
structure of an amorphous substance. In terms of the c
cepts of two-level systems,13 this ordering may be inter
preted as the transition of an amorphous system from
potential well to another.

Figure 3 shows phosphorescence spectra of polycry
line and glassy benzophenone obtained for various d
times after the exciting laser pulse. The position of the ph
phorescence spectrum of the polycrystal with the purely e
tronic transition frequencyn020524 053 cm21 did not de-
pend on the delay time and was the same as the spec
under cw excitation. The emission spectrum of the gla
benzophenone is shifted toward the red and for a delay t
of 5 ms this shift was 200 cm21. In general, the observe
magnitude and direction of the shift are the result of
interaction between two competing processes. On the
hand, energy transfer will lead to a red shift while the d
persion of the excited-state lifetime caused by its decreas
the long-wavelength range produces a blue shift. Thus, in
present case the dominant mechanism is that caused b
ergy transfer within the inhomogeneously broadened ban

FIG. 3. Phosphorescence spectra of polycrystalline~1! and glassy~2, 28!
benzophenone for delay times of 0.1ms ~1, 2! and 5 ms~28!.
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the phosphorescence spectrum of glassy benzophenone
Figure 4 gives results of measurements of the shift of

phosphorescence spectra of glassy benzophenone as a
tion of the delay timetd . Attention is drawn to two factors
As the temperature increases, the rate of displacement o
spectra on the energy scale increases sharply. This ca
attributed to the fact that the diffusion coefficient of tripl
excitons in glassy benzophenone increases exponent
with temperature.9 In addition, for each temperature a slow
ing of the long-wavelength shift is observed with increasi
td , which is consistent with similar experimental results o
tained for other materials.8

To conclude, the most important result in the autho
view is that the decay of triplet excitations in thin benzoph
none films depends on temperature, since this means
phenomena associated with the surface effect can be t
into account.

With regard to the possible phase changes taking p
in glassy benzophenone at various temperatures, it woul
interesting to establish a correlation between the spec
scopic and thermodynamic data~specific heat, entropy!, al-
though very little such data is available in the literature
benzophenone at present.

The author would like to thank K. I. Nelipovich for as
sistance with the experimental measurements.
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Multiple nuclear spin echo in thin polycrystalline ferromagnetic films
V. O. Golub, V. V. Kotov, and A. N. Pogorely 
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~Submitted November 17, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1056–1061~June 1998!

The formation of multiple nuclear spin echo signals has been studied in thin ferromagnetic
polycrystalline films of 3d-metals and their alloys with induced anisotropy at temperatures
between 2.2 and 300 K using two-pulse and three-pulse excitation. A method is proposed
for the experimental determination of the contributions made by different mechanisms to the
formation of spin-echo signals in magnets with strongly inhomogeneous Zeeman and
quadrupole interactions. It is shown that in ferromagnets with a high rf field gain at the nucleus,
the frequency modulation mechanism has a substantial influence in observations of nuclear
spin-echo signals at nuclei with a high magnetic moment, even at liquid-helium temperatures.
© 1998 American Institute of Physics.@S1063-7834~98!02106-6#
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Most experimental investigations of nuclear magne
resonance in magnets use pulsed techniques. The main
nals observed are the two-pulse and three-pulse~stimulated!
echo. In some cases however, auxiliary signals appea
addition to the main echo signals~see, for example, Refs
1–4! and this effect has been called multiple echo. Tow
the end of the seventies, various reasons were identified
the appearance of these multiple echo signals: analyses
made of the influence of indirect interaction of nuclear sp
via the electronic subsystem2,3,5 and of multiphoton cascad
transitions for nuclei with the spinI .1/2 ~Refs. 1 and 6–8!.

Since the inhomogeneityDv of the hyperfine fields a
the nuclei in real magnets is microscopic and this inhomo
neity considerably exceeds the Suhl–Nakamura broaden
the influence of the indirect interaction between the nucl
spins via the electronic subsystem depends strongly on
relation betweenDv and the dynamic frequency shift

vp5D
mz

m0
, ~1!

which characterizes the magnitude of this interaction,9 where
D is the dynamic frequency shift parameter,mz is the longi-
tudinal component of the nuclear magnetization, andm0 is
the equilibrium nuclear magnetization.

1! vp!Dv. The system of nuclear spins may be cons
ered to be a set of noninteracting oscillators and a for
approach may be used: the resulting spin-echo signal, b
amplified by the electronic subsystem, acts as an exci
pulse, which leads to the appearance of additional echo
nals ~echo-pulse mechanism2,3!. The relative amplitude and
number of these signals is proportional toD. This approach
can also be extended to the caseI .1/2 ~this situation is
analyzed in Ref. 10!.

2! vp.Dv. In this case, the motion of the nuclear spi
will be strongly correlated. The equation describing the m
tion of the nuclear magnetization becomes nonlinear wh
9641063-7834/98/40(6)/6/$15.00
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leads to the appearance of additional echo signals~frequency
modulation mechanism5!. The number and amplitude o
these echo signals depends onvp .

3! The casevp'Dv has been studied very little.
The multiple nuclear-spin-echo technique can prov

unique information on the crystal and magnetic structures
a substance. However, its use to investigate a wide rang
inhomogeneous magnets~including thin polycrystalline mag-
netic films! is severely impeded by the fact that power a
frequency dependences cannot be used because of the
stantial spread of the hyperfine fields and rf field gains at
nuclei. Thus, an investigation of the formation of multip
echo in inhomogeneous magnets remains a real problem

1. INVESTIGATED SAMPLES

The main samples investigated in this study were po
crystalline Fe, Co, FeCo, and Fe20Ni80 films with induced
magnetic anisotropy. These materials were selected for
following reasons: 1! the NMR signal is strong over the en
tire temperature range studied~between 2.2 and 300 K!; 2!
no phase transitions and related effects, which could imp
the interpretation of the results, occur in this temperat
range; 3! a large volume of reference literature is availab
on the magnetic and crystalline properties of these samp
4! multiphoton effects may be investigated for nuclei wi
I .1/2 (I 53/2 for Ni61, I 57/2 for Co59); 5! numerical cal-
culations can be made of various NMR parameters such
the rf field gainh at the nucleus and the dynamic frequenc
shift parameterD.

The main conclusions were checked in films of oth
magnets. Powders of these and other materials were
used in control experiments.

All the films studied here were fabricated by conden
tion of metal vapor on cold or heated mica substrates. Dur
deposition, a pressure of 1026 Torr was maintained in the
© 1998 American Institute of Physics
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TABLE I. Parameters of films used in this study.

mB me DT/2p MHz-K

Film Nucleus I
~Nuclear

magneton!
~Bohr

magneton!
nn,
%

v0/2p,
MHz

Hn,
kOe

HA,
Oe Theor. Exp.

dQ,
MHz

Fe Fe57 1/2 0.09 2.22 95 47 332 10 0.039 0.02 2

Fe20Ni80 Ni61 3/2 0.75 0.75 65 58 154 4 1.3 1 0.6
Co ~fcc! Co59 7/2 4.65 1.72 ;50 213 211 30 15 3.5~77 K! 0.4

12 ~300 K!
FeCo Co59 7/2 4.65 2.42 50 284 284 40 22 15 1
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chamber. The rate of deposition was regulated by varying
current of the electron beam gun and in most cases was
0.6 mm/s. In order to produce uniaxial anisotropy, a m
netic field of the order of 70 Oe was applied in the plane
the substrate. The parameters of some of the films used
presented in Table I. For the temperature measurement
resonator containing the sample was placed in a helium
ostat. In order to vary the coefficient of coupling betwe
the nuclear and electronic subsystems, a magnetic fiel
0–200 Oe generated by Helmholz coils was applied to
sample, parallel or perpendicular to the easy magnetiza
axis.

2. TWO-PULSE METHOD

It has been noted that the Zeeman and quadrupole in
actions in our samples are strongly inhomogeneous, wh
makes it almost impossible to study the characteristics of
formation of multiple spin echo signals from the NMR spe
tra. The appreciable inhomogeneity of the anisotropy fi
~and thush) also makes it very difficult to use the powe
characteristics. In this case, as we have already show11

good results are obtained by studying the dependences o
echo signal amplitude on the time intervalt between the
exciting pulses.11

It was shown in Ref. 11 that, at high temperatures
nuclei with the spinI .1/2, even echo signals~appearing at
times t52nt, 2n<2I , wheren is a natural number! decay
rapidly to zero with a time constant inversely proportional
the inhomogeneity of the quadrupole interactiondQ. The
values ofdQ for our films determined using these relatio
are given in Table I. It should be noted that for all th
samples, this time constant was almost independent of t
perature.

As the temperature decreases, the dependence of th
tensity of the even echo signalsE2n on t reveals a second
section where the decay time constant increases with
creasing temperature, as is observed for the usual ‘‘Ha
echo. The appearance of this second section cannot be
plained merely by considering multiphoton casca
transitions.11 The contribution of this section increases wi
decreasing temperature. At relatively high temperatu
when D is much smaller than the width of the spectrum
excited nuclei 2p/te ~where te is the duration of the first
echo!, the formation of even echo signals should eviden
be described by the ‘‘echo pulse’’ theory.2,3,10Then, accord-
ing to Ref. 3, under optimum conditions for excitation of t
e
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second echo signal~for t @1/dQ and neglecting relaxation
processes!, the ratio of the amplitudes of the first and seco
echo signals is

E2 /E15Dte . ~2!

Thus, E2 /E1 should increase as the echo pulse spectr
decreases (te increases!. Figure 1 givesE2 /E1 as a function
of te in Fe20Ni80 films with Ni61 nuclei at T577 K. The
experimental results are accurately described by Eq.~2!
within experimental error. Similar results were achieved
FeCo (Co59 nuclei! and Co (Co59) films in the fcc and hcp
phases~the ratio of the phases in the film was;50/50) at
T577 and 300 K and for Fe films~enriched in Fe57) at T
54.2 K ~control measurements for nuclei with spinI 51/2).

The experimentally determined values of the parame
D

D5
1

te

E2

E1
~3!

were compared with those calculated theoretically for r
film parameters. The calculations were made using the r
tion

D5v0h
mn~ I 11!

3me

\v0

kBT
nn , ~4!

where v0 is the NMR frequency,h5Hn /HA , mn is the
nuclear magnetic moment,me is the magnetic moment pe
atom,kB is the Boltzmann constant, andnn is the concentra-
tion of nuclei of a particular species in the sample. The
sults are given in Table I.

FIG. 1. Ratio of the amplitudes of the second and first echo signals ve
duration of the first echo in an Fe20Ni80 film at T577 K.
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It can be seen that, whereas good agreement betw
theory and experiment is observed for Fe20Ni80 films, for Fe
and FeCo films the agreement is slightly poorer, and for
films a substantial difference is observed between the res
of the measurements at different temperatures: wherea
room temperature, the experimentally determined value oD
is close to the theoretical one, atT577 K these differ sub-
stantially. This is because in cobalt films,h decreases with
decreasing temperature. Effects of this nature were descr
in Ref. 12 and were attributed to a magnetostrictive con
bution ~in our theoretical calculations this contribution w
neglected!. In our films the spin echo signal remained almo
constant at temperatures between 77 and 300 K and
began to increase with decreasing temperature at liq
nitrogen temperatures, as predicted by the theory. Thus
theoretical estimate given in Table I is not completely ac
rate: for T577 K the value ofh should be reduced by
factor of 4 which corresponds toDT/2p55 MHz•K ~this
agrees fairly well with the experiment!. A Permalloy film has
a nonmagnetostrictive composition and the usual Hahn e
signal increases in inverse proportion to the temperature,
h does not vary. In Fe and FeCo films the gain also va
slightly with temperature, although this variation is substa
tially less than that in Co films.

The temperature dependence of the gain is related to
film fabrication technology.12 We selected Co samples fo
which h depends negligibly on temperature and the para
eterD is close to the theoretical value.

The dependence ofE2 /E1 on h was also investigated
To reduceh, a static magnetic field was applied parallel
the easy magnetization axis and, to increaseh, the field was
applied perpendicular to the axis, as was done in studie
NMR and FMR frequency matching.13,14 The ratio of the
amplitudes of the second and first echo increased with
creasingh(D), as predicted by Eq.~2!. Similar results were
obtained for two-layer Co/FeNi films for Co59 nuclei in
which the interaction between the cobalt and Permalloy l
ers creates an effective anisotropy, whose magnitude
pends on the thickness of the layers and decreases a
ratio of the cobalt layer thickness to the Permalloy thickn
decreases.15

On the basis of this reasoning, it may be considered
the formation of even echo signals at relatively high te
peratures is described fairly accurately by the echo-pu
theory.2,3 For Fe and Fe20Ni80 films this is a good approxi-
mation down to the lowest temperatures reached in our
periments (;2.2 K!, which is completely consistent with th
theory since for these films we haveD!Dv. However, for
Co and FeCo films, the value ofD at liquid-helium tempera-
tures becomes comparable with the inhomogeneity of
Zeeman interaction~see Table I! so that some characteristic
may appear in the formation of echo signals.

Whereas at high temperature~low values of D), the
maximum number of additional echo signals is observed
der near-optimum conditions for the excitation of the fi
echo signal, forD;Dv the maximum number is observe
when the power of the exciting pulses is much lower th
that needed to obtain the maximum amplitude of the us
echo.
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Figure 2 gives the amplitudes of several additional ec
signalsEn as a function of the exciting pulse power in a
FeCo film atT52.2 K. The dependences of the amplitude
the echo signals~appearing at timest5nt) with small n
have two peaks~at high and low power! whereas for signals
with largen, only one peak is observed at low power. Asn
decreases, the relative magnitude of the peak increase
high powers.

To explain the reasons for this behavior, we shall ag
use the dependences of the echo-signal amplitude on the
interval between the exciting pulses. Figure 3 shows th
curves for low exciting pulse powers. The amplitude of
the echo signals initially increases with increasingt and then
decays as usual. As the power of the exciting pulses
creases, the ascending section has a ‘‘shelf,’’ followed b
gently sloping descending section: the curveEn(t) ap-
proaches exponential. The same behavior is observed
increasing temperature. Similar effects were observed in R
13 in studies of relaxation processes in the NMR and FM
frequency matching region for the usual echo signal in n
magnetostrictive FeNiCo films~according to our calcula-
tions, when an external magnetic fieldH52HA is applied
perpendicular to the easy magnetization axis of the film,
haveDT/2p'10 MHz•K!.

At low pulse powers the number of echo signals may
substantially in excess of 2I ~the number of echo signal
formed as a result of multiphoton cascade transitions in th
samples11!. For example, in FeCo films (2I 57) atT52.2 K,
more than twenty echo signals were observed, while in

FIG. 2. Amplitude of echo signals versus power of the exciting pulsesP for
the first ~1!, fourth ~2!, eighth ~3!, and seventeenth~4! echoes in an FeCo
film for the Co59 nuclei: T52.2 K, v0/2p5288 MHz.

FIG. 3. Amplitude of echo signals versus time interval between excit
pulses. The notation is the same as in Fig. 2;P5216 dB.
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films with a weak dependenceh(T) up to thirty signals were
observed~see also Ref. 4!. In this case, the amplitudes of th
echo signals depend monotonically onn. As the pulse power
increases, this dependence becomes nonmonotonic an
some cases~for nuclei with I .1/2 and moderate values o
D), the amplitudes of the even echo signals become sm
than those of the directly following odd signals~Fig. 4!.

We shall analyze these results. At low exciting pu
powers when the longitudinal component of the nucl
magnetizationmz varies little, the dynamic frequency shi
has a maximum„vp'D, see Eq.~1!…. Since the dynamic
frequency shift parameter in Co and FeCo films at liqu
helium temperatures is of the order of the width of the sp
trum of excited nuclei, a strong correlation should be o
served in the motion of the nuclear spins. This hypothesi
confirmed by the time and power dependences. Accordin
Ref. 5, at high values ofvp the amplitudes of the echo sig
nals should initially increase with increasingt and the num-
ber of these signals should increase with increasingD ~the
system becomes increasingly nonlinear!. This is observed
experimentally. AsD increases, the power of the excitin
pulses needed to form echo signals decreases, which is
fully consistent with Ref. 5. By increasing the exciting pul
power, we can increase the deviation of the nuclear mag
tization from the equilibrium position, thereby reducingvp

FIG. 4. Oscilloscope trace of echo signals in a cobalt film~fcc phase! for
Co59 nuclei at low~a! and high~b! exciting pulse powers;1 and2 — first
and second exciting pulses, respectively;T52.2 K, v0/2p5212 MHz,
single trigger.
in

ler
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~Ref. 9!. This reduces the influence of the frequency mod
lation mechanism.5 Meanwhile, echo signals appear as a
sult of multiphoton cascade transitions, which by acting
refocusing pulses, lead to the formation of additional ec
signals, and so on. This explains the appearance of a se
peak on the power dependence~Fig. 2!.

Thus, over a wide range of temperature, several mec
nisms are involved in the formation of multiple nuclear sp
echo signals, which gives rise to complex time and pow
dependences. It should be noted that similar effects may
be observed in bulk samples as a result of the high rf-fi
gain at the nucleus in domain walls. Such experiments w
carried out as part of the present study but, since they are
difficult to interpret because it is impossible to estimate
real h distribution in the samples and to make numeric
calculations of the main parameters, the results are not g
here.

We shall now summarize some of the main results
tained in this section. It has been demonstrated experim
tally that different mechanisms influence the formation
multiple nuclear spin-echo signals in thin ferromagne
films. At high temperatures the main contribution to the
formation is made by multiphoton cascade transitions
nuclei with I .1/2. As the temperature decreases, the form
tion of echo signals by the refocusing action of the ec
pulses begins to play an important role. Finally at low te
peratures, the frequency modulation mechanism comes
play. It was shown that this mechanism must be taken i
account at liquid-helium temperatures when NMR expe
ments are carried out using nuclei with a large magne
moment in weakly anisotropic thin ferromagnetic films. Th
has hardly ever been done before.

3. THREE-PULSE EXCITATION. NONSTANDARD PULSE
CONFIGURATION

Particular attention will be paid in this section to th
formation of multiple nuclear spin echo signals in a no
standard time configuration of exciting pulses witht12

@t23, wheret12 andt23 are the time intervals between th
first and second, and between the second and third exc
pulses, respectively. Of particular interest are the echo
nals formed directly ahead of the stimulated echo which
pears at the timet5t12 after the third exciting pulse. As we
showed in Ref. 16, these signals are formed as a resu
multiphoton transitions with a reduction in the eigenvalu
of the nuclear spin operatorI z . In addition, various charac
teristic features are observed in the formation of these e
signals.

The formation of multiple echo signals directly ahead
the stimulated echo cannot be attributed to any combinat
of radio pulses and echo signals, i.e., the echo pulse me
nism cannot be responsible for their formation. For the sa
reason, these additional echo signals cannot be obtaine
nuclei with spinI 51/2. If the nuclear spin isI .1/2, these
signals may appear, as was shown in Ref. 16. In princi
these echo signals, acting as refocusing pulses, may in
ence the formation of the following echo signals. However
is easy to show that, for signals appearing at timest5t12



o
-

u-

968 Phys. Solid State 40 (6), June 1998 Golub et al.
FIG. 5. Oscilloscope trace of echo signals in FeC
film for Co59 nuclei with a nonstandard time con
figuration of exciting pulses:1–3 — first, second,
and third exciting pulses, respectively, St — stim
lated echo, T52.2 K, v0/2p5288 MHz, single
trigger.
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2nt23, this influence is small~although noticeable!.
The formation of these signals cannot be explained us

the frequency modulation mechanism. This can be ea
demonstrated experimentally. Films of FeCo were cooled
T52.2 K. A static magnetic fieldH'HA was applied per-
pendicular to the easy magnetization axis to increase th
field gain at the nucleus~and thus, the dynamic frequenc
shift!. The number of echo signals directly preceding t
stimulated echo never exceeded 2I 57 (Co59 nucleus!
whereas up to fifteen echo signals were observed after
stimulated echo~Fig. 5!. Both the power and time depen
dences showed that the main mechanism for the formatio
all the echo signals, apart from those directly preceding
stimulated echo, was the frequency modulation mechanis5

However, as before, the echo signals formed directly ah
of the stimulated echo were only formed as a result of m
tiphoton transitions. Fort23@1/dQ the amplitude of the sig-
nals observed at timet5t1222nt23 was smaller than thos
observed at timest5t122(2n11)t23 ~gaps in the series!.
For all the other signals no gaps were observed in this c

Thus, this study is an experimental attempt to class
the contributions made by the various mechanisms for
excitation of nuclear spin echo in magnetics with stron
inhomogeneous Zeeman and quadrupole interactions acc
ing to the temperature, time, and power dependences o
echo signal amplitude under two-pulse and three-pulse e
tation ~including the nonstandard configuration of excitin
pulses proposed by us earlier16!. We reiterate some of the
main results.

The temperature-independent decay of the amplitud
even echo signals under two-pulse and three-pulse excita
is determined by the inhomogeneity of the quadrupole in
action. The appearance of residual echo signals when
g
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interval between the exciting pulses is much greater t
1/dQ is caused by the interaction of nuclear spins via
electronic subsystem. By using the echo-pulse formalism,
determined the dynamic frequency shift parameter fairly
curately in different samples~see the agreement between t
calculated and experimental data given in Table I!. The dis-
agreement between some of the calculated and experim
values can be attributed to the difficulty of making accur
calculations of the rf-field gain at the nucleus.

It has been shown experimentally for the first time th
in ferromagnetic substances with a high rf field gain at
nucleus, the formation of spin echo signals from nuclei w
a large magnetic moment is strongly influenced by freque
modulation, even at liquid-helium temperatures5 ~i.e., the dy-
namic frequency shift parameter becomes comparable to
NMR line width!. An exception are the multiple echo signa
observed directly preceding the stimulated echo using a n
standard time configuration of exciting pulses, whose form
tion is attributed to multiphoton transitions, even when t
frequency modulation mechanism makes the main contr
tion to the formation of the other echo signals.5
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Magnetic properties of solidified ferrocolloids
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Experimental and theoretical investigations are made of the magnetization of solidified dielectric
colloids prepared using single-domain magnetite particles with randomly oriented axes of
easy magnetization. A method is proposed to calculate the magnetization curves with allowance
for blocking of the magnetic moments of particles and magnetic-dipole interparticle
interactions. It is shown that magnetic colloids with an extremely low remanent magnetization~a
few tens of amps per meter! may be obtained. ©1998 American Institute of Physics.
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The magnetic properties of ensembles of single-dom
particles distributed in a solid matrix have been studied
perimentally and theoretically by many authors.1–5 The the-
oretical model used in Refs. 1 and 2 is based on dividing
the colloid particles into two groups~superparamagnetic an
‘‘magnetically hard’’ particles! depending on the Ne´el relax-
ation timetN . By fitting the particle size distribution param
eters and the effective anisotropy constant, the authors1,2 suc-
ceeded in obtaining a good description of the experime
magnetization curves for cobalt and magnetite colloids
low temperatures but the assumptions made were not j
fied. Here we present new results of an experimental inv
tigation of solidified magnetite colloids. The experimen
data were analyzed using the theoretical model from Ref
and 2 into which we introduced significant refinements a
corrections, mainly resulting from the need to allow for i
terparticle magnetic-dipole interactions and the magnetic
isotropy of superparamagnetic particles.

1. EXPERIMENTAL DETAILS AND MAGNETIZATION
CURVES

The samples were prepared using colloidal magne
obtained by a standard chemical deposition technique.
entire volume of the magnetite was divided into seve
parts, each being used to prepare a single sample. This
sured that all the samples had the same disperse compo
and only differed in terms of the magnetic phase concen
tion and the base~particle carrier!. The carriers were unde
cane~in this case, an ordinary magnetic liquid was obtaine!,
3-phenyl-methane~melting point 364 K!, and epoxy resin.
Oleic acid was used as the stabilizer. The undecane-b
magnetic liquid functioned as a standard against which
solidified ferrocolloids were compared to assess the role
the rotational degrees of freedom of the particles. All t
samples were solidified in the absence of any external m
netic field so that the easy magnetization axes were rando
oriented.

The magnetization curves of the samples were meas
with a permeameter at a frequency of 0.04 Hz in fields up
500 kA/m using a technique described in Ref. 6. The satu
9701063-7834/98/40(6)/5/$15.00
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tion magnetization was determined by a standard method
extrapolating the experimental curveM (1/H) to the ordinate.
Since the solidified colloid contains particles with
‘‘blocked’’ magnetic moment, they have a nonzero reman
magnetizationMr whose magnitude, however, is small com
pared with the saturation magnetization. This means that
remanent magnetization cannot be determined directly fr
the magnetization curve. Thus, this remanent magnetiza
was measured with a F191 microweber meter in additio
experiments. In this case, the measuring coil was placed
side a long solenoid oriented along the field lines of t
Earth’s magnetic field, which was compensated by the s
noid field. The particle size distribution was determined
means of a magnetogranulometric analysis of the magn
liquid.7 The mean diameter of the particle magnetic nucle
^x&58.1 mm and the relative width of the particle size d
tribution D50.37 were typical of magnetite colloids.

A total of thirteen samples of solidified colloids wer
investigated with saturation magnetizations between 15
99 kA/m and initial susceptibilities between 0.7 and 8
units. In all cases, the remanent magnetization of the collo
did not exceed 0.07% of the saturation magnetization.
way of example, Fig. 1 presents the magnetization curve
concentrated epoxy-resin-based ferrocolloid. The curve
pears to be hysteresis-free although this is only so beca
the selected scale of the image and the very low reman
magnetization which is simply not resolved in Fig. 1. T
finite width of the hysteresis loop only becomes clearly v
ible when the scale is enlarged several thousand-fold, a
the inset showing the initial section of the magnetizati
curve.

Figure 2 shows the relative difference between the
duced magnetizations of a magnetic liquid (I l) and a solidi-
fied ferrocolloid (I s) with saturation magnetizations of 6
and 61 kA/m, respectively. The reduced magnetization
taken to be that relative to the saturation magnetization. T
method of comparing the data has the obvious advanta
that curves for samples with different concentrations of
magnetic phase may be shown on the same scale and s
differences in the concentrations have little influence on
form of the curve. As was to be expected, the magnetiza
© 1998 American Institute of Physics
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FIG. 1. Magnetization curves of a
solidified ferrocolloid: circles — ex-
perimental values, curves — calcula
tions using Eqs.~2!–~7!.
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etic
of the solidified ferrocolloid is substantially lower than th
of the liquid and the largest difference~up to 50%! is ob-
served in weak fields. This difference may be explain
qualitatively by the blocking of the rotational degrees
freedom of the particles. In the magnetic liquid, a substan
contribution ~tens of percent! to the initial susceptibility is
made by large particles with a Brownian mechanism for
relaxation of magnetization, which involves rotational diff
sion of the particles in the viscous carrier liquid. As t
ferrocolloid solidifies, some of the particles~for which tN is
shorter than the measurement time! remain superparamag
netic and make the same contribution to the magnetizatio
before while the others are converted to a discharge
‘‘magnetically hard’’ particles and do not respond to a we
external field. As the field strength increases, this effect
minishes but the magnetic anisotropy begins to influence
behavior of the superparamagnetic particles. For this rea
the magnetization of the solidified ferrocolloid still remai
substantially lower than that of the liquid~other conditions
being equal! and the difference only decreases to a few p
cent in strong fields.

2. CALCULATION MODEL

We introduced the following modifications to the the
retical model described in Refs. 1 and 2.

1! The magnetization of superparamagnetic particles
calculated with allowance for the energy of anisotropy, as
Ref. 8. The low remanent magnetization and therefore
small deviation of the system from equilibrium justify th
use of equilibrium statistics~Gibbs distribution!.

2! Allowance was made for the fluctuations of the ma
netic moments of magnetically hard particles. The parti
magnetic moment is located in a deep potential well a
cannot overcome the potential barrier within the measu
ment time. Nevertheless, its orientation is not rigidly defin
it can undergo fluctuations near the minimum of the poten
energy.
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3! The effective-field approximation was used to allo
for magnetic-dipole interparticle interactions.

Since shape anisotropy predominates, the total magn
anisotropy of magnetite nanoparticles is usually assume
be uniaxial. In this case, the energy of a particle with t
volumeV, which depends on the orientation of the magne
moment, is given by9

U52KV~en!22m0MSVH~eh!, ~1!

wheree, n, h are unit vectors in the direction of the magne
moment, the axis of easy magnetization, and the exte
field H, respectively,K is the effective anisotropy constan
MS is the saturation magnetization of the particle mater
and m054p31027 H/m. In fields H,2K/m0MS5HA ,
whereHA is the effective anisotropy field, the magnetic m
ment has two orientationse1 and e2 corresponding to the
minima of the function~1! and the orientatione3, corre-
sponding to the saddle point separating these minima.

FIG. 2. Difference between the normalized magnetizations of a magn
liquid and a solidified ferrocolloid.
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shall denote byDU25U(e3)2U(e2) the energy barrier
which must be overcome by the magnetic moment for a p
ticle to be transferred from the metastable statee2 to the
energetically favorable positione1. If ( e1h).(e2h), the mag-
netic moment must overcome an even higher barrierDU1

5U(e3)2U(e1) for a return transition.
The magnetic reversal of a fixed single-domain parti

is characterized by a relaxation time which in the Ne´el
model10 is given bytN5t0exp$dU/kT%, wheret0 is a char-
acteristic time of the order of 1 ms~the Larmor precession
period of the magnetic moment!, k is the Boltzmann con-
stant, andT is the temperature. Equating the magnetizat
measurement timet to the Néel relaxation time, we obtain
the following approximate criterion to find the maximu
barrier height to be overcome by the particle magnetic m
ment:DU* /kT5 ln(t/t0).

For convenience in the following calculations, all th
colloid particles are divided into three groups according
the size of the magnetic nucleus.

1! Superparamagnetic particles — particles for wh
DU1,kT ln(t/t0) and the distribution of magnetic momen
over different orientations can be considered to be equ
rium. The conditionDU15kT ln(t/t0), solved for the par-
ticle size, determines the critical particle diameterd1 from
which the particle ceases to be superparamagnetic.

2! Magnetically hard particles in the lowest-energy st
e1, satisfying the conditionDU2,kT ln(t/t0),DU1. For
these particles the potential barrierDU2 is below the critical
value, the particles cannot be confined for long in the lo
minimum e2, and are transferred to the principal minimu
e1. They cannot be transferred back toe2 since the time taken
for this transition is greater than the measurement time.
conditionDU25kT ln(t/t0), solved for the particle size, de
termines the second critical diameterd2 from which the par-
ticle may be blocked in the metastable statee2.

3! Magnetically hard particles with maximum anisotrop
energies situated either in the principal (e1) or local (e2)
minima. The magnetic moments of these particles can
overcome the energy barrier separating positionse2 ande1 ,
in either direction. For these particles we haveDU2

.kT ln(t/t0).
The particle classification used means that the Gibbs

tribution can be applied separately to each group. In
case, the nonequilibrium of the system as a whole is o
observed in particle transitions between groups and pote
minima. Since the potential barriersDU1 and DU2 depend
on the external field, the fractions of particles in a particu
group are not constant and vary with the field strength. T
classification of the particles into groups is clearly arbitra
and the boundaries between the groups are blurred bec
of the indeterminacy of the magnetization measurement t
t and the approximate nature of the superparamagne
conditiontN,t. However, the blurring of the boundaries
small and the critical diameters are determined fairly relia
because of the logarithmically weak dependence of
height of the appropriate potential barriers ont. It can also
be shown that additional difficulties with calculations of t
magnetization should arise in weak fields whenDU1'DU2

and the second group cannot be accurately identified
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practice, no significant problems arise since, as the exte
field decreases, the number of particles in the second gr
and thus, their contribution to the magnetization of the s
tem, rapidly tend to zero. In this case, the presence or
sence of the second group does not influence the magne
tion. For this reason, the formal classification of the partic
into three groups was retained in weak fields but only so t
the calculation algorithm was not made more complex.

The contribution of superparamagnetic particles w
fixed-direction easy axes to the magnetization of a ferroc
loid may be expressed in the form6

M1~n, H!5
ckT

m0
E

0

d1
f ~x!

]

]H
ln Z~n, H!dx,

Z~n, H!5E exp$j~eh!1s~en!2%de, ~2!

wherec is the particle number density,Z is the configura-
tional partition function,s5KV/kT, j5m0m(x)H/kT is the
Langevin parameter,m(x)5Mspx3/6 is the particle mag-
netic moment,x is the diameter of a sphere the same size
the particle, andf (x) is the particle size distribution func
tion. A two-parameterG distribution which accurately ap
proximates the disperse composition of the magne
particles8 is then used asf (x)

f ~x!5
xs exp~2x/x0!

x0
s11G~s11!

, ~3!

wheres andx0 are the distribution parameters.
The contribution to the magnetizationM2 from the sec-

ond group of particles may be obtained as in the previ
case, except that the vicinity of the vectore1 is used as the
region of integration to calculate the partition function. The
mal fluctuations of the magnetic moments of particles in
principal potential minimum are then automatically tak
into account. The third group of particles can be either
statee1 or in statee2 but the populations of these states w
differ and will depend on the prehistory of the sample.
particular, as we move along the upper curve of the hys
esis loop, the relative fractions of particles in the groups
p151, p250. The magnetizationM3 of the third group is a
linear combination of the contributions of particles block
in these two states. We obtain the total magnetization of
system by summing the contributions of all the fractions a
averaging the result over the orientations of the easy a
assuming that these are distributed isotropically

M0~H!5
1

4pE ~M1~n, H!1M2~n, H!

1M3~n, H!!dn. ~4!

In weak fields, the magnetization depends linearly on
field strength so that the initial susceptibility]M /]H, ac-
cording to Eq.~4!, will be given by

x05
m0c

3kT E
0

d2
m2~x! f ~x!dx1

]M3

]H U
H50

. ~5!
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It is known that the equilibrium magnetization of ma
netic liquids is strongly influenced by magnetic dipole inte
particle interactions. In concentrated solutions allowance
these interactions doubles or trebles the init
susceptibility.7,8,11 Solidified magnetite colloids are onl
slightly nonequilibrium: in our experiments the contributio
to the magnetization of particles with blocked moments d
not exceed 1%~see, for example, Fig. 1!. Thus, theoretical
models developed for magnetic liquids which can quite s
isfactorily describe the effects associated with magne
dipole interactions, can naturally be applied to the
colloids.7,8,12 We subsequently use a modified median-fie
variant8 which is convenient for the calculations and gives
high accuracy. In this approximation, the magnetic-dip
interactions between particles distributed in a solid ma
are taken into account by replacing the field strength in
~4! by its effective value

He5H1M0/3, ~6!

whereM0 is the magnetization in the single-particle appro
mation determined from Eq.~4!. Formally speaking, expres
sion ~6! used by us for the effective field is merely an e
pansion of He as a power series of the concentrati
constrained to a linear dependence:M0 is strictly propor-
tional to the particle number density. In this respect, it diffe
qualitatively from the effective Weiss field for which th
correction to the external field is proportional to the mag
tization M and increases with concentration more rapid
than linearly. The application of the Weiss model to ma
netic liquids would inevitably result in spontaneous ‘‘ferr
magnetic’’ ordering of the magnetic moments of all the p
ticles. Although such predictions were made in vario
studies, known experimental data unambiguously indic
that this ordering does not occur in large~compared with the
particle size! volumes. In the effective-field approximatio
we have

M ~H!5
1

4p E ~M1~n, He!1M2~n, He!

1M3~n, He!!dn, ~7!

and in the weak-field limit (j→0)

x5x0~11x0/3!, ~8!

wherex0 is the susceptibility in the single-particle approx
mation calculated using Eq.~5!. It can be seen from Eq.~8!
that x0 may be considered to be a dimensionless param
which determines the degree of influence of magnetic-dip
interparticle interactions on the magnetization of ferroc
loids in a weak field. This influence is small forx0!1 and
doubles the magnetization forx053.

3. RESULTS OF CALCULATIONS AND COMPARISON WITH
EXPERIMENT

We calculated the magnetization of solidified ferroc
loids using Eqs.~2!–~7! for the particle size distribution pa
rameters determined in experiments using a magnetic liq
for t5100 s at room temperature 293 K. The other para
eters were varied to assess the role of different factors in
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formation of the magnetic properties of ferrocolloids. T
only fitting parameter was the effective anisotropy const
which was determined from the condition that the calcula
remanent magnetization agrees with that measured ex
mentally. Since the disperse composition of the particles
the samples was the same, the spread of magnetic aniso
constants was small. The value ofK was varied between
14.3 and 16.6 kJ/m3. The existence of magnetic anisotrop
and the loss of rotational degrees of freedom by superp
magnetic particles reduces their contribution to the magn
zation of the solid colloid compared with Langevin theor
The relative decrease in magnetization is around 10–1
and reaches a maximum in fields of approximately the sa
order of magnitude as the anisotropy field.

Allowance for the thermal fluctuations of blocked ma
netic moments yields corrections of around 1–2%, which c
be neglected without appreciable detriment. This implies t
the directions of the blocked magnetic moments can be
curately assumed to be the same as the directions co
sponding to the potential energy minima. The role of t
blocking itself ~i.e., the departure of the system from equ
librium! is already significant. In weak fields the correspon
ing reduction in magnetization is 10–40%. In moderate fie
the blocking effect and the influence of anisotropy on t
behavior of superparamagnetic particles are added and g
total reduction in the magnetization of a solidified ferroco
loid compared with the liquid, shown in Fig. 2.

The influence of interparticle interactions on the magn
tization of a ferrocolloid (M`583 kA/m! is shown in Fig. 3,
whereM0 is the magnetization in the single-particle appro
mation. This influence is measured quantitatively as the r
tive increase in magnetization when interparticle interactio
are ‘‘switched on.’’ Since in real experiments the interpa
ticle interactions cannot be ‘‘switched off,’’ the magnetiz
tion M0 was calculated from the concentration of the ma
netic phase in the sample as a quantity strictly proportio
to this concentration. The coefficient of proportionalit

FIG. 3. Influence of magnetic-dipole interparticle interactions on the m
netization of a solidified ferrocolloid. Solid curve — calculations using E
~2!–~7!, circles — experimental values.
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which depends on the field strength, was determined fr
the results of measurements for a weakly concentrated
loid, i.e., for the weakest influence of interparticle intera
tions on the magnetization. It may be assumed that the
culated results agree satisfactorily with the experimental d
and indicate that the effective field model~6! can be applied
to solidified ferrocolloids. It can be seen that in weak fie
and concentrated colloids the influence of these interpar
interactions approximately doubles the magnetization.
though this effect is slightly weaker in solidified colloid
compared with magnetic liquids, it is still fairly strong an
clearly cannot be disregarded.

One of the consequences of interparticle interactions
nonlinear dependence of the susceptibility on the concen
tion of the magnetic phase. Since the single-particle sus
tibility x0 is proportional to the particle number density,
the selected theoretical model the concentration depend
of the initial susceptibility should be described by a parab
~8!. A comparison between Eq.~8! and the experimental dat
for different samples revealed good agreement, provided
the coefficient of proportionality between the volume fra
tion of the magnetic phase and the single-particle susce
bility x0 is determined using data for the ferrocolloid havi
the lowest concentration.

In summation, we have made experimental and theo
ical investigations of dielectric ferrocolloids with single
domain magnetite particles distributed in a solid matr
These systems typically exhibit randomly oriented axes
easy magnetization and a broad particle-size distribu
with an average magnetic-nucleus diameter of 7–9 nm. P
ticular attention was focused on the various factors stron
influencing the properties of the system. A theoretical mo
was proposed to describe the properties of a system
single-domain particles with allowance for these factors a
a comparison was made with the experimental data.

It was found that interparticle magnetic-dipole intera
tions have the strongest influence on the magnetization o
system. These interactions approximately double the in
susceptibility and their influence on the superparamagn
particle fraction may be described quite accurately usin
m
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modified effective-field model with simultaneous renorm
ization of the effective-anisotropy constant. Magnetic anis
ropy of the coarsely dispersed particle fraction is observe
weak fields as a result of the blocking of magnetic mome
in the local potential minimum. This blocking leads to ve
slight hysteresis and reduces the magnetization by sev
tens of percent compared with the equilibrium value. T
remanent magnetization of concentrated ferrocolloids i
few tens of amperes per meter and is three orders of ma
tude lower than that in strong fields. Magnetic anisotropy
the finely dispersed fraction is observed in moderate fie
comparable with the anisotropy field and reduces the mag
tization by approximately 10–20% compared with t
Langevin value. The thermal fluctuations of the block
magnetic moments negligibly influence the magnetization
the system.
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Suppression of the domain structure in uniaxial ferromagnetic films with a
superconducting coating

Yu. I. Bespyatykh, V. Vasilevski * , É. G. Lokk, and V. D. Kharitonov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 141120 Fryazino,
Moscow Province, Russia
~Submitted December 23, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1068–1074~June 1998!

Specific models of domain walls are used to investigate conditions for the single-domain state
and quasi-single-domain states in structures with magnetic materials having a quality
factor higher than one. It is shown that the critical thickness of the magnetic film in a tangentially
magnetized system decreases monotonically as the magnetizing field increases from zero to
the transition from the collinear to the homogeneous angular phase and then increases
monotonically with increasing external field. In a thin isolated magnetic film, the size of the
domains increases exponentially with decreasing thickness. This dependence is logarithmic near
the transition to the single-domain state for a film coated on two sides and obeys a power
law for a film coated on one side. The establishment of a single-domain state and characteristic
features in the asymptotic behavior of the domain structure in magnetic films with and
without coatings can be attributed to differences in the asymptotic behavior of the field of a
single domain wall. ©1998 American Institute of Physics.@S1063-7834~98!02306-5#
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1. It is known that ferrites in weak static magnetic fiel
are in an inhomogeneous magnetic state.1 Exceptions to this
are small particles and quasi-one-dimensional samples~so-
called ‘‘whiskers’’! which are single-domain for any homo
geneous external magnetic field.2 The existence of a domai
structure in a magnetic substance is frequently a harm
factor. For example, the existence of domains leads to n
accompanying magnetic reversal and causes increased d
ing of spin waves as a result of their scattering by dom
walls. The suppression of domains in fairly large magne
samples can be used to improve a row of devices which
ferrites.

The present paper analyzes the conditions for the es
lishment of a single-domain state in uniaxial ferromagne
films coated either on one or on two sides with a type
superconductor, assuming that the coupling between
magnetic subsystem and the conduction electrons of the
perconductor is electromagnetic.

2. We shall examine the conditions for the suppress
of magnetic domains in two types of layered systems: a! a
symmetric system and b! an asymmetric system. The sym
metric system is a thin uniaxial ferromagnetic film coated
two sides with a thick superconducting layer and the asy
metric system is a thin ferromagnetic film on a thick sup
conducting substrate. We shall subsequently consider
tems with superconductors characterized by a la
Ginzburg–Landau parameteŗ5l/j@1 (l is the London
depth of penetration of the magnetic field andj is the corre-
lation radius!. We shall also assume that the Abrikosov vo
tices in the superconductor are securely anchored at pin
centers and their displacements make a small contributio
the magnetic susceptibility. The magnetic film posses
magnetic anisotropy of the ‘‘easy axis’’ type with the co
stantb54pQ.0, whereQ is the quality factor of the ma
9751063-7834/98/40(6)/7/$15.00
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terial. The anisotropy axisna is perpendicular to the devel
oped surface of the film. The system is located in a tangen
external magnetic fieldHe , whereHe!Hc2 (Hc2 is the up-
per critical field for the superconductor!. The geometry of
the symmetric and asymmetric systems is shown in Figs
and 1b, respectively.

The ground state of the system in a given external m
netic fieldHe corresponds to the minimum of the Gibbs p
tential G

G5E
Vf

dvH 2HeM2
1

2
HDM22pQMy

21
a

2
~¹M !2J ,

~1!

where M is the magnetization,HD is the dipole magnetic
field, a is the inhomogeneous exchange constant of the
romagnetic, and integration is performed over the volume
the magnetic filmVf . Expression~1! has the same form a
the Gibbs potential of an insulated uniaxial ferromagne
film, although the dipole field in Eq.~1! also includes the
field generated by the magnetic moments of the ferrom
netic and the field of the screening Meissner currents in
superconductor.

The magnetic fieldH in the superconductor is describe
by the London equation

H1l2 curl curl H50, ~2!

and the scalar potentialC of the dipole fieldHD5H2He

5gradC is described by the Laplace equation in vacuum

¹2C50, ~3!

and by the Poisson equation in the ferromagnetic film

¹2C524p div M . ~4!
© 1998 American Institute of Physics
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976 Phys. Solid State 40 (6), June 1998 Bespyatykh et al.
Equations~2!–~4! together with the conditions for continuit
of the tangential components of the magnetic fieldH and the
normal component of the magnetic inductionB5H14pM
at the interfaces between the media can be used to calc
the magnetic field and the induction in the system if t
distribution of the magnetization in the ferromagnetic film
known.

Since the system is homogeneous along the coordin
x andz, it is convenient to convert to the Fourier transform
of the magnetizationM and the fieldH using the relations

M ~r !5E dk

4p2
Mk~y!eikr , Mk~y!5E drM ~r !e2 ikr .

~5!

We also introduce the dimensionless quantitiesg
5@4pM0

2(a/4p)3/2#21G, m5M /M0, mx5sinu cosf, my

5cosu, mz5sinu sinf, h5He /(4pM0), h5h'ny1hi ,
(hiny)50, hD5HD /(4pM0), c5(4p/a)1/2(4pM0)21C,
and we normalize all the spatial scales to (a/4p)1/2 ~we keep
their notation as before, so that this should not give rise
any confusion!.

The Fourier transform of the normalized potentialck in
the magnetic for the symmetric~a! and asymmetric~b! sys-
tems is

ck5A sinh ky1B coshky

1
1

2 E
2L/2

1L/2

dy8F i
k

k
mk82mk

y8 sgn~y2y8!Ge2kuy2y8u,

~6a!

FIG. 1. Ferromagnetic film with superconducting coating on two sides~a!
and on one side~b!.
ate

es

o

A5
~t2k!

2~t coshkL/21k sinh kL/2!
e2kL/2

3E
2L/2

1L/2

dy8S i
k

k
mk8 sinh ky82mk

y8 coshky8D ,

B5
~t2k!

2~t sinh kL/21k coshkL/2!
e2kL/2

3E
2L/2

1L/2

dy8S i
k

k
mk8 coshky82mk

y8 sinh ky8D ,

ck5
1

2 E
2L/2

1L/2

dy8H F i
k

k
mk82mk

y8 sgn~y2y8!Ge2kuy2y8u

1
~t2k!

t1k S i
k

k
mk82mk

y8De2k~y1y8!J , ~6b!

where mk[mk(y), mk8[mk(y8), t25k21l22. If in Eq.
~6a! the normal component of the magnetizationmy(y) is
symmetric and the tangential componentsmx,z(y) are anti-
symmetric functions ofy, thenB50, otherwiseA50. Using
the expressions for the potential of the dipole field~6!, we
find the Gibbs potential of system~1!. We shall not give this
expression here because for an asymmetric system this
given previously in Ref. 3 and for a symmetric system, it
cumbersome.

3. The ground state of insulated thin single-domain f
romagnetic films depends strongly on the quality factorQ.
For magnetic materials with a quality factorQ.1 in weak
external fields no single-domain state is established. Fro
certain thickness, the equilibrium period of the domain str
ture increases monotonically as the thickness of the magn
film decreases.4 An analysis of the single-domain state
systems containing these materials presents considerable
ficulties since an essentially nonlinear problem must
solved for the range of magnetizing fields in which doma
walls are formed. On the other hand, for isolated magn
with a quality factorQ,1, there is a critical thickness from
which the domain structure becomes energetically unfav
able and the ground state of the film will be homogeneou5

In this case, the conditions for the single-domain state
isolated films as well as films with a superconducting coat
can be investigated comparatively easily since this invol
analyzing the spectrum of small excitations in the system6,7

Here we analyze a magnet with the quality factorQ.1.
As the thickness of a ferromagnet with the quality fac

Q.1 decreases to the critical value, the period of the
main structure becomes infinite but the thickness and st
ture of the domain walls vary negligibly. Thus, the conditio
for the existence of the single-domain state is the same as
condition that the total domain-wall energy is zero. An a
curate solution of these problems involves cumbersome
merical calculations and thus models of domain walls a
domain structures are generally used in conjunction w
variational methods.

We shall first analyze some characteristics of the dom
structure of uniaxial ferromagnetic films near the thickne
Lc for the transition to the single-domain state. Since in t
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case, the period of the domains is large, we shall call
state of the film quasi-single-domain. Here we merely g
the results for a stripe structure: the main qualitative beh
ior is also conserved for grids of bubble domains.

We shall assume that the magnetization is uniform
each domain and over the thickness of the magnetic film.
shall also assume that the domain walls are parallel to thy
axis, the magnetization is distributed symmetrically relat
to the origin, the azimuthal angle for the direction of ma
netization isf[p/2, and the dependence of the polar an
u5u(x) within the half-period of the domain structure
<x<D/2 is described by the piecewise-linear function

u~x!55
u1 for x<D1/2,

~u22u1!x/D1u1

1~u12u2!D1/2D for D1/2<x<D1/21D,

u2 for x>D1/21D.
~7!

HereD6 andu6 are the dimensions of the domains and th
polar angles, respectively, andD is the width of the domain
wall. We shall subsequently assume thatu6 are the same a
the polar angles for the directions of magnetization in u
form angular phases, and we shall determine these using
equation

h' sin u62hi cosu61
Q̃

2
sin 2u650, Q̃5Q21.

~8!

The values ofD, D1, andD are independent parameters
the model and their values are obtained from the condi
for a minimum Gibbs potential. Then, the volume-averag
local contributions to the Gibbs energy subtracting the
ergy of the uniform angular phase withu5 ũ2, have the
form

gZ5@hi~sin u22sin u1!1h'~cosu22cosu1!#Y

1FhiS sin u21
cosu22cosu1

u22u1 D
1h'S cosu22

sin u22sin u1

u22u1 D GZ,

ga5
Q̃

4 F ~cos 2u22cos 2u1!Y

1S cos 2u22
sin 2u22sin 2u1

2~u22u1!
D ZG ,

gex5
~u22u1!2

2p2

k2

Z
, ~9!

where k52p/D, Y5D1/D, Z52D/D, gZ is the Zeeman
energy,gex is the exchange energy, andga is the anisotropy
energy. The local component of the dipole energy is includ
in the anisotropy energy~9! by replacing the quality factorQ
with Q̃. The nonlocal component of the dipole energy for t
symmetric~a! and asymmetric~b! systems is given by
is
e
v-

n
e

e
-
e

r

-
the

n
d
-

d

gD52
1

4 (
n51

` F12
2tn sinh knL/2

knL~kn sinh knL/21tn coshknL/2!GAn
2 ,

~10a!

gD52
1

4 (
n51

` H 12
1

knL F12e2knL

1
~tn2kn!

2~tn1kn!
~12e2knL!2G J An

2 , ~10b!

wherekn5kn, tn
25kn

21l22, An are the coefficients in the
Fourier series expansion of the function cosu(x)

cosu~x!5A01 (
n51

`

An cosknx,

A05H cosu22~cosu22cosu1!Y

2S cosu22
sin u22sin u1

u22u1 D ZJ ,

An5
2

pn@12p2n2Z2/~u22u1!2#
H F2cosu2 sin pnZ

1
pnZ

~u22u1!
~sin u2 cospnZ2sin u1!GcospnY

1Fcosu12cosu2cospnZ

2
pnZ

~u22u1!
sin u2 sin pnZGsin pnYJ . ~11!

We shall now compare the quasi-single-domain states
uniaxial ferromagnetic films with and without a superco
ducting coating, for a tangential external magnetic field n
exceeding that for a transition from the collinear to the h
mogeneous angular phase. For an isolated magnetic film
strong magnetic anisotropy (D!L) ~we subsequently take
strong or weak anisotropy to mean the effective anisotro
which includes the influence of the magnetizing field! where
kL!1, we have

gD>
cos2u1

p2
kLF ln~kL!2

3

2
2 ln 22

~kL!2

72 G1o~k4L4!,

D2>
~p22u1!

2 H Q̃

4
cos 2u11hiFsin u12

cosu1

~p22u1!
G J 21

,

k>
1

L
expF2

p~p22u1!2

DL cos2 u1 G . ~12!

From this it can be seen that as the thickness of the magn
film decreases, the size of the domains increases expo
tially while the width of the domain walls remains almost th
same.
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Under the same conditions for a film coated on two sid
with an ideal superconductor (l50), the dipole energy is
transformed to give

gD52
8kL cos2 u1

p4 (
n51

`
1

~2n21!3
tanh

p2~2n21!

2kL
.

~13!

Using Eq.~13!, we can determine the critical thicknessLc

and the relation betweenk and L for films of near-critical
thickness

Lc>
p~p22u1!2

ID cos2 u1
,

L2Lc

Lc
>

16p2

7z~3!

1

~kL!
expS 2

p2

kLc
D , ~14!

where

I 5E
0

` dx

x2 S 12
tanhx

x D>0.82.

It can be seen from Eq.~14! that the dependence of th
reciprocal period of the domain structurek on the film thick-
nessL near the transition to the single-domain state is lo
rithmic. If the London depth for the superconducting ma
rial is large (l@L), we have

gD>
kL

p2
cos2u1~ ln l 1C23/2!, l 5L/2l, ~15!

and the dependenceLc(l) is expressed in the parametr
form

H Lc>2
p~p22u1!2

D cos2 u1~ ln t1C23/2!
,

l5Lc/2t,

~16!

whereC is the Euler constant. In this case, the value ok
depends logarithmically onL2Lc . This dependence is
consequence of the exponential decay of the magnetic in
tion and the tangential component of the domain-wall m
netic field with increasing distance from this wall as a res
of the magnetic charge field being screened by currents
the surface of the superconducting coating. The scree
radius increases monotonically from a value of the order oL
for an ideal superconductor to a value of the order ofl for a
superconductor withl@L.

For a magnetic film with an ideal superconducting co
ing on one side (l50), we have

gD>22
cos2 u1

p2
kLF ln 22

~kL!2

12 G1o~k4L4!, ~17!

so that

Lc>
p~p22u1!2

2 ln 2

1

D cos2 u1
,

~kLc!
2>4 ln 2

~L2Lc!

Lc
. ~18!
s

-
-

c-
-

lt
ar

ng

-

For l@L expressions~15!–~16! are valid if 3/2 is replaced
by 2. The domain-wall width in Eqs.~14!, ~16!, and~18! is
described by formula~12!.

For magnetic films with a superconducting coating, t
principal term in the expansion of the dipole energy in po
ers of the small parameterkL is proportional tokL and the
derivative of the dipole energy with respect tok exhibits no
divergence forkL→0. The differences in the expressions f
the dipole energy and in the dependencesk(L) are attributed
to differences in the asymptotic behavior of the inducti
and the domain-wall field at large distances from it. For
insulated magnetic film the field of a domain wall centered
the pointx50 for x→` is given by

hD
x >2

2

p
cosu1

y

x2
, bD

y 5hD
y 1my>

2

p
cosu1

1

x
.

~19!

The induction componentbD
y decays slowly with increasing

x which leads to the appearance of lnkL in the expression for
the dipole energy~12!.

For a film coated on one side we have

hD
x >2

8

p l
cosu1

1

x2
,

bD
y >

8

p l
cosu1

~11 l !~12 ly !

x3
, ~20!

so thatbD
y decays rapidly with increasingx and the deriva-

tive of the dipole energy with respect tok exhibits no diver-
gence forkL→0. For a film coated on two sides, it has be
noted that these value decay exponentially with increas
distance from the domain wall.

Using the expressions for the Gibbs energy~9! and~10!,
we also analyzed the quasi-single-domain states and the
cal thickness of uniaxial ferromagnetic films with a supe
conducting coating in an external magnetic field directed
an angle to the plane of the film. Without giving all th
calculated results, we note that as the normal componen
the external fieldHe

yny increases, the region of absolute st
bility of the angular phase with the magnetization compon
M yHe

y.0 increases.
4. Quite clearly, the specific type of domain structure

not important for determining the critical thickness, and th
thickness may be obtained from the condition that the to
energies of an insulated domain wall and the homogene
angular phase are the same.

We shall calculate the critical thickness of a uniax
ferromagnet with the quality factorQ.1 in a tangential ex-
ternal magnetic fieldHe , assuming the following distribution
of magnetization in the domain wall:

my5cosu0 tanh~x/D!,

mz5@12cos2 u0 tanh2~x/D!#1/2, ~21!

where D is the width of the domain wall andu0

5arcsinh/Q̃. As above, we shall use normalized variabl
and we shall also introduce the notationn5kL/2, r
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5pD/L, «5tL/2, g̃5G/(4M0
2L2). Then, per unit length of

the domain wall, we have the Zeeman energy

g̃z5Q̃r sin u0@~2u02p!cosu022 sin u0 ln sin u0#,
~22!

the anisotropy energy, including the local component of
dipole energy

g̃a5Q̃r cos2 u0 , ~23!

the exchange energy

g̃ex5
p2

rL2S 12
sin2 u0

cosu0
arctan cosu0D , ~24!

and the energy of the dipole field in the symmetric

g̃D52r2cos2 u0

3E
0

` dn

sinh2~rn!
F12

« sinh n

n~« coshn1n sinh n!G ,

~25a!

and asymmetric systems

g̃D52r2 cos2 u0 E
0

` dn

sinh2~rn!
H 12

1

2n
~12e22n!

3S 11
~«2n!

2~«1n!
~12e22n! D J . ~25b!

Analytic expressions for the critical thicknessLc can
only be obtained for systems with an ideal supercondu
(l50) and strongr!1 or weak r@1 anisotropy of the
film, and also for systems for which the depth of penetrat
of the field in the superconductor is largel@L,D.

For a symmetric system with an ideal superconduct
coating and strong anisotropyr!1, we have

g̃D>2
7z~3!

p2
cos2 u0>20.853 cos2 u0 , ~26!

Lc>
2p2

7z~3!cos2 u0

ARSQ̃, ~27!

rc>AS/~RQ̃Lc
2!, ~28!

where

R5sin u0@~2u02p!cosu022 sin u0 ln sin u0#

1cos2 u0 , ~29!

S5p2S 12
sin2 u0

cosu0
arctan cosu0D . ~30!

Note that Eqs.~26!–~28! are valid for weak external field
although, as the external field increases and the point of t
sition from the collinear to the homogeneous angular ph
is approached, the domain wall becomes broader and
approximationr!1 ceases to hold.

For weak anisotropyr@1 we obtain
e

r

n

g

n-
e

he

g̃D>2
a

r
1

b

3r3
, a>

p2

18
cos2 u0 , b>

p4

75
cos2 u0 ,

~31!

Lc
2>S/a, rc

4>b/~3RQ̃!. ~32!

It can be seen from Eqs.~29!–~32! that the critical thickness
decreases monotonically with increasing external field fr
Lc

2>18 for h50 to Lc
2>15/p2 for h5Q̃. It can also be seen

from expressions~27! and~32! that the critical thickness de
creases with increasing magnetizing field~in the range of
validity of these expressions! and its maximum correspond
to zero field. This behavior is caused by a reduction in
effective magnetic anisotropy in theyz plane and a decreas
in the domain scattering field as the point of transition fro
the homogeneous angular to the collinear phase is
proached.

For an asymmetric system with an ideal superconduc
substrate (l50) and strong magnetic anisotropyr!1 we
have

g̃D>22 ln 2 cos2 u0 , ~33!

Lc>
1

ln 2 cosu0
2
ARSQ̃, ~34!

rc>AS/~RQ̃Lc
2!, ~35!

and for weak anisotropyr@1

g̃D>2
a

r
1

b

2r2
, a>

p2

9
cos2 u0 ,

b>
3z~3!

2
cos2 u0 , ~36!

Lc
2>S/a, rc

3>b/~4RQ̃!. ~37!

In the opposite case, where the depth of penetration
the field in the superconductor is largel@L,D, for a sym-
metric system with strong anisotropyr!1, we have

g̃D>cos2 u0@ ln~L/l!1C23/2#, ~38!

andLc(l) andrc(l) are functions of the parametert, which
varies in the range 0,t!1

H Lc>rc
21~S/RQ̃!1/2,

rc>cos2 u0~2 ln t13/22C!~2RQ̃!21,

l5Lc /~2t !.

~39!

If the anisotropy is weakr@1, then

g̃D>2@ ln~l/rL !11#cos2 u0 ~40!

and the critical parameters are

rc>@cos2 u0 /~4RQ̃!# ln~4l2RQ̃/S!,

L>~rc
2RQ̃/S!21/2. ~41!

For an asymmetric system with strongr!1 and weak
anisotropyr@1, rL/l!1, the dipole energy and the critica
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valuesLc and rc are described by formulas~38!, ~39!, and
~40!, ~41!, respectively, ifl is replaced bylAe.

The domain-wall model~21! can be used to make fairl
accurate calculations of the critical thickness for a magn
film with strong anisotropy in weak fields. However, th
model cannot be used for fields close to the transition fr
the angular to the collinear phaseh5Q̃ since the distribution
of the magnetization over the thickness of the magnetic
comes highly nonuniform. Calculations of the critical thic
ness for weak anisotropy 0,Q̃!1 are qualitative.

If the tangential external field is larger than the field f
the transition from the collinear to the angular phaseh.Q̃,
an isolated domain wall does not exist and the critical thi
ness, as for films withQ̃,0, may be calculated from a lin
earized system of equations.7 By analyzing the spectrum o
weak perturbations in the system~the discriminants of the
systems of linear equations~5! and~15! from Ref. 7!, we can
easily find the critical film thickness for the casel@1, L
!1. For typical type II superconductors and ferrites we fi
l;1024 cm, a/4p;10210– 10211 cm2, so that this case is
of the greatest interest. The dependenceLc(h) for a symmet-
ric system is given by

H Lc~k!>4~k21l22!3/2/~k212l22!,

h~k!>Q̃1k4/~k212l22!,
~42!

where k is a parameter equal to the wave number of
critical mode. The equivalent dependence for an asymme
system is written as follows:

H Lc~k!>2t~k1t!/~2t2k!,

h~k!>Q̃1k3~2t2k!.
~43!

It follows from Eqs.~42! and ~43! that the critical thickness
and the wave number of the critical mode increase monot
cally with increasing external field. The minimum critic
thicknessLc* corresponding to the external fieldh5Q̃ agrees
with that obtained in Ref. 7.

Equations~22!–~25! were used for a numerical analys
of the critical parameters. Figures 2 and 3 give the criti
thicknessLc of magnetic film coated on one and two sides

FIG. 2. Critical thicknessLc versus London depthl for h50 and the

quality factorQ̃57. 1 — coating on two sides, and2 — on one side.
ic

e-

-

e
ic

i-

l
s

a function of the London depthl andQ̃. It can be seen from
Fig. 2 that for smalll the critical thicknessLc varies rapidly
with l, and for largel varies logarithmically as given by
expression~39!. An increase inLc with increasingQ̃ ~Fig. 3!
is caused by an increase in the scattering field and
domain-wall energy. Figure 4 gives the critical thicknessLc

as a function of the magnetizing fieldh. Over a wide range
of fields, the critical thicknessLc is almost constant but i
decreases rapidly as the field tends toward that for the t
sition from the angular to the collinear phase. This is cau
by an increase in the width of the domain wall and an as
ciated decrease in the scattering field. The minimum criti
thicknessLc* for the calculation parameters is very acc
rately described by formulas~42! and~43!. The discontinuity
of the curves forh5Q̃ occurred because for the range
fields h.Q̃ the results are accurate, whereas for the ra
h,Q̃ a highly flawed model was used.

An analysis of the results presented in this section s
gests that in these approximations the transition over th
ness from a homogeneous to a domain state in uniaxial
romagnetics with the quality factorQ.1 is a second-orde
phase transition for fieldsHe.Q̃ and a first-order phase tran

FIG. 3. Critical thicknessLc versus quality factorQ̃ for h50 andl50
~1, 2! and 35.5~3, 4!: 1, 3 — coating on two sides,2, 4 — coating on one
side.

FIG. 4. Critical thicknessLc versus tangential magnetizing fieldh for l

535.5 and values of the quality factorQ̃57 ~1, 2! and 1 ~3, 4!: 1, 3 —
coating on two sides,2, 4 — coating on one side.
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sition for He,Q̃. The line describing the loss of stability o
the inhomogeneous state forHe,Q̃ is the same as the first
order phase transition line~these lines may differ if more
complex domain structure models are used!. The line de-
scribing the loss of stability of the angular phase is n
shown in Fig. 4.

5. We shall assess the validity of these results for
case where the external field is zero and no pinning is
served in the superconducting material. Vortices occur in
superconductor when the tangential dipole fieldHD* at the
surface of the superconductor exceeds the lower critical fi
Hc1. However, the magnetic flux structure only varies su
stantially if the characteristic size of the regionL in which
vortices exist is considerably greater than the London p
etration depth of the field in the superconductorD@l and
the thickness of the magnetic filmL@L ~for L@D) or the
width of the domain wallL@D ~for D@L). For a symmetric
system these conditions are equivalent to the inequality

hc15Hc1 /~4pM0!!hD* 5uhD* @y5Lc/2,

x5max~l,Lc ,Dc!#u. ~44!

For l!Lc!Dc the field decreases rapidly with increasin
wall width hD* >hD* (y5Lc/2, x50)>(p/2rc), so that vorti-
ces cannot appear in the superconductor. Ifl!Dc!Lc , then
we havehD* >2(2/p)lnrc . Then vortices generally appear
the superconductor and the critical thickness may be subs
t

e
-
e

ld
-

n-

n-

tially less than that obtained here. Forl@Dc@Lc the field is
exponentially smallhD* >(8/p)rcexp(2p/rclc), so that no
vortex structure exists. The casel@Lc@Dc is of little inter-
est since the critical thicknessLc for largel is small and the
inequalityLc@Dc is rarely satisfied. Under conditions whe
inequality ~44! is satisfied, a stricter approach is required
describe the mixed state of a superconductor and this sh
form the subject of a special analysis.
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damental Research~Grant 96-02-17283a!.
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Results are presented of an investigation of the magnetic properties of dilute frustrated
ferrimagnetic spinels Li0.5Fe2.52xGaxO4 (x50.821.2), which characterize the main parameters
of the ferrimagnetic state and provide evidence of local violation of collinear spin ordering
and frustrations. In particular, measurements were made of the concentration dependences of the
magnetic momentn0(x) and the Curie pointTc(x), the magnetization isothermssT(H) at
T54.2 K andH<10 kOe, and also the low- and high-field magnetization polythermssH(T). It
was established that forx>0.8 in fields exceeding the technical saturation fieldHs;2 kOe,
the temperature dependences of the high-field magnetizationsH(T) between 4.2 and 230 K cannot
be described by the BlochT3/2 law whereas this law is satisfied for undiluted Li spinel (x
50). Over the entire temperature range~4.2–230 K! the experimental curvessH(T) may be
approximated bysH(T)5s0(12AT3/22BT5/2) for x50.8–1.0 andsH(T)5s0@1
2CT3/2exp(m(H2H0)/kBT)# for x51.1, 1.2, wheremH0;15 K is the internal field produced by
competition between exchange interactions and frustrations. ©1998 American Institute
of Physics.@S1063-7834~98!02406-X#
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Here we report results of investigating the magne
properties of dilute two-sublattice ferrimagnetic spine
Li0.5Fe2.52xGaxO4 (x50.8–1.2! with only one species o
magnetic ions — Fe31. Particular attention is paid to ident
fying the temperature dependences of the high-field mag
tization sH , i.e., the magnetization in fields greater than t
technical saturation fieldH.Hs and in particular, to the pos
sibility of describing these dependences by the BlochT3/2

law, which is satisfied for collinear ferromagnets and fer
magnets up to temperatures;0.8Tc ~Refs. 1 and 2!.

For these concentrations of nonmagnetic Ga31 ions,
Li–Ga spinels are weakly frustrated Heisenberg ferrim
nets. Forx50.8, 0.9 the ferrimagnetic state exists over t
entire temperature range betweenT54.2 K and Tc ~Curie
point! while the rangex51.0–1.2 corresponds to the ree
trant region of thex–T diagram.3 In zero or weak magnetic
fields two transitions take place successively with decrea
temperature: paramagnetic to ferrimagnetic at the Curie p
Tc and ferrimagnetic to ferrimagnetic spin glass at the fre
ing pointTf,Tc . Forx51.0–1.2 the values ofTf are 10–12
K ~Ref. 4!.

The influence of competition between exchange inter
tions and frustrations on the spectrum of magnetic pertu
tions was initially examined mainly in the context of diso
dered spin glass states.5 Although the situation has recentl
changed and increasing interest has been shown direct
studying various models of frustrated magnetics,6,7 the most
promising systems for experimental investigations are th
in which a change in the concentration of components
accompanied by a transition to the spin glass state.
9821063-7834/98/40(6)/4/$15.00
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1. SAMPLES AND MEASUREMENT METHOD

Polycrystalline samples of Li0.5Fe2.52xGaxO4 (x50.8
21.2) spinels were synthesized by a solid-phase reaction
in Ref. 3. The single-phase state was checked by x-ray
fraction.

In order to avoid any confusion, it should be noted th
unlike Ref. 4, we used samples withx50.9, which do not
exhibit any transition to the ferrimagnetic spin-glass state

The magnetic properties were investigated using me
ods and apparatus similar to those used in Refs. 3 and 4.
low-field magnetization polytherms in the temperatu
ranges 4.2–200 K, 77–300 K and 300–950 K were m
sured by an induction technique using three ballistic mag
tometers with sensitivities of 1023, 1022 and 1022 G•cm3

•g21, respectively. ThesT(H) isotherms in fields up to 10
kOe and also the high-field magnetization polythermssH(T)
were measured in the range 4.2<T<230 K using a ballistic
magnetometer. For the measurements ofsH(T) the tempera-
ture step was 3–5 K. The temperature was measured us
TSU-2 carbon resistance thermometer.

2. EXPERIMENTAL RESULTS AND DISCUSSION

1… Influence of diamagnetic dilution on magnetic properties.

The influence of diamagnetic dilution on the macr
scopic parameters of the ferrimagnetic state is illustrated
Fig. 1, which gives the concentration dependences of
Curie pointTc(x) and the magnetic moment atT54.2 K —
n0(x). The values ofTc were determined by two methods
by the Belov–Arrott method1 and by extrapolating to theT
axis the high-temperature sections of the curvessH(T) cor-
© 1998 American Institute of Physics
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responding to the maximum of the derivative (]s/]T) ~Fig.
2!. The values ofTc agreed within the experimental error o
both methods (62 K!.

Table I gives information on the cation distribution ca
culated using the values ofn0 ~Fig. 1!, as in Ref. 8. Results
of an investigation of the magnetizationsT(H), similar to
those plotted in Fig. 3 forT54.2 K, served as the basis fo
using this approximation. Forx50.821.1 saturation is
achieved atH5Hx;2 kOe. The low-temperature parapr
cess, which is an indication of spin ordering noncollinearit1

is only observed forM.Ms in samples withX51.2.
However, forx50.8, nonmagnetic Ga31 ions have al-

ready replaced 32 mol.% of the Fe31 ions and in weak fields
or H50, the macroscopically collinear ferrimagnetic stru
ture has local violations — spin canting near magnetic
cancies (Ga31) ~Refs. 3 and 9!. Qualitative confirmation of
the existence of regions of local noncollinearity may be p
vided by the results plotted in Fig. 2, which gives the lo
field magnetization polythermssH(T) obtained for different
sample prehistories: ZFC – precooling toT54.2 K in the
absence of a field, and FC — cooling withHÞ0. It can be
seen that in all cases, except forX50 ~nonsubstituted Li
spinel!, the profile of the polytherms is irreversible
sZFC(T,H)ÞsFC(T,H). The absence of this effect for L
spinel indicates that it is not related to the characteristics
the polycrystalline structure of the samples. In fields

FIG. 1. Concentration dependences of the Curie pointTc(x) and the mag-
netic momentn0(x) of Li 0.5Fe2.52xGaxO4 spinels.
elds
-
-

-

f
f

;1 Oe irreversible effects are observed at temperatures
tween approximately 4.2 and 100 K, whereas
H.100 Oe, they are only observed forx51.2 at low tem-
peratures. On the whole, the irreversibility effects observ
over the entire range of concentrationsx50.8–1.2 ~taking
into account their dependence onx, T, and H) are quite
consistent with the model for the formation of ferrimagne
spin-glass states,9 which assumes that regions of local no
collinearity are formed at the preceding stage of concen
tion (T50) or temperature (T.Tf).

Since the existence of frustrations is associated with
gions of local noncollinearity, the presence (x>1.0) or ab-
sence (x 5 0.8, 0.9! of low-temperature ferrimagnetic spin
glass states and also the behavior in weak and strong fi

FIG. 2. Low-field magnetization polythermssH(T) of dilute
Li0.5Fe2.52xGaxO4 (x50.0, 0.9, 1.1, and 1.2! spinels;H550 Oe.
l

TABLE I. Cation distribution in a system of dilute Li0.5Fe2.52xGaxO4 spinels (x50.8–1.2!, the coefficientsA in the Bloch magnetization law~1!, Aa andB
in the Dyson expansion~2!, the coefficientC, and the gapD ~3!. NA and NB are the numbers of magnetic ions (Fe31) in the tetrahedral and octahedra
sublattices.

x

0 0.8 0.9 1.0 1.1 1.2 Note

NA60.05 1 0.49 0.52 0.50 0.51 0.47
NB60.05 1.5 1.21 1.08 1.00 0.89 0.83
ALT•105, K23/2 10.060.7 10.060.7 18.161.2 17.461.4
AHT•105, K23/2 7.060.7 7.060.7 10.061.2 9.561.4 15.5061.4 ~1!
A•105, K23/2 1.460.10 8.0060.11 8.0060.11 13.0060.32 13.0060.30 15.0060.13 ~1!
^^x2&& 0.202 0.198 0.293 0.396 0.197
A2•105, K23/2 11.0360.36 11.760.43 19.7660.71 17.8461.12 17.660.66 ~2!
B•107, K25/2 1.5860.20 1.6960.24 4.1860.41 2.7160.63 1.1560.31
^^x2&& 0.071 0.072 0.060 0.154 0.141
C•105, K23/2 8.0060.75 8.0060.64 12.0062.00 12.0060.46 14.0060.12 ~3!
D, K 29.4627.3 216.2629.6 25.80612.02 215.2060.13 214.8061.23
^^x2&& 0.178 0.176 0.259 0.378 0.168
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~Figs. 2 and 3! can be used to classify the samples in
groups having roughly the same level of frustrations. In
cending order, this classification will be: 1! x50.8, 0.9; 2!
x51.0, 1.1; 3! x51.2.

2… Temperature dependences of the high-field magnetization.

Figure 4 gives the experimental curvessH(T) measured
at H55 kOe. Also plotted for comparison is the curve f
nonsubstituted Li spinel (x50).

In Fig. 5 the experimental resultssH(T) are plotted us-
ing the coordinatessH(T3/2). These results clearly show tha
for x50.8–1.0 the dependencessH(T3/2) are accurately ap
proximated by two linear sections which blend smoothly in
each other. The change in profile is observed atT;100 K,
i.e., in that region of temperature where, according to
results of the low-field studies, effects associated with p
turbed exchange begin to appear:x8(T) decreases~Ref. 4!
and the profile of the polytherms becomes irreversible~see
Part 1 of this section!. When T→0 K for samples withx

FIG. 3. Magnetization isothermssT(H) of Li–Ga-spinels withx50.0 and
0.8 – 1.2 atT54.2 K.

FIG. 4. High-field magnetization polytherms in the fieldH.Hs

(H55 kOe! for Li 0.5Fe2.52xGaxO4 spinels (x50.0, 0.8–1.2!. Solid curves
— calculated using Eq.~2! (x50.821.0) and Eq.~4! (x51.1, 1.2!.
-

e
r-

51.1 and 1.2, for which the curvessH(T) have a plateau~at
T,30 K! or a slightly broadened peak~at T,50 K!, respec-
tively, the T3/2 law is clearly not satisfied. However, a
higher temperatures, as can be seen from Fig. 5, two lin
sections with different slopes can also be identified forx
51.1 (T.30 K! whereas forx51.2, there is only one linea
section, nearT.50 K.

The slope of the curvessH(T3/2) is determined by the
coefficientA in the Bloch law

ss~T!5ss0~12AT3/2!, ~1!

wheress0 and ss(T) are the spontaneous magnetization
T50 andT.0 K. In our case,ss andss0 were taken to be
the values ofsH(T) at H55 kOe andss0, obtained by ex-
trapolating the curvessH(T3/2) to 0 K, respectively.

Table I gives the values of the coefficientsA from Eq.
~1! determined from the low- (T,100 K! and high-
temperature (T.100 K! sections of the curvessH(T3/2)
(ALT andAHT , respectively!. For comparison this coefficien
is also given for nonsubstituted Li spinel and also for t
case where Eq.~1! with A5const is used over the entir
temperature range. These data show that the samples c
classified into the same groups as before~see Part 1 of this
section!.

The concentration dependences of the coefficientsALT

andAHT considered separately are quite regular.10 A change
in A with temperature, i.e.,ALTÞAHT , would be justified,
for instance, in the presence of a phase transition. Howe
in the appropriate temperature range we did not observe
typical characteristics of the low-field dynamic susceptib
ity, whereas forT5Tc and T5Tf the curvesx8(T) have
characteristic peaks.4,11 The characteristic behavior o
sH(T3/2) for these samples also cannot be explained in te
of the temperature dependence ofD as a result of spin wave
interaction with two-level systems,12 since this mechanism
presupposes thatD(T) has a plateau or peak in the rang
Tc,T,Tf and thatD decreases appreciably forT→Tf .
This behavior is clearly not consistent with the experimen
results. Thus, there are no convincing physical reasons
the approximation of the experimental curvessH(T) by two
linear sectionssH(T3/2). Thus, after using a mathematic
treatment of the experimental curvessH(T), we examined

FIG. 5. Polytherms from Fig. 4 plotted ass versusT3/2.
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the possibility of describing these using the same functio
dependences over the entire temperature range.

3… Choice of approximating functions.

Assuming that the spin-wave approximation is satisfi
for the curvessH(T), we used the Dyson expansion13

ss~T!5ss0~12A 2T3/22BT5/2!, ~2!

and also various approximations to allow for a gap in
spin-wave spectrum.14 The functional approximations to
which we paid particular attention were initially selected ta
ing into account the values of the correlation coefficientR
and also the physical nature of the calculation paramet
especially the gapD. Ultimately, for the analysis, we only
retained the Bloch law~1!, the Dyson expansion~2!, and
relation~3!, which assumes the gapD in the spin-wave spec
trum

ss~T!5s0@12CT3/2 exp~2D/kBT!#, ~3!

wherekB is the Boltzmann constant. Correlations coefficie
R.0.99 were obtained in all these cases. The ‘‘x2’’ criterion
was subsequently analyzed as the reliability criterion.
comparison of the data presented in Table I~taking into ac-
count thex2 criterion and thus the error in the determinati
of D) shows that preference should be given to the Dy
equation~2! for x50.8–1.0, wherex2 has a minimum and
the error in the determination ofD considerably exceeds thi
value. Forx51.1 and 1.2, the situation is more complex: t
values ofx2 corresponding to the approximating functio
~2! and ~3! are similar forx51.2 whereas, forx51.1, they
differ more than twofold. However, although the approxim
tion of the experimental curvessH(T) by the Dyson equa-
tion gives R50.99 and the lowest values ofx2, it clearly
does not ‘‘work’’ at low temperatures. At the same tim
these sections of the curvessH(T) up toT54.2 K are accu-
rately described by Eq.~3!. The curvessH(T) calculated
using Eq.~2! for x50.8 and using Eq.~3! for x51.1 and 1.2
are shown by the solid lines in Fig. 3. Thus, if the expe
mental curvessH(T) are to be described by a single fun
tional dependence over the entire temperature rangeT5
4.2–230 K!, Eq. ~3! would be preferable for samples wit
x51.1 and 1.2, bearing in mind the low-temperature beh
ior, and Eq.~2! would be preferable forx50.8–1.0.

Negative values were obtained for the gap parameteD,
similar to the values of the freezing pointsTf ~see above!.
This agrees with the results of Refs. 15–17 where a ga
the type D5m(H2H0) was considered in the excitatio
spectrum. Since in our experimentsH55 kOe,m55mB for
Fe31 and mH;0.3 K, the gap is almost completely dete
mined by the internal field, i.e.,D52mH0. This type of gap
is formed because disordering of the spins and frustratio
conducive to the appearance of excitations in the magn
subsystem, whereas the magnetic field suppresses the17

Note that this type of gap was obtained independently of
calculated results14 using experimental data obtained b
studying the specific heat in strong magnetic fields for re
trant and spin-glass samples of~Eu–Sr!S ~Refs. 15 and 16!.
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Thus, the present results are broadly consistent with av
able data obtained for other frustrated systems.15–19

In summation, the results of an investigation of the ma
netic properties of dilute Li0.5Fe2.52xGaxO4 (x50.821.2)
spinels have shown that this range of concentrations of n
magnetic Ga31 ions can be subdivided into regions havin
different degrees of saturation of the frustration. This fac
not only determines the type of low-temperature states
zero magnetic field~ferrimagnet or ferrimagnetic spin glass!
but also determines the temperature behavior of the h
field magnetizationsH(T) in fields exceeding the technica
saturation field of the ferrimagnet.

It has been established that the curvessH(T) for these
frustrated ferrimagnets at temperatures between 4.2
230 K do not obey the BlochT3/2 law which is satisfied in
the absence of frustrations~nonsubstituted Li spinel!. If the
collinear ferrimagnetic ordering is restored by application
an external fieldH.Hs , the curvessH(T) may be described
using the Dyson approximation, Eq.~2!, which includes the
terms T3/2 and T5/2. In this case the role of theT5/2 term
increases with increasing temperature. If local violations
the collinear ferrimagnetic structure and frustrations are c
served in the fieldH.Hs , the curvessH(T) may also be
described using the spin-wave approximation but with a g
D5m(H2H0) in the excitation spectrum.
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An analysis is made of the two-dimensional Heisenberg model withS51/2, anisotropic
exchange interaction between nearest neighbors, and alternating exchange in two directions,@100#
and @010# ~corresponding to condensation of the (p,p) mode! and in one direction@100#
~corresponding to condensation of the (p, 0) mode!. The quantum Monte Carlo method is used
to calculate the thermodynamic characteristics and the spin correlation functions which are
used as the basis to determine the boundary of stability of an anisotropic antiferromagnetic with
respect to alternation of exchanged5(12Jx,y/Jz)0.4 in the (p,p) model andd5(1
2Jx,y/Jz)0.31 in the (p,0) model. In the (p,0) model a disordered quantum state exists in the
range (12Jx,y/Jz)0.31,d,~0.3–0.35!. The energy (E20.68)50.36d1.80(6) and
0.21d2.0(5), the energy gap between the ground and excited statesHc(d)51.96d2.(1), 1.8(1)
„d20.35(3)…0.67(2) were determined as a function of the alternation of exchange in the (p,p)- and
(p,0) models, respectively. ©1998 American Institute of Physics.@S1063-7834~98!02506-4#
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Dimerization of the lattice caused by electron–phon
interaction and leading to a spin–Peierls transition in o
dimensional systems has been analyzed in detail in
literature.1,2 Following the discovery of high-temperature s
perconductors, the Peierls instability was investigated us
the two-dimensional half-filled Hubbard model.3,4 In the
strong-attraction limit (U/t)@1 of the adiabatic approxima
tion, an exact diagonalization method5 was used to analyze
the alternating-exchange model which corresponds to
(p,p)- and (p,0) phonon modes. According to these calc
lations, dimerization takes place in the@100# direction.

The region of stability of antiferromagnetic orderin
with respect to exchange alternation was calculated by
merically solving a system of equations for the spin ope
tors in the Schwinger representation using a 40340 lattice6

in the inhomogeneous Hartree–Fock approximation.7,8 In all
cases, the long-range antiferromagnetic order disappear
a critical dimerization of the lattice, which corresponds to
50% change in volume, when the alternation is;0.5J. For
quasi-two-dimensional magnets CuGeO3 ~Ref. 9! and
Cs3Cr2Br9 ~Ref. 10!, in which a transition takes place to th
dimer state, these estimates are not realistic. Possibly
cause of these high estimates of exchange alternation, i
est in studies of two-dimensional alternating exchange m
els has declined.

Three problems are solved here. The first involves de
mining which phonon mode, (p,p) or (p,0), gives the larg-
est magnetic energy per alternated bond. The second
volves studying the stability of the antiferromagne
ordering relative to exchange alternation as a function of
volume anisotropy. The third involves identifying whether
disordered quantum state exists or whether the antiferrom
net is converted directly to the dimer state as the excha
9861063-7834/98/40(6)/5/$15.00
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alternation parameter increases. A quantum Monte C
method based on a trajectory algorithm is used to solve th
problems.11 The basic idea of the algorithm is to transfor
the quantum D-dimensional problem to a classica
D11-dimensional one by introducing ‘‘time’’ cutoffs in the
imaginary time space 0,t,1/T and implementing a Monte
Carlo procedure in the ‘‘imaginary time–coordinate’’ spac

MODEL AND GROUND STATE OF THE TWO-DIMENSIONAL
HEISENBERG MODEL WITH ALTERNATING EXCHANGE

We consider a two-dimensional lattice with the spi
S51/2 localized at lattice sites. Exchange alternation will
considered using two models. In the first case, alterna
takes place in one of the directions of the lattice~for ex-
ample,@100#! and according to the notation used in Ref. 5,
caused by condensation of the (p,0) phonon mode. In the
second case, alternation takes place in two directions an
caused by condensation of the (p,p) mode, i.e.,Jl ,l 115J0

1d, Jl 11,l 125J02d ~Fig. 1!. This exchange inhomogeneit
may be caused by distortion of the latticeJl ,l 11

c 2Jl 11,l 12
c

5l8(ul2ul 11), where u is the displacement of an atom
from the equilibrium position, or by anharmonicity of th
vibrations. The Hamiltonian in the (p,0) model has the form

H52
1

2 (
i , j 51

L

$Ji , j
z~010!Si

zSj
z1Ji , j

x,y~010!~Si
1Sj

21Si
2Sj

1!/2%

3
1

2 (
i , j 51

L

$„Ji , j
z~100!1~21! jdz

…Si
zSj

z1„Ji , j
x,y~100!

1~21! jdx,y
…~Si

1Sj
21Si

2Sj
1!/2%2(

i 51

N

hzSi
z ,
© 1998 American Institute of Physics
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and in the (p,p) model

H52
1

2 (
i , j 51

L

$„Ji , j
z 1~21! jdz

…Si
zSj

z1„Ji , j
x,y1~21! jdx,y

…

3~Si
1Sj

21Si
2Sj

1!/2%2(
i 51

N

hzSi
z ,

where Jz,x,y,0 is the anisotropic interaction,Jz.Jx,y,
D512Jx,y/Jz, dz(x) is the exchange alternation paramet
H5hz/J is the external magnetic field, andL is the linear
dimension of the lattice (N5L3L) ~Fig. 1a!.

The algorithm and Monte Carlo method were describ
in detail in Ref. 12. The Hamiltonian is divided into cluste
of four spins per square whose commutation is taken
account using the Trotter equation. Here periodic bound
conditions in the Trotter direction and along the lattice a
used in the Monte Carlo procedure. The linear dimension
the lattice isL540, 48, 64 andm516, 24, 32. The numbe
of Monte Carlo steps per spin varied between 3000
10 000. One Monte Carlo step is determined by the flip of
spins on aL3L34m lattice.

We shall determine the order parameter of the dim
from the four-spin correlation function̂S0

zS1
zSr

zSr 11
z & whose

dependence on distance is oscillatory and has a differe
between the minimum and the maximum of^S0

zS1
zSr

zSr 11
z &

2^S0
zS1

zSr 11
z Sr 12

z &. We calculate the pairwise spin–spin co
relation functions for the longitudinal and transverse com
nents of the spins, between which a relation must be satis
at distancer 51 to establish a singlet state.

We determine the region of stability of the antiferroma
netic and dimer states from the spin–spin correlation fu
tions, the dimerization parameter, and the correlation rad
calculated for three temperaturesT/J50.1, 0.15, and 0.2 as
function of the exchange alternation parameter for vari

FIG. 1. Distribution of bonds on the lattice in two models: (p,p) ~a! and
(p,0) ~b!, the arrows indicate a soliton~c!, and the line segments corre
sponds to spin pairs in the singlet state — dimers~d!.
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values of the exchange anisotropyD50, 0.01, 0.05, 0.1,
0.15, 0.2, 0.25, 0.3, 0.4, and 0.5. The critical exchange a
nation dc for which the long-range antiferromagnetic ord
disappears, is determined from the spin–spin correla
functions ^S0

zSr
z&→0 at the distancer 5L/2 calculated for

different lattice dimensions.
Figure 2 gives the spin correlation functions for thr

values of the exchange anisotropy parameterD50, 0.05,
0.25, calculated using the two models of exchange alte
tion. The exchange alternation corresponding to the poin
inflection of the dimerization parameterq(d) and the forma-
tion of a dimer state coincides with the critical valuedc for
which antiferromagnetic order is impaired in both the (p,p)
and (p,0) models for the exchange anisotropyD.0.02. For
the isotropic Heisenberg model, the dependenceq(d) is lin-
ear and passes through the origin for (p,p) dimerization
~Fig. 2b! and intercepts thed axis atdc'0.3 for (p,0) ~Fig.
2a!. The spin correlation functions between the near
neighbors along the longitudinal and transverse compon
of the spin do not vary significantly as the exchange alter
tion increases for (p,p) and (p,0) dimerization in the@100#
direction since an isotropic two-dimensional antiferromag
is in the singlet state.13,14 In an anisotropic antiferromagne
in the direction of exchange alternation the correlation fu
tion along the transverse components increases, which
indicates dimer formation, whereas in the@010# direction in
the (p,0) direction,^S0

1S1
2& decreases with increasingd.

The correlation radius in the dimer state diverges follo
ing a power law as the critical valuedc is approached~Figs.
2c and 2d!. For (p,p) dimerization the relationj51/(d
2dc)

b is satisfied, where the exponent decreases with
creasing exchange anisotropy. In the isotropic case, the
relation radius is well approximated byj51/d2.(15) in the
(p,p) model and byj54.(5)/„d20.33(3)…0.70(4) in the
(p,0) model with the critical valuedc50.33(3). Thecorre-
sponding interpolated dependences are given by the da
lines in Figs. 2c and 2d, and to within the calculation error
;10% do not depend on the lattice dimensions as show
the figure forL 5 48 and 64. The calculated dependenc
q(d), j(d), and ^S0

z,1S1
z,2&(d) indicate that alternation o

exchange in two directions in the two-dimensional Heise
berg model is accompanied by the formation of a dimer s
and an anisotropic antiferromagnetic is converted to
dimer state at a certain critical value of the exchange al
nation parameter. A correlation in terms of longitudinal sp
components exists between the dimers in a region of dim
sions;j2, shown in Fig. 1c. In the (p,0) model an ordered
dimer state is formed at the critical valuedc 5 0.3–0.35. The
energy of an isolated dimer isE/J53/2(11d). When two
dimers commute in the@010# direction, as shown in Fig. 1d
the energy is reduced byDE/J53d. If this energy is lower
than the triplet excitation energyDE/J51, then ford,dc

51/3 no ordered dimer state exists. In the (p,0) model the
correlation radius is anisotropic and has a maximum in
@100# direction.

The energy calculated by the Monte Carlo method
the two models, (p,p) and (p,0), and different exchange
anisotropies is accurately fitted by the power depende
„E2E(0)…5Ada, where the exponenta increases with in-
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FIG. 2. Correlation function at the dis
tancer 522 ~5, 6!, 30 ~1!, the dimerization
parameterq ~2–4, 7! for the exchange an-
isotropy D50 ~7!, 0.05 ~1–3, 5!, 0.25
~4, 6! on a lattice L564 ~1, 2, 7!, 48
~3, 5, 6!, and the correlation radiusj for
D50 ~1!, 0.05 ~2, 4!, 0.25 ~3! on 64364
~1, 2! and 48348 ~3, 4! lattices as a func-
tion of the exchange alternation in th
(p,0) ~a, c! and (p,p) ~b, d! models.
h
re

he
o

n

h
t

t

lt
s
c

er
th
a

is

l t
r-

g-
e

ters

s a
o

the
tial
the

er-
a-
is-

ype
n in
e

a-
be-
fore

re-
er
creasing exchange anisotropy. In the isotropic limit in t
(p,p) and (p,0) models, the interpolated dependences
spectively have the form (E20.68)50.36d1.80(6) and
0.21d2.0(5). For d'0.50(4) the energies calculated using t
two dimerization models and normalized to the number
alternated bonds are the same. Ford,0.50(4), the dimer
state energy normalized to the number of alternated bo
has a higher absolute value in the (p,p) model compared to
the (p,0) model, and ford.0.50(4) we find E(p,p)
,E(p,0). In a spin-Peierls transition, the increase in t
magnetic energy achieved by dimerization should exceed
energy loss in the elastic system 0.36d1.80(6)>Ku2/2 or l1.8

>1.4Ku0.2, wherel is the spin–phonon interaction constan
K is the modulus of elasticity,u5uui2uj u is the change in
the distance between nearest neighbors, i.e., as a resu
interaction between the elastic and magnetic subsystem
d,0.5J, dimerization of the magnetic structure takes pla
preferentially in two directions. For large spin–phonon int
action constants, dimers may be formed along one of
translation vectors of the lattice. Calculations made for sm
lattices5 indicate that (p,0) dimerization predominates. Th
may be caused by the finite dimensions of the 434 lattice.
For example, the linear dimension of the lattice is equa
the correlation radius ford50.7, and for this exchange alte
nation the Monte Carlo calculations give (p,0) dimerization.

The boundary of stability of long-range antiferroma
netic order is accurately approximated by the power dep
dence d5(12Jx,y/Jz)0.4 in the (p,p) model andd5(1
2Jx,y/Jz)0.31 in the (p,0) model. In the (p,0) model a dis-
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ordered quantum state exists in the range of parame
d,dc50.2720.33 andD<0.02.

2. DETERMINATION OF THE SEQUENCE OF DIMER
STATE–QUANTUM DISORDERED STATE–PARAMAGNETIC
TRANSITIONS

Calculations of the specific heat and susceptibility a
function of temperature reveal two critical regions and tw
characteristic transition temperatures:Tc1 and Tc2. Below
Tc1 the temperature dependence of the specific heat and
susceptibility is accurately approximated by an exponen
dependence which indicates that there is an energy gap in
excitation spectrum. In the rangeTc1,T,Tc2 the behavior
of C(T) obeys a power law. At low temperaturesT,Tc1 an
ordered dimer state is conserved in both models. The dim
ization parameterq, the correlation radius, and the correl
tion functions along the longitudinal spin components at d
tancer 51 depend fairly weakly on temperature forT,Tc1

~Fig. 3!. This is because the excitations are spinons~a con-
cept introduced by Anderson13!, i.e., the dimer breaks down
into two spins separated by a certain distance. This t
of excitation may be represented as a soliton, as show
Fig. 1c. At Tc1 soliton percolation occurs and in the rang
Tc1,T,Tc2 a soliton gas forms. With increasing temper
ture, the soliton density increases, the average distance
tween them decreases, and the correlation radius is there
reduced. NearTc2 the temperature dependence of the cor
lation radiusj(T) may change from exponential to a pow
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FIG. 3. Temperature dependences of the dimerization parameterq in the @100# direction, the correlation radiusj in the @010# direction for D50.05,
d50.65 ~1!, D50.0, d50.5 ~2, 3! for L564 ~1, 2!, 48 ~3! and the static magnetic structure factorSz(Q) for Q5p in the @010# ~1, 3!, and @100# ~1, 2!
direction forD50.05,d50.65 ~2, 3!, andD50.0, d50.35 ~1! in the dimer state for the (p,0) model.
e
im e is
dependence~Fig. 3!. The correlation function̂ S0
z,1S1

z,2&,
and the static magnetic structure factorSz(Q) at Q5p have
two points of inflection caused by a transition from the dim
state to a disordered quantum state having short range d
order and topological excitations~solitons! ~QD! and by a
r
er

quantum disorder–paramagnetic~QD–PM! transition. For
d50.3 in the (p,0) model,Sz(Q) has a single point of in-
flection atTc2 ~Fig. 3!.

The dependence of the DS–QD transition temperatur
accurately described by the power lawTc150.7(d
FIG. 4. MagnetizationM ~a!, correlation radiusj ~inset!, dimerization parameterq ~b!, and spin–spin correlation function atr 51 along the longitudinal (z)
~1, 2! and transverse (1,2) ~3! components of the spin̂S0

z,1S1
z,2& in the (p,0) model,D50.05,d50.65~1! and in the (p,p) model,D50.0,d50.45~2, 3!

~c! as a function of the external field. d — Phase diagram of the dimer state~DS!, the spin flip phase~SF! on the field–exchange alternation plane in the (p,p)
~1! and (p,0) ~2! models for isotropic exchangeD50.
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2dc)
0.50(4) in the (p,0) model, where the parameterdc

shows good agreement with the critical values of excha
alternation in the isotropic casedc50.33(2). For (p,p) al-
ternation of exchangeTc1(d)51.10(7)d2.0(7).

The energy gap between the ground and excited stat
determined from the dependence of the magnetization on
external magnetic field perpendicular to the lattice plane.
example, for the critical fieldHc the magnetization is
MÞ0, and the correlation radius and dimerization parame
decrease abruptly with increasing field in both models~Fig.
4!. The correlation functions for the transverse compone
vary negligibly. Here we can also identify a range of fiel
Hc,H,H* , in which an inhomogeneous magnetic state
ists which disappears whenj→0. The dependenceM (H) is
linear in this range of fields. In fieldsH.H* a classical spin
flip state is formed. Figure 4 gives the critical fields as
function of the exchange alternation for the two models
the isotropic case. In the (p,p) and (p,0) models these
dependences are power lawsHc51.96d2.(1) and Hc

51.8(1)„d20.35(3)…0.67(2), respectively. When exchang
alternates in two directions, the ratioHc /Tc1>1.78 does not
depend on the exchange alternation and in the (p,0) model a
dependence ond is observed which can be approximate
estimated asHc /Tc1;(d20.34)0.17. Thus, this is related to
the anisotropy of the correlation radius. Asd increases, the
magnetic quasi-one-dimensionality increases and the de
of states of the singlet and triplet excitations becomes re
tributed, which is observed as a temperature shift of
maximum specific heat and susceptibility. In the tw
dimensional Heisenberg model we findTCmax/Txmax'0.5,
and in the one-dimensional modelTCmax/Txmax'0.76. In the
ranged'0.5, where the dimer state energies in the two m
els are the same, the energy gaps are also the same.

Thus, asymptotic dependences on the exchange alte
tion of the energies (E20.68)50.36d1.80(6) and 0.21d2.0(5),
e

is
he
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and the energy gap between the ground and triplet st
Hc(d)51.96d2.(1) and 1.8(1)„d20.35(3)…0.67(2) were ob-
tained for exchange alternation along two translation vec
or along one of these. The boundaries of stability of an
isotropic antiferromagnet relative to exchange alternationd
5(12Jx,y/Jz)0.4 in the (p,p) model and d5(1
2Jx,y/Jz)0.31 in the (p,0) model were determined. The en
ergy per alternated bond has a higher absolute value in
(p,p) model compared to the (p,0) model for d,0.5.
When exchange alternates along one of the translation
tors, an anisotropic antiferromagnet with the anisotro
D,0.02 is transferred to the dimer state via a disorde
quantum state. This state exists at temperatures betwee
and PM.
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Unusual electromechanical effects in glycine
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Unusual piezoresponse signals have been observed in glycine aminoacid powder at a frequency
near 10 MHz, which exhibited a regular pattern in time determined by a periodic phase
variation in the elastic vibrations of individual powder particles. This phenomenon results from
the formation of spatial structures in glycine powder under the action of a strong rf field.
© 1998 American Institute of Physics.@S1063-7834~98!02606-9#
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Glycine, NH2CH2COOH, is the simplest of the 20 pro
tein aminoacids. Crystalline glycine exists in three modific
tions, viz.a, with point groupC2h , b, with point groupC2,
and g, with C3 symmetry.1–4 Thus a glycine crystals are
centrosymmetric and do not exhibit piezoeffect, whereas
b and g glycines have polar symmetry groups, i.e., are
ezoelectrics, pyroelectrics, and can in principle, be ferroe
trics as well.

The objective of this work was to study the electrom
chanical effects associated with piezoelectric excitation
elastic vibrations in glycine powder. A Model IS-2 nucle
quadrupole resonance spectrometer was used. The si
were measured with an AI-1024 multichannel analyzer.

The glass ampoule about 1.5 cm3 in volume containing
glycine powder was placed into the capacitor of a circ
~Fig. 1! fed by 1–6-ms long rf pulses (;10 MHz!, with a
pulse repetition frequency of 40 Hz. The maximum volta
amplitude across the circuit was 6 kV, which correspond
to a field of about 5 kV/cm in the sample.

In such experiments, each rf pulse is accompanied
piezoelectric powder sample by the so-called ringing, wh
duration is determined by the damping time of elastic vib
tions in the powder. The glycine powder was found to e

FIG. 1. Capacitor with sample in the oscillator circuit.
9911063-7834/98/40(6)/4/$15.00
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hibit a very specific piezoresponse~Fig. 2c! different from
the conventional ringing~Fig. 2b!. The piezoresponse rf sig
nal produced in glycine powder exhibits a regular amplitu

FIG. 2. Piezoresponse signals of a powder sample~the ringing of powder
after termination of a short rf pulse!. ~a! idealized signal of a sample con
sisting of particles identical in size, shape, and orientation;~b! signal ob-
tained onL alanine powder, a signal typical of conventional piezopowd
samples. RF pulse length 4.5ms, carrier frequency 9.52 MHz;~c! signal
from a glycine powder. Pulse duration 4.1ms, carrier frequency 10.41 MHz
Modulation periodT512ms.
© 1998 American Institute of Physics
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modulation, whose period remains constant up to comp
damping of the signal. Consider in more detail the excitat
and detection of the piezoresponse signals. Let the capa
of the circuit contain one powder particle. Inverse piezo
fect induced by the electric field of the rf pulse excites elas
vibrations in the particle of the same frequency~about 10
MHz in our case!, with the excitation being most efficien
under resonance, where the particle size is equal to one
the wavelength of the elastic vibrations. After termination
the rf pulse, the particle continues to vibrate during the ti
determined by the damping time of elastic vibrations in
given material. For soft crystals like glycine, the more or le
typical damping rate for a 10-MHz frequency is of the ord
of 0.1 dB/ms, which yields a particle damping time of th
order of 100ms ~the time in which the vibration amplitud
decreases 2.7 times!. The elastic vibrations of the particle ar
converted by direct piezoeffect to an electric signal of
same frequency, which is detected by the measurement
tem. The resultant signal visualized on the oscillogra
screen will be an exponentially decaying videosignal ab
100ms long~Fig. 2a!. In actual fact, the sample consists of
very large number of particles (1052106), but assuming
them to be of the same size, shape, and oriented simi
relative to the electric field, all particles will vibrate in phas
so that the detected signal will have the same shape as
due to one particle. A real powder sample contains partic
differing in size, shape, and orientation, and this should
fect the shape of the detected signal. After termination of
rf pulse, the elastic vibrations of the particles will start
spread in phase, and the vibrations will assume oppo
phase in a timeT51/(2D f ), whereD f is the oscillator fre-
quency band, which depends on pulse length and is a
500 kHz in our case. This is the minimum dephasing tim
because the maximum difference in particle vibration f
quencies isD f . The dephasing time for particle vibration
with a smaller frequency difference will be longer~up to the
damping time!. All this should result in irregular signa
variations. Such irregular piezoresponse signals are obse
in powders of the conventional piezoelectrics SiO2 ,
Bi12SiO20, KDP, and others. Figure 2b illustrates a piezo
sponse signal obtained from a powder sample of ano
aminoacid,L alanine, NH2CHCH3COOH ~symmetry group
D2). The signal is indeed seen to have an irregular struct

Figure 2c presents a piezoresponse signal of glyc
powder. One clearly sees a regular structure, namely, p
odic oscillations in signal amplitude with a period of abo
12 ms superimposed on the overall exponential decay of
nal amplitude with a time constant of about 60ms. Experi-
ments show that the oscillation period may differ from abo
5 to 50ms ~Figs. 3 and 4!. These signals were obtained for
powder of the 70–100mm fraction separated by passing
through calibrated screens, but the starting, unscreened
der produced signals of approximately the same shape.
essential that in order for such a regular signal to appear,
had to subject the sample sometimes to a very short~and
difficult to control! action of the rf pulse. It was also foun
that if the powder in the ampoule was packed fairly dense
it was virtually impossible to produce such regular signa
te
n
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This suggested that strong rf pulses create some ordered
tial structures in the powder, and it is these structures that
responsible for signals with a regular behavior in time.
check this assumption, the following experiment was carr

FIG. 3. Angular dependence of glycine-powder piezoresponse signal. P
duration 6.4ms, carrier frequency 9.45 MHz. Modulation periodT517ms.
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out. After a regular signal has been detected~Fig. 3, u50),
the ampoule with the powder was turned about its vert
axis ~Fig. 1! perpendicular to the direction of the rf electr
field in the capacitor. As seen from Fig. 3, the signal pra
cally disappeared after rotation through the anglesu5p/2
and 3p/2 with respect to the original position, whereas wh

FIG. 4. Angular dependence of glycine-powder piezoresponse signal. P
duration 4.4 ms, carrier frequency 9.693 MHz. Modulation perio
T560ms.
l

i-

turned throughu5p and 2p the signal recovered to ap
proximately the same level. It should be stressed that
orientation of the ampoule is determined by its original p
sition relative to the rf electric field; indeed, after shaking t
ampoule~i.e., destroying the structure! in the u5p/2 posi-
tion, one could obtain a strong signal in this position ag
and observe subsequently the same pattern of signal v
tion with the angleu, as in Fig. 3, but with a shift inu by
p/2.

Figure 4 presents a piezoresponse signal of the s
sample for a somewhat different carrier frequency and pu
duration. While the signal modulation period is in this ca
longer than that in Fig. 3, the angular relation remains
same.

The angular pattern of the signal in Figs. 3 and 4 su
ports the hypothesis that a strong rf field induces the form
tion of some spatial structures in a powder, and that it
these structures that are responsible for the observed re
signals.

Let us discuss now the results obtained. Because
piezoeffect is observed in a glycine powder, the modificat
involved is eitherb or g. According to published data, theb
phase is unstable in air, i.e., our powder contains appare
theg phase as well~it doesn’t matter for our further reason
ing whether the phase involved isb or g, the only important
thing is the existence of the piezoeffect!. Note that glycine
single crystals grown from an aqueous solution of the sa
powder do not exhibit the piezoelectric effect, which mea
that they consist of thea centrosymmetric modification with
point groupC2h .5 All this permits an assumption that th
starting glycine powder is a mixture of two phases, the n
piezoelectrica and piezoelectricb or g ~or both!.

In this case the following mechanism of the unusu
electromechanical effects in glycine can be proposed.
strong electric field of the rf pulse produces alignment of
piezoelectric~polar! phase particles in such a way that the
symmetry axes become parallel to the electric field directi
i.e., perpendicular to the plane capacitor plates. This ali
ment can be related to interaction of the electric field b
with the spontaneous electric polarization directed along
symmetry axis and with the polarization induced by the el
tric field along this axis. The interaction of polarized pa
ticles results in particles of the nonpiezoelectric phase st
ing to the piezoelectric ones. Water molecules adsorbed
the surface of particles~glycine is fairly hygroscopic! can
also play a certain role in these sticking processes. A
result, the sample acquires a structure made up of fi
oriented particles of the piezoelectric phase with nonpie
electric particles stuck to them. This structure turns out to
fairly stable; indeed, when the ampoule with the powder
turned, the structure turns with it; application of electric fie
does not result in rearrangement of the previously form
structure; and the structure breaks down only under mech
cal action~shaking of the ampoule!.

Now how can this structure produce a regular signal?
piezoelectric particle with particles of the nonpiezoelect
phase~this can also be only one such particle! stuck to it may
be considered as a system of weakly coupled oscillat
Elastic vibrations are excited by an rf pulse only in the

lse
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ezoparticle~and it is this particle that produces the piezoele
tric response!, and they are transmitted through the we
coupling to the other particle~s!. The energy flux between th
particles will be determined by the vibration phase differen
Dw and will be proportional to sinDw5sin(Dvt), whereDv
is the difference between the resonant frequencies of
piezo- and nonpiezoparticles. There are many analog
such weakly coupled systems, from mechanical pendulu
to Josephson junctions. For particles of the same size,
difference in frequencies will be determined only by that
the velocity of elastic waves,Dv/v5Dv/v. The time in
which the phase difference changes byp is T5p/Dv
51/@2 f (Dv/v)#. Assuming the relative difference in veloc
ties between the piezoelectric and nonpiezoelectric phas
be 0.5%~a more or less typical value for second-order ph
transitions, or transitions of first order not very far from t
-

e

he
of
s

he

to
e

tricritical point!, we obtainT510ms for f 510 MHz, which
agrees in order of magnitude with the experiment. Since
relative changes in velocity depend also on the orientation
nonpiezoelectric particles, the period of oscillationsT may
vary within a certain range.

The proposed mechanism for the formation of regu
piezoelectric response signals in glycine powder is natur
hypothetical and requires substantiation.

1R. Marsh, Acta Crystallogr.11, 654 ~1958!.
2Y. Iitaka, Acta Crystallogr.11, 225 ~1958!.
3Y. Iitaka, Acta Crystallogr.13, 35 ~1960!.
4Y. Iitaka, Acta Crystallogr.14, 1 ~1961!.
5D. Vasilescu, R. Cornillon, and G. Mallet, Nature225, 635 ~1970!.

Translated by G. Skrebtsov
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A study is reported of acoustic anomalies in the vicinity of the antiferrodistortive and
ferroelectric phase transitions in nominally pure betaine phosphite crystals and a crystal with 3%
betaine phosphate impurity. The observed anomalies in the velocity and damping rate of
longitudinal acoustic waves propagating along different crystallographic axes are interpreted within
Landau theory. It is shown that the phase transitions in these crystals are characterized by a
relatively weak correlation of the order parameter to strain and by a considerable contribution to
the acoustic anomalies of an interaction higher in order than striction. ©1998 American
Institute of Physics.@S1063-7834~98!02706-3#
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Betaine phosphite~BPI!, ~CH3)3NCH2COO•H3PO3, be-
longs to a broad class of complex ferroelectric crystals ba
on the betaine aminoacid~CH3)3N1CH2COO2.1,2 These
crystals contain quasi-one-dimensional chains exten
along the monoclinicb axis and consisting of inorgani
HPO3 tetrahedra linked through hydrogen bonds. The beta
molecules are bonded also by hydrogen to each of the i
ganic groups in the chains and are oriented almost per
dicular to the latter. BPI crystals exhibit a high-temperatu
structural phase transition atTc15355 K associated with a
change in space groupP21 /m(Z52)→P21 /c(Z54),2,3

and a ferroelectric transitionP21 /c→P21 at a temperature
Tc2, which is extremely sensitive to the presence of ve
small amounts of impurities~PO4

32) or crystal defects (224
,Tc2,208 K, Refs. 2–4!. Spontaneous polarization appea
along the monoclinic axisb oriented along the chains. Th
high-temperature phase transition is assigned to orderin
betaine molecules3 and rotations of the HPO3 groups,5

whereas the transition to ferroelectric state is ascribed to
ton ordering in hydrogen bonds.4,6 Additional anomalies in
dielectric susceptibility were also observed atTc35177 K
and Tc45140 K.1,7 It was conjectured that these dielectr
anomalies are connected with a very slow motion of P3

groups and betaine molecules in the MHz frequency ran7

From the purely crystallographic standpoint, ferroele
tric BPI crystals are similar to the antiferroelectric betai
phosphate~BP!, ~CH3)3NCH2COO•H3PO4. Both these crys-
tals have the same space group in the paraelectric phase
a similar quasi-one-dimensional chain structure. It is of
terest in this connection to study cooperative phenomen
ferroelectric-BPI–antiferroelectric-BP solid solutions.
phase diagram of this system based on measurements o
dielectric constants and pyroelectric coefficients, as wel
on x-ray diffraction data, was constructed.8 One of the direc-
tions pursued in investigating such compounds is study
their acoustic properties in the vicinity of the phase tran
tions. Acoustic studies, which permit one to determine a
9951063-7834/98/40(6)/6/$15.00
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dynamic features of the relation between a polar or nonp
order parameter and strain, may contribute to understan
the cooperative phenomena in these solid solutions throu
out the concentration range of interest.

This work reports a study of acoustic anomalies in t
vicinity of phase transitions in a nominally pure BPI cryst
and in a BPI crystal containing 3% BP@BPI~97!BP~3!#. The
velocity and damping rate 15-MHz longitudinal acous
waves were measured by the echo pulse technique. The
curacy of the velocity and damping rate determination w
approximately 1024 and 0.1 dB/ms, respectively. LINbO3
piezotransducers were used to excite the acoustic wa
Measurements close to the phase transitions were carried
with the temperature varied at a rate of 0.25 K/min. T
acoustic wave power was about 1 W/cm2.

Figures 1 and 2 display the temperature dependence
the velocity and damping rate of longitudinal acoustic wav
propagated along the monoclinic axisb (Y) in BPI crystals,
and along theb (Y) anda (X) axes in BPI~97!BP~3! crys-
tals, measured in the region of the antiferrodistortive ph
transition atTc1. We readily see that the high-temperatu
phase transition occurs in both crystals at practically
same temperature, and that the velocity anomalies in the
cinity of the transition are also practically equal. At the tra
sition point one observes a clearly pronounced change in
slope of the temperature dependence of velocity. Note a
some differences in the temperature behavior of velocity
the high-temperature phase forT.Tc1 along different crys-
tallographic directions; indeed, while one observes an
crease of velocity along the monoclinic axisY with decreas-
ing temperature, the velocity of the longitudinal acous
wave along theX axis is practically temperature indepe
dent.

We shall use Landau theory to describe the anomalie
the acoustic properties of the crystal at a phase transit
© 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the velo
ity and damping rate of longitudinal acousti
waves propagating along theY axis in the vicin-
ity of the antiferrodistortive phase transitio
(Tc1) in a BPI crystal@solid line – a plot of Eq.
~3! with the parameters listed in Table I#.
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The thermodynamic potential will be written in its usu
form

F5
1

2
aQ21

1

4
bQ41

1

6
gQ61dQ2S1gQ2S21

1

2
c0S

21 . . . , ~1!

where Q is the order parameter,S is the strain,a5l(T
2Tc1), andb.0. The absence of noticeable negative jum
in velocity at Tc1 indicates that the contribution of interac
tion energy quadratic in the order parameter and linea
strain,dQ2S, is small, and that the temperature depende
of the longitudinal velocity is dominated by the interactio
energy quadratic in the order parameter and strain,gQ2S2,
This interaction provides a purely static contribution to t
temperature dependence of the elastic constant

c5c012gQ0
2 , ~2!

where Q0 is the equilibrium value of the order paramete
Taking into account only the interaction energy of the fo
gQ2S2, we use Eqs.~1! and ~2! to obtain an expression fo
the change in the acoustic wave velocity in the region of
phase transition

Dn/n5
gb

2c0gF S Tc12T1DT

DT D 1/2

21G , T,Tc1 , ~3!

whereDT5b2/4gl is a parameter determining the closene
of the phase transition to the tricritical point.

The experimental data were used to calculate using
~3! the thermodynamic potential constants for BPI a
BPI~97!BP~3! crystals, which are given in Table I. The sma
values of theDT parameters obtained for both crystals ind
s

in
e

.

e

s

q.

cate that the phase transitions atT5Tc1 are very close to the
tricritical point, which is in accord with dielectric studies2,8.
Note the very large contribution of the interaction ener
gQ2S2 to the temperature dependence of the elastic c
stants. In principle, this interaction should not contribute
damping of the acoustic wave. The small damping rate pe
seen in the region ofTc1 in both crystals~Fig. 1! can be
attributed to a contribution of both a weak striction intera
tion of the order parameter with strain and to fluctuations
the order parameter, or to defects.

Since BP and BPI crystals undergo the same symm
changes, P21 /m(Z52)→P21 /c(Z54), in their high-
temperature transition,2,3 it appears of interest to compare th
acoustic properties of these compounds, which reflect s
cific features of structural transformations in these mater
connected with ordering of betaine molecules atTc1. The
acoustic anomalies in BP crystals observed atTc1 were stud-
ied by the resonance technique,9 and in deuterated betain
phosphate~DBP!, by ultrasonic10,11. These studies permit a
conclusion that, for longitudinal waves propagating along
monoclinic axisb in BP and DBP, the acoustic anomalies a
practically the same and are characterized by a consider
negative jump in velocity of about 8% due to striction,
well as by a large contribution of the term biquadratic in t
order parameter and strain. Table I presents, for compari
the thermodynamic potential constants quoted for the ph
transition atTc1 in Refs. 10 and 11. The acoustic anomali
in the vicinity of the high-temperature transition in BPI diffe
radically from those in BP and DBP in a considerab
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FIG. 2. Temperature dependences of the velo
ity of longitudinal acoustic waves propagatin
along theY and X axes in the vicinity of the
antiferrodistortive phase transition (Tc1) in a
BPI~97!BP~3! crystal@solid line — a plot of Eq.
~3! with the parameters listed in Table I#.
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smaller contribution of striction energy to interaction of t
order parameter with strain, and in a substantially clo
phase transition temperature to the tricritical point. Actua
for T,Tc1 the change in velocity in BPI is related to th
temperature behavior of the square of the order param
which is determined by the degree of betaine molecule
dering. Experiments showed that adding BP to BPI affe
noticeably neither the phase-transition temperatureTc1 ~in
contrast to the ferroelectric transition pointTc2) nor the be-
havior of the velocity anomaly atTc2. The qualitative differ-
ences between the acoustic anomalies observed atTc1 in BP
and BPI crystals are apparently associated with the subs
tial changes in the structure of betaine molecule bonding
the PO4 and HPO3 tetrahedra, respectively~as a result of the
absence of one oxygen in the tetrahedron and of its subs
tion by a proton in BPI, only one of the two hydrogen bon
coupling the betaine molecule to the inorganic group in
remains!.

TABLE I. Thermodynamic potential coefficients derived from acous
measurements in DBP and BPI crystals.

Crystal Tc1 K Direction DT, K d2/bc0 gB/gc0

DBP90 365 Y 10 0.07 0.17
BPI 355 Y 0.13 ,0.001 0.011
BPI~3%BP! 355 Y 0.16 ,0.001 0.009
BPI~3%BP! 355 X 0.16 ,0.001 0.013
r
,

er,
r-
ts

n-
to

u-

Figure 3 plots temperature dependences of the velo
of longitudinal acoustic waves propagating along the th
crystallographic directionsX, Y, andZ in BPI~97!BP~3! in
the vicinity of the ferroelectric transition. Acoustic measur
ments were paralleled by studies of the dielectric permittiv
«b and of tand. Figure 4 displays temperature dependen
of «8 and«9 measured at a frequency of 1 kHz along theY
axis. A slightly diffuse maximum in dielectric permittivity is
observed around 180 K, which is approximately 40 K belo
the ferroelectric transition point in nominally pure BPI. Th
shift of Tc2 is in agreement with the phase diagram of t
BP–BPI system.8 As seen from Fig. 3, the velocities of lon
gitudinal acoustic waves exhibit anomalies in the same te
perature region. Note that while the velocity decreases al
directions perpendicular to the spontaneous polarization
~X and Y! in the phase transition region, propagation alo
the spontaneous polarization axis@monoclinic axisb (Y)# is
accompanied only by a change in slope of the tempera
dependence of velocity.

While the temperature dependence of dielectric perm
tivity in the BPI~97!BP~3! crystal in the vicinity of the ferro-
electric transition can be analyzed in terms of the quasi-o
dimensional Ising model, the experimental data can
described with approximately the same accuracy by
Curie-Weiss law in both the paraelectric and ferroelec
phase, with exception of a few degrees above and below
maximum in dielectric permittivity (Tm). The Curie–Weiss
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FIG. 3. Temperature dependences of t
velocity of longitudinal acoustic waves
propagating along theX, Y andZ axes in
the vicinity of the ferroelectric phase
transition (Tc2) in a BPI~97!BP~3! crys-
tal.
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constant thus determined turns out to practically coinc
with that calculated4,12 for pure BPI. Besides, the ratio of th
slopes of the inverse dielectric permittivity in the ferro- a
paraelectric phases is found to be close to four, which
plies closeness of the phase transition to the tricritical po

The temperature behavior of the velocity of a longitu
nal wave propagating along theX and Z axes is shown
graphically in Fig. 3. It is characterized by a fairly smoo
decrease of the velocity in the vicinity of the ferroelect
transition and its strong increase with decreasing tempera
to the level in excess of the value in the paraphase.
temperature of the maximum in dielectric permittivityTm is
identified by arrows. Leaving aside the region of diffusene
estimate some parameters of the acoustic anomalies
means of Landau theory in the temperature range where
Curie–Weiss law for dielectric permittivity is approximate
satisfied. We shall use the thermodynamic potential in
form similar to ~1! for Q[P, where P is polarization,
a5l(T2Tc2), andb.0. Taking into account spontaneou
deformation results in renormalization of the coefficient
P4 in the thermodynamic potential:b* 5b22d2/c0. The
squared order parameter can now be written

P252
b*

2g F12S Tc22T1DT

DT D 1/2G , ~4!

whereDT5b* 2/4gl.
Using the Landau–Khalatnikov equation and the eq

tion of motion for elastic displacements, we obtain from E
e

-
t.

re
e

s,
by
he

e

f

-
.

~1! the following expressions for the velocity and dampi
rate of acoustic waves, which are due to the electrostric
coupling of the order parameter and strain

Dn/n5F12
1

~11v2t2!
F11S Tc22T1DT

DT1
D 1/2G21G 1/2

21,

T,Tc2 , ~5!

a5
1

2

v2t

F ~11v2t2!F11S Tc22T1DT

DT1
D 1/2G21G , T,Tc2 ,

~6!

where DT15d4/glc0
2 is a parameter determining the co

pling strength between polarization and strain,v is the cir-
cular frequency of the acoustic wave, an
t5L21(]2F/]P2)0

21 is the order-parameter relaxation tim
(L is a transport coefficient!.

The temperature dependence oft can be written

t5t0F S Tc22T1DT

DT1
D 1/2

2S DT

DT1
D 1/2G21

3F11S Tc22T1DT

DT1
D 1/2G21

, ~7!

wheret05g/L(b2b* )2.
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FIG. 4. Temperature dependences of t
imaginary and real parts of dielectric
permittivity in the vicinity of the
ferroelectric transition (Tc2) in a
BPI~97!BP~3! crystal.
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To compare the relaxation times for different crysta
and for different phase transitions, one can conveniently
termine from Eq.~7! the relaxation time forT50 K in the
form

t0* 5t0F S Tc21DT

DT1
D 1/2

2S DT

DT1
D 1/2G21

3F11S Tc21DT

DT1
D 1/2G21

. ~8!

Taking into account additionally in Eq.~5! the static
contribution to the change in velocity due to the interact
of the order parameter with strain in the formgP2S2, we
come to the following expression for the change in veloc

Dn/n5F12
1

11v2t2F11S Tc22T1DT

DT1
D 1/2G21G 1/2

21

1
gb*

2c0gF S Tc22T1DT

DT D 1/2

21G . ~9!

Using Eqs.~6! and ~9! and the experimental data, w
estimatedDT, DT1, t0* , and the combination of the con
stantsgb* /c0g. Figure 5 plots the calculated temperatu
dependence of the velocity along theX axis obtained from
Eq. ~9! for the polarization relaxation timest0* >10210 s,
DT51.631022, DT155.231023, and gb* /c0g55.6
31024. The small value of parameterDT indicates that the
e-
phase transition is close to the tricritical point. This conc
sion agrees with dielectric measurements, which yield a r
of the slopes of the inverse dielectric permittivity in th
ferro- and paraphase close to four. The order-paramete
laxation times derived from the velocity and damping ra
anomalies coincide. As for the parameterDT1 describing the
coupling strength of the order parameter and strain, its va
derived from the velocity anomaly exceeds by a factor
two–three that extracted from the damping rate anomaly
both cases theDT1 parameter is fairly small. This means th
noticeable changes in velocity should be observed withi
narrow temperature interval close to the phase transi
from the side of the ordered phase. As already mention
however, the absence of a clearly pronounced negative ju
in velocity at Tc2 and the decrease of velocity above t
temperature of the maximum in dielectric permittivity, i.e
actually in the paraphase, distinguishes radically the velo
anomaly from the classical thermodynamic behavior
crystals which do not exhibit piezoeffect in the parapha
and requires invoking additional mechanisms. The spec
features of BPI structure, characterized by the existence
quasi-one-dimensional chains, imply an essential role
fluctuations in the order parameter, which can become p
ticularly strongly manifest in such low-dimension system
On the other hand, the presence of BP, capable of crea
very strong local fields with HPO3 replaced by the PO4
group,13 can, in principle, give rise to specific features
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acoustic anomalies. Besides, the available experimental
also give grounds to assume the existence of internal ele
fields in BPI crystals,12 which can affect the acoustic anom
lies in the ferroelectric phase transition.

FIG. 5. Temperature dependences of the velocity of longitudinal acou
waves propagating along theX axis in the vicinity of the ferroelectric phas
transition (Tc2) in a BPI~97!BP~3! crystal @solid line — a plot of Eq.~9!
with the parameters given in text#.
ata
ric

As seen from Fig. 3, propagation of longitudinal acous
waves along the monoclinic axis (Y) is not accompanied by
a decrease of velocity at the ferroelectric transition. At t
maximum of dielectric permittivity one observes only a pl
teau in the temperature dependence of velocity, and a s
change in the slope because of agQ2S2-type biquadratic
relation. No damping rate peak is evident either. The abse
of a negative jump in velocity and of a maximum in dampi
rate due to the striction energydQ2S for longitudinal acous-
tic waves propagating along the spontaneous polariza
axis (Y) results from the suppression of these anomalies
long-range dipole interaction14 in a uniaxial ferroelectric.
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A. Klöpperpieper, Phys. Rev. B54, 9162~1996!.
14S. Ya. Geguzina and M. A. Krivoglaz, Fiz. Tverd. Tela~Leningrad! 9,

3095 ~1967! @Sov. Phys. Solid State9, 2441~1967!#.

Translated by G. Skrebtsov

ic


	1001_1.pdf
	1006_1.pdf
	1009_1.pdf
	1012_1.pdf
	1019_1.pdf
	1028_1.pdf
	1032_1.pdf
	1035_1.pdf
	1041_1.pdf
	1047_1.pdf
	1051_1.pdf
	1056_1.pdf
	1062_1.pdf
	1066_1.pdf
	1071_1.pdf
	1075_1.pdf
	875_1.pdf
	877_1.pdf
	884_1.pdf
	891_1.pdf
	897_1.pdf
	901_1.pdf
	906_1.pdf
	909_1.pdf
	914_1.pdf
	917_1.pdf
	924_1.pdf
	930_1.pdf
	934_1.pdf
	938_1.pdf
	941_1.pdf
	946_1.pdf
	948_1.pdf
	952_1.pdf
	956_1.pdf
	960_1.pdf
	964_1.pdf
	970_1.pdf
	975_1.pdf
	982_1.pdf
	986_1.pdf
	991_1.pdf
	995_1.pdf

