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A new method proposed by us to determine the displacement direction of B atoms from
centrosymmetric positions in ABQcrystals is used to study the local atomic structure of KRbO
in the orthorhombic phase. It is shown that the conventional treatment of the EXAFS yields
serious errors in determinations of the local distortions of Nb€ahedrons. To eliminate these
errors, it is suggested that diffraction data on the average atomic displacements should be
combined with the results of direct calculations of the NBEXAFS of KNbO; in the
orthorhombic phase. This approach was used to establish that the preferential direction

of displacement of Nb in the orthorhombic phase of KNL®in the direction of the polar two-
fold axis. © 1998 American Institute of Physids$$1063-783#08)02806-3

In Ref. 1 we proposed a new method to determine thérom the centers of Nboctahedra along the two-fold axis.
displacement of B atoms from centrosymmetric positions inAn analysis of the EXAFS spectra obtained for a single-
perovskite structures of ABCbinary oxides. This method is crystal sampléconfirms this conclusion.
based on the qualitative difference observed in Ref. 1 in the
behavior of the Fourier transforms of the EXAFS of poly- ; experIMENTAL
crystalline samples for various possible types of displace-
ment of the B atom. We use the results obtained in Ref. 1to  EXAFS spectra above thi¢ absorption edge of the Nb
study the local atomic structure of a KNp@rystal. It has ~atom in a KNbQ polycrystal in the rhombohedral and ortho-
now been established that like BafiQhis crystal exhibits "hombic phases at temperaturés-270 and 300K were
significant structural disorder, which has been studied in nukindly supplied by the authors of Ref. 6, and for the ortho-
merous publicationgsee, for example, Refs. 2)%-5Experi- rhombic phase these spec_tra were recorded by one of the
mental dat?® indicate that local distortions of ideal Ngo @uthors(V. A. Shuvaeva using a laboratory EXAFS spec-

octahedra in these crystals are even found in the highly Syn{_rometer afl'=300_ K. The absorption spectra of the samples
metric cubic phase. Similar conclusions were recently drawr{'¢"® measur.ed in the energy range between_ 1.8 7(.)0 and
for the PbTiQ crystal® Since the atomic displacements re- 1.9 800 eV at mFer\{aIs of around 3.5 eV.. The radiation Inten-
sponsible for local disorder do not possess long-range orde?,'ty at each point in the spectrum was measured by a fixed

these are difficult to determine by conventional diffraction count of 16 pulses. The energy resolution was better than

methods and, as will be shown subsequently, information or? ev

the required local atomic structure can only be obtained by
using EXAFS spectroscopic data in conjunction with data2- RESULTS AND DISCUSSION

obtained by conventional structure analysis. There are two possible models of phase transitions in a
It should be noted that the problem of determining smaIIKNbo3 crystal: the displacement-type transition model and
atomic displacements in perovskite crystals by EXAFS isihe order—disorder transition model. The first model assumes
highly complex. In view of the complex splitting of the first that, as a result of lattice anharmonicity at a certain tempera-
coordination sphere of the Nb atom caused by small distyre, which is the same as the phase transition temperature,
placements of this atom from the center of the NlwGtahe-  the crystal symmetry changes spontaneously and is accom-
dron, formal implementation of the conventional procedurepanied by displacement of Nb atoms along the four-fold axis
for fitting the experimental spectra may yields errors in thefor a transition from the cubic to the tetragonal pha3e (
determination of the magnitude and the directions of dis—=693 K), along the two-fold axis for a transition to the
placement. For instance, the similarity between the Nlorthorhombic phase (=488 K), and along the three-fold
K-EXAFS in the rhombohedral and orthorhombic phases okxis for a transition to the rhombohedral pha3e=(238 K),
the KNbQ; crystal would appear to indicate that the local as shown schematically in Fig. 1. In this case, the amplitudes
distortions of the Nb@octahedra in the orthorhombic phase of the thermal vibrations about the appropriate sites are not
are of a rhombohedral natuteHowever, as will be shown anomalously high in any of the phases. On the other hand,
subsequently, the combined use of EXAFS and results athe order—disorder transition model assumes that the local
diffraction structure analysis reliably indicates that these disstructure of the Nb@ octahedra in almost all phases is the
tortions are orthorhombic, where the Nb atoms are displacedame and is similar to the structure of these octahedra in the
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FIG. 1. Possible directions of displacements of Nb atoms in the orthorhom- 0

bic phase of a KNb@crystal.

rhombohedral phase, where the Nb atoms are displaced rela- -0.4
tive to the centers of the octahedra along their axes of three-

fold symmetry. Only in the rhombohedral phase are all the

octahedra translationally equivalent at given instant. In the
high-temperature phases they are only equivalent on averaggg. 2. Moduli |F| (fine lines and imaginary parts I (thick lines of
while at any instant the directions of displacement of the Nbrourier transforms of experimental NbEXAFS spectra of a KNbQcrys-
atoms in different octahedra are different. Thus, it may bdal in the rhombohedral phase @&=270K (a) and in the orthorhombic
roughly assumed that in the orthorhombic phase, there afdase al =300K (b).

two types of instantaneous displacement of Nb atoms along

the two local axes of three-fold symmetry closest to the di-

rection of average displacement of these atoms, which is In order to obtain a better understanding of the similarity
determined by the direction of electric polarization of thebetween the NIK-EXAFS spectra in the rhombohedral and
crystal oriented along one of the axes of two-fold symmetryorthorhombic phases, we made direct calculations of these
frequently called the polar axis. Thus, in the tetragonalspectra for two models of local distortion of the NbGrcta-
phase, there are four possible directions of displacement dfedra in a KNbQ@ crystal: rhombohedral and orthorhombic.
Nb atoms along the axes of three-fold symmetry of the ocThe results showed that the experimental spectra obtained
tahedra so that, on average, the displacement takes plater a polycrystaline KNb@ sample can be explained
along the polar axis of four-fold symmetry, situated betweerequally well by either model if we use different values for
these axes. Finally, in the cubic phase, the Nb atoms have dhe displacements of the Nb atom from the center of the
equal probability of being displaced in all eight possible di-NbO; octahedron along the axes of two-fold and three-fold
rections from the centers of the octahedra along their axes afymmetry, respectively. For the calculations we used meth-
three-fold symmetry. This model of the atomic structure of aods developed earlier which, as was shown in Refs. 9 and 10,
KNbO; crystal, which assumes extremely strong anharmogive good results for crystals known to exhibit no local dis-
nicity, was first proposed by Comes, Lambert, and Gufnier order. Data on the atomic positions given in Ref.11 were
and will subsequently be called the CLG model. The resultsised to calculate the spectrum of the rhombohedral phase.
of recent diffraction analysBglo not agree with the CLG Apart from Eyr=18 965.0 eV, which was determined as in
model, but they do not yield any definitive conclusion on theRef. 10 and then fixed, the other parameters characterizing
nature of the local distortions of KNbctahedra. We used the EXAFS spectr& used in the calculations, were deter-
EXAFS data to obtain additional information which would mined by the conventional procedure from the best agree-
allow us to establish beyond doubt the nature of these disnent between the calculated and experimental spectra. These
tortions in a KNbQ crystal. However, if a comparative parameters were@®=0.004 A2, '=3 eV, andS§=0.9. It
analysis of the NIK-EXAFS spectra in the rhombohedral should be stressed that the spectrum does not depend very
and orthorhombic phases of KNB@ confined to the con- strongly on the parametdr, which determines the rate of
ventional procedure for the analysis of experimental spectrajecay of electron—hole excitation in the crystal, but the cal-
based on Fourier transformation followed by fitting, the simi-culated spectrum depends considerably more strongly on the
larity between the Fourier transforms of the IKBEXAFS  thermal parametes? in the Debye—Waller factor. It can be
spectra in the rhombohedral and orthorhombic phases «feen that the Fourier transform of the calculated EXAFS
KNbO; shown in Fig. 2 would most likely yield the conclu- spectrum for a rnombohedral KNg(olycrystal plotted in
sion that the directions and magnitudes of the Nb atomid-ig. 3 shows good agreement with the experimental spec-
displacements in these phases are identical, as has begam, which further confirms the accuracy of the results ob-
noted. On this basis, the authors of Ref. 6 concluded thatined in Ref. 11, especially the displacement of the Nb atom
EXAFS spectroscopy directly confirms the CLG model. from the center of the oxygen octahedron by 0.19 A along
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Fourier transformsa — of the function ky®*"(k) of the experimental Nb
K-EXAFS spectrum of a rhombohedral KNp@rystal atT =270 K; b — of
the functionk)(‘lh(k) of the theoretical NIK-EXAFS-spectrum calculated \
for displacement of the Nb atom along the axis of three-fold symmetry by 7 2 3 4
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FIG. 4. Moduli |F| (fine line9 and imaginary parts Irf (thick line9 of
the three-fold axis. At this point, it is appropriate to note thatFourier transforms: the functionky“#k) of the experimental Nb
-EXAFS-spectrum of an orthorhombic KNRQrystal atT=300 K (a),

neither the results of the structure analySIS nor the data on ﬂﬁe functionk)(‘lh(k) of the theoretical NIK-EXAFS-spectra calculated for

diffuse scattering of x-rays by the KNRCrrystal in the _ displacements of the Nb atom along the axis of two-fold symmetry by
rhombohedral phase give any reason to assume local disar:21 A (b) and along the axis of three-fold symmetry by 0.260%

der in different NbQ octahedra, so that no doubts are cast on

the assumption that the Nb atoms in all octahedra are dis- ] ] ]
placed along the axis of three-fold symmetry. However, inSPectrum is as good as that in the rhombohedral phase. This

principle, the magnitude of this displacement can be refined®Sult is importantin its own right, since it indicates that the
It was shown in Ref. 1 that the intensity of the additional Similarity between the EXAFS spectra in different phases is
peakA in the imaginary part of the Fourier transform of the MOt @ sufficient basis for concluding that the nearest-neighbor
EXAFS spectrum is highly sensitive to the displacement ofStructures of the ionizable atoms in these phases are identi-
the Nb atom along the three-fold axis. Thus, good agreemerf@l: This result also indicates that the model of a
between the imaginary parts of the Fourier transforms of théliSplacement-type of transition for a phase transition from
calculated and experimental EXAFS spectra provides excef’® 'hombohedral to the orthorhombic phase in a KhbO
lent confirmation of the displacement of the Nb atom fromCrystal does not contradict the EXAFS spectroscopic data. In

the center of the oxygen octahedron along the axis of thred2rder to determine whether these results are consistent with

fold symmetry, obtained in Ref. 11 by an analysis of the CLG model, we turned our attention to the fact that this

neutron-diffraction data from a powder sample. At the samdnodel should give the same average displacement of an Nb

time, this agreement further confirms the high accuracy oftom from the center of the oxygen octahedron along the

the calculation method used. polar axis of two-fold symmetry as the displacement model.
We shall examine the results of the calculations for then Other words, if we wish to reconcile the CLG modge

orthorhombic phase, in which there is reason to expect som@0del of local rhombohedral distortipmith the diffraction
differences in the local structure of different Np@ctahe- ~ data, we must assume that the Nb atom is displaced from the

dra. We initially disregarded this possibility and used infor- Center of the oxygen octahedron along the axis of three-fold
mation on the atomic positions obtained by diffraction Symmetry by the distanca, whose projection on the polar
technique€™ assuming that the local structure of all the axis of two-fold symmetry is =0.21 A(Fig. 1). Itis easy to
NbOs octahedra in the orthorhombic phase is identical, as irsee that this requires=0.26 A. Calculations of the EXAFS
the rhombohedral phase. Other parameters of the EXAFSpectrum for this displacement of the Nb atom along the axis
spectrum were the same as in the rhombohedral phase, asf- three-fold symmetry give the Fourier transform of the
suming that the spectra were recorded at similar temperapectrum shown in Fig. 4curve 9. This clearly shows that
tures. Thus, we assumed that Nb atoms in all Nlo€tahe- the calculated spectrum differs abruptly from the experimen-
dra are displaced from the centers of the octahedra by 0.21 fal one, this difference being qualitative.

along the axis of two-fold symmetiynodel of orthorhombic In order to investigate the sensitivity of the calculated
distortion of octahedpa The results of the calculations plot- results to the model parameters, we also calculated the spec-
ted in Fig. 4(curve B show that in this model of the local tra for various intermediate models with different displace-
atomic structure of a KNbQcrystal in the orthorhombic ments of the Nb atom from the nodal point along khaxis,
phase, the agreement between the Fourier transform of thehown in Fig. 1. The results of these calculations made for
calculated EXAFS spectrum and that of the experimentatlisplacements of 0.04, 0.06, and 0.08 A together with the
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a Nb is displaced the EXAFS data, it would be necessary to assume that the
along'[1,1,0]by 0.274A conventional structure analysis gives a highly exaggerated
average displacement of the Nb atom from the center of the
oxygen octahedron along the polar two-fold axis in the
orthorhombic phases of a KNQ@rystal (agreement would

be achieved for a displacement of 0.15 Aince the value of

02
0.1t
g
-0.1)
0.2]

0.1k 0.21 A used by us was obtained by several aufhdrby
0 analyzing x-ray diffraction and neutron diffraction data,
-0.1 there is no serious basis for reexamining this value. Thus, the
0'241’ combined use of conventional structure analysis and EXAFS

data suggests that the CLG model cannot be used to describe

0'; the phase transitions in a KNR@rystal. This conclusion is
oy consistent with the observation that the values of the thermal
E ) A parameters determined by neutron diffraction for the ortho-
—~ 02 rhombic and tetragonal phases of the KNlsDystal are con-

L o1 siderably lowet! than those which should be observed if the
0 CLG model accurately described the local structure of the
-0.1

Nb is displaced hlgh-'Femperatqre phases in this crystal. However,.q percep-
tible increase in the thermal parameters on transition from
along [1,41)5y 026 A . )
the rhombohedral to the orthorhombic phase, as evidenced
by neutron diffraction datd indicates that the pure
displacement-type transition model also does not accurately

0.2 t - describe the experimental data for the transition from the
0.2} ¢ Ezperiment rhombohedral to the orthorhombic phase. Data on the diffuse
o1k KNWO,-orthorhomb. scattering of x-ray’salso indicate that specific local disorder

0 exists in the high-temperature phases of a Kih@ystal.
-0.1 All this evidence suggests that the crystal lattice in a KhbO
-0.2T— , \ , crystal exhibits complex dynamics which have by no means

7 2 , 3 4 been exhaustively studied and which will require consider-
r,A able effort to understand.

, o o . Thus, the following conclusions can be drawn on the
FIG. 5. Moduli|F| (fine lines and imaginary part Ink (thick lines of the basis of this study:
Fourier transforms of the functioky (k) of the theoretical NKK-EXAFS asis or this stu y'. .
spectra calculated witi =8 eV for displacement of an Nb atom from the 1) The conventional method of analyzing EXAFS spec-
nodal point along thex axis by 0(a), 0.04(b), 0.06(c), 0.08(d), and  tra to study distortions accompanying phase transitions in the
0.15A(e), compared with the experimental data for orthorhombic local atomic structure of perovskite binary oxides may yield
KNbO; (f) at T=300 K. serious errors because the experimental EXAFS spectra can

be explained with almost the same accuracy using different

results obtained in the absence of any displacement along tff$SUMptions as to the nature of the local distortions in the
x axis (the Nb atom lies on the polar axes of twofold sym- €rystal. . o . o
metry), and also for a displacement of 0.15(@isplacement 2) Addmonal information is required to eliminate the
along the axis of three-fold symmejmnade forl'=8 eV are amb_lgwty of the res_ults of analyses of the EXAFS spectra,
plotted in Fig. 5 together with the Fourier transform of the particularly information on the average coordinates of the
experimental spectrum of an orthorhombic KNp@rystal. ~ atoms in the lattice which can be provided by conventional
The results of the calculations made using a fairly wide rang&nethods of diffraction structure analysis.
of values of the parameters? andI' (c2=0-0.008 &, 3) The combined use of NK-EXAFS spectra and dif-
I'=0-15 eV} indicate that the characteristics of the function fraction data for a KNb@crystal in the orthorhombic phase
Im F(r) remain stablgF(r) is the Fourier transform of the indicates that the local distortions of the Np©@ctahedrons
normalized EXAFS functiony(k)) and a comparison of in the orthorhombic phase are orthorhombic distortions with
these Fourier transforms with each other and with the experiPreferential displacements of Nb atoms along the polar axis
ment shows that the model of local orthorhombic distortionof two-fold symmetry.
of NbOg octahedra gives the best results for moderate values 4) The assumption that the local distortions of the §bO
of the parameters? andI" obtained by fitting for the ortho- octahedra in an orthorhombic KNR@rystal are rhombohe-
rhombic phase. dral, which follows logically from the similarity between the
These results suggest that the combined use of data obH K-EXAFS spectra in the rhombohedral and orthorhombic
tained by conventional structure analysis and EXAFS elimiphases, gives displacements of the Nb atoms along the axes
nates the possibility of using the pure form of the CLG of three-fold symmetry at variance with the diffraction data
model to describe the local structure of Np@rtahedra in a on the average positions of the Nb atoms in the lattice of an
KNbO; crystal. In order to make this model consistent with orthorhombic KNbQ crystal.
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A Cr3* EPR study of lithium heptagermanate crystals,@e,0;5 (LHG), close to the phase

transition is reported. Orientation dependences of the spectra in the paraelectric phase of LHG have
been measured. An anomalous broadening of the resonant lines accompanied by a crossover

in their shape was found in the vicinity of the transition point. Doublet splitting of the EPR lines
was observed to occur beloW as a result of emergence of two structurally nonequivalent

positions for C#* ions. © 1998 American Institute of Physids$S1063-783@8)02906-7

In the paraelectric phase, the structure o0fG&,0,5 isotropic resonant-line width and clearly pronounced low-
crystals belongs to space groljd; and contains four for- symmetry effects$?
mula units per unit ceft. When cooled belovl .=283.5 K, The multiplicity k,,=4 and the orientation of the mag-
lithium heptagermanatéLHG) crystals transform to the netic axes of conjugate spectra indicate that'Qrenters are
ferroelectric phase® with orthorhombic symmetfycgv. In localized in eitherC; or C; positions. Taking into account
the vicinity of the phase transition, a soft mode with anthe relative magnitude of the ionic charges and radii of the
anomalously small effective charge was observed by opticalCr** paramagnetic centers and ®Geand Li* ions in the
and submillimeter-wavespectroscopy. The estimated contri- LHG lattice, substitution of the centers for germanium ions
bution of the soft mode to dielectric permittivity is not more appears to be the most likely possibility. According to x-ray
than 10% of the maximum value efat the transition point.  diffraction datal the framework of the LHG unit cell is made
A study of dielectric dispersion showed the anomalyim up of 24[GeQ,]*" tetrahedra sharing corners with one an-
the vicinity of T¢ to be dominated by a relaxation-type other and with fouf GeQ;]®~ octahedra. The octahedrally
mode’ Neutron diffraction measurements contributed to un-coordinated Ge1l ions occupy positions with local symmetry
derstanding on the microscopic sc&féThese daf’ permit-  C, and magnetic multiplicityk,,=2. The germanium ions
ted one to assign the oscillator mode to rotational vibrationgocated at the centers of the oxygen tetrahedra are localized
of the[GeQ,]*~ tetrahedra, and the relaxation mode, to thein three structurally nonequivalent positions Ge2, Ge3, and
motion of Li* ions, which are located in channels of the Ge4 with monoclinic symmetr{, and multiplicity k,,= 4.
LHG structure and are only weakly bonded to its Our results indicate that local symmetry of the*Cipara-
germanium-oxygen framework. magnetic centers corresponds to that of the Ge2, Ge3, and
Of main interest in EPR studies of structural phase tranGe4 positions. Allowing G centers to be surrounded by
sitions are paramagnetic centers of various nature, which o®xygen tetrahedra, we have to assume equally probable oc-
cupy structurally nonequivalent lattice positiofiOur ear-  cupation by chromium of all three structurally nonequivalent
lier EPR study* dealt with Mrf™ centers substituting for positions. In this case one should observe three groups of
Li* ions with double oxygen coordinati®i in the LHG  structurally nonequivalent €t spectra, with each consisting
lattice. In view of different dynamic properties assigned toof four conjugate spectra; this is, however, at odds with the
the Ge-O framework in the structure and to the sublattice oflata of Fig. 1. The multiplicity of the observed spectka, (
weakly bonded Li ions, it appeared expedient to study the =4) suggests that €f ions substitute for Gel in the oxy-
paramagnetic centers substituting for*Geons in the LHG  gen octahedra, and that the lowering of point symmetry from
lattice. monoclinic C, to triclinic C; occurs as a result of local
This work deals with EPR spectra of LHG crystals acti- charge compensation of the impurity ion.
vated with CF* ions(0.01 wt %9. The spectra were obtained EPR spectra of Gf centers in LHG crystals were stud-
in the X range on a Radiopan SE/X 2547 spectrometer.  ied before'® A detailed calculation of the principal values
Figure 1 shows magnetic-field scans of the spectra irand determination of the tensor axis orientation of th&"'Cr
paraelectric phaseT(= 298 K) made in thg010], [100], and  spin Hamiltonian provided a basis for a mod&by which
[001] planes. One observes spectra of Cions (S=3/2) the effective negative charge of the*Crcenter in the octa-
corresponding to the four magnetically nonequivalent posihedral position Gel is compensated by an “excess” intersti-
tions of paramagnetic centers in the LHG paraphase strudial ion Li*. Investigation of optical electronic spectra of
ture. TheH scans reveal two conjugate spectra for eacLHG:Cr** confirmed the model of the pair-dipole center
plane, which exhibit the same angular patterns and ar€r*-Li* and showed that the excess'Lion lies in the
shifted by a certain angle#{«) relative to the crystallo- direction of thea axis relative to the G position.
graphic axes. These spectra are characterized by strongly an- The pattern of the angular scans displayed in Fig. 1 is in
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Phys. Solid State 40 (6), June 1998 Trubitsyn et al. 1007

800

FIG. 1. Magnetic field scans of &F
EPR spectra in LHG crystals in crys-
tallographic planesT =298 K.

Jjo 60 90

agreement with the EPR angular plots obtaffiéd the Q
range. One may conclude that paramagnetic ions in the
LHG:Cr" single crystals studied by us sit in the same posi- 7K a
tions, and that the model of the Trcenters substantiated in !
Refs. 13-15 is in accord with our present experimental data. 297.0

We studied the temperature dependence df Gpectra 290.60
close to the main orientations of a dc magnetic field in the 287.0
vicinity of the ferroelectric transition in LHG crystals. Figure 285.25
2a shows the transformation of the low-field resonant line 284.35

[Mg|=1/2~3/2 for the H||a orientation. For the chosen

magnetic field direction, the conjugate spectra are indistin-
guishable in the paraphase, and the given electronic transi-

tion produces a single line. As seen from Fig. 2a, as one
approachesl from above, the line shifts slightly toward

high fields and exhibits considerable broadening in the vicin- 280-87
ity of the transition point. The temperature dependence of the 276.05
linewidth, sH(T), measured as the distance between the ex-
trema of the first derivative of the absorption line, is shown
in Fig. 3. The graph looks as a characteriskieshaped
anomaly, the linewidth far fronT¢ is ~0.48 mT and in-
creases to-1.15 mT near the transition point.

The increase in widtldH is accompanied by a change in
the resonant-line shape. At=297 K (Fig. 2b, the experi-
mental resonant-line profile is close to a Lorentzian. Nigar
the line increases in width, and its shape approaches a Gauss-
ian (Fig. 2b). These data indicate that the anomalous broad-
ening of the EPR lines in the vicinity of the transition is
caused by inhomogeneous mechanisms.

As evident from Fig. 2a, al:~283 K the line splits
into two components, which shift under further cooling. The
temperature dependence of the positions of the line albgve
and of the split components beldW is shown in the insetto  FIG. 2. (8) Temperature-induced transformation of the low-field Ijives|
Fig. 3. Note that for arbitrary orientations of the external =1/2—3/2 in the vicinity of the phase transitiofi||a; (b) Resonant-line

L L. . . shape far from the transition and in the vicinity B¢ . Solid line - experi-
magnetic field the transition results in dOUb“ng of each Ofment. Also shown is a Lorentzigdotted ling and a Gaussia(dashed ling

the four spec.tra which are conjugate in the paraphase. Ifyiculated using the experimental width parameséts The line intensity at
accordance with Ref. 13, in the polar phase one observes two=283.45 K is magnified 3.2 times.
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broad region around the transition potfit’ Mn?* paramag-
L netic centers are sensitive to structural ordering-type
h) changes, which, according to neutron diffraction dataye
assigned to the lithium sublattice of the LHG structure*"Cr
/ impurity centers are incorporated into the Ge-O framework
1.2} f35ke 0o soo® of the LHG lattice, which is associated with displacement-
: 1 1 type structural distortions. The data presented in Fig. 3 sug-
° 250 300 gest that Ct' ions may serve as an effective probe in study-
LK ing the ferroelectric transition in LHG. An analysis of the
temperature dependence of*CrEPR spectra may provide
additional information on the critical properties of LHG
*® crystals.
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Effect of + irradiation on the heat capacity of Rb  ,ZnBr, in the vicinity of phase
transitions
A. U. Sheleg, T. I. Dekola, and N. P. Tekhanovich

Institute of Solid-State and Semiconductor Physics, National Academy of Sciences of Belarus,
220072 Minsk, Belarus
(Submitted July 28, 1997; resubmitted December 8, 1997

Fiz. Tverd. Tela(St. Petersbupg0, 1106—1108June 1998

Heat capacity of RkZnBr, as a function ofy irradiation dose has been measured within the
85-300 K range by the adiabatic calorimeter technique. It is shown that, as the irradiation dose
increases, the heat capacity peak in the vicinity of the incommensurate-commensurate first-
order phase transitiofPT) decreases, and the transition temperaffiteincreases. The heat
capacity peak in the region of the second-order PTsat 112 K does not depend on

irradiation, both in magnitude and in position, just as the heat capacity throughout the remainder
of the temperature range studied. 1®98 American Institute of Physics.

[S1063-783%08)03006-9

Rb,ZnBr, crystals belong to a large group of water- impurities and various lattice defects in crystals with incom-
soluble ABX, compounds, which exhibit a sequence of mensurate phases results in a change of the temperature be-
phase transition$PT) with variation of temperature. When havior of some physical properties, a phenomenon becoming
cooled, RBZnBr, crystals undergo a second-order transitionparticularly manifest in the vicinity of PTs. Among them,
from paraelectric to incommensurate phase with a modulaheat capacity is the most sensitive among them to a PT in a

tion wave vectorg;=(3— 8)c*, followed by a first-order Crystal.
transition atT.=194 K from the incommensurate to ferro- ~ This work reports on a study of the effect gfirradia-
electric commensurate phase with a tripling of the unit-celltion on the heat capacity of RBnBr, in the vicinity of the
period along the axis (.= 3c*).1 % In the low-temperature first- and second-order PT3 (=194 K andT;=112 K, re-
domain one observes three more PTs Taf=112 K, spectively. The heat capacity measurements were carried
T,=77 K, and Ts=50 K23 The PT atT;=112 K is a  out on an UNTO setup providing automatic temperature con-
second-order transition from the ferroelectric to antiferro-trol in adiabatic vacuum adiabatic calorimeter during discrete
electric phase along thie axis, which persists down td, heat supply to the sample. The sample mass was 16.594 g.
=77 K3 The sample heating rate was 0.1-0.07 K/min, and was
It is known that interaction of the modulation wave with slowed down to 0.03—0.04 K/min in the region of a PT. The
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< FIG. 1. Temperature dependence of
", the heat capacity of unirradiated
S Rb,ZnBr,.
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Rb,ZnBr, crystal; dose(R): 2 —
10, 3 — 10f, 4 — 3x 10°.
1751
»
i 1 /]
770155 190 195 200
T.K

heat capacity was measured in steps of 1.3—-2 K, and in theides, the phase-transition point is seen to shift noticeably
region of a PT, every 0.3-0.4 K. The setup is capable ofoward higher temperatures. As evident from Fig. 3, in the
measuring the heat capacity to within 0.3%. The crystalgegion of the second-order PT @a=112 K vy irradiation
were irradiated at room temperature wighrays from a C8  practically does not affect either the heat capacity or the PT
source with an intensity of=300 R/s. temperature. It should be pointed out that between the PT
The results of heat capacity measurements made on unitemperatures the heat capacity does not change ynitea-
radiated samples are presented in Fig. 1. Figures 2 and 3 pldtation within experimental error.
the heat capacity as a function of temperature andadia- The experimental data obtained were used to calculate
tion dose in the vicinity of the first- and second- order PTs,the entropy and enthalpy of the transitions for unirradiated
respectively. The temperature dependences of heat capacib,ZnBr, crystals, which are, respectivelAS=0.06 J/K
are seen to have anomalies in the form of maxima in the mol andAH=11.8 J/mol aff ;=194 K, andAS=0.13 J/K
vicinity of the incommensurate—commensurate-ferroelectric mol andAH=14.2 J/mol aff;=112 K.
PT atT,=194 K, and aff3=112 K, where the ferroelectric To conclude, we have established thairradiation de-
phase becomes antiferroelectric along thexis. As they  presses the peak in the region of the incommensurate-
irradiation dose increases, the heat capacity decreases in tbemmensurate PT and increases the transition temperature
region of the incommensurate-commensurate phase transi, whereas, as follows from published d&tsthe transition
tion down to a practically complete disappearance of theoints of ferroelectrics, as a rule, decrease with increasing
maximum in theC,(T) curve at a dose of 810° R. Be- irradiation dose. Note that low-temperature x-ray diffraction
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dose, which is in agreement with heat capacity data. Such angé Ns‘j;‘gt(‘ibgé“ake’ B. K. Chaudhuri, and H. Chihara, J. Phys. Soc. Jpn.
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Electronic structure of deep centers in LINDO 3
I. Sh. Akhmadullin, V. A. Golenishchev-Kutuzov, and S. A. Migachev

Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
(Submitted December 19, 1997
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A model is proposed for photo- and thermally induced processes in lithium niobate crystals. The
model is based on the presence of structural defects formed as a result of departure of the
crystal composition from stoichiometry. Defects of the typg;Nblb; are introduced and the
influence of oxidation-reduction heat treatment on the optical characteristics of the crystals

is analyzed. ©1998 American Institute of Physid$1063-783498)03106-3

Lithium niobate, LINbQ, is one of the most widely used highest crystallization temperature and the ratio of the ionic
materials in modern solid-state devices for processing andoncentrations of the cations [iki [/[Nb]=0.94. It was also
transferring optical information. The possibility of achieving establishet?** that any change in the composition toward
lasing followed by frequency conversion in a single workingstoichiometry reduces the thermally and photoinduced ef-
crystal has also attracted considerable interest. A knowledgi€cts.
of the characteristic features of its optical properties is essen- It is well-established that any departure from stoichiom-
tial for any applications of lithium niobate, so that numerousetry leads to a high degree of structural disorder in a lithium
studies have examined this aspEct Particular attention niobate crystal. Thus, the thermally and photoinduced
has been paid to photo-induced changes in the absorptigfianges in the absorption are assumed to be mainly caused
coefficient and refractive index and to the possibility of spe-Py the formation of Ny substitutional defectantisite de-
cifically varying these. In the course of the investigations, itféct, which are deep electron trapThese defects comprise
was established that changes in the optical properties may tfePair of niobium ions distributed along tleg axis (z axis)
controlled by heat treatment under oxidation-reduction con@t @ distance of-3 A These Np—Nby, pairs form small-
ditions. radius polarons with one trapped electron and Heitler—

It was established that after prolonged exposure in afrondon bipolarons with two trapped electrons.

oxygen-deficient atmosphere &it>800 K, the crystals un- . However, despite the abundance of exper_imental data,
existing models of structural defectpolarons, bipolarons

dergo intense darkening in the visible and near ultraviolet. X )
annot systematically describe the processes of thermally

Subsequent heat treatment of the crystals in an oxidizing d photoinduced ch in th tical " f lithi
environment(oxygen or aif at a suitable temperature almost nd photoinduced changes in the optical properties of fithium
niobate. The aim of the present paper is to develop a model

completely b'e?‘:hed the light absor_ptlon mdu_cec_i _by the re\_/vhich also includes new structural defects but can provide a
duction annealing. Thermal annealing also significantly al-

ters the photoinduced change in the refractive index. more adquatlgr:j_escriptit())n of the thlermally and photoinduced
The authors of Ref. 13 investigated the change in thé)rocesses In lithilum niobate crystals.

absorption of light in lithium niobate induced by ionizing

radiation. It was established that the induced absorptiod.- METHOD AND RESULTS

spectra predominantly contain the same components as under We used single crystals of lithium niobate, grown by the

reduction annealing. _ _ Czochralski method, of near-congruent composition. The
Since the thermally and photoinduced changes in the ORsamples were rectangular parallelepipeds, measuring 6

tical characteristics of lithium niobate are highly complex, 9.7 mm, with optically polished faces.

interest is still being shown in structural and defect centers  From ESR data, the nominally pure crystals also con-
and their role in the formation of the optical properties of gined other paramagnetic impurities, predominantly*Fe
lithium niobate. (~3x10%cm™3), Mn?*", CP*, and TF* (<10 cm™3).

An important characteristic of lithium niobate crystals ~ The method involved a series of oxidation-reduction an-
which determines their optical properties to a significant denealing processes at different temperatures and the use of
gree, is that the & —Nb>* bond is predominantly covalent different media, exposure of the crystals to light at various
and considerably stronger than th&O- Li* bond, whichis  wavelengths filtered through a large-aperture MDR-12
purely ionic. The radii of the Li and N&* ions are almost monochromator, and measurement of the optical absorption
the same. This factor has the result that the composition aind ESR spectra after each thermal or optical treatment. The
an LiNbO; crystal can be appreciably deficient in lithium radiation intensity was monitored using an IMO-2 detector
compared with stoichiometric. The crystals possessing thand was of the order of 1 W/cmThe crystals were oxidized
most uniform optical properties have a so-called congruenin air or oxygen and reduction annealing was carried out in
composition, for which the melt (LOD—-Nb,Os) has the vacuum at a pressure ef10 2 Torr.

1063-7834/98/40(6)/7/$15.00 1012 © 1998 American Institute of Physics
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FIG. 1. Optical absorption spectrum of lithium niobate crystdls-{7 K)

Photon energy, eV

FIG. 3. Change in the absorption of light for lithium niobate samples re-

induced by reduction annealing at,,=720 K. Circles — experimental

data, solid curves — results of an expansion in terms of Gaussian comp@luced atTa,=720 K under exposure to optical radiatidfi7 K): inag
nents. =760(1), 546(2), and 365 nm(3).

The optical absorption spectra were recorded using aremoves the absorption assigned to Fe impurities and the
SF-46 spectrophotometer for unpolarized light propagatin@.48 eV band.
in the direction of the crystal optic axis (axis) at room Figure 3 illustrates the changes in the absorption induced
temperature T~290K) and liquid-nitrogen temperature in a sample reduced af,,=720K by light at different
(77 K). The spectral differences induced by the external inwavelengths. It can be seen that 546 and 760 nm light in-
fluences were analyzed by computer. duces hardly any changes in the absorption whereas expo-

To obtain the initial data, all the samples were first sub-sure to 365 nn¢3.4 e\) light causes appreciable bleaching in
jected to long-term t(~10 h) annealing in an oxidizing en- the 3.48 eV band accompanied by increased absorption in
vironment atT,,,~=870 K. All the induced changes were the 1.64 eV band.
measured from these values since, under this annealing, the The change in the absorption of lithium niobate samples
optical absorption in the visible range is minimal. reduced afl 5= 870 K induced by exposure to light at dif-

Figure 1 shows the change in the optical density of theferent wavelengths is compleffFig. 4). The light-induced
lithium niobate crystals al,,=720 K. The appearance of changes in the absorption broadly correlate with those in-
optical bands with centers at 4.05, 3.48, 3.15, 2.49, anduced by thermal annealing. A more important observation is
1.64 eV should be noted in the induced absorption spectrahat exposure to longer-wavelength light also has a signifi-
The 4.05, 3.15, and 2.49 eV bands are attributed to the presant influence. Note that the appearance of photoinduced ab-
ence of iron ions and their charge transfe? FesFe&?* (Ref.  sorption in the 1.64 eV band is accompanied by the forma-
12). After annealing aT ,,,= 720 K for more than 5-6 h, the tion of a ten-component ESR signayt=1.9) assigned to
ESR data indicate that the iron ions almost completelyNb** (4d?) ions.
change their valence, which significantly slows the growth of
the bands attributed to the iron.

Increasing the reduction annealing temperature to 870 K
increases the absorption over the entire range obsérigd -
2) with the formation of new optical bands centered-a.3,
2.9, 3.3, and 4.0 eV. To simplify the following analysis, we
give the difference spectrum far,,=870 and 720 K. This

S
&

Change of optical density (D)
<

Change of aptical density (D)

40 3.0 2.0 1.0
Photon energy, eV

FIG. 4. Change in the absorption of light for lithium niobate samples re-
duced atT,,=870 K under exposure to optical radiatidid7 K): \j;aq
=760(1), 546(2), and 365 nm(3).

FIG. 2. Optical absorption spectrum of lithium niobate crystdls-{77 K)
induced by reduction annealing &f,=870 K.
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An increase in the reduction annealing temperature to
1000 K also has the result that the induced changes cease to
be irreversible during subsequent oxidation—reduction
cycles. For the investigations we used a lithium niobate
sample which had been additionally reduced in vacuum for
8 h at 1150 K prior to the primary oxidation annealing. The
following heat treatment conditions were identical to those
for the samples reduced at 720 K. As a result, we observed
an appreciable+ 1.5-fold) increase in the absorption in the
3.48 eV band with the optical absorption bands for the iron
impurities still identified.

J.009

BASA AN £

2. MODEL. DISCUSSION OF RESULTS @ Oz_
The proposed model of photo- and thermally induced
. ; 5+
processes is based on the existence of structural defects @ Nb
formed in lithium niobate crystals as a result of their
nonstoichiometry. The results of studies of x-ray irradiation @ L¥

of lithium niobate crystafs confirm that the crystal elements
responsible for the formation of optical absorption in the . _

o . L FIG. 5. Structure of lithium niobate crystal.
range under study are initially present even in oxidized crys-
tals.

An x-ray structural analysis of lithium niobate crystals, lithium sites. We call the Nb-Nby; structural defects
reported in Ref. 15, showed that the composition of congrUQ-tylge defects and their concentration fis]~6x10'®
ent LbNiO; crystals may be described by the formulacm .

(Li;—sxNbs, )Nb; _ 4,03, wherex=0.0118. The need to al- In the initial (oxidized state, the crystals contain a cer-
low for electrical neutrality leads us to the following compo- tain concentration ob- and g-type structural defects, de-
sition: (LINDO3) g g4 NbiNbnpO3) 0.0114 VeNDO3) 0.0472- pending on the degree of stoichiometry. The concentration of

The first component is lithium niobate having the usualfree electrons in oxidized lithium niobate is low, only the
composition, the second are fragments which include sodeepestg-type) traps are partly filled, and the defects have a
called antisite defects, and the third includes cationic vacanminimal influence on the optical properties.
ciesV;. An important factor for the proposed model is that ~ Let us consider the processes accompanying reduction
the crystals contain around 1% of Nlons in the neighbor- annealing. In the first range of annealing temperat(res—
hood of Nhy, with a highV, concentratior(around 4.7% of 800 K), the dominant process after cooling is electron filling
the cation positions This corresponds to a concentration of of deeper traps —g-type structural defects, which is accom-
Nby,;—Nby, defects b defec) of around 2x10?°° cm™3. For ~ panied by increased optical absorption centered at 3.48 eV
the cationic vacancies we therefore fifitV,]~8x10%°°  (Fig. 1.
cm™ 3. The second range of annealing temperatu(@s0—

According to Ref. 9, the reduction annealing of lithium 1000 K) is characterized by increased structural rearrange-
niobate is accompanied by loss of oxygen by the sample an@ient of the crystal which gives a slightly increased concen-
the released electrons are captured by existing traps. It is aldeation of structural defectsb(and g types. Appreciable
assumed that the cations formed by dissociation of surfacliling of g-type defects takes place and electrons begin to be
LiNbO3 molecules diffuse into the bulk of the crystal and fill captured byb-type defects, which is accompanied by the
existing cationic vacancieg,. Capture of an electron from appearance of optical absorption in the visible and ultraviolet

the conduction band by adefect results in the formation of ranges(Fig. 2.
a small polaron P) Nbﬁﬁ—N 5; which has an optical ab- An increase in the reduction anneal temperature to

sorption band of 1.64 eV. Accordingly, the capture of two1000 K and above increases the lithium ion deficit. Some of
electrons by &-defect results in the formation of a bipolaron the resulting cationic vacancies are filled with Nb ions,
(B) with a broad optical band in the absorption spectra in thevhich increases the concentrationsinfand g-type struc-
range 1.7—4 eV. tural defects. This factor explains the observed increase in
In our proposed model we also introduce defects assocthe 3.48 eV band in samples which have undergone further
ated with interaction of Nb ions occupying Li positions reduction at 1150 K.
(Nb;—Nb,) to obtain a more comprehensive description of ~ We shall now analyze the electronic structure of the cen-
the experimental observations. The minimum distance beters which determine the optical properties of lithium nio-
tween the positions of the Li ions in the LiNg@tructure is  bate.
3.76 A (Fig. 5 with three nearest neighbors. Assuming that
the Nh; defects are distributed randomly, we obtain the
number of Np; ions having nearest neighbors other than  In order to construct a systematic model of the electronic
Nby;, which is 3x10 * or 0.03% of the total number of defects in an LINb@ crystal, we need to construct the initial

3.[NBO3]”~ CLUSTER
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single-electron states of the valence band and the conduction

band. For the general case, this problem was solved numefd = 2 eiMig+ X Tii(ChCi,+ChCin) + 2 Uini ni;
cally in Ref. 16. The qualitative characteristics of the elec- " e '

tronic states of a lithium niobate crystal can be described 1 ’

using a simplified model which, however, includes the three +”ZU Vii”ia”jrr_; JijNigNjet+ EIBZj Xij

most important features of the crystal: the dominant role of

the [NbOg]”~ niobium octahedron in the formation of the

actual electronic statéd,the ferroelectric displacement of H\% (Nig M) Xij 2
the Nb ion from the centra{paraelectrit position of the L o
oxygen octahedron, and the crystal symmetry, which we ap¥heren;,=c;,Ci, is the number of electrons at sitewith

proximate by theCs, group. spina, ¢, ¢;,, are the creation and annihilation operators of

In the state basis we include fivel rbitals of niobium ~ an electron at site with spin o, Tj; is the hopping integral
and eighteen g orbitals of oxygen and we neglect O—O between sites(=a,c) and j(=b,d), V;; and J;; are the
interaction. Subject to these simplifying assumptions, th&coulomb and exchange interactions between them,land
eigenvectors and eigenvalues of fiNbOg]”~ cluster can be is the Mott—Hubbard parameter. The last two terms in Eq.
determined accurately, in analytic form. The results of thd2) describe the elastic energy of the lattice and the electron—
calculations will not be given in full because of their cum- lattice interaction, respectively. The Hamiltonid®) is a
bersome nature. We merely note two consequences of dire@gneralization of the Hamiltonian given in Ref. 18 in terms
relevance to the following analysis) the lowest antibond- ©f three aspects:)athe exchange interactiod; is added,
ing state of the clusteithe bottom of the conduction band is Which partially lifts the spin degeneracy and is important for
associated with this state in the calculatipissa doublet; 2 correct allowance for the bipolaron triplet statette single-

this doublet is a combination ofc4states of niobium and@ ~ €lectron unperturbed energiesande; differ — this is ac-
states of oxygen as given by knowledged to model the inequality of the atomic energies at

sites N," and NI ; ¢) the number of unperturbed levels at
each site is two. This is because, as was shown in the previ-
W=D, (E;)|x2—y2)+ D4 (Ey)|x2) + E [PYE)WYE,) ous se(;tion, the Iowegt antibonding state of ENi)OG]f
n=x* cluster is a doublet which transforms by theepresentation
of groupCs,, . Performing a standatfiprocedure for elimi-
nating of electron—phonon interaction in EQ), we obtain
the polaron Hamiltonian

+P3(E)W3(Ey) + PI(Eg) Vi(Ey)],

n n
W,=Dy(Ey)[xy)+Do(Ez)|y2) + ngi [P2(Ep)WL(Ey) H= Z efn,,+ ; Tiejf(citrcj(r—'_ ¢/Cio)
+P1(E2) V1(Ep) + P3(E3) W3(Ea)], (o
+> Ui?fnuniPLZ Viejfnirrnj(r_z JijiNigNje (3
where|x?—y?),|xy) ... are the basisdtorbitals of the nio- | e !
bium ion, ¥ (E; 2 are linear combinations of the basis With the renormalized parametéts®
|p.) (@=x,y,z) orbitals of oxygen which transform by the of 2 ef 2
irre>ducible representatioR,, E,, or E; of the C5, group, er=eimNIB, Ui=Ui =208,
D, E;,) andPi, are the amplitudes of the appropriate ba- Vef= Vij—2\%B, Tfjf: T, exp—\%/2Bwy), (4)
sis states of niobium and oxygen, normalized to unity, and
denote the states of the lower and upper oxygen planes of thigherew, is the atomic vibration frequencyw§= 8/m).
octahedron to which th€ optic axis of the crystal is normal. The electron spectrum described by the polaron Hamil-
The random Coulomb fields of the charge compensatortonian(3) with the parameter&t) was calculated numerically
present in the crystal lift the orbital degeneracy of the state§Sing a two-electron basis. Since the experimental values of
(1), which will be assumed subsequently. the parameter&) are unknown, their values were chosen for
the numerical analyses on the basis of the following reason-
ing.
The initial value of the parametef’ which includes the
chemical potential of the system, may be determined for
4. BIPOLARON Nbfffr ions by equating its activation enerdy to the elec-
trical conductivity o(T)=opexp(—WHKT), measured in
It was noted in Ref. 9 that a bipolaron in a lithium nio- LINbO; by Nagels’* We then obtain an estimate f@:’ff
bate crystal is a singlet Heitler—London pairﬂi\*lt} Nb‘,{,g of ~—(0.6-0.7) eV. For Nkﬂf ions we shall assume that the
nearest Nb ions whose electronic states are stabilized by laground-state energy is higher than that for arﬁl\lhﬂefect
cal deformation of the lattice. To calculate the spectrum ofand is in the range 0.05-0.2 eV. This assumption is made
this system, we consider a simplified model in which twobecause, although the ground state of an; Mlefect lies in
electrons are positioned at two lattice sitesand b. We  the band gafi.e., lower than the Ny, state$, no O(2p)
write the Hamiltonian of the system in the form —Nb;(4d) optical charge transfer band is observed with the
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TABLE I. Initial values of the parameters of the Hamiltonigd (energy in TABLE lll. Eigenvalues of the polaron Hamiltonia®3) (energy in electron

electron volts. volts).
ug Vi Jij Jii T g e’ I E, I E, I E, I E,
2-3 -0500 <|v; <uUf 01-02 06-07 04-05 O -1.35 7 -088 14  -031 21 093
1 -1.31 8 -082 15 -030 22 095
2 -1.31 9 -0.81 16 0.59 23 095
3 -1.30 10 -0.80 17 0.60 24 162
: . - 4 -0.93 11  -0.80 18 0.65 25 1.93
energyho <Eg,,, which should exist in an oxidized crystal. 090 12  -035 19 065 26 262
Thus, the parametear]-ef of a regular Nﬁg polaron may be ¢ -0.90 13 -0.31 20 0.88 27 2.93

estimated as 0.4-0.5 eV, which gives an estimate for the
polaron reduction factox?/3~0.4—0.5 eV.

The initial values of the parametev§’, Uf', J5', andT;' o ,
are more difficult to ascertain and thus we used rough esti€Vels. The first includes bipolaron bound states whose en-
mates for our numerical analysdglthough the results ergy is lower than the ground state energy
seemed to be more sensitive to the values:®f. For in- Satep=—1.25eV of the two polarons. The second group
stance, the typical value of the paramdtgy for free ions is includes those states whose energyis higher _thansa
~10eV or highe? However, the covalence and electron + e, _bUt lower thare +&4=—0.25 eV_—the ext_:|ted state
polarization appreciably reduce its value to a negative valugneragies of the two polarons. The third group includes the

which stabilizes the Anderson bipolarolsThus, for Np ~ f€maining bipolaron states with the ener@y>ecteq.
ions in an LiNbQ crystal the initial valudJ® was selected Transitions between the first and second groups of levels lie
1

in the range 3-4 eV. The interionic Coulomb interacfigp in the infrared while those between the first and third groups

of two electrons at the distance 3 A in the crystakd eV lie in the visible. This aspect is discussed in greater detail
which gives the initial valueV®~0—(—0.05) eV. This SUbSTehq“e”“y- e 135 ey stat
value is reasonable since the condition for bipolaron forma- . € \t/)va\t/r? unc |8_n Ot' € groundsp=—1.35 €V} state
tion is either polaron attractiofwhich is typical of crystals IS glven Dy the combination

with a narrow conduction baf¥ or smallness oW com- Wo=—0.71alp)+0.71aT)+0.47al )+ 0.4 Tpl0),

pared with the superexchange interaction which is typically 5

~0.02-0.1 eV(Ref. 22. The exchange interactialj; Was \yhere the arrows indicate the electron spins in statasdb

varied so that;; <Vj;<Uj; . For high exchange values the (yhe ground states of the [{jb and NH; ions, respectively
bipolaron singlet state was destroyed and converted to a URind|| ,1,) . . . are the two-electron wave functions. It can be
let state with SD'VS=1-+The résonance integrdl; can be  geen from Eq.(4) that ¢, is a combination of Heitler—
e3t|mate:§j f(?r the l\ﬁp _’NbNb pair by the Harr_lson LOﬂdO”ﬂTalelaTb)} and Andersor{|Tala>’|Tblb>} bi-
method’> which givesT;;~1 eV for the 4 wave functions  5|ar0ns: the relative amplitudes of these states are deter-
|32°—r?) of Nb ions oriented along the bipolaron axis par- yineq by the Mott—Hubbard repulsidné’ and for negative
allel to theC optic axis of the crystal It then follows from US', the ground state is determined b')'/ the Anderson bipo-
Eq. (4) that Tf lies in the range 0.1-0.15 eMwp~0.1 eV, Ialrlons(negativel-J centel.
which corresponds to an atomic vibration frequency of  The first excited stateH; ,=1.31 eV, doubly degener-
~101;|Hz). These estimated initial parametéds are given ate is a spin triplet with the wave functions

in Table I.

Numerical modeling of the spectrum of the Nb-Nbg;; Vi=[Tale), Wo=—[lalp)- (6)

pair showed that a singlet bipolaron is stable for the modekijnce the spin triplet6) is a non-Kramers one, it must be
parameters3) given in Table I, wherea andc are the two  recorded using unconventional methods such as acoustic
components of th& split doublet of the Nfj" ion andb and  ggR. However, the population of the tripled) at T=4 K

d are the two components of tifesplit doublet of the Nfy;  (typical temperature of an acoustic ESR experimheg-
ion. We attribute this splitting to the electric fields of com- |igiple.

pensating defects in the crystal. The numerical analysis The second excited staf; is a singlet with the wave
showed that, if this splitting is zero, the bipolaron groundfynction

state will be a spin triplet which disagrees with the experi-

mental data in Ref. 9. The spectrum of bipolaron energies is W3=—0.74Talp)+0.7414Tp). @)
given in Table Il for the values of the parametéds from

Table Il. This spectrum may be divided into three groups of5. Q-POLARON

It has been noted that the concentration of
TABLE Il. Optimized values of the parameters of the Hamilton{@n(en- (NbEr_N 5i+)GI pairs, whereg =+ 8 is the charge of the pair
ergy in electron volts relative to the lattice, in a congruent lithium niobate crystal is
~10"®cm 3. Thus, the filling of these traps by electrons
U veh V& Ja Jae ed ef e e Ta  should influence the optical spectrum of lithium niobate
30 -05 15 001 005 -07 -055 -02 -005 02 Crystals, at energies higher than the optical dissociation en-
ergy of the NB."—NbY; singlet bipolaron with an optical
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TABLE IV. Eigenvalues of the polaron Hamiltoni&8) for the four-polaron The wave function of thé&, ground state of th€) po-
problem(energy in electron voljs laron is a combination of singlet four-electron basis func-
[ E, | E, [ E, | E, tions

0 267 16 -017 32 026 48 057 Wo~—047%TaTplcla)—0.48alpTcTa)

1 -2.65 17 -0.13 33 0.28 49 0.62

2 —-2.65 18 -0.11 34 0.33 50 0.63 - 0-5‘ Talblch> - 0'5‘ laTchld>- (9)

3 -263 19 010 3 034 51 068 Here and subsequently we omitted terms with amplitudes
4 -2.63 20 -0.09 36 0.37 52 0.70 <0.1 for simplicity. The first ited state in the first

5 e 21 _0.03 37 0.40 53 071 <0.1for simplicity. The first excited state in the first group
6 262 22 —0.01 38 0.41 54 0.73 is doubly degeperate in terms of energy and is described by
7 -2.60 23 0.03 39 0.42 55 0.75 the wave functions

8 -2.60 24 0.12 40 0.45 56 0.79

9 258 25 019 41 046 57 080 Y1=—028],Tp1cTa)—0.59TalpTcla)—0.64TaTplcTa)

10 -2.58 26 0.20 42 0.47 58 0.83

11 258 27 0.21 43 052 59 084 —0.281,1pTcla) 0. Talplcla) T0.-2A L aTplcla)

12 —-2.58 28 0.21 44 0.53 60 0.89

13 -2.58 29 0.22 45 0.54 61 0.94 +0'211lalecldHO'malblch) (10

14 257 30 0.23 46 0.56 62 0.96

and is 0.02 eV higher than the ground state. Since the state
(10) is not a Kramers one, it is difficult to observe for the
same reasons as the triplet bipolaf@® A remarkable fea-
ture of this spectrum is the wide-<(2.5 eV) gap in the spec-

) ) ) trum between the first and second group of levels. Conse-
absorption band around 2.33 eV. Numerical modeling of theyyences of this will be analyzed subsequently.

Nb;" —NB"" bipolaron state using the method described in
the previous section revealed that this defect makes no coR- opTICAL PROPERTIES
tribution to the optical spectrum of the crystal in the energy

rangeE>2.3 eV. Thus, we analyzed the four-electron defect ' N€ optical properties of a bipolaron in this model will
merely be discussed qualitatively since quantitative estimates

require a knowledge of the parameters of the Hamiltonian
(2). An optical transition from the bipolaron ground state to
s o the conduction band is parity-favored. For this we must as-
Nb;" —Nbj;", (8 sume that the conduction-band states, according to the clus-
ter calculations, are linear combinations af Aiobium states
in which, however, for each Nb ion there is only one degen-and 2 oxygen states
erate level. Thus, this defect is also described by the “four-
site” Hamiltonian (2) and (3) but on a four-electron basis. W eong=aWag+bWap. (12)
From the set of basis states we excluded states of the typkhe wave function of the bipolaron ground state is a Slater
[TalbTblp0c0q) - .. with two Anderson bipolarons since determinant, generally constructed from single-electron anti-
their energy is of the order2 and lies above the conduction bonding states of thENbO;] cluster having the form as in
band. Since the defe¢8), whose geometry is shown in Fig. Egs. (1) and (11). Thus, the matrix element of the dipole
5, may be considered to be a combination of twomoment will be nonzero and is determined by the matrix
Nb‘L‘ﬁ—Nbﬁ,g bipolarons considered above, the results of theelements of the parity-favoredd4-2p transitions. In com-
previous section can be used for a numerical modeling of thparisons with the experimental data, it should be borne in
spectrum of this defect. We assumed that siﬁq@r*‘r’ mind that the maximum of the imaginary part of the permit-
(Ref. 23, wherer is the distance between the nearest Nbtivity e,(w) in LiINbOj is shifted up from the bottom of the
ions, the resonance integral between a pair of bipolarons isonduction band by around 1 efRef. 17. This factor is
approximately (3 AJ/(3.76 A)>=3 times smaller than the clearly a property common to perovskités> With this in
corresponding value for a bipolaron. The results of numeriimind, the optical absorption band centered at around 2.3 eV
cal modeling of the four-electron spectrum are given inmay be interpreted using the proposed model as an optical
Table IV. transition from the ground state of a singlet bipolaron to the
The spectrum of)-polaron states given in Table IV can conduction band.
be divided into two groups of levels. The first group includes  In the proposed bipolaron model the distance between
bound states of th@ polaron whose energy is lower than the the first and third group of leveldable 1ll) lies in the opti-
ground-state energy,+e,+e.+e4=—2.5eV of the four cal range. From this set we identify transitions wAl$=0,
polarons. The second group contains the remainingvhereS is the bipolaron spin. We then find that @&=0
Q-polaron states with the enerdy>e,+e,+e.teq. It optical transitions can take place from the ground state with
can be seen from Tables Ill and IV that the ground state o€nergyE, to states with energieg,,=E,; (photon energy
the Q polaron is lower than the energy of four polardfisst hv=2.3 eV) andE;s=E;q (hv=2.0) eV). Transitions from
group but higher than the energy of two bipolaroms  the bipolaron ground state to the Anderson bipolaron states
(—1.35)x2=—2.7 eV. Thus, theQ-polaron modeled here E,, (hv=2.97 eV}, E,5 (hv=3.28 eV}, E»5 (hv=3.97 eV},
is four bound polarons. and E,; (hv=4.28 eV} are not parity- and spin-forbidden.

15 -2.55 31 0.24 47 0.57 63 0.99

4 4
Nby,, — Nby,
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An efficient method is proposed for the self-consistent calculation of Landau levels of a quasi-two-
dimensional hole gas at a GaAs/AlGaAs heterostructure in a perpendicular magnetic field.

The method is based on transforming the Schroedinger and Poisson equations to a system of
nonlinear differential equations which are then spatially discretized and solved by the

method of relaxation. The method proposed is used to model the optical spectra for recombination
of the quasi-two-dimensional hole gas with electrons localized &tager of donors in an
isolatedp-type heterojunction. Particular attention is paid to effects associated with the dependence
of the wave functions and shape of the potential well on the magnetic field, which have not

been considered before. @998 American Institute of Physid$$1063-783%8)03206-7

In the course of the last few decades, there has beeobserve directly Landau levels of a hole gas for the first
intense interest in fundamental physical phenomena oltime® The primary purpose of the analysis given below is to
served in systems with low dimensionality. However, describe such a situation.
whereas the properties of quasi-two-dimensiai2®) elec- The problem of computing the energy spectrum of a 2D-
tronic systems have been extensively studied using variou30!e 9as in a perpendicular magnetic field has been studied
experimental techniques, much less information has been oY Many author&”" All the numerical calculations to date

tained regarding the properties of 2D-hole systems. In eshave been made using matrix methods based on diagonaliz-

g . : ., Ing a Hamiltonian written in a basis made up of a certain set

sence this is because the effective mass of holes is consider: X ) . .

ably larger than that of electrons, and the nonparabolicityOf functions which usually have a simple analytic form. The
y ' accuracy of this method depends on the number of basis

and a_msotropy of the degenerate valence band leads _tofahctions and on the degree of completeness of the set cho-
complicated structure for the energy spectrum under Siz€se, The problem is especially complicated for the case of an
quantization conditions. Despite the fact that a theoret'caisolatedp-type heterojunction, since here the quantizing po-
model for the valence band was constructed almost 40 yeaggntial itself is determined by the quantities we want to solve
ago,”” the fundamental implications of this model for a sys-for, i.e., the hole wave functions. This makes it necessary to
tem of low dimensionality have been derived and understoogepeat the diagonalization procedure iteratively many times,
only recently’~" Thus, it was shown in Ref. 5 that Landau a procedure that converges very slowly. For this reason, au-
levels of a 2D-hole gas are not equidistant and in fact ar¢hors usually do not discuss any effects connected with self-
quite nonlinearly spaced. Nevertheless, it is only recentlyconsistent calculations, nor do they treat the dependence of
that this complicated behavior has been observed directly ithe potential shape on the magnetic field. In this paper a
experiment, due to the smallness of the energy splittings becomputational method is proposed that practically eliminates
tween these levels. For the case of 2D electrons, study of tH§€se inadequacies. The method is based on spatial discreti-
recombination of the electron gas with holes localized i a 2ation of the problem by first reducing it to a system of
layer of acceptors located a certain distance from the heter&rst—ordgr nonlinear d|ff(_erent|al gquanons and ‘“ef? toa Sys-
: . tlem of difference equations. This method makes it possible
junction boundary has turned out to be an extremely usefu

wav o probe the svstem phvsién this case the lumines- to solve the Schroedinger and Poisson equations simulta-
ytop y pRysICSt neously, thereby obtaining a self-consistent solution without

cence spectrum is determined by the product Of the denSIté{dditional iterations. In the sections that follow we will de-
of states of the 2D-electron gas and the amplitude of th@yihe this method of solution, derive the starting system of
wave function in thes layer, which determines the matrix equations, and address the problem of choosing boundary
element for the transition. Recently, analogous structuregonditions. Then we will discuss the basic results of the cal-
were obtained for g-type heterojunction with @ layer of  culation within this model and their connection with the ob-
donors. Studies of the recombination of 2D holes with elecserved recombination spectrum in a heterojunction with
trons localized in thes layer of donors make it possible to doping.

1063-7834/98/40(6)/9/$15.00 1019 © 1998 American Institute of Physics
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1. COMPUTATIONAL MODEL Xt—-37Z St R* 0
Assume that we have already obtained a system of first- | S X-z 0 RY 4
order differential equations corresponding to our physical N R 0 X +7Z =St |’ (4)

system. Let us write it in the most general form 0 R s x+37

Y'—F(Y)=0, (1) where

‘o - p_ _&
X*=P+Q, X =P-Q, Z=-KB,

whereY is anN-component solution vector. Let us pick out 2c

M equally spaced pointg, a distanceh from one another
within the spatial interval of interegiherez is the indepen-
dent variable Then we can approximate our system of dif-
ferential equations by an equivalent system of difference
equations for ther, values of the function we are looking 0= 2(—2k2+k2) K2= K2+ K2
for at the pointsz, : 2 z ' oy

p= %(k§+ K2),  ke=kyiky,

V3a—, 3 1
h - _ 2 2 _
S(F(Y)+F(Y, 1) =0, %) R=—Syk2+ 5 ukl,  y=5(rst7),

Ei=Yi— Y1~ 5

1
i . S=/3y3kk_, =—(y3— V).
Let us now define a neN x M-component solution vectof V3ysk; w=5(r772)

containing all the components of the vectdjs, then we can
write our system in the following simple fornE(Y)=0.
The general method for solving such a sysigne relaxation

In this case, the wave function vector has the following form
(the subscripts denote projections of the spin onzlbeis):

method is based on iterating Newton’s method. Let us de- b_ap
fine an error vectoA,=E(Y) after thes-th iteration. Then b

. . —-1/2

the next solution vector can be written based on the expres- ¢= . (5
sion b1
¢+3/2

Yo =Y. E 71A 3) When an external magnetic fiell is applied along the di-
st1T s sy s rection z, the components of the quasimomentum in the
plane no longer commute[:kx,ky]z—ieB/(hc)z—iI*Z,

wherel = (%c/eB)'?is the magnetic length. Let us introduce

The Jacobi matrixS= SE/SY for this problem is block- ; .
Gladder operators according to the expressions

diagonal in form. We used the efficient algorithm describe
in Ref. 10 to invert this matrix. The advantages of this ap- | |
proach become more palpable when the problem is not lim- a*=—k,, a=-—
ited to solution of the Schroedinger equation alone, since any \/E
other equations in the original systéf) that must be solved 1t s not difficult to show that these satisfy the relations
in combination with the Schroedinger equation can be incorfg a+1=i| [k, ky]=1. From this it follows that the opera-
porated as well. Furthermore, the eigenvalue problem is alsgyr N has eigenvalues 0, 1, 2. . . Let usdenote the corre-
solvable by simply including the additional equatid=0  gponding eigenfunctions b§p, {1, {o, . . . ; then these func-
in the original system, where the eigenvaluéthe energy in  tjons satisfy the following relations:

our casgis regarded as a function of the independence vari-

ablez. The procedure of iterating the solution of system Eq. @ {n-1=Vn&n,  an=nZn-1. (6)

(2) using Eq.(3), requires specification of a certain initial

?’:me'miﬂogiﬁm outr c?]se .Wel reqmretg whole r:]senfes ?]f SF]Ol'adder operators, neglecting the anisotropic terrR ifwhich
utions wi nerent physical properties, each ol whic containsu), which allows us to write the solution vector in a

should start from a different initial approximation. These aregpite basis in what follows. As was shown in Ref. 5, inclu-

trivial to obtain in the limit of zero magnetic field and a sion of the anisotropy leads to the appearance of anticross-

planar quantizing potential with infinite barriers. We thenin s among Landau levels with labels that differ by 4. Using
change the parameters step by step so as to approach t'!p]% relationN=(1/2)(12k2— 1), we can write the Hamil-

limit we want, using the_ solgtlon obtained at the previous, ) . (4) in the following form:
step as an initial approximation for the next step. This pro-

Let us now rewrite the Hamiltoniafd) in terms of these

cedure ensures that our solution will be continuous and that ®,—39 b" —d” 0
we can track its properties. b ®,—q 0 —d+
Following Ref. 5, we start from the X4 Luttinger H= (7)

_ _pt |’
Hamiltoniarf with an external magnetic fiel@ parallel to d 0 di+q b
the z axis, neglecting terms linear in the quasimomerftum 0 -d -b ®,+3q
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where we have introduced the notation

Cb—k§+AN+1 (I)—k§+BN+1

TN O O A
K 2s 2s

= — = — +:— +

q 2’ b ka2, b I ka’,
r r

L) +__ A+2

d—lza, d |2a ,

SO S R 7 S B

h 2 Y2 ' | 2 Y2 '

A=vyity,, B=yi—v,,

3
r=\/3_y, S:\[E‘}’s-

Here, my, and m, are the doubled effective masses of light

and heavy holes. We will look for a solution in the form

En(X,Y) ¢1(2)
—i1{n-1(X,Y) $h2(2)
—&n-2(X,Y) ¥3(2)
1 £n-3(X,Y) ¢ha(2)

’

where(, are functions of the coordinates in the y) plane
corresponding to the Landau level with labeleigenfunc-
tions of the operatoN), andy; are functions o alone that

®

O. V. Volkov 1021

N=r+yn(n—-1),

P=syn—-2, Q=syn,
£ A +1 3K E _B 1\ 1K
0 |2 n 2 2|2’ 1 |2 2 2|2’
E B 3 N 1K £ A 5 +3 K
272 n—s 22 T2 n—-s 22
1P £ e 5? £
0 mh (922 0 1 ml 1922 1

1 4 £ s 1 9

m g2 2 P my 572

Now our problem is to obtain a system of first-order differ-
ential equations from this second-order differential operator.
The easiest method, i.e., treating the first derivativésas
unknown functions, is somewhat inconvenient here since
these functions will not be continuous at the boundary be-
tween GaAs and AlGaAs. In order to satisfy the requirement
of continuity, let us construct new unknown functions by
operating on the vectory with the velocity operator

correspond to the various spin projections. This descriptioffz= (i/)(Hz—2zH). The continuity of the functions,, will

bital angular momentdcompare with(5)], which holds in
the presence of the spin-orbit interaction. Using &), we
can rewrite the Hamiltoniaf7) in the form of a matrix that

acts only on the columns of the functian(z):

& - N/I? 0
0 | oz
20Q 9 M
_Q_ & 0 -
| 9z |2
H=
N 2P ¢
_ 0 & - -
|2 | 9z
M 2P ¢
0 = 0 g
|2 | oz

where we have made the substituti&n— —i(d/dz) and

used the notation

©)

ber. Substituting the Hamiltonian of the form

H—A62+Ba+c
A B TC

into the velocity operator, we obtain by analogy with Ref. 11

(10

[ d
UZ:%( 2A£+B .

Now we can write the complete system of first-order differ-
ential equations for the functiong and Tp=v2¢. The first
four equations are obtained directly from Ed0), while the
next four are obtained by differentiating the first and substi-
tuting the expressions obtained for the second derivatives
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into the original operato(9): \
~ a
() — my (%1 — 94) =0, Gads
¥h —my (Y2 + $4p1) =0, W,
¥y —my (P3+ F 1/))=0,
¢4 mp (1/)4 - ) =0, Zy
P — (A(n+%)—-m,Q2—%K)71;+u—e] -
< X1+ m Gy — Fpy =0, AbeAs  —@)  + + + + +
B [(Bi— 1) - m0? — 3K) h+u—¢| / N;
X9z — myGr — faps = 0, \';L = - -~ U
P — (B(n—%)—m,,P2+ K);';—l—u—e] n,
X3 — mpfy — Fopy =
P — (A(n—é) mP? + K);ly+u—e] b
HH,
| XYt mbds— Ry = ‘
ay &
g
where u is the electrostatic potential and is the energy LH, HH,
eigenvalue. For the case=0, all the components of the ‘f_
wave function(8) except those with spir-3/2 equal zero. In <
this case, only the first and fifth equations remain in the ¥
system(11), and the state is a pure spin state. Rerl, there
are two, and fom=2 there are three nonzero spin compo- 0[ 5 .
nents, and syster(ll) contains four and six equations, re- g 200 400
spectively. These have two or three solutions, corresponding z, A

to different spin sublevels. All the remaining states have four
nonzero spin components in all, and the systam) admits FIG. 1. g Structure of bands near the heterojunction and basic model pa-
. . . . rameters. p Square of the wave function in zero magnetic field plotted
four different solutions. Nevertheless, in the linit=0 all versus distance to the heterojunction for the size-quantized subbtgls
the solutions become pure with respect to spin. The spinH, andHH; .
projection corresponding to the nonzero component of the
wave function that remains in this limit can also be assigned
to a Landau level. In this case, the solutions with shig/2 Here we have introduced the following notatioms:is the
will correspond to heavy holes, while those with spiri/2  density (per unit surface argeof the hole gasg is the di-
correspond to light holes. Following Ref. 12, we will use, electric permittivity,l is a label that enumerates a given en-
along with the Landau level lab&l, an additional labeil for ~ ergy level,p, is the fraction of the overall number of holes
the component;(x,y) that dominates the solution vect@®  that belongs to thé-th energy level Ep;=1), x is the inte-
in the limit B—0, i.e.,n, n—1, n—2, n—3 for states with gral of the wave function densityy(z——=)=0, x(z—
spin—3/2, —1/2, + 1/2, + 3/2 respectively. In this system of +%°)=1) andp, is the integral of the wave function density
notation, all the Landau levels have four spin sublevelsaveraged over all the remaining levels, i@ = . pixi, N;
apiece, with two corresponding to heavy and two to lightis the bulk density of charged impurities in the depletion
holes. layer, andN; is the total number of charged impurities in the
In order to obtain a complete system of equations thatlepletion layer per unit heterojunction area. For this we have
describe the problem under study, we should include in thé&s=WgN;, whereWy is the width of the depletion region.
system the Poisson equation for the potentiaivhich is a As is well-known, under conditions of steady-state pho-
second-order equation. We can transform it to a first-ordetoexcitation the potential behind the heterojunction very rap-
equation by integrating over the coordinateThe integral of  idly becomes flat due to neutralization of the depletion layer
the square of the wave function which enters into this equachargel?’ In this case, the quasi-Fermi level of the holes mea-
tion will be used as yet another unknown functiprwhich ~ sured from the top of the valence band will equal half the
satisfies the equatiogp’ =||2. Finally, the last equation is binding energy of an acceptod~15 meV (Fig. 18. The

for the eigenvalues. Thus, we obtain width of the depletion layer can be estimated from the first
equation in(12) if we do not include the hole charge and
e? impose the equatioru(Wy)=Uy4. Thus, we obtainWy
u'+dm—[ns(pix+pi—1)+Niz—Ns] =0, =(Ugel2me®N,)Y2 For N;~10cm3 this gives Wy
)2 2 2 o (12  =~1500A.
X' —i— = 5= ¢a=0, It is possible to solve Eq$11) and(12) using the relax-

€' =0. ation method described above only along a finite segment of
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thez axis. It is convenient to pick as this segment the regiorstep. The occupation numbers should be calculated from the
of width Wy between the heterojunction boundary and thecapacity of the Landau levels, which depends on magnetic
region of constant potential. As we shall show below, for afield. In this case it is understood that the occupation faetor
constant potential there exists a simple algorithm for conis smaller than the total number of levé\s involved in the
structing boundary conditions for the wave function thatcalculation. In the range of magnetic fields where this con-
takes into account its penetration of the barrier. In this casegition is not satisfied, we can set all tpe equal toM ~* as

for the left-hand boundary, i.e., in AlGaAs, we also shalla first approximation. However, this approach leads us to a
assume the potential is a constant, since the interval ovarompletely incorrect result in the limit of zero magnetic
which its varies considerably exceeds the penetration deptfield, since in this case all the holes will hake=0. In order

of the wave function. In this approximation the wave func-to resolve this problem, we make use of the following con-

tion y:{,r/,,:/,} is a solution to the differential equatioyl cept. At a certain magnetic fieB, , wherev<M, let us fix
+Ay=0 with a matrix A that is independent of. The the factor (N+1)/(21%) in the Hamiltonian and decrease
boundary conditions required to solve E¢sl) and(12) on  the magnetic field while keeping all the occupation numbers
the interval[O,W,] are made up to two parts. First of all we P; constant. In the limitB—0 this corresponds tdl— o,
should guarantee that the wave function attenuates at thihere the leveN transforms into a state withk¢/2)= (2N
barrier. For this we must obtain matrix projection operatorst1)(€By)/(27c). The two spin sublevels transform into
onto the subspaces of eigenvectors of the mairiwhose  two spin dispersion branché$.Equal occupation numbers
eigenvalues have positive and negative real parts. It is eagyf Landau levels will correspond to equal fractions of states
to obtain a matrixA (as the solution to the equatioh? that are equi_distant _with respect k8. In this case we will _
—A?2) that differs fromA only by the sign of certain eigen- not necessarily obtain the exact value of the Fermi energy in

values. Let us choose these signs such that the real parts #§'° field, but the approximate shape of the potential well
all the eigenvalues will be positive. Then the matrix projec-W'” be entirely satisfactory. The shape of the potential well

tion operators are obtained according to the expresaion N the range 8<B<B, can be kept in memory and used for

=A=*A. The second boundary condition includes the inte-the next calculation of energy levels. : . .
In order to compare the results of this calculation with

| of th functi ity. At the righ f th X i L .
gral of the wave function density. At the right edge of the data from optical experiments, it is necessary to obtain ex-

integral w n his integral I ni in h . o ; )
tegral we can set this integral equal to unity, since t epressmns for the quantities observed in these experiments,

amplitude of the wave function is negligibly small there.: ) . L :
; . .e., the intensity and degree of polarization of the recombi-
However, for the right-hand boundary we require an exact®: € .

' nation light. We shall ignore the actual shape of the wave
computation. In the most general “8S€ f Inction of an electron bound to a donor, which is similar to
x=[y'Dydz, whereD Is a quadratic form. The problem tEe Iround state of a h dlrJo en atom ar’u\jNaI r(I)xirr|1atle ith
reduces to calculating the integral 9 nyarog " appr y

an inverse- exponential dependence in zhdirection: |ep)
myTDydz= YTIZ(AD)y =exp(—'|z—zD|/aD), Wher.ezD is the coordinate of thé-layer.
0 070\ 0 and ap is the Bohr radius. To accuracy up to a numerical

.. _ . factor, the intensity of luminescence in thet and o—
wherel y is the matrix of the unknown quadratic form. When polarizations for a level with label can be written in the

the matrix A is z independent, we can write the solution form
vectory with the help of a matrix exponential, by which we
understand the sum of the corresponding series, as follows:

y(z)=e A%y, Then I=fe A?De A%z Integrating by

+ 3 . +
I :P|[Z<l//1|eo>+ Z<¢z|eD>

parts and taking into account that during the integration we 3 1 (19
havee A?—0 at the infinite limit, we obtain the following L =p Z<1ﬂ4|e$>+ 2{¥slep) ],
recursion relation that allows us to compufgto any pre-
specified accuracy: where|ep ) are wave functions of an electron in thalirec-
tion with two directions of spin; the matrix elemerig;| ey )
IZ(A, D)= %DA—lJr %Ig(A, D—ATDA™Y). (13) are understood to be integrals over the variablélere we

have taken into account that the optical transition matrix el-
gment connected with the spin is three times larger for heavy
holes than it is for light hole¥? In this case the selection rule

for the spins is the following: the difference between spins of

Now we can write the necessary boundary conditions at th
left and right boundaries in the following form:

AgYo=0, _ an electron and hole should equal. [compare Eqs(8) and
XO—ySono=0, A1Y1=0, (14) (5)]. Neglecting the sp+in splitting of the electron and its po-

x1=1, larization, we can sé€;)=|ep), and then the total intensity
Uo=0, of circularly polarized light will equal

where the labels 0, 1 denote parameters that are computed at

the left- and right-hand boundaries respectively. The proce- |f’zz'[s(zmeD)+(¢2|eD>+(1p3|eD)+3(¢4|eD>],
dure for self-consistent calculation of the shape of the poten-

tial requires computation of the integrated density function

p(2) and the occupation numbeps at each magnetic field while the degree of polarization is

(16)



1024 Phys. Solid State 40 (6), June 1998 O. V. Volkov

w2k b

e
(XY
e
‘e

ML T PR FIG. 2. a—Energy levels of a 2D
' hole gas plotted versus magnitude of
- the magnetic field for three size-
z - guantized subbands at a concentra-
z == tion of 1x 10* cm™2. Also shown is
= - the position of the Fermi levekE;
== and the magnitude of the electro-
static potential at theS layer U;.
————————————— The position of the Fermi level in
zero magnetic field is denoted by ar-
rows. b, c—Energy levels of the
L] Rl S *, ground-state heavy-hole subband at
., concentrations of %10 and 7.5
£y C et X 10" em 2 respectively.  Also
: shown is the dependence bfs on
magnetic field, which reflects the fill-
ing and emptying of levels with dif-
ferent spins, denoted by solig-)
and dotted(+) curves. The circles
denote the pinning region of the en-
ergy levels.
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with increasingN. In Fig. 3 we show the dependence of the
= square of the wave functidny|? on coordinate for Landau
I+ levelsHy3—, L0+ andH;3—, i.e., the three subbands, in
- 3( 1] ep) + (yalen) — (Wl en) — 3 vl ep) fieldg 1, 5 and 12T. It is F:Iear from this figur_e that the
= . @A nonlinearity of theN— level in theHH_ subband is unam-
3(ynlep) + (vl en) +(¥sleo) + 3(yulep) biguously associated with the strong dependence of the wave
For linearly polarized light, the difference in spins should befunction on magnetic field. Conversely, the lewk be-
zero, and the spin matrix element should equal'4/Ac- haves practically linearly with respect to field. Its wave func-
cordingly, we obtain for the intensity]=(p,/2)[(#»|ep)  tions differ only slightly from the wave function-© over the
+{(i3lep)]. In these calculations we start from the following entire range of magnetic fields.
choice of parametetsy;=6.85, y,=2.1, y3=2.9,K=1.2, The light-hole Landau levels of the subbanH, differ
ande=12.5. by a still larger nonlinearity even in the range of small fields.
Qualitatively this is explained by the presence in the Hamil-
tonian (9) of terms proportional td ~'= B, which act on
the wave function component with spinl/2 and are domi-
The calculations show that for the chosen vallgs nantin the small-field range. In this case, even the sign of the
=15meV and\;=10"cm™2 (Fig. 19 three size-quantized g factor for light holes turns out to be opposite the sign of the
levels are present in the potential well: a lower heavy-holey factor for heavy holes: levels with negative projection of
level HH,, a lower light-hole leveLH,, and the first size- the spin lie lower in energy. Furthermore, levels Gand 0
guantized heavy-hole levelH . Figure 1b shows the depen- + have larger energy than-1 and 1+ (although for higher
dence of the square of the wave functigff= 1//§+ zp§+ ¢//§ labels this is no longer trgeThis anomaly is probably ex-
+ z/xﬁ on the coordinate for zero magnetic field. The Landau plained by the fact that these levels have an incomplete set of
levels for these three size- quantized subbands in the range siin components. As is clear from Fig. 3, the wave function
magnetic fields from 0 to 12T at a concentrationme=1  for level 0+ changes significantly with increasing magnetic
x 10" cm™2 are shown in Fig. 2a. This figure shows the field, its maximum shifts to the right, which also causes an
position of the Fermi levek; . It is clear from the figure that increase in energy. The other levels behave analogously. The
the pure-spin Landau level-0 in the HH, subband is not figure reveals the nonmonotonic character of the change in
the lowest in energy, since the level-Ois located consider- shape of the wave function as well, connected with the ap-
ably below it. Out of the entire set of levels only-Oremains  pearance of new zeros as the magnetic field increases. This
more or less linear over the entire range of magnetic fieldsteature, which is characteristic of all the hole levels except
its deviation from linearity is due only to changes in thethe few with an incomplete set of spin components, can be
shape of the potential well. The largest nonlinearity in thedescribed as follows: the number of zeros of the wave func-
HH, subband is for leveN— (for N>0), which increases tion increases continuously with increasing magnetic field

v
=l

P

2. RESULTS AND DISCUSSION
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FIG. 3. Square of the wave function
plotted against distance to the hetero-
junction for Landau levels of three
size-quantized subbands in magnetic
fields of 1T (solid curve, 5 T
(dashed curve and 12 T (dotted
curve at a concentration of 8 10
cm 2,

1p1%, arb. units

0 600

roughly as\/B, with a coefficient that depends on the label of to broadening of the potential well and to an increasél jn
the level. This is explained qualitatively by the presence of and the energy of the higher-lying size- quantized subbands
term with S~k,k_ in the Hamiltonian(4), which mixes the due to the overall increase in the difference of potentials
motion in the plane of the potential well with the motion between the left and right edges of the potential well. When
normal to it. If, however, we revert to the dispersion law for the Fermi level eventually passes through this level, its emp-
zero magnetic field,then the behavior of the new zeros will tying is accompanied by an abrupt change in the shape of the
be connected with the appearance of anticrossings of variousell and a corresponding decrease in the energy of the
size-quantized subbands. The Landau levels are constructéiyher-lying levels. It is clear from Fig. 2b that the oscilla-
out of states withk’~B, while the energy of the size- tions in fields of 2.5 and 4.5T are unambiguously related to
quantized subbands is proportional rié. Accordingly, the  emptying of Landau levels 2 and 1— respectively. The
anticrossings appear fd&@?~n?, from which it is clear that subsequent smooth falloff it 5 at large fields is apparently
the number of zeros should increase likeand \B. The  connected with the fact that the wave function of level O
Landau levels of thélH; subband have a still more compli- has a tendency to be compressed with increasing magnetic
cated structure. Here thgefactor again has a reversed sign, field. One more interesting phenomenon connected with
but it does not depend as strongly on magnetic field as fochanges in the shape of the potential well takes place when
the case of the light holes. This phenomenon is apparentlievels N— and M+ intersect while the Fermi level lies
explained by the interaction with the low-lying subband of within one of the two. At a concentration of &30 cm 2
light holes. Although essentially the Landau levels of various(Fig. 20 this happens twice: in a field of 4.7T, where levels
subbands do not have sharply expressed anticrossings a@d- and 4+ intersect, and in a field of 9T, where levels 1
can intersect each other, the overall character of their fieldnd 2+ intersect. As the hole levels intersect, their popula-
dependence reflects anticrossings that existed in the dispeiens begins to redistribute. As a result, the occupation of
sion. The wave functions of Landau levels of this subbandevel N— increases, while that dfl + decreases. However,
begin to depend strongly on magnetic field even at fields osince the wave function of lev&l — is considerably broader
1T (Fig. 3). This probably reflects the increasing importancethan that ofM +, this leads to a change in the shape of the
of the cross ternB~k,k_ in the Hamiltonian(4) ask, in-  potential well, which is apparent in the increaseJip. How-
creases. ever, because the wave function of leiet is considerably

As the concentration of the hole gas increases, théroader, it reacts strongly to this change, and its energy in-
change in the shape of the wave functions in a magnetic fieldreases. The feedback that arises decreases the occupation of
begins to affect the shape of the potential well more andhis level, and as a result a pinning of these two levels takes
more strongly, since levels turn out to be occupied withplace: within a certain interval of magnetic field they remain
larger and larger labels for the same field. In order to estivery close to one another, and only the occupation of the
mate the scale of this shape change of the potential, in Fig. Bvels changes. All of this is accompanied by the appearance
we show the magnetic field dependence of the potential foof distinctive features itJ 5 and in the energy of the higher-
the 5- layerU s=u(zp) by a dotted curve. At a concentration lying levels. Of course, a correct calculation of this situation
of 5x 10" cm™2 (Fig. 2b), the occupation of leveN— of  requires choice of a specific hole temperature. The scheme
the subbandHH, is found to have a strong effect on the described above for calculating the occupation numpeis
shape of the potential well in the range of fields where itsimplicitly zero-temperature, and leads to computational in-
wave functions begin to shift to the right due to the appearstability in the case of pinning. The simplest method of re-
ance of new zeros. Occupation of this level turns out to leadmoving this instability was used, i.e., introducing a linear
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FIG. 4. Dependence of the average spin on the distance to the heterojunction for the levels shown in Fig. 3.

washing-out of the Fermi level over a fixed energy interval.

Figure 4 shows the dependence of the average(§jn
on coordinate for the Landau levels shown in Fig. 3, which
were calculated from the expression

3 1 1 3
—Eﬁ—§%+§%+§ﬁ

el a7
As is clear from this figure, the average spin of all the levels
(except for the pure-spin level-0 for heavy holeps exhibits

(S)=

o)

Polartzation

1
-

a strong dependence both on the magnitude of the magneti

field and on coordinates. The spin of levet-3undergoes

nonattenuating oscillations in both subbands, which spreac »

with unchanged period even into the region of the potential

barrier where the wave functions are strongly attenuated.

Here is yet another interesting property of the hole wave
functions: they can attenuate in the barrier in an oscillatory

B

unit

o

r

[/}

o

R

manner, and the period of these oscillations depends only 5,

weakly on the potential energy. This is explained qualita-
tively by the presence of the cross teig-k,k_ in the
Hamiltonian (4), which adds a real part that is potential-
independent to the imaginary part lof in the below-barrier
region.

The phenomena discussed above should be directly vis
ible in the optical properties of this system, i.e., the intensi-

t

Intensi

ties and polarizations of the luminescence lines. The depen

dence of the intensity of recombination light on magnetic
field for the two ground-state heavy-hole levels- Oand
0+ is shown in Fig. 5a. For this calculation we use ELf)

#3-

1,0+

4 [ 12
Magnetic field , T

FIG. 5. a—Dependence of the luminescence intensity from the ground-state

and the following parameters of the electron wave functiorsubband leveHH, on the magnitude of the magnetic field at a concentra-

at the donorzp=500 A, ap=80 A. As is clear from the

tion of 2x 10" cm 2. b, c—Dependence of the intensity and degree of
. polarization of the luminescence from Landau levels of the upper size-

figure, the intensity O_f thg |.Uminelscer_1cle of the puré Spiryuantized subband that are most active in recombination on the magnitude
level 0— behaves quite trivially: first it increases linearly of the magnetic field for a concentration ok&0' cm™2.
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with field, proportional to the increase in capacity of thecesses of recombination of 2D holes with electrons bound to
level, and then falls off, also linearly, proportional to its a & layer of donors near the heterojunction. We have shown
emptying. The intensity of the luminescence from level 0 that the change in shape of the wave functions of holes in a
depends on field in a more complicated way. Here the inmagnetic field is accompanied by an increase in the number
crease due to the increased capacity of the level competed zeroes of the wave function and oscillations in the average
with the falloff due to the weak compression of the level spin, leading to oscillations in the intensity and polarization
with increasing magnetic field. However, the effects de-of the recombination light.
scribed above are manifested in the most dramatic way in the The author is grateful to V. E. Bisti, and also to I. V.
intensity and polarization of luminescence from nonequilib-Kukushkin and V. E. Zhitomirskifor fruitful discussions in
rium occupied levels of the higher-lying subbands. Figuresonnection with the theoretical model and the results ob-
5b and 5c show the field dependences of the intensity anthined using it.
degree of polarization of recombination light from the most  This work was carried out with the support of the Rus-
luminescence-active Landau levels of the excited subbandsan Fund for Fundamental Researnghrant 96-02-16177
at a concentration of 810 cm 2. These oscillations in and INTAS (Grant 95-IN/RU-675
intensity and degree of polarization are connected with
changes in the shape of the wave functions and the potential _
well, and also with the oscillations of the average spin dis- - M- Luttinger and W. Kohn, Phys. Re97, 869 (1955.
. . . 2J. M. Luttinger, Phys. Rev102 1030(1956.

cussed above. Reference 9 gives a more detailed comparisay, | D'yakonov and A. V. Khaetski zh. Eksp. Teor. Fiz.82, 1584
of the calculations with experimental results. (1982 [Sov. Phys. JET®5, 917(1982)].
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The zero-radius potential model is used to investigate multiphdrazhationlesstransitions
between bound states of a parabolic quantum We®W) in a constant electric field whose
intensity vector is perpendicular to the PQW surface. It is shown that thermal-capture
thicknesses depend significantly on the magnitude and direction of the electric field and on the
position of the impurity in the spatially bounded system. 1898 American Institute of
Physics[S1063-783®8)03306-1

1. In crystals, the capture of carriers by deep defect cenlocated at the center of the quantum wed}€0), then the
ters increases exponentially as the defect approaches the suapture of an electron from the conduction baadiabatic
face. As shown in Ref. 1, recombination rates are greathpotential 1) to the ground state of the impurity cer(emtia-
increased for impurity centers whose distance from the surbatic potential 2) at high temperatures is activated in char-
faceR is less than 10-20 A. In a number of cases, electromcter, with an activation energy (Fig. 1). In the presence of
capture is increased whdR< 200 A. An analogous effect a constant electric field the energy distance of the impurity
occurs in spatially bounded systefgiantized layers or iso- state to the conduction band decreasegat0 by an amount
lated quantum wel)s A first-principles theory of mul- (mcw2/2)d§ [according to Eqg(1)], and the recombination
tiphonon capture of carriers by deep centers in rectangulggrocesses take place with activation enedgy<A. This
guantum wells was discussed in Ref. 2, where it was showshould lead to a considerable increase in multiphonon re-
that multiphonon capture depends significantly on the impueombination processes. The decrease in the tunneling path
rity location. In a parabolic quantum welPQW) in a con-  length @,b,<<ab) in the presence of an electric field can
stant electric field, the energies of the bound stéteshe explain why an external field can significantly stimulate ra-
zero-radius potential model of Ref) ®f a deep impurity diationless capture of carriers on deep-lying bound states at
center depend on the position of the defegctaind the mag- low temperatures as well.
nitude of the electric field intensitly directed along the axis 2. Let us calculate the multiphonon capture thickness for
0z of spatial quantizatich an impurity center using the model of a zero-radius
potential® whose wave functions and bound state energies
are known for a parabolic quantum well in a constant electric
field.* Within a quasiclassical description of vibrations of the
crystal lattice that takes into account non-Kondo effects, the
Here 7w =[8%2%E./m.d?]*? is the spatial quantization en- probability of an electron making a multiphonon transition
ergy, E. is the energy depth of a quantum well of widdh ~ from the conduction bandnk, ) to a bound state of a local
do=(|e|Fd?/8E,) determines the shift of the minimum of center ) is determined by the expressfon
the PQW potential V(z) in an electric field ¥(2) 12

m.w?
s=—EO+T(zo+d0)2. (1)

= 4E./d? 7%+ |e|Fz), and E, is the energy depth into the W, ns:i T > [Vank o
band gap of the impurity state for the three-dimensional crys- L 2hlakeT] W .
tal. In the calculations that follow we use the Huang—Rhys (I ne—2)2
model, in which adiabatic terms for bound and free elec- X (2N, +1)expi - i—}
tronic states are represented by the same parabolas shifted 4koTa
relative to one another. The range of applicability of this 1 IV ysd?
model was discussed in Ref. 5. a= > 2 7 ,

The effect of the impurity location and the magnitude of N oy
the constant electric field intensity on multiphonon processes ﬁzkf Mew?
in a spatially bounded system can be qualitatively under- |ms=ﬁ+nﬁw+|g— 5 (zo+dg)?, 2

C

stood by analyzing the behavior of the adiabatic potentials
(Fig. 1). The calculations that follow were made under thewhere V4, is the electron-phonon interaction matrix ele-
assumption that the size-quantization energies in the PQWhent for wave functions of a localized state of the PQW in a
are considerably smaller than the activation energy of theonstant electric fieldh w \ is the energy of an acoustic pho-
defect. In this approximation, we are justified in discussingnon with wave vectoN, N is the distribution of phonons at
the behavior of the adiabatic potentials in terms of normak temperaturd, .k, is the quasimomentum of an electron
coordinate$. If there is no field F=0), and the impurity is  of massm, in the plane perpendicular to the axis of spatial
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q monic oscillator in a constant electric field in subsequent
calculations. When the last inequality holds, it implies that
tunneling processes from a bound state to the continuum

‘r spectrum in an electric field are absent. As a resMjf,(

\ ~ (koT/hwy)),

2 \\ A E |V./\/0kL ,S|2 E%dND [ EO 7‘52 (5)
\\ a n - N fiw V27T4\/;p02\/§ ho~
N\ 4
2 A) Y
mw’ ,2 4 m,
Z % \ N\ ’ £=— (29— )2 ()
% / 64 Is
where v is the volume of the spatially bounded system.
y The cross section for nonradiative capture is determined
from the relation

FIG. 1. Adiabatic potentialgl and 2) for the continuous spectrum and ~ sk
localized state in a spatially bounded system. The dashed curves illustrate VkE Wklo,se + 1 ﬁzkz
the adiabatic potential of a band electron in an electric field. L L

o= , B:ko_T' gy (7

f
—> ke Feke
me k.

quantization k, = vki+ky), n labels the size-quantized |, the case under discussion, whéres directed perpendicu-
conduction bandQ, anid is the distance between minima of |5y 15 the surface of the quantum well, the energy of a band

Lo2m

the adiabatic potentiald=ig. 1). electron equafs

A PQW exhibits size quantization even at rather large
thicknessegfor example, wherd=10° A, i w=14.5 meV}; h2K? F2e?d?
therefore, we may treat the electron as interacting with bulk Enk, = z_chrﬁ“’(n“L 12)- 16E,

oscillations of the crystal lattice. Let us calculate the heat- , . . .
release parametertaking into account the interaction of an Consequently, an external field only shifts the size-quantized

electron with acoustic phonons of the lattice, whHen/E, ~ Pands, and therefore there is no heating. _
<1. In this approximation Including Egs.(2), (3), and(5) we finally obtain

_ g2
E2mNp . o(F)=00e “exp{— B(A—Ag)},
a=———E, 3
4pv2h? A 1 (0 ho ) 2 A 1 (19)2
- A~ — Ta ] O:_ 1

where E; is the deformation potential constant, is the 4al® 2 4a’®
Debye value of the phonon wave vectprjs the density of N V2
the crystal,v is the velocity of sound in the crystal, and ooz | D@ e Blo=g(0)e Fho, (8)
E=Eq— (M.w?/2) (zo+ do)2((hwl4Ey))2. The heat-release wEgpr? |

parameter depends on the electric field intensity and impuri%hereoo is the multiphonon capture thickness in the PQW
position througrE; however, fori »/Eo=<1 this dependence when the impurity is located at the center of the quantum

can be neglected. _ _
In what follows we shall consider the case where eIec-We” (z9=0) andF=0.
: : . . With increasing electric field intensity the minimum of

trons are found in the lowest size-quantized conduction bang1e quantum well potential moves away from the impurity

=0). Thi imation i id i > . )
En ic(;)l Th':rzg]zrg:;mat'gfn 'St;]/:“d IﬁSwOT mélz' Oaggnfor center, and the overlap of the wave functions of the continu-
yp_ P -~ ~ ~ . o ous spectrum and the bound state decreases, which leads to
Eo=0.255 eV, h“’,‘ (14.5/do) (e\_/) (Whergdo IS th.e size of slowing of the multiphonon capture processes. The appear-
the quantum well in angstromshis latter inequality is ful- .o of the factor exp(&) in Eq. (8) is connected with this
filled whend,=10° Aat a temperaturd =100 K. fact. For the PQW parameters listed above &ne-5 eV,

Let us calcu_late thg matri_x eIe_meMNOki_ ,?_for the_ Eo=0.1eV,p=5 g/cn?, v=5% 10°m/s,d~10° A we ob-
electron-phonon interaction, which mixes the initial and finaltajn ¢-(0)=4x 10" cn. If the impurity is located at the

electronic states, assuming the following inequalities: center of the quantum wellzg=0), then the multiphonon
eFd Mew d e?F2d2 rgcombination processes are activated with increaging
T P >1, E <|Eq|. (4)  Figure 2 shows the dependence @fo, on F for z,=0
¢ ¢ (curvel).

The first inequality implies that we are considering those  Note that the change af as a function ofF is largely
values of electric field intensity for which there are still determined by the decrease in activation energy in an exter-
rather many size-quantized levels in the displaced quadratical field, and not by exp{£?). The primary dependences of
potential of the quantum well. When the second inequality ighis process on the impurity position and electric field inten-
fulfilled, we can use the wave functions of a quantized harsity are determined by the parametrin Eq. (6). If the
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6/60 The probability of a radiationless transition of a carrier
6/6, to a localized state in the Einstein modefeak dispersion of
the optical vibration frequencies is neglectésl determined
1+ by the usual methods of the theory of multiphonon
transitiong:
2 * m/2 a
_ - 2 (1+2N)
Wi ns=—7 2 Vi offIn@)| = | e
; X8 |+hw§2+( 1) ]
J— [ m_ s
Fe10™% V/em T2 vo
1 |VNss|2
Fott™, Vems z2=2\N(N+1)as, ao=3 % g (10)

FIG. 2. Dependence of the multiphonon capture thickriesgelative unit$ ) o o ) )
on the electric field intensity. Cunve was obtained foz,=0, curve2 for ~ HereN is the equilibrium distribution of optical phonons and

2,=100 A. The inset shows the dependence of the radiationless capturk,(z) is a modified Bessel function. At low temperatures
thickness on the electric field intensity fag= —100 A. N<1 (z<1); taking Egs.(10) and (7) into account, the
thickness for radiationless capture is determined by the rela-
tion

impurity is located at the point z,, then £2 depends non-

monotonically on F: &=(mw/#) (zo— (|e|Fd?/8E.))>. o(F)=(0) (-1 (ag)F~ D (1-Dg—¢

With increasingF, &2 decreases, becoming equal to zero at (Ig—21)! 0 '

2o=(|e|Fd?/8E,) (the minimum in the PQW potential en-

ergy is at the point where the impurity is locatednd then Herelg=(ls— (hw/2)&%/hwg), | = (Is/hwo), (1) is the inte-

increasesthe minimum of the potential energy moves awayger part ofl, o(0) is the multiphonon capture thickness in a

from the defegt This behavior of¢? leads to a nonmono- parabolic quantum well in the absence of an electric field, the

tonic dependence of the thermal capture thicknesE ¢the  impurities are located at the center of the spatially bounded

inset to Fig. 2 shows the dependenceotdtr, on F for z,  system €=0),

=—100 A). If the electric field intensity is directed opposite

to the axis of spatial quantizatigithe impurity is located at _ oo -ny_ L o Ae%fiwocod B 12

a pointz=—2z, and &= (Ma/f) (zo+ [e|Fd?/E)?), then  T(O)=0 (@)™ Ty, o7=——""{ 5|

o increases with increasing. In this casgwithin the cus-

tomary approximation(4)] the multiphonon capture thick- for E;=0.4 eV,d=10 A, T=4 K ¢°=2.3x 10" “cn?. If

ness increases with increasirfg more rapidly than at z,=1, then forE,=0.4 eV (=20) andF =2.8x10* cm/V

2o=0. Curve2 in Fig. 2 is shown forzo=100 A. (Ir=19) o(F)/o(0)=19. If ay<1, the increase in the mul-
Thus, the rate of multiphonon recombination processesiphonon capture thickness in an electric field is still more

in a PQW depends significantly on the position of the impu-pronounced. The nonmonotonic behavior of the chang® in

rity in an isolated quantum well, and on the magnitude andith increasing field leads to the same features in the behav-

direction of the external electric field intensity. ior of o(F) that were characteristic of radiationless capture

Let us consider the low-temperature case, when elechicknesses calculated within the quasiclassical description
trons interact with optical vibrations of the lattice. The heat-of the phonons given above.

(11)

release parameter fé,/%iw>1 is easily calculated: According to the principle of detailed balance for ther-
IV yed? mal transitions, the probability of ionizatiorWs,kl n is sim-
a=x NS ply related to the probability of multiphonon capture
2 N h(l)o }
WkL ,n,s-
22(In 2)ECo€? m. vz
= A Eo—hwlez ©) Ws,kL,n:WkL,n,seXF(_Blkins)- (12

where co=(1/eg) — (1/e,) and fiwgy is the energy of the Relation(12) holds since there is no heating in a longitudinal
highest-frequency optical phonon. It follows directly from electric field for a PQW andin contrast to the three-
Eq. (9) thata depends on the electric field intensity and thedimensional cad® when the last inequality in Ed4) holds
position of the impurity in the quantum well, but for the direct tunnel ionization of deep levels is impossible. Ac-
Eo/ho> £%/2 this dependence can be neglected. For paraneording to Eq.(12), multiphonon ionization in a PQW, as
eters of a crystal like GaAs cf=1.4x10"2) when well as the rate of thermal capture, depends on the position
Eo=0.3eV,a=102eV, i.e., forhw,=0.02 eV we obtain of the impurity in the quantum well, and the magnitude and
a/fhwy=~0.5. direction of the electric field intensity.
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The pump-probe experimental method is used to investigate the effect of photoexcited carriers on
the dynamics of the exciton absorption spectra of GaAsGAl_,As-multilayer quantum

wells. Use of the method of moment analysis for processing the results makes it possible to
identify the simultaneous contribution of changes in oscillator strength and width of the

exciton lines in the saturation of exciton absorption. It was found that the oscillator strength
recovers its initial value in the course of the first 100-130 ps, whereas broadening and energy-
shift of the exciton lines is observed for 700—800 ps. These are the first experimental
measurements of the excitation densities at which the oscillator strength of the excitonic state
saturates when the latter is perturbed only by free-electron-hole pairs, and when it is

perturbed only by other excitons. @998 American Institute of Physics.

[S1063-783%8)03406-9

Saturation of exciton absorption in multilayer quantumtiquantum wells grown by molecular-beam epitaxy and con-
wells is determined both by changes in the oscillator strengtRisting of 20 periods of GaAs layers of width 80 A and
f of the exciton transition and by broadening of the excitonAlGaAs layers of width 100 A. For this we used the pump-
lines! The question of what type of particléree-electron-  probe method.As a source of laser light we used a titanium-
hole pairs or the excitons themselyés more effective in  sapphire tunable laser with a pulse duration of 120 fs, and a

causingf to decrease has remained open for a long time. IRgnetition rate of 76 MHz. In order to study the effect of
the first experimental papefs,in which the effect of broad- electron-hole plasmas we used resonant and nonresonant ex-

ening of the exciton lines was not fully taken into aceount, ;i excitation During all of these experiments the sample
the authors were led to the conclusion that excitons had a '

stronger effect on the change inat room temperature than was held in an optical helium cryostat and its temperature
free carriers. In the course of their own theoretical investigayvas kept ats K. ) )

tions, the authors of Ref. 4 were led to the opposite conclu- N Fig- 1 we show the line spectrum of exciton absorp-
sion. They showed that free-electron-hole pairs are more efion and the spectra of the laser light used in the nonlinear
fective by a factor of at least 2 in decreasing the oscillatoexperiment. In order to process the absorption spectra we
strength than excitons. In another theoretical stuitywas  used the method of moment analy3ishose essence is the
established that, at low temperatures, excitons should havedetermination of all the exciton parameters at once. The use
stronger effect orf than free carriers, whereas, at tempera-of this method does not require knowledge of the exact form
tures above 25 K, their effects becomes practically theof the absorption spectrum and allows us to treat the latter as
same” Despite the fact that free-electron-hole pairs actuallyan arbitrary statistical distributiotfor more details on this
saturate the exciton absorption more strongly than excitongethod of analysis of absorption spectra see ReflnlFig.

at low temperature their effect onf is quite difficult to 2 we show the results of applying this method to absorption

|§0Iate dge to the simultaneous broagienmg of .the exCItOIgpectra obtained under nonresonant excitation of the sample
lines, which also leads to a decrease in the exciton absorp- o . . i .
: . nder study. The initial density of photoexcited carriers in
tion. If we recall that free-electron-hole pairs are severalu

times more efective in broadening the exciton absorption Iinéh's case was approximately>a0'® e’ It is clear from

than the exciton gas itself, which was unambiguously demf19- 2 thatf, the broadening and, consequently, the maxi-

onstrated in the four-wave mixing experiments of Ref. 7, itMum in the exciton absorption all change simultaneously
becomes quite unclear which type of particle has the domiwith the arrival of the pump pulser=0), whereas the blue
nant influence in changing. The subject of this paper will shift of the exciton line reaches its maximum value only after

be the resolution of this question. ~110-130 ps. This behavior of the resonance position of
We investigated the nonlinear-optics properties of mul-the exciton line is easily explained by the fact that, as we

1063-7834/98/40(6)/3/$15.00 1032 © 1998 American Institute of Physics
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FIG. 1. Experimenta{squaresand the-
oretical (solid curve$ absorption spectra
for ground-state heavy-hole excitons and
an electron-hole plasma. The dashed and
dotted-dashed curves show the spectra of
the excitation laser light.

showed in Ref. 1, free-electron-hole pairs whose presencenergy shift reaches its maximum value at the initial time

leads to an additional red shift of the exciton Rrtésappear

(7=0) and that the initial changes in the broadening &nd
from the system during this time period, forming excitons.are decreased by almost a factor of 2 compared to nonreso-

For delays longer than 130 ps, the energy shift and broademant excitation for the same density of photoexcited carriers.

ing of the exciton lines decreases exponentially with the

In order to determine the partial contributions of free-

same characteristic time. Within the limits of error, this time electron-hole pairs and excitons to the changd,imve in-

coincides with the lifetime of free excitor& “=410 ps ob-

vestigated the dependence of the relative change in this

tained under resonant excitatibhis also confirms the as- quantity (Af/f) on the density of photoexcited particles at
sertion that free particles are no longer affecting the dynamtime =~ 20 ps. The cases of resonant and nonresonant exci-
ics of the exciton state. Under resonance excitation, weation are shown in Fig. 3. In both cases, we used a linear
observe qualitatively the same behavior of the exciton padependence to approximate the experimental results, which
rameters as shown in Fig. 2, with the only difference that thecan be expressed by the following equations:

08t
0.4l
&
[
-9
<
5 o
3
¥
‘ 3
v v Ace/oc
@
4
-0.4f v
[} [ i i
-200 0 %00 200 1200

Time delay, ps

~0.4

AE, meV

FIG. 2. Dependence of the relative
change in oscillator strengti\f/f),
the maximum in the absorption coef-
ficient (Aa/a), the broadening
(AT/T), and the energy shiftAE)

of the exciton absorption line on de-
lay time for the case of nonresonant
excitation. The inset shows the
change in the density of exciton
stategsolid curve and free-electron-
hole pairs(dashed curveas a func-
tion of delay time. For comparison,
we show the behavior of the density
of exciton states in the absence of
free carrierqthe dotted curve



1034 Phys. Solid State 40 (6), June 1998 Litvinenko et al.

0.20 dt a Tl,exc TI pl, (2)
dNo __ Npt '
dt T

where T, ., and T, , are lifetimes of excitons and free

electron-hole pairs respectively(,~65 ps, see Ref.)1At

time t= 0 the exciton and electron-hole pair densities equal
3 NP andN{). These quantities are easy to obtain once we
10 know their ratio(see aboveand their total value. For larger

7 the densities of both types of quasiparticles reduce to zero.
FIG. 3. Dependence of the relative change in oscillator strength of théThe solution to the system of equatio(® is shown in the
exciton tran_sitipn on the density of particles for nonresorn&®) and reso-  jnset to Fig. 2 by the solid curve. For comparison we show in
nant(3) excitation. this inset the change in the density of free-electron-hole pairs
(the dashed curyeand the density of excitons in the absence
of free carriergthe dotted curve

g 10 0
N, 10%cm-2

Af(res N(es e Figure 3 shows the dependence of the relative change in
=Clreo(re9 = _C Np—l f on the exciton density for=135 ps. The best linear ap-
S,exc spl proximation for this function, which is obtained when the
Af(non (nory  py(non value of the proportionality coefficier@=9.6x 10~ 3 cn?,
= c(nonj(non) — __€X¢ pl , is shown in Fig. 3 by the solid curve. Knowirtg, we obtain
f Nsexc  Nspi from Eq. (1) Ng exe= 1% 10" cm™2. Despite the fact that the

accuracy in determininyl ¢« is roughly 10 %, the values of
Ng exc Obtained forr~20 and~ 135 ps are in striking agree-

i i . : ment with one another.
whereNG)., N§), andN® are the exciton density, the den- ent with one anothe

sity of the electron-hole plasma, and the total densities under Thus, in this paper, we have measured saturation densi-
Y . P ' I Sles for the oscillator strength of the exciton transition for the
resonant (=res) and nonresonani=non) conditions of

o : . first time in two cases: when free-electron-hol ir rtur
excitation respectivelyNs ¢, and N, are the saturation S © © cases en free-electron-hole pairs perturb

o . . _the transition Nge=1X10%cm™2) and when excitons
densities in cases where only excitons or only free carriers '

. H — 1 72 .
act onf, andC" (i =res, non are coefficients of proportion- perturb it (Ns =2.5x10" cm ?). In this way we show

ality measured experimentally. Erom Eiq. 3 we obtaies that, for the multiquantum well we used, the cold electron-
_ 1y2>< 10-22 on? apndC(”O“)z %’x 10-12 cr%iz hole plasma has a larger effect on the oscillator strength than

the exciton gas in the range of low to average densities of
photoexcited carriers.

This work was carried out with the support of the fol-
ng funds: Russian Fund for Fundamental Research

NO=NGA+NY, i=res, non, @

In order to determinéNg o, and N it is necessary to
know what portion of the overall density consists of free
carriers, and what part consists of excitons under both cor]b wi
ditions of excitation. The density of photoexcited particles is
proportional to the integral of the absorption coefficients ofCrants 95-02-05046 and 97-02-16833, INTAS-94-0324 and
these particles multiplied by the intensity of the excitation' N TAS-RFBR-95-0576.
laser light. The laser-light spectra, and also the theoretical
absorption spectra of ground-state heavy-hole excitons and
of free-electron-hole pairs, are shown in Fig. 1. In order to

obtain the latter we used the generalized Elliot equalidn.

1 iy
this way we find thaﬂ\léfcs)/Nges)N 10.5 andN(e’;‘c’”)/Nf)T"“) Eétlt_.(li_r:t\;:]eesr;ko, A. Gorshunov, I. M. Hvam, and V. G. Lysenko, JETP
~1.7. Knowing the ratio of densities and also the quantitieszy. peyghambarian and H. M. Gibbs, Phys. Rev. L&3.2433(1984.

c(®s and c(™" we obtain from Eq. (1) Ng exc=1 3W. H. Koch, R. L. Fork, M. C. Downeet al, Phys. Rev. Lett54, 1306
X 10*2 cm™2 andN; ;= 2.5x 10 cm™2. The values of satu- 4(819255 R D. S, Chemla. and er Ph 5
ration density turn out to be almost an order of magnitude 6('301(:(13'8“5-?'” D S. Chemla, and D. A. B. Miller, Phys. Rev38
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Electron states in quantum-dot and antidot arrays placed in a strong magnetic field
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Quantum electronic states in a deintido) array in the presence of a dc magnetic field are
studied. A new method of numerical calculation of the electron spectrum and wave functions in a
two-dimensional periodic potential and perpendicular magnetic field is proposed. The
magnetic-subband energies, density of electron states, and electron dgtsit) |, as well as
the amplitude of the potential, and lattice period and degree of anisotropy for different
magnetic fields have been found. The calculations were performed for quantum dots in the
Ing .Gy gAs—GaAs and GaAs—phGay ,As systems. The rearrangement of the spectrum with
variation of magnetic field and with transition from the tight-bindigo(./V,<<1) to weak-

binding (A w./Vo>1) approximation is studiede(; is the cyclotron frequency, and, is the
periodic-potential amplitude The calculations show that the two-dimensional lattices
epitaxially grown presently on semiconductor surfaces permit observation of quantum effects
associated with rearrangement of the spectfalectron transport and optical absorplion

in magnetic fieldH<1 MG. © 1998 American Institute of PhysidsS§1063-783#8)03506-0

The behavior of a Bloch electron in an external magneticspectrum rearrangement, which govern the transport and
field has been invariably attracting the interest of physicistsmagneto-optics of such structures, should be observable ex-
The main ideas bearing on the structure of the correspondingerimentally in magnetic fieldsl<1 MG. The methods of
electron states can be found in Refs. 1—8 Numerical methodslectrical and optical measurements in magnetic fields of the
for calculation of the electron energy spectrum and wavedrder of and above 1 MG were developed by the Sarov group
functions in a two-dimensional periodic and uniform perpen-(see, e.g., Refs. 15-17
dicular magnetic field were also developed. In Refs. 9 and
10, the solution of the Schdinger equation for a periodic
potential, invariant to within a phase factor under magneticl. MAIN EQUATIONS. METHOD OF CALCULATION

translations, was presented in the form of an expansion in . . . .
b P The Schrdinger equation for a two-dimensional elec-

eigenfunctions of the electron in a uniform magnetic field,t - iodic field of a two-di ional rect
which was calculated in symmetric vector-potential gaugeron moving In a periodic Tield of a two-dimensional rectan-

A(—Hy/2, Hx/2, 0). Such functions satisfying the general- g_ular array in the )(,y_) plane in a uniform magnetic field
ized Bloch conditiong zero-approximation functionsvere directed along the axis can he written

constructed by Ferratt The Ferrari-function basis was used R (p—eAlc)?

in the first numerical calculatidrof the electron states of a (H=BE)¢={ ————+V(Xy)-Ey=0, (1)
square dot and antidot arréwith a perioda=500 nm and 2m

amplitude of the potential/;=5 meV) obtained by high- wherem* is the effective mass is the electronic charge,
resolution electron lithography, in the presence of a magnetis the velocity of light, ang is the generalized momentum.
field. The vector potential will be presented subsequently in Lan-

Despite the continuing interest in the problem and adau gauge, A=(0, Hx,0). The potential of the two-
wealth of relevant theoretical papers, no effects associatedimensional array in Eq(1) will be given by a periodic
with rearrangement of the Bloch electron spect:&ran in a magfunction
netic field have regrettably thus far been observed.

Considerable progress has been reached recently in YY) =~ Vo cos(mx/a)cos(my/b). &
preparation of two-dimensional lattice structures made up oHere the plus sign refers to a system of quantum dots, and
quantum dot$3 Such structures form in the course of epitax- the minus, to an antidot system. The array periods amdy
ial growth through spontaneous self-organization. Preparaarea andb, respectively. We shall assume that the electron
tion of (In,Ga)As structures on a GaAs substrate with a char-motion is confined in the direction, and that the electron
acteristic period of 15-30 nm was reportédVe are going resides in the lowest quantized subband.
to present here the results of a calculation of spectra, wave If the number of magnetic flux quanta throughout the
functions, and density of electronic states for a two-unit cell given by vectorg,(a,0) anday(a,0) is a rational
dimensional array consisting of quantum dots and antidotsumberp/q (p andq are coprime numbeysthe solutions to
with parameters similar to those quoted in Ref. 14 in a perihe steady-state Schiimger equation(1) should satisfy the
pendicular fieldH. It is shown that the effects of radical generalized Bloch conditions

1063-7834/98/40(6)/6/$15.00 1035 © 1998 American Institute of Physics
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FIG. 1. Energy spectrum of andpGa, gAs square quantum-dot arrag$b=25 nm,V,=500 meVj placed in a magnetic field fdg,=k,=0. Inset shows
magnetic subband structure fpfg=11 and 12.

e, ,ky(X,Y) =, ,ky(X+ qa,y+b)exp —ik.ga) Sl_Jbstituting Eq(4) int(_) (1) yields a system of algebraic
equations, which determines the electron energy spectrum
X exp(—ikyb)exp(—27ipy/b). (3 E(ky.ky) and the Hamiltonian eigenvecto®;,

If the magnetic translation vectors are chqsen in the form 2 HN;”'CN,n,z 2 (Eg,f5N'N5n/n

a,=n;ga; +n,a,, wheren; andn, are any integers, then N'n’ N'n’

translation of a wave function by vectay, will transfer it N'R _

into a function with the same quasi-momentiik, k). TV (P10.Kxky)) Cryrnr = ECn-
We shall look for a solution to Eq1) satisfying bound- (5)

ary conditions(3) in the form of an expansion in eigenfunc- - ) .
y <3) P g HereVN," are matrix elements of periodic potenta) cal-

tions of the zero Hamiltoniakl,=(p—eA/c)?/2m* , which ! . .
correspond to eigenvalue=® =% w.(N+1/2), whereN is culated in baS|9{4)._ They are expressed through associated
P lgenvaluesy =7 wq( ), W ! aguerre polynomials!(1%/a%).1° The scheme used to cal-

the number of the Landau level. Because in Landau gaug'e hate th i el s is di d in Ref. 18. Matri
the functions corresponding to the ener&ﬁ, are plane culate the matrix elements 1S discussed (n Ret. 16. MValrix

waves propagating along theaxis and eigenfunctions of a HNn' has a block structure. Each block is labeled with num-
harmonic oscillator in the direction, the solution to Eq1) ~ PersN’ andN. The number of blocks is determined by that

can be presented as an expanton of Landau levels taken into account in expansidh Each
block is a square three-diagonal matrix with dimension
pX p, with the elements of a block being given by indices

X=XoSqa=nqalp andn’. Thus the dimension of complete matrixNgox N p.

o] p + oo
b=, 3 Cn Sl
N=0 n=1 s=—o

Iy The number of Landau levelse., the number of blocks of
_ nga matrix Hm") in numerical calculations was determined ex-
xXexp iky| sqat T) perimentally so as to make the spectrum within the desired

energy interval and the corresponding wave functions inde-
pendent of the numbeX. Incidentally, the structure of the
matrix elements oi\/m;”' and Eqgs.(5) appear to us to be
simpler than the system used in Ref. 9. At the same time our
where xo=cfik,/eH, xy(x) is the harmonic-oscillator method gives the same results for the array parameters speci-
eigenfunction, and,=#%c/eH is the square of the magnetic fied in Ref. 9.

length. The quasi-momentum componekisand k, vary
within the magnetic Brillouin zone. We shall see later that
despite different dependence on coordinateandy of the
functions used in expansio) the calculated density of We performed calculation of spectra, wave functions,
probability has the full symmetry of Hamiltonia. and density of states for different typical parameters of two-

. sptn .
Xex;{Zmy b )exp(lkyy), (4)

2. RESULTS AND THEIR DISCUSSION
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etc) connected with rearrangement of the superlattice spec-
trum in a fieldH.
In the low-field domain, wherp/q=<2, the spectrum has
a different structuréFigs. 2a and 2b For negative energies,
and with no magnetic field present, levels of each well
spread to form an energy band, and if the minimum separa-
tion between the dota=25 nm, the wave functions are
strongly localized, which corresponds to strong-binding con-
ditions. The position of three degenerate levels in a single
well is shown in the lower part of Fig. 2a. Each of these
bands splits in a magnetic field intp subbands to form
spectra of the type of Hofstadter’s “butterflie$"One such
butterfly derived from the ground level of the potential well
b ?/q is clearly seen in the left-hand part of Fig. 2a. The second
1.0 and third levels of the potential well are degenerate, and
therefore application of magnetic field makes the corre-
sponding butterflies overlap. It should be pointed out that
0.5 equationg’5) do not have the property of periodicity p/q,
and therefore the pattern of the levels does not repeat with
_ increasing magnetic fieldincreasing p/q); within the 1
L L <p/q=2 interval the butterfly is already not so clearly pro-
~250 ~125 0 nounced.
FIG. 2. Electron spectrum of an JsGa gAs square quantum-dot array Figure 2b presents the energy spectrum for an aniso-
(V=500 meV. (a) isotropic array &=b=25 nm), (b) anisotropic array  tropic rectangular quantum-dot array. The existence of open
(a=25nm,b=20 nm. Shown below are levels of a parabolic well approxi- g |actronic orbits in an anisotropic array is reflected in the
mating the potential/(x,y) for x—0,y—0. .
structure of the spectrum as well. In low magnetic fields,
open trajectories correspond to a continuum spectrum.
Therefore in the case of an anisotropic array the butterfly

) ) . . appears more crowded. This is illustrated by Fig. 2b. Calcu-
dimensional arrays of quantum dots and antidots. Figures Lions show that in strong magnetic fieldfor p/q=5)

and 2 present calculated energy spectra for quantum-dot aare coupling between various magnetic levels in magnetic
rays in the InGa _,As—GaAs system placed in GaAs for field i i ianif tix VW' break int
different values ofH. The calculations assumed the solid- I€/d is not very significan{matrix Vy,' breaks up into
solution concentration to be=0.2. The jump of the poten- "dependent blocks corresponding to differBi)i the energy

tial at the In,Ga, sAS—GaAs interface had a typical value spectrum, similar to the case of an isotropic array, consists of
V=500 meé the effective mass’* =0.0582n.. which  narrow subbands derived from unperturbed Landau levels.
1 . er

corresponds to §yGa, sAs and differs by not more than Because the levels of a single well and the overlap inte-
10% frommy,, —0.061m grals determining the band width in the strong-binding ap-
S " (S

Consider the band evolution with variation of the mag-Proximation depend on the applied magnetic field, the band
netic field. Figure 1 shows the level position at the center ofd9€s shift with variation of the latter. A3 increases, the
the magnetic subbands,=k,=0) for a quantum-dot sys- band derived frqm the elect_ron ground—stgte.le(\Feg. 2b
tem with periodsa=b=25 nm as a function of applied mag- MOVves toyvard higher energigthe butterfly is tiltedl. In an
netic field. Plotted along the vertical axis is the number of2nisotropic array, wheré<a, these effects are more pro-
magnetic flux quanta passing through the unit cellg( nounced than those in an isotropic one. .
=2). We readily see that both at negative and positive en-  Figure 3 presents an electron-energy spectrum in a
ergies the levels show a tendency of crowding around th@uantum-antidot systemab=10 nm as a function of
unperturbed Landau levels. The positions of the latter arénagnetic field. The parameters chosen correspond to the
identified with filled circles. Taking into account the AlxGa-,As—GaAs system. In the region of strong magnetic
E(ky,ky) relation spreads the levels into magnetic subband§elds (p/q=5) the energy spectrum is seen to consist of
which can overlap. This is illustrated by the inset in Fig. 1nharrow subbands lying above the unperturbed Landau levels.
showing magnetic subbands farq=11,12. Several sub- The positions of the latter are shown with filled circles. For a
bands form under each Landau level, and the subband sep@agnetic field corresponding tp/q=10 the parameter
ration grows with increasing magnetic field, so that fdg Vo/hw.=0.4. Therefore the energy spectrum has here the
=10 the number of nonoverlapping subbandgisThese Same pattern as that obtained in the weak-binding approxi-
data suggest that the separation between magnetic subbarrdation. The number of subbands under each Landau level
in magnetic fields of the order of 1 MG can exceed substanis p.
tially the natural level widttAE~17/ 7, for typical values The method used in this work also permits calculation of
Te~10" 12 5. Therefore, under these conditions one can obelectron wave functions. Figure 4a and 4b displays the dis-
serve experimentally effectéransport, optical absorption tribution of electron density/(x,y)|? in the lowest band for

L
£, meV ~500

;
..

£,meV-500 -375
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quantum-antidot array placed in a magnetic field
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Magnetic subbands in a square

guantum dot and antidot arrays. The probability density dis- A calculated density of electron statgéE) in quantum

tribution is seen to be essentially nonzero either in the regiodot and antidot arrays placed in a magnetic field is shown in

of the potential wellquantum dotsor between antidots. The Fig. 5. The number of magnetic flux quanta per unit cell was
electron density has translational symmetry. Although thep/q=4. For an array with a period=b=10 nm this corre-
calculation was not performed in a symmetric gauge, thesponds to a magnetic field~1.6 MG. In such strong mag-
probability density has the necessary symmetry. netic fields(Fig. 53 the dependence of the density of states

- x/2

- /2

—_— Enin (k=0 ks 0) = 150.12 mey

FIG. 4. Electron-density distribution
for the ky=k,=0 state in the first
(lowes) subband in square arrays:
(a) quantum dots(b) quantum anti-
dots, in a magnetic field correspond-
ing to p/q=4 (@=b=10 nm, |V,
=300 meV.
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FIG. 5. Electron density of states for arrays(af quantum dots |f/q=4,a=b=10 nm,V,=300 me\j and (b) quantum antidotsg/q=4,a=b=30 nm,
Vo= —300 meV) placed in a magnetic field.

on energy in each subband has the shape of a pagoda becausgions. Our calculations permit determination of the regions
of the existence of van Hove singularities. The magnetic subef magnetic fields and of parameters of surface arrays made
bands are well resolved, and one sees four peaks in the deap of quantum dots or antidotperiod, surface potential ejc.
sity of states near each Landau level. The position of thevithin which one can experimentally observe the quantum
energy subbands is shown in the lower part of the figureseffects associated with electron transport and optical absorp-
The character of thg(E) function changes with increasing tion in such systems.
array period. Fig. 5b presents the density of electron states Support of the Russian Fund for Fundamental Research
for an antidot array. The magnetic field, chosen here to b¢Grant 96-02-18067aand of the State Committee on Higher
H=185 kG, cannot be considered strong, because the ratiBducation(Grant 95-0-5.5-68is gratefully acknowledged.
Volhiw.~10. As a result, the Landau level splitting is large,
and singularities in the density of states are not so clearlyis g zirperman, zh. sp. Teor. Fiz.23, 49 (1952; ibid. 30, 1092
pronounced. (1956; ibid. 32, 296(1957 [Sov. Phys. JETB, 835 (1956 [sic].

To conclude, the numerical method proposed in thiszJ- Zak, Phys. Rev34 A1602, A1607(1964.
work offers a possibility of studying electron states of a two- 2"3; 4\(&22[]’9" Zh. Bsp. Teor. Fiz46, 929 (1964 [Sov. Phys. JETRS,
dimensional Bloch electron in a magnetic field over a broadsa_rauh, Phys. Status Solidi 85, K131 (1974: ibid. 69, K9 (1975.
range of parameters, including the strong- and weak-bindingG. H. Wannier, Phys. Status Solidi 8, 757 (1978.



1040 Phys. Solid State 40 (6), June 1998 V. Ya. Demikhovskii and A. A. Perov

5D. R. Hofstadter, Phys. Rev. B4, 2239(1976. A. Yu. Egorov, P. S. Kop'ev, and Zh. I. Alferov, Phys. Rev5R, 14776

Y. Hasegawa, Y. Hatsugai, M. Kohmoto, and G. Montambaux, Phys. Rev. (1995,

8B 41, 9174(1990. ‘ 15y. D. Selemir, A. E. Dubinov, I. V. MakarovAbstracts of the 7th Inter-

A. Barelli and R. Fleckinger, Phys. Rev. 45, 11559(1992. national Conference Generation of “MG-Range Magnetic Fields and Re-

9H. Silberbauer, J. Phys. Condens. Ma#ei7355(1992.

01 o .
gé:gs('llb;égauer‘ P. Rotter, U.Bsler, and M. Suhrke, Europhys. Le3t, M. 1. Dolotenko, A. S. Obchinnikov, V. V. Platonov, V. I. Plis, A. I.

1R, Ferrari, Phys. Rev. B2, 4598(1990 Popov, O. M. Tatsenko, and A. K. Zvezdiibjd., p. 100.
. ar, . . B2 . 17 : : o
12T, Schiwmser, K. Ensslin, J. P. Kotthaus, and M. Holland, Semicond. Sci., A E- Dubinov, K. E. Mikheev, and V. D. Selemiiid., p. 103.
Technol.11, 1582(1996. '8y, Ya. Demikhovski and A. A. Perov, inMegagauss and Megampere
137h. 1. Alferov, D. Bimberg, A. Yu. Egorov, A. E. Zhukov, P. S. Kop'ev, ~ Technology and Applicatior{sn Russiai (VNIIEF, Sarov, 199y
N. N. Ledentsov, S. S. Ruvimov, V. M. Ustinov, and J. Heydenreich, Esp.2°l. S. Gradshteyn and I. M. RyzhilEds), Tables of Integrals, Series, and
Fiz. Nauk165, 224(1995. Products(Academic Press, New York, 1965; Nauka, Moscow, 1971
143, Ruvimov, P. Werner, K. Scheerschmidt, U s8ke, J. Heydenreich,
U. Richter, N. N. Ledentsov, M. Grundmann, D. Bimberg, V. M. Ustinov, Translated by G. Skrebtsov

lated Experiments (Sarov, 199§ p. 23.



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 6 JUNE 1998

Temperature-induced delocalization of excitations in GaAs/AlAs type-Il superlattices
I. Ya. Gerlovin, Yu. K. Dolgikh, and V. V. Ovsyankin

S. I. Vafvilov State Optics Institute, 199034 St. Petersburg, Russia
Yu. P. Efimov, I. V. Ignat'ev, and E. E. Novitskaya

St. Petersburg State University Scientific Institute for Physics Research, 198904 Petrodvorets, Russia
(Submitted June 26, 1997; resubmitted November 28, 1997
Fiz. Tverd. Tela(St. Petersbung40, 1140—-1146June 1998

This paper describes investigations of the photoluminescence spectra of heterostructures
containing short-period type-ll GaAs/AlAs superlattices grown both within the regime where the
heterojunction is smoothed, and in a regime where it is not smoothed, in the temperature
range 10—-40 K. A quantitative analysis of the experimental data shows that the quenching of
exciton luninescence in the majority of cases is characterized by a single value of the
activation energye,=8=+1 meV which coincides with the value of the binding energy of an
X—T" exciton. It is concluded that the primary reason for quenching in this temperature

interval is thermal dissociation of the exciton into a pair of free carriers whose delocalization is
accompanied by nonradiative recombination at traps. It is observed that smoothing the
heterojunction leads to an increase in the probability of quenching by 1-2 orders of magnitude
on the averagd.S1063-783#8)03606-3

Short-period GaAs/AlAs superlattices are type-Il struc-or the mechanism for their thermal delocalization. However,
tures as a rule, in which the lowest excited state is an indiredhere is an alternative mechanism for delocalization of these
X—T exciton! The relatively small probability of a radiative excitations, which has not been examined so far—thermally
transition hinders its competition with nonradiative pro- stimulated dissociation of an exciton with the formation of a
cesses, which should lead to quenching of ¥hel' lumi-  pair of free carriers and subsequent delocalization of at least
nescence. Nevertheless, the results of many experimentge of them. The capture of the delocalized carrier by a trap,
show~ that luminescence for type-1l GaAs/AlAs superlat- which prevents reverse recombination with the formation of
tices at low temperaturedess than 10 Kis in practice no an exciton, can also serve to explain the quenching of the
less brigth than luminescence from type-l superlattices, irexciton luminescence.
which radiative transitions are completely allowed. The pres-  In this paper we present the results of a systematic ex-
ence of a bright exciton luminescence indicates a small probperimental study of the mechanism of temperature quenching
ability for nonradiative decay of thX—1I" excitons at low of X—I" excitons in short-period type-ll GaAs/AlAs super-
temperatures. It is customary to assume that the principdéattices. We used samples in these experiments having simi-
reason for the high quantum yield ¥f—I" exciton lumines- lar size parameters but significantly different heterojunction
cence is the localization of these excitons, which preventgrofiles, whose nonuniformity is generally viewed as the pri-
spatial diffusion and annihilation by quenching cenfglsep mary reason for localization of excitons in quasi-two-
traps, structural defects, etcAs the temperature increases to dimensional heterostructures. Qualitative analysis of tem-
30-40 K, an abruptby more than 2 orders of magnitude perature changes in the luminescent spectra allow us to
falloff in the intensity of the exciton luminescence is conclude that the high brightness of low-temperature lumi-
observed, along with an equally abrupt decrease in its at-nescence in the superlattices under study was caused not by
tenuation time. This radically distinguishes the behavior of energy localization but rather an initially small mobility of
X—T excitons from the behavior of dire®@—T" excitons free X—T excitons. The primary mechanism for delocaliza-
whose kinetics and luminescent intensity do not undergo antion of the excitations leading to temperature quenching is
important changes in this temperature interval. As a rulethe dissociation oX—1I" excitons into pairs of free carriers
thermal liberation ofX—T" excitons from localized states is in this case.
considered to be the mechanism for the rapid temperature-
induced quenching of luminescence in type Il superlattices
which leads to their spatial diffusion and annihiltion by
quenching center5Although the effect of thermally stimu- As objects of study we used MM SL1 heterostructure
lated diffusion of excitations in type-Il GaAs/AlAs superlat- grown at the Center for Optical Research at Arizona State
tices actually was detected experimentally in Ref. 3, the lackniversity (USA),° and two heterostructurese119 and
of systematic experimental data on the dynamics o#&l129) grown at the St. Petersburg State University Scientific
temperature-induced quenching prevents us from identifyingnstitute for Physics Research. Each heterostructure con-
unambiguously the reason for localizationXfI" excitons tained a short-period GaAs/AlAs-superlattice. The nominal

1. EXPERIMENT

1063-7834/98/40(6)/6/$15.00 1041 © 1998 American Institute of Physics
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TABLE |. Nominal superlattice parameters

Sample
Parameter NMSL1 ell9 el29 6
GaAs thickness, monolayers 7 8 8
AlAs thickness, monolayers 5 5 4

4

=

size parameters of the superlattices in these structures are
listed in Table I. All the heterostructures were grown by
molecular-beam epitaxy. In growing tiéMSL1 structure,

the growth was interrupted at each boundary in order to
smooth the heterojunctions, whereas structe#$9 and
el129 were grown without interruption. All the structures

b4

"

were grown without rotating the substrate, as a result of 1
which the superlattices had a significant gradient in the size

of the period in the plan@pproximately 0.5 monolayer/om 0 l . ;

This allowed us to obtain a set of superlattices in each 30 1870 1970
sample with smoothly varying period. E, meV

Luminescence in the sample was excited by the light
from a He—Ne laser. The intensity of the excitation light was
chosen to be rather low, so that the spectra would not exhibit b
any nonlinear distortion. The luminescence was recorded
with a double spectrometer made by Jobin-Yvon, using a
cooled photomultiplier operating in the photon counting re-
gime. The sample was placed on a cold finger in the vacuum
cavity of a helium cryostat, which was part of a Laybold—
Heraeus setup. The construction of the cryostat allowed us to
smoothly vary the temperature of the sample in the range
10-100 K. The temperature was monitored according to the x50
ratio of intensities of theR luminescence line from a thin 2
film of crystal ruby attached to the same cold finger Q in the
immediate vicinity of the sample.

Luminescence spectra recorded at a temperature of 10 K
are shown in Fig. 1. Spectra from tiéMSL1 structure
grown with smoothed heterojunctiori&ig. 19 contained x50
two distinctly resolved peaks as a rule, each of which had its
own system of phonon replicas, a characteristiXefl’ ex-
citons in GaAs/AlAs superlatticésAccording to data from a L L L L
detailed spectroscopic studyhese peaks can be assigned to 1600 1625 1850 1675
excitons localized in planar islands where the GaAs and E, meV
AlAs layer thicknesses are integer numbers of monatomigic. 1. Spectrum of low-temperature luminescence measured at various
layers. The transformation of the spectrum shown in Fig. 1aoints on sampl&MSL1 (a) ande119 (b).
as we move along the surface of the sample is due to changes
in the statistical weights of islands of different thicknesses as
the average value of the period changes. This change in the spectrum corresponds to entering a region

The spectrum of low-temperature luminescence fromwhere the structure has become a type-l superlattice. In this
sampleel19(Fig. 1b contained only one bright exciton line, case it is significant that the transition from a type-Il super-
whose energy position varied smoothly as we moved alongpttice to a type-l superlattice is not accompanied by an
the sample surface in the direction of the gradient of theabrupt change in the luminescence intensity, despite the fact
superlattice period. Such behavior is characteristic for structhat the probability of a radiative transition increases by at
tures in which the scale of nonuniformity of the heterojunc-least 3 orders of magnitudelhis fact is evidence of the high
tion is significantly smaller than the exciton radfuBurther  quantum yield of exciton luminescence in the samples under
motion in the direction of increasing period eventually led tostudy. The spectroscopic characteristics of sanefil29 are
a distinct transformation of the luminescence spectrum osimilar to the characteristics of sam@&19. Increasing the
sampleel19: the ground-state line was somewhat broadenetemperature is generally accompanied by a rapid falloff in
and the phonon satellites that are characteristic of lumineghe total luminescence intensity of the structure under study,
cence fromX—TI" excitons disappeare@durve 3 in Fig. 1.  which indicates the presence of thermal quenching. Further-
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FIG. 2. Temperature induced change in the luminescence spectra of sample

NMSLL at pointal (a) and samplee119 at point 2(b).

more, as the temperature increases we observe a redistribu-
tion of the intensity of doublet lines from th&IMSL1
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sample(Fig. 23. The experimental data were analyzed quan-
titatively by mathematically decomposing the recorded spec- 0
tra into sums of line shapes described in general by the Voigt
function. The intensity of each peak is defined to be the

integral under the line shape. The results of this processingiG. 3. bependence of the intensity of exciton lines on temperature. Dots—
experimental data; solid curves—results of calculations using(Bgqa—
sampleNMSL1, pointal, photon emission energy 1870 meV; M SL1,
point a6, 1875 meV; c-NMSL1, pointal, 1860 meV; d—119, point 1,

are partially shown in Fig. 3.

2. ANALYSIS AND DISCUSSION OF RESULTS

The high brightness of low-temperatuxe-I" lumines-

1874 meV.

Gerlovin et al.
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cence observed in experiments and the practically linear ddion density attest to low nonradiative losses at all stages that
pendence of the intensity of the exciton peaks on the excitgprecede the formation of thé—1I" exciton. From this it fol-
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lows that temperature quenching takes place primarily by @aended layer containing quenching centers is characterized
nonradiative loss of excitations directly from the exciton by fixed values of the activation energy equal to the differ-
level. As we already mentioned above, nonradiative lossesnce between the corresponding exciton energies. In lattices
arise as a result of thermally stimulated delocalization of thewith fine-scale fluctuations of the heterojunction barrier the
excitations, which facilitates their encounter with quenchingactivation energy is not fixed, but rather varies over the in-
centers. homogeneously broadened line shape.

Generally speaking, we stimulate two alternative pro-  In contrast to processes of exciton delocalization, disso-
cesses by increasing the temperature: increase of the exciteiation of the exciton into a pair of free carriers is character-
energy as a whole with a transition to higher-lying delocal-ized by a single value of the activation energy which is prac-
ized states, and dissociation of the exciton into a pair of fredically independent of the shape of the heterojunction. The
carriers. Since the low-temperature mobility oKa-I" exci-  difference in values of activation energy for different delo-
ton is small according to theoretical estimaabe second calization processes of the excitations allows us to identify
process can make delocalization of the excitations signifithe dominant process based on the results of temperature
cantly easier. The thermal activation energy for this procesgeasurements.
is given by the binding energy of thé—T" exciton, which The customary framework used to describe the process
for short-period GaAs/AlAs superlattices is 8—10 meV. of temperature-induced quenching of the luminescence is an

The parameters of the delocalization process for the exelementary three-level scheme. In this scheme, in addition to
citon as a whole should be determined by the mechanism fdhe ground state 0 and radiative exciton state 1 there is an-
initial localization of theX—T" exciton. The mechanisms that other state 2 located above state 1 and characterized by a
are regarded as most effective in spatially localizing a quasilarge probability for nonradiative relaxation. As the tempera-
two-dimensionalX—T" exciton in a type-Il superlattice are ture increases, transitions from level 1 to level 2 become
localization at point defects with the formation of a boundPossible with the absorption of a phonon, “switching on” a
exciton staté”!! and localization by nonplanar boundaries “2—0"channel for quenching. If states 1 and 2 are localized
between heterojunction layel%In the first case, the size of and thermal equilibrium is established between them, then
the localization region coincides with the Bohr radius of thethe populations of levels 1 and 2 should be related by the
exciton, and the localization energy is of order 3—5 meV. Boltzmann relation

In the second case, the character of exciton localization _ _
depends significantly on the profile of the heterojunction. For M>=N1(g2/G1)exp ~ Eqo/KT). @
high-quality structures grown on well-oriented substrates usHere g; is the statistical weight of the level, arif}, is the
ing continuous growth regimes, the heterojunctions consisgnergy gap. The total occupation of levels 1 and 2 is deter-
of a combination of planar sectior{sslandg that differ in ~ mined in this case by the steady-state solution to the balance
width by the thickness of a single monolayésr GaAs this  equation
is 2.83 A). The difference in exciton energy for superlattices _
that differ in their GaAs or AlAs layer thicknesses by a AN+ N2)/dt= = a0~ bagh + P, @
single monolayer is 10—20 meVThis quantity should also wherea,, is the probability for radiative, anld,, for nonra-
give the depth of energy localization of the excitons in thickdiative transitions, anéP is the pump.
monolayer islands. Expressions(1) and (2) are not difficult to generalize

In superlattices grown without smoothing of the hetero-within the framework of a more realistic model that takes
junctions, the size of a planar island is considerably smalleinto account the presence of a continuous spectfiommds
than the exciton radius. In such structures the energy of aaf delocalized states. In this case
exciton is given by the average position of the heterojunc-
tion, and it_s flugtuations lead to_inhomogeneous broadening nz/nl:(gz/gl)f fo(E)exp — (Ejo+E)KT)AE, (3)
of the exciton line shape. In this case, the low- frequency
wing of the line shape is generated by exciton states that aighere f,(E) is the normalized spectral density of delocal-
localized at large-scale fluctuations of the heterojunction barized states. Since near the bottom of the band the spectral
rier, while the high-frequency wing is due to delocalized density of quasi-two-dimensional exciton states is practically

exciton states. Thus, the energy of localization of an excitorgonstant, integration of E43) over energy gives
in these structures is not a constant, but rather varies

smoothly over the inhomogeneous line shape. Na/ny=(02/91)A; expl—E,/KT). (4)

The discussion above implies very different spectro-jere A, is a normalization constant.
scopic manifestations of thermally stimulated delocalization  The combined solution of Eq¢2) and (4) allows us to
of an exciton, as a whole, in superlattices having differenfpptain an expression for the temperature dependence of the
heterojunction structures. In lattices with smoothed boundintensity of exciton luminescence
aries, the lowest exciton state is generated either in planar
layers of large transverse spatial extent or in relatively thick ~ (T)=n1a10=1(0)/(1+AT exp(—E5,/kT)),
islands of small transverse spatial extécamparable to the A=A (byola) )
exciton radius Motion in planar layers does not require 1172079105
thermal activation, generally speaking, while thermal ejecwherel (0) is the intensity of low-temperature luminescence.
tion of an exciton from a thick island into a spatially ex- By using Eq.(5) to analyze the temperature dependence of
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TABLE II. Parameters of quenching process heterojunctions must be thermally activated has essentially
two possible explanations. According to the first, free exci-

Superlattice Energy Eio, . . . . .
sample Point  Period, monolayers  Peak, meV A mev ftons in such regions are delocalized and thglr luminescence
is guenched even at low temperatures. In this case, the spec-
NMSLL al 126 118876(? 5’255) é81'0 trum of low-temperature luminescence is generated by exci-
ba 122 1871 20 g4 tons bound at point .defec(i;or examplle, carbon-containing
a6 12.1 1875 2250 18,5 acceptor centeyswhich are present in the form of uncon-
1886 44 8.4  trolled impurities in all epitaxial structures. Increasing the
c4 12.0 1871 170 124 temperature leads to liberation of the bound excitons and a
0119 11?3%% 12080 170'3? decrease in the intensity of their luminescence. The activa-
0129 1889 33 g1 tion energy for this process equals the binding energy at the

acceptor centers, which as we mentioned above comes to

3— 5 meV. Using the data listed in Table II, it is not difficult

to see that all the experimentally obtained value& gf are

the luminescence intensity, we can establish the value of theonsiderably larger than this quantity. Furthermore, in accor-

energy gap between states 1 and 2 and thereby determine ttiance with Eq(4) heat should lead to the appearance of a

basic mechanism for delocalization of the excitations. luminescence line for free excitons in the high-frequency
Figure 3 shows a comparison of calculated curves baseding of the exciton peak, which is not observed in experi-

on Eq.(5) and the results of experiments. It is clear from thisments.

figure that in the temperature range 10-25 K the theoretical The second explanation for the necessity of thermal ac-

curves are in quite satisfactory agreement with the experitivation follows from the assumption that—T" excitons

mental data for all the samples under study. At higher temhave very low mobility, caused by scattering by micro- in-

peratures we observe an additional increase in the probabilityomogeneities of the heterojunctigsuch micro- inhomoge-

of quenching caused probably by occupation of delocalizedheities, whose dimensions are significantly smaller than the

high-energy band states. exciton radius, may exist even in regions that are planar on
The computed values of the pre-exponential factors anthe average As a result of this, the radius for exciton diffu-
activation energy are listed in Table II. sion turns out to be smaller than the average distance be-

Analysis of the data presented in Table Il, taking intotween quenching centers, which abruptly lowers the prob-
account the picture we have at the present time of the stru@bility of quenching.
ture of the heterojunctions in the samples under study, allows As the temperature increases, the possibility arises that
us to draw certain definite conclusions about the basithe exciton can dissociatenize) into a pair of free carriers
mechanisms for thermal delocalization of excitations in typethat can move much more rapidly than their parent particle.
Il GaAs/AlAs superlattices. The trapping of delocalized carriers leads to quenching of the

Under these circumstances it is most informative to anaexciton luminescence. The primary evidence in favor of this
lyze data obtained at various points on samplMSL1, model is the constant value of the activation endggymen-
whose microstructure was investigated in considerable detailoned above, obtained for various structures, and the agree-
in Ref. 5. An especially noteworthy feature, which draws ourment of this value within limits of error with the value of the
attention to temperature-induced luminescence quenching, lsinding energy of & —T" exciton. Within the framework of
the presence of high-frequency peaks assigned to excitorikis model, the absence of a buildup of the high-frequency
located in planar islands with large spatial extent. The conwing of the exciton line during heating is explained without
ditions for energy localization are not satisfied for these ex<ontradiction by the relatively small probabilitgompared
citons; however, experimental results show that the proces®s the excitony of radiative recombination of the free carri-
that quenches them nevertheless requires thermal activatioers.
The value of the activation energy for quenching of these  The temperature behavior of the low-frequency compo-
high-frequency peaks turns out to be practically the same atents of the doublets at poired anda6 of sampleNMSL1
all sample points. Furthermore, as is clear from Table I, itis characterized by certain other regularities. On the initial
coincides within limits of error with the activation energy for segment(10—15 K an insignificant(in the range 10—15%
temperature-induced quenching of luminescence in sampldsut quite perceptible growth in the intensity of these compo-
ell9 andel29, which have fundamentally different hetero- nents is observed. Further increases in the temperature are
junction structures. To this we can add the results of ouaccompanied by a falloff in this intensity. Just as for the
analysis of literature dat@-ig. 3 in Ref. 3, which shows high-frequency components, the falloff in intensity is well
that, in the temperature range 10—30 K, the temperature irdescribed by Eq5) (Fig. 3), but the activation energy in this
duced change in the kinetics ¥~ 1" luminescence in analo- case turns out to be considerably larger. According to Ref. 5,
gous superlattices is also characterized by an activation ethe low-frequency components are emitted by excitons local-
ergy close to our value dt;,. Starting from this, we may ized in spatially bounded planar islands formed by mono-
conclude that a universal process exists for thermal delocalayer fluctuations of one of the heterojunctions. During the
ization of excitations in type-Il GaAs/AlAs superlattices.  dissociation of such excitons only one of the carriers is freed,

The fact that the luminescence quenching process fowhile the other carrier remains localized in the island. Com-
excitons located in spatially extended portions of the planaplete delocalization of an excitation will occur only after the
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transition of the second carrier to a more spatially confinednally stimulated dissociation of the exciton into a pair of
layer. The additional energy required for this process equalfee carriers having higher mobilities than the exciton, and
the change in energy of thé—1" exciton during a mono- efficient trapping centers. This process is universal for
layer change in the thickness of the corresponding well. Ustype-Il GaAs/AlAs superlattices, independent of their prepa-
ing the data of Table I, it is not difficult to convince oneself ration method. At the same time, the efficiency of quenching,
that for pointsal anda6 this pattern is well obeyed. The which is determined by the degree of delocalization of the
difference in values oE, for the two peaks at each of the carriers, depends strongly on the structure of the superlattice
points coincides within limits of error with the difference in layers formed, as specified by the heterojunction relief. For
frequency of these peaks. The initial buildup of the intensitysuperlattices grown in the regime of smoothing of the heter-
of low-frequency components mentioned above indicates thebarrier, the probability of quenching is on the average 1-2
presence of a thermally stimulated exchange of energy besrders of magnitude higher than for superlattices grown in
tween excitons located in layers of different thickness. Identhe usual regime.

tifying the mechanism for energy exchange and its depen- The authors are grateful to H. M. Gibbs and G. Khitrov
dence on the structure parameters requires additiondbr kindly providing the samples and to M. V. Belousov for
research. discussing the results obtained.
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guenching of luminescence in sampkkl9 andel29 hav- damental ResearckGrants Nos. 97-02-18163 and 9702-
ing inhomogeneous heterojunctions is characterized by th&8339.
same value of activation energy as for quenching of the high-
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A novel phenomenon of regular oscillations is observet-i characteristics of porous silicon

under illumination by visible light. The measurements are performed at room temperature

using a scanning tunneling microscope. The heights of the oscillation peaks appear to be a linear
function of the oscillation number. The experimental value of the Coulomb energy

determined from the oscillation period is much smaller thkgh. The oscillations are attributed

to a Coulomb effect, i.e., to the periodic trapping of a multielectron level in a quantum

well within a Si nanocrystal under the combined influence of the voltage variation at the STM

tip and the Coulomb interaction among the carriers. 1898 American Institute of
Physics[S1063-78388)03706-X

We have observed periodic oscillationslinV charac- for STM investigations was formed between the tip of the
teristics of porous Si illuminated by visible light. The experi- microscope and the porous Si layer grown on a wafer. To
ment is performed at room temperature using a scanning tunRcrease the number of free carriers, and the tunneling cur-
neling microscope(STM). The relative amplitude of the rentl, the specimens were illuminated with light from a Xe
oscillating part is about 10%. At the same time, the Coulomdamp or a Kr/Ar laser working ah=514 or 647 nm(with
energy determined from the distance between the adjacepower density up td®.~10 mW/mnf). STM images of
oscillation peaks is smaller than the thermal enekgy at  our samples show clustefwith size about 100 njnof pro-
room temperature so that within the framework of the stanionged particlegcolumns of 3 to 5 nm width and about 20
dard theory of Coulomb blockade the oscillation amplitudenm height on the top of the porous Si layer. The distance
should be exponentially small. between the particles is 3—5 nm. The total thickness of the

Ours is a typical charge transport experiment in which gporous layer is about a&m. These structures are similar to
voltage difference is applied to a sour@emetallic tip and a
sink (silicon, see Fig. Lseparated by an insulating gap. In
the middle of the gap lies a third electro@erous Si nano-
crysta). Under illumination the electrons are excited to the
conduction band whereas the holes are in the valence band.
Part of the excited electrons annihilate with holes, another
part is localized on traps while some electrons are left in the
conduction band taking part in the charge transport. As the
electron-phonon scattering is intensive, the electrons will be
in a partial thermodynamic equilibrium, i.e., they have an
equilibrium distribution function. However, their chemical Ve
potential . is determined by the illumination. Under the ac- f ]
tion of the voltage, the electrons in the nanocrystal create a
current from the conduction band into the semiconductor
sink. The neutrality is maintained by the flow of electrons r"' ‘m
between the metal tip and the valence band of the nanocrys- ! !
tal.

Light Tip

_ Porous Si spec_imens were prepared by ordinary methofig 1. schematic representation of a tungsten tip of a scanning tunneling
using electro-chemical anodizing pfSi(100) wafers of re-  microscope placed above an illuminated nanopartiéumn of porous Si.
sistivity 50/cm for 5 minutes at the current 25 mA/ém The top of a nanoparticle, covered with an oxide layer, is separated from the

Ik Si by a poorly conducting region of porous Si. Below the nanoparticle
Before measurements, the samples were stored for Sevet e bulk of the specimen with aluminized back sigbadegl is schemati-

days in th? ambient to reach a quaSi'Steady'Statg reg_ime 4lly depicted.V; is the external voltage applied between the tip and the
natural oxidatior. As shown in Fig. 1, the tunnel junction aluminized back side.

1063-7834/98/40(6)/4/$15.00 1047 © 1998 American Institute of Physics
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I’ a erally similar to the pattern shown in Fig. 2. However, the
number of such clearly discernible oscillationsl ahay vary

from point to point and values a&fV; between 2.5-6.7 mV
have been observed in different experiments and different
samples. It means variation &V /kgT between 0.1-0.25.
20 Points of the sample surface showing small modulation of
5r 7'30 o 0 30 the I -V curve could be found relatively easy. But only a

unneling voltage,my small fraction of them(10—15% had amplitude comparable

with the plot in Fig. 2a. We attribute these oscillations to a

7_”30 — . : 30' Coulomb effect that will be described below.

V_. mA Electron tunneling in correlation with charging effects
was extensively investigated during recent ye@se, for
instance, Ref. Pand were clearly demonstrated in multi-

. junction normal-conducting devic¥sat rather low tempera-
tures T. Quite recently, however, they were observed at
. room temperatureS:*2 The high-temperature experiments
Ol i e were made on very small samples. In the present paper we
~40 0 4 60 propose and investigate a different way to reach the high-
Ve, mv temperature limit in charging effects.
To begin with discussion of the origin of this oscillation
FIG. 2. 3 Oscillatiqn Of. the tunneling currerit between the STM tip and e shall start with the Simp|est possib]e examp]e Comprising,
porous Si sgrface illuminated at=647 nm from the .Kr/Ar laser, when the however, all the relevant features of the phenome(laane
value of V5 is changed. bDependence of the amplitudel of the current - . .
modulation on the voltag¥'. understand )t We shall consider electrostatic interaction of a
gate electrodéthe STM tip in our casewith a nanocrystal of
a good conductor.
the surface features of porous Si observed previously by ~We start with the equation for the electrostatic endigy
AFM and STM? of the relevant part of the systenfgate electrode
Porous Si can capture injected carrigexhibits both the ~ + nanocrystal Assume that the gate electrode is at a con-
surface photovoltaic effect with photoinduced trapping ofstant potentiap while the nanocrystal is characterized by the
charge in the oxide on the surf4cand shows persistent charge variableg. We subtract from the total electrostatic
photoconductivity’ These phenomena are usually observecenergy the work of the source maintaining the potential con-
in structures with built-in potential barriers where the excesstant(cf with Landau and LifshitZ? Sec. 5 so that
carriers are injected optically into the vicinity of such a bar- i 2 _ 2
rier. In the presence of the surface photovoltaic effect it is U=(G~ Crp$)T2C1— Copfl2. @
possible to get a tunneling current, sufficient to operate Here C;, is the capacitance matrifvhere index 1 denotes
STM at values of the applied tunneling voltage=0. The the conductor while index 2 denotes the gate elecicddne
| -V curves obtained in this way have shapes similar to thosean rewrite the first term as (12),®2(q,¢), ® being the
observed under illuminatiofi.e., photoconductivityusing a  potential of the nanocrystal which can be considered as a
thin metal film electrode on porous SiThe enhancement of function of two variablesg and ¢. This is an electrostatic
the carrier density by light may be 2—3 orders of magnifude energy of the nanocrystal in the field of the gate electrode.
although the actual current value varies strongly in differenfThe equations are valid provided that all the charges are
experiment$:” Furthermore, metal electrodes evaporated orsituated on the sample surface. Here we imply that, in addi-
Si usually introduce interface stafewhich may seriously tion to the electrostatic forces, there are also sufficiently
influence the transfer of charge. Such defects are not preselatrge forces of a different origin ensuring the overall stability
in transport experiments by vacuum tunneling like ours.  of the Coulomb system. For the energy stabilizing the system
At small V+ (up to few tens of mYa regular modulation we introduce notatioW. In our present example this is an
of thel -V curve as shown in Fig. 2a is observed whénis  electron work function at the metal’s surface.
swept slowly(within 20 9§ from —30 to +30 mV at a ran- Let us discuss the first term on the right-hand side of Eq.
domly selected point of the tip above the sample surface(l). Termq?/2C,; describes the mutual repulsion of the ex-
irrespective of the light source or the wavelength of thecess charges. Terming?/zcn represents the repulsion of
Kr/Ar laser. As is evident from the inset of the figure, the the polarization charges induced by the gate voltage. Finally,
oscillations are periodic iV with an average periodV;  term —C,,q¢/C,; describes the interaction between these
=6.7 mV. The current steps shown in Fig. 2b vary from 0.3two types of charges.
to 0.8 nA. WhenV+ is swept from the negative towards Now we will turn to a more realistic situation in regard
positive values the size afl increases at first steeply and to our experiment. Consider a conductor with a small num-
then slowly decreases in a linear way after a kink inAHe  ber of carriers(electrons and holg¢sso that they cannot
versusVy plot. screen out the gate field in the whole nanocrystal. Let us
The shape of thé—V curves and the current oscillations assume presence of a potential well inside the conductor, so
observed on different places of the sample surface are gethat the conductor is nonhomogeneous. Were the well suffi-
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ciently deep and wide, all the electrons would be trapped ifThus the average number of electrons bound within a well is
the well, so that the system could be looked upon as a small n
piece of metal in a dielectric matrix. For the mechanic en- 7_ _ 5 @: nCq expl (un—En)/keT] _
ergy of such a metal droplet one can also use(Eq.Let us du  1+Cyexd(un—E,)/kgT]
now assume that the potential well is shallow. In this situa-
tion one can expect thal will be sufficiently small(see
below). If W is smaller than (1/1;11& the electrons could E,~W<Ec<kgT. 5)
not be trapped in the well. FON=0 only a state of indif-
ferent equilibrium whereq,;=Ci,¢, can exist. This is a
manifestation of the Earnshaw theoréatcording to which
a classical system where only electrostatic interaction cannot  Cg exp(un/kgT)>1. (6)
be stablg

Further in the present paper we shall be interested in th

4

We are interested in the case where

One can see that the oscillation amplitude is not expo-
nentially small provided that

In our case of an illuminated nanocrystal, the number of
electronsNp rather than the chemical potential is fixed. The

case wherdV<E. (hereEc=e3/2C,;, e, being the elec- ( ,
tron charge Such states can be stable only if the energy oichem|cal potential should be calculated from equafign
=N, exp (w/kgT) +n where

repulsion of the excess charge as well as of the polarization
charge is almost compensated by the energy of their interac-
tion. Stability the limits of such a state are very narrow, i.e., NbZVf dev(e)exp(—e/kgT). (7)
the states with the charge that differs fr@q.¢, by * e,
i.e., by a single elementary charge, would be unstibge HereV is the volume of the nanocrystal whilge) is the
below—Eq. (2)]. It means that the multielectron state con- density of electron states. Here we assume that the electrons
sisting of the excess charge and polarization cloud will bdn the conduction band are nondegenerate. One can see that
distributed as a whole over the entire volume of the nanothis is the case if Np—n)/Np<1.
crystal. These considerations permit one to defén our For n<g one can use the following approximate equa-
case. It will be equal to the distance between the uppermodon 9! =(g—n)!g". Then Eq.(6) can be rewritten
level within the well and the bottom of the conduction band.
Thus we postulate existence of a multielectron state NP
characterized by a multielectron chargeand existing for n:Np
those values of the gate voltage whé&gde/e, is very close  This is a product of big and small parameters. When the
to an integer. Such a state cannot take part in the currepfroduct is small the oscillation amplitude goes down. In the
transport(the electrons bound within the well cannot move case we are interested for which H@) is valid there aren
along the potential drgp Due to the same conditiohV  electrons in the well in spite of the fact that the chemical
<Eg, this state is unstable for such values of the gate popotential is negative and its absolute value is bigger than
tential whenC,,¢/e, deviates sufficiently from an integer. k,T. This is due to a large statistical weight of the states in
This physical picture is self-consistent as the state of indifthe well. As a result, we have for the curreht GV(1
ferent equilibrium is stabilized by a small potential of non- —n/Ny) whereV is the voltage applied across the nanocrys-
electrostatic origin. Formally we could just state that thetal, including the potential barriers at its surfac€sjs the
electrostatic energy/ is diagonalized by introduction of a conductance of the nanocrystal fé¢ 0. Here we made use
variableq’ =q;— Cy,¢. of the fact that the electron distribution function for Bolz-
Now we can calculate the probability of realizing the mann statistics has a factor expgT). The ratio of the
n-electron state for finite temperaturés Besides electrons oscillatory part of the current\l, to the non-oscillating part
in an ordinary conduction band, arelectron state discussed for [N]<n, is given by|Al|/I=n/Np.
above can also be excited provided that When inequality Eq(6) is reversed the oscillation am-
_ 2 plitude goes to zero as this small parameter, i.e., exponen-
En=Ec(n—=N)"<W. @ tially. The caseg—n<g can be treated in the same manner
HereN=C,,¢/e. This state may not be excited at all, thenas above with replacemem—g—n. When g—n goes
n=0. If it is excited thenn=[N] where by[N] we denote down, so that inequality6) is reversed, the oscillation am-
the integer part oN. Thus the existence and spectrum of theplitude is again exponentially small.
bound-electron state depends on the voltage at the gate elec- In some sense the phenomenon discussed and Coulomb
trode. blockade have opposite physical meaning. In our situation
Let the number of one-electron levels in the wellgne  the state where electrons have the lowest energy is pinned
The number of ways fon electrons to occupy levels iSCg to the potential well under the combined influence of the
(cf with Ref. 14. For simplicity, we assume that the distance Coulomb interaction among the carriers and the gate voltage
between energy levels in the well is the smallest energyariation. As a result, the electrons are excluded from the
scale. Then the additional part of the thermodynamic potenconduction process provided that<E.. This means that

g"(Np—n)">1. ®

tial due to multielectron excitation is for a particular value ofp only one multielectron state with
corresponding numbear can be bounded. To the contrary,
un—Eg, the manifestation of the Coulomb blockade is that kg

Qn=—kgT In| 1+Cg exp

3

kgT <Ec only such a state conducts the current.
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Let us discuss possible origin of the well in our experi- sample as a whole. Thus one can expect accumulation of the
ment. In principle any relatively shallow potential well with carriers in the nanocrystal.
a small interlevel distance can bring about the oscillatory  Let us estimate the numbers of electrons involved so that
behavior. We feel, however, that in a systems like porous Sihe oscillation could be observable. E§) gives
there is a special reason for existence of such wells. We
mean that the inhomogeneity of the nanocrystal surface and
its oxidations can be responsible for the well formation. Due ( eghs

to the oxidation of the surfad@nd maybe also illumination
the bands are bent upward near the surface. One may expect
that the scale of the bands’ bending due to a poor screening
may be even comparable to the size of the nanocrystal itself.
The bending is in general different in different points of the (Where e=2.72) for Np>n>1. This inequality is fulfilled
nanocrystal surface. The band bendings should result in fodue to the high powen in Eq. (9).
mation of potential wells for the conduction electrons or  In summary, we have observed for the first time room-
holes. Some of these wells would not let the carriers reackemperature periodic oscillations in tteV characteristics
the regions from which they can tunnel out of the nanocryst STM current tunneling into porous Si which is illuminated
tal. Thus the band bendings can be centres of multielectroRY Visible light. The heights of the oscillation peaks appear
state pinning. to be a linear function of the oscillation number. The oscil-
Comparing the data in Fig. 2 with E6L) we come to the  lations are attributed to the periodic trapping of a multielec-
conclusion that the holggather than electropsre localized ~ tron level in a quantum welisituated in a Si nanocrysal
in the well (C1,<0). If one linearly extrapolates the under the combined influence of the gate voltage variation

current—voltage characteristic in Fig. 2 it crosses the abscis&'d the Coulomb interaction among the carriers. We believe
axis atV=—60 mV. This is a typical value of the surface that, in the future, regular nanostructures possessing the
photovoltage for SI° properties necessary for observation of this effect can be tai-

The oscillation pattern is sinusoidal rather than a systen]Pred' . . , . .
of sharp peaks. This may be due to the fact thais of the Valuable discussions with Y. Galperin and G. E. Pikus

: tefully acknowledged.
order ofE¢ [see E(2)], so that the effect is due to the levels are gra I .
within a stripe of the widttE. in a rather deep well. V.V. A and V. L. G. are grateful to Wihuri Foundation
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period of severalV have been observed on some
metals—se¥ and the references therein. The oscillation is
ascribed to the resonances between the de Broglie wave-
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A general expression for the resonant contribution to a tunneling current has been obtained and
analyzed in the tunneling Hamiltonian approximation. Two types of resonant tunneling

structures are considered: structures with a random impurity distribution and double-barrier
structures, where the resonant level results from size quantization. The effect of temperature on the
current-voltage curves of tunneling structures is discussed. The study of the effect of

potential barrier profile on the?l/dV? line shape is of interest for experiments in inelastic

tunneling spectroscopy. Various experimental situations where the inelastic component of the
tunneling current can become comparable to the elastic one are discuss@8980©

American Institute of Physic§S1063-783%8)03806-4

The problem of resonant tunneling mediated by electrontaking into account electron-phonon coupling only for elec-
phonon coupling was solved in Ref. 1. It allows exact solu-trons tunneling to a resonant impurity. We write the Hamil-
tion only under the assumption that only electrons localizedonian in the form
at an impurity can interact with phonons. As this could be
expected, electron-phonon coupling broadens the resonant
peak. At the same time, however, the wave-function phase qf, _ + + +
the tunneling electron can be conserved. This is indeed sc(?)_,| % #1(P)a, ap+2p e2(P)by bp+E°Z Gi Ci
provided the potential barrier is such that the time the elec-
tron resides at the impurity is substantially shorter than the | %' w(q)( fFf 4+ 1
characteristic phase relaxation time. q ' 2

This work considers another limiting case. It is assumed
that the electron residence time at an impurity is substantially — + 1/\/V z t2i(b;cieipRi+ h.c)
longer than the phase relaxation time. While this makes ex- ip
act solution of the problem impossible, it permits one to
introduce the electron distribution function at the impurity. X Tula, ci(fg —f_gePRi+h.c]

Second-order approximation in the electron-phonon cou- g
pling constant takes fully into account the effect of lattice _
vibrations on the resonant tunneling current. It is shown that  + > Tai[by ci(fg —f_g)ePRi+h.c]. ()
interaction with phonons in the course of tunneling provides '

a dominant contribution to the inelastic resonant current if
the barrier width is much larger than the localization length.qere a; and b; are free-electron creation operators to the

Expressions for the elastic and inelastic components ofeft and right of the barrier;” creates an electron at the
the tunneling current are obtained. Possible experimentafpyrity at pointR. , andf; creates a phonon. The first two
conditions in which the inelastic tunneling-current Compo-terms in Eq.(1) describe the kinetic energy of electrons on
nent may become comparable to the elastic one are digjifferent sides of the barrier, the third one, the electron at
cussed. Itis shown that the shape of the peaks in experimefinpurity, the fourth, phonons with dispersias(q) (for the
tal plots of the second derivative of resonant tunnelingsake of simplicity, only one phonon branch is assumed to
currentvs voltage varies with increasing temperature. Foreyisy, the fifth and sixth terms relate to elastic electron tun-
low temperatured,” has the shape of the first derivative®f neling from the electrodes to the impurity, and the seventh
function, and for high temperatures, that of the second deang eighth, to phonon-assisted tunneling to the impurity. The
rivative. quantitiest,, t,, T;, andT, depending on the impurity coor-
dinates are defined by Eg&) and (9) of Ref. 2, respec-
tively. Besides, Eq(1) does not contain the term associated
with direct tunneling between impurities in the barrier. The
latter assumption is valid if the characteristic separation be-

Consider electron tunneling through a barrier with impu-tween impurities is of the order of or exceeds the barrier
rities which have a localized state with ener&y. The  width.
analysis carried in Ref. 2 permits us to limit ourselves to ~ We define the current operator as the derivative with

W 2, tyi(a, ciePi+h.c)
P

1. INELASTIC RESONANT TUNNELING THROUGH A
BARRIER WITH IMPURITIES

1063-7834/98/40(6)/5/$15.00 1051 © 1998 American Institute of Physics
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respect to time of the operator of the number of particles tarhis equation can be solved assuming the nondiagonal terms
the left of the barrier, i.e., in D;;» to be small. This assumption is valid for low impurity
concentrations N<d~2\2mE,, where d is the barrier
A _ ipR; width) and is certainly satisfied in our model. Indeed, the
|=eN= eE [a 2, H]= —elm{ IV 2 tl'a cie® starting Hamiltonian(1) does not include interimpurity tran-
sitions, which is possible only if a still more rigorous condi-
E lia+cl(f+_fq)eipRi]. tion on the impurity concentration is upheltl@®<1).
p Dropping thei’s, we obtain

Then for the current we obtain D=Dy+ 1N“ ty; 2Gl(p)d3p+f to 2Gz(p)d?’p}DoD,
= —elm(ll\/v 2 t1i<a;ci)e‘pRi (5)
pii 1
_ T fw—Egtp+il;’
+2 T1i<a;ci<f;—fq>>e'pRi}. ) oo _
pi whereTl’; is the imaginary part of the bracketed expression;

_ the possibility for electrons to tunnel into the band results in
The angular bracket¢) denote here the thermodynamic 5 proadening of the impurity level. The real part of the
mean. In first order of perturbation theory, Eg) yields bracketed expression gives the shift of the impurity le&gl
relative to the Fermi levels to the right and left of the barrier,
which is inessential for us. The quantify for the case of a
single impurity was determined in Ref. 3. After straightfor-

|:|l+|21 |1:_e|m]._.[1, |2=—e|mH2,

=— on [2G4(p, ) Dyl wy)d3p, ward but cumbersome manipulations we obtain from By.
a
de [i[fi(e)—flltyl>  dey
hh=- J sy P
272 ) (2m)°7 (e1—Eotpi—p1)?+T7 Vu
2= 62 | T1i[*Ga1(p, wp)
(2m)™ 2e Tyl
lo=— E .
X Do(@)F(q—Pp, o — wy)d®pd’q. 3 (2m)8 4 A
Here X[ T[(1+N)fi(1=f1) = Nfy(1-f)]
1 1 [e1—Eot @(q) — py+ pi]*+T7
Gio=r—— v Do=r—r"—,
lon—e1AP)+ 112 lon—Eot uj T [(1+N)f(1—f)—Nf(1—F))]
2 3
- 2 2 dsld p”d g.
o(q) [e1—Eo— () — pa+ ui]°+ T
F(Q,op)=————>—
(9,@p) wZt o2(q) 6)

HereV, =1/m;y2m;e,—py, N is the number of phonons
are Green’s functions for electrons to the right of the barrierin the systemthe Bose funcuoh f, is the Fermi function
electrons to the left of it, electrons at the impurity, andfor electrons to the left of the barrier, ariglis the average
phonons, respectively; (p) and u, ; are the energies and number of electrons at the impurity. FBf+0, f; is not the
Fermi levels of electrons to the left and rlght of the barrier,Fermi function. It can be found by numerical summation of
i is the Fermi level of electrons at impurity,= 7T(2n the series
+1), (n=0,=1,£2,...), andT is the temperature.

We shall assume in what follows the electron-phonon '——+TE 1 @
coupling to be weak. Then the correction By, in higher n lw,—Ep+ui+il’
orders of perturbation theory will be connected only with the ) )
possibility of direct electron tunneling from the impurity into |i Plottedvs Ey—u; has the form of a diffuse step, with the
the band. This means thBY, in Eq. (3) should be replaced diffused width equal to max(.I';).

by the complete Green'’s function of the impurity electron The wnneling current=1,+1, determined in this way
determined from the equation corresponds to that between the left electrode and the impu-

rities. The current between the impurities and the right elec-
_ trode can be found in the same way. By equating the tunnel-
Dii =D+ AN | tyut};, Gy(p)ePRi-Rin ing currents, one can obtain the continuity equation
i determining the Fermi level of electrons at impurities. This

. procedure of tunneling current calculation is valid only for
% DWDOd3p+1N2” J tainty; Ga(p)elPRi~Fi) low-transmission barriers. In this case the residence time of
! electrons at impurities is long enough, first, to result in phase

X DjniDod3p. (4 relaxation of their wave function, and second, for quasi-
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! Consider the current-voltage characteristic of a structure
with randomly distributed impurities. Let resonant tunneling
through some impurity set in at a certain bé&g. This means
that the Fermi energy of the tunneling electron is equal to the
impurity level energy, and, besides, that the conditign
=t3; is upheld. A change in bias voltage drives this impurity
out of resonance. But the condition of resonance in energy
will now be satisfied for some other impurity whoseoor-
dinate differs from that of the firgresonantimpurity. This
implies that resonant tunneling can involve impurities con-
fined in a layer whose thickness is of the order of the under-

v barrier electron wavelength. Summation over all impurities
in this layer results in an effective broadening of the step in

FIG. 1. Current-voltage characteristic of a barrier with a resonant level. the current-voltage characteristic. In order of magnitude, the

width of the rise region

NS p——— e e
I

|
|
o,

eV Kk
equilibrium to set in. This justifies the use of equilibrium elvz—vl|~k—d~m—d,

temperature diagrammatic techniques in tunneling current
determination. so that the extent of the rise region turns out to be of the

Consider possible manifestations of resonant tunnelingame order of magnitude as that of the fallo¥fg—V,|. In
effects in experiments. These effects are seen, as a rule, gther words, the current-voltage characteristic of a barrier
the current-voltage characteristics of structures, as well as iwith randomly distributed impurities is bell-shaped, with a
tunneling spectroscopy experiments, where one measures thédth of order Z/md.
second derivative of tunneling current with respect to volt-
age. Equation$6) permit one to obtain the current-voltage
characteristic of a structure where both elastig) (and in-
elastic (,) resonant tunneling take place.

To analyze Eqs(6), we first assume that there is no
electron-phonon coupling, and that the temperature is zero. To consider tunneling through multibarrier structures,
Consider the contribution to Ed6) due to one impurity one has to take into account the possibility of longitudinal
located, in accordance with the resonance condition, insidelectron motion in the quantum well between barriers. This
the barrier, so thatt;;=t3; . The first integral in Eq(6) con-  results in the appearance of an additional quantum number
tains the Lorentzian terfi/[ (e — Eq+ ui—p1)?+T2]. This  characterizing electron states in the well, viz. electron mo-
means that if the Fermi level to the left of the barrigs, is  mentum directed parallel to the barrier plane, and the lateral
below the impurity level, then the resonant current throughconfinement leveE, broadens to become a band. Including
the barrier is zero. A rise of the Fermi level results in thethe conservation of the longitudinal component of the
appearance of an elastic component in the resonant tunnelingnneling-electron quasi-momentum, Hamiltonién takes
current. Ifty;=t3;, then, droppind, in the continuity equa- on the form
tion, we find w;j= (uq+ m,)/2. The condition for the elastic
component of the current to appearel¥>E,,. _ + + +

Figure 1 shows th&(V) plot in the regiore V~E,. The H_Zp e1(P)a ap+zp e2(P)bp bp+2i" Eo(Py)Cp,Cp,
rise of the current results from the appearancé;pfo that
e(V,—Vq)~T'. The falloff within the regionv,—V; is con- +Z w(q)( FHF 4 1
nected, first, with the decrease in the barrier transmistsion q 792
for electrons tunneling with an enerdg= E, because of its
becoming higher. Besides, the different changes in the bar- +E t2p(b; pCp, T N.C)
rier tunneling transmissions; andt,, breaks the resonant p S
tunneling condition if the bias in increased still more. The
quantity V53—V, can be estimated by assuming that under +E Tlp[a;l 'pHchq”(f(i vq”_f—qi ,_q”)+h.c.]
such a bias the barrier transmission changes by an amount of p.q
the order of the transmission itself, in which case

2. INELASTIC RESONANT TUNNELING THROUGH A
DOUBLE-BARRIER STRUCTURE

+
+ % tip(@,, pCpTN-C)

+ +
+ % TZP[bPL vaCpH+q”(fqi 'q”_ffqi ’,q”)‘i‘ h.C.],

ARy 2k
e(V3—Vy) md’ ®)
where k=+2mU,, and U, is the characteristic barrier and the expressions for the curréf} become, accordingly,
height. As a rule]’<k/md, so thafV,—V,|<|V3—V,|, i.e. 4 [t ¢ 5 g
the current-voltage characteristic of resonant current throughlz_ € f [fa(e2) ~ Flltal haid 2p;,
a single impurity has the shape of a step. (2m)3) [e1—Eq(py) +p—pq]?+T2 Vo
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2e [ |Tq)? [2 . _
IZZ__J | \Zpl (Pp(r): We Jolpldz+ipp

(2m)®
Herery={pg,Zo} are the impurity coordinateg, is the po-
IIA+N)F(1-f)—Nf(1-1)] sition of the side-valley bottom ik space |ko|~7/a), pj
[e1— Eo(plu)+w(q)—ﬂl+ui]2+l“i2 is the electron momentum component parallel to the barrier

plane, p={x,y} are coordinates in this direction,
|p|=+2m[U(2) —E]+pf, andm and M are the effective
masses in the central and side valleys, respectively. Using
© Eq. (5) from Ref. 2, we obtain
Herel', f, andu are, respectively, the spread of the lateral tﬁi\/LHp(Zo)Hikoﬂ
confinement level, average number of particles, and Fermi 4m N 7{p(zo)|
level for electrons in the quantum well. They are determined K
by Egs.(5) and(7), and the continuity equation for the cur- %
rent, respectively. [K2+ (py— ko)) 213
We shall assume for simplicity that the lateral confine- —_—
ment level is broadened by longitudinal motion into a para- k=v2M[U(z0) ~E].
bolic band with an effective mass equal to that of the elecHere ko and ko, are the components of vect&g parallel
tron in the left-hand semiconductor. Resonant tunneling willand perpendicular to the barrier plane, respectively. Com-
start in this case at bias voltages where the electron Fernpiared to theko|=0 caset; contains a parametekiko)?,
level at the left contact coincides with the bottom of theand for the current we have < (k/kgy)8. For a relatively
lateral confinement band=Eq(0). Further increase of the shallow resonant levek/ky<1.
bias leads to an increase in the resonant tunneling current. In - The small parametéd/k, does not appear in calculation
this case conservation of the energy of the tunneling electroof the inelastic resonant curreiit;,. If the small parameter
should be complemented by that of the longitudinal compo-associated with the inelasticity of electron-phonon coupling
nent of its momentump . In other words, electrons with a is larger than k/ko)3, then|t,|<|T4|, andl,>1;.
transverse momentum componqnit=2mE0 and longitudi-
nal componentpﬁ<2mev will now take part in resonant
tunneling. The current will stop to grow at a biasV
~k/md, where the effective increase of barrier height for  The peak of the second derivative of tunneling current
resonant tunneling electrons becomes essential. Thus thgih respect to voltage in the case of a single impurity is
peaks in the current-voltage characteristics of the two strucsjmilar in shape to that of the first derivative éffunction,
tures turn out to have similar shapes. Current-voltage curvesnd its width is equal to that of the impurity levEl Struc-
of the type shown in Fig. 1 were observed in many experityres with substitutional impurities distributed randomly over
ments(see, for instance, Ref)4as well as are obtainih |attice sites should exhibit a series of such peaks, with each
numerical simulation. of these peaks being due to resonant tunneling through im-
purities located in the corresponding crystallographic planes
parallel to the barrier plane. In order of magnitude, the num-
3 SHORT-WAVELENGTH PHONONS IN RESONANT ber of peaks is equal to the ratio of the electron under-barrier
TUNNELING wavelength to the lattice constant.
The characteristic separation between these peaks is de-
We have been considering thus far situations where theermined by the slope of the potential barrier and is of the
inelastic current, was only a small addition to the resonant order of A~ Ea,, whereE is the field in the barrier, and,
elastic current. Strictly speaking, inelastic effects are noticeis the lattice constant. Thus fak>T", tunneling spectros-
able in this case only in inelastic tunneling spectrosc@@e  copy experiments permit observation of resonant tunneling

B IT(A+N)f(1—F)—Nf,(1—f9)]
[81_Eo(p1||)_w(Q)_,U«1+,U«]2+F2

dsldzp”dsq.

e~ Iglpldz

4. DISCUSSION. TUNNELING SPECTROSCOPY

Sec. 4. through impurities lying in different planes, as confirmed in
There are, however, conditions in whidh is of the Ref. 6.
order of or even slightly larger thdn. This can occur when The tunneling peaks should change substantially in

resonant tunneling requires emission of a short-wavelengtshape with increasing temperatuFe Indeed, the character-
phonon. Then the effects of inelasticity will be directly seenistic size of the rise regior\,— V,, for a single impurity is
in the current-voltage characteristics. in this case of ordef>T". If at the same tim@ <k/md, the

We assume tunneling to proceed through an impuritypeak retains its shape. As the temperature increases still more
level associated with a side valley of an indirect semiconduc¢T>k/md), the current-voltage characteristic of a single im-
tor. The electron wave function at the impurity can be writ- purity becomes bell shaped, and the corresponding line in the
ten tunneling spectrunh” has the shape of the second derivative
of & function. Now the condition for resolution of the tun-
neling spectral lines corresponding to impurities located in
and for the electron wave function in the barrier we have adjacent crystallographic plan€s< A, becomes compatible

yi(r) =g~ V2MIU(zo)~Ellr=ro| +ikoro
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with the inequality T>k/md, provided kag>1. Actually, The authors express their gratitude to M. \htia for
this implies a possibility of resonant tunneling only throughnumerous fruitful discussions, and to A. P. Kovchavtsev,
impurities lying in the same plane. This variation of spectralwho drew our attention to the variety of peak shapes in tun-
shape with temperature permits certain qualitative concluneling spectra.

sions on the barrier shape or on position of the impurities  Partial support of the Russian Fund for Fundamental Re-
involved in resonant tunneling. Indeed, consider two barriersearch(Grant 96-02-19028and of the Program “Universi-
with the same tunneling transmissiddd’ =k”d”. The first  ties of Russia”’(Grant 95-0-7.2-15]lis gratefully acknowl-

of them is high but narrow, whereas the second is low anedged.

broad. Then there obviously should exist an intermediate

temperature regiok’/m’d’>T>k"/m"d", within which the

shape oft” will be different for different barriers. The same 1 | gjazman and R. I. Shekhter, Zhk&p. Teor. Fiz.94, No. 1, 292
relates to various types of impurities in the same barrier. (1989 [Sov. Phys. JET®7, 163(1988)].

Namely, there should exist a temperature interval within L. S. Braginski and E M. Baskin, Fiz. Tverd. TeldSt. Petersbung40,

- - ; 1151(1998 [Phys. Solid State0, 1051(1998.
which the tunneling spectrum will feature resonant peaks of3A. V. Chaplik and M. V. ftin, Zh. Eksp. Teor, Fiz67, 208(1974 [Sov.

different shape. ' Phys. JETRI0, 106 (1974)].
The influence of electron-phonon coupling can be ana-*H. Fukuyama, T. Waho, and T. Mizutani, J. Appl. Phy8, 1801(1996.
lyzed using the expressions fby [(6) and(9)]. We see that  °V- F- Elesin, D. V. Melnikov, and A. I. Podlivaev, Fiz. Tekh. Polupro-

. . -yodn. 30, 620(1996 [Semiconductor80, 337 (1996)].
besides resonant tunneling features one can observe thed%. P. Kovchavtsev, G. L. Kuryshev, K. O. Postnikov, I. M. Subbotin, and

phonon replicas. The conditions for their observation are z. |. khorvat, Fiz. Tekh. Poluprovodr2l, 1944 (1987 [Sov. Phys.
eV/kd>wo>T", wherewq is the characteristic phonon fre- Semicond21, 1178(1987)].

quency, anceV=E, is the bias corresponding to the main "U. Lunz, M. Keim, G. Reuscher, F. Fischer, K. Sth&. Waag, and
resonant peak. Such phonon replicas were observed experif3 - Landwehr, J. Appl. Phys0, 6329(1996.

mentally’ Translated by G. Skrebtsov
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Study of the local atomic structure of a silver aluminum alloy by the method
of extended electron energy loss fine structure (EELFS)

V. A. Shamin, A. Kh. Kadikova, A. N. Deev, and Yu. V. Rats

Physicotechnical Institute, Ural Branch of the Russian Academy of Sciences, 426001 Izhevsk, Russia
(Submitted June 27, 1997; resubmitted November 28, 1997
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Extended energy loss fine structure spectra are obtained for electrons atkhandl AgM 4 5

edges for an Al-20 wt %Ag solid solution after high-temperature aging, as well as for

the pure alloy components. The analysis layer depth wa8 A. Radial distribution functions

for the atoms are determined by Fourier transforming these spectra with a correction for

the phase shift and the method of regularization. For pure aluminum and silver it is found that
the position of the first coordinate spheres does not differ from bulk interatomic distances.

For the binary alloy it was shown that the state of the sample corresponds to a decomposed solid
solution with inclusions of a phase enriched with silver against an aluminum host background.
The interatomic Al—Al distances in the binary alloy correspond to the length of a pure aluminum
bond. The partial distances to the first two coordination spheres for the pairs Ag—Ag,

Ag-Al are the same and equal the interatomic distances ofyplease AgAl. © 1998 American
Institute of Physicg.S1063-783#8)03906-9

Recently, extended electron energy loss fine structure First, the surfaces of all the samples were mechanically
(whose international abbreviation is EELFi8as been used polished. In order to remove the layer damaged during this
to determine the structural parameters associated with th@echanical processing, the samples of polycrystalline alumi-
local atomic environment in near-surface layerdhe  num and silver were polished electrochemically for 4—5 min-
EELFS method, like EXAF$is sensitive to the local region tes For the Al—20 wt %Ag alloy, no electrochemical pol-
around atoms of a specific kind. However, the traditional US§shing was used. Subsequent preparation steps were the same

of the Fourier transform to gxtract structural mfo_rmatu_)nfor all the samples. Before loading into the analysis chamber,
from EELFS allows us to obtain only the total atomic radial . .
the samples were washed in acetone and alcohol in an ultra-

distribution function(fARDF). Obtaining partial ARDF is im- onic bath in order to remove arease from the prepared Sur-
possible using Fourier transforms, in contrast to the methoﬁ 9 prep

of regularization. It has been shoWhthat the latter can be aces. The rema‘”'”g contamnants were removed in the
used to obtain qualitative information about interatomic dis-SaMPIe chamber by ion etching (Arl =20 mA). The en-
tances and coordination numbfer one-component mate- €9y of the argon ions was 0.5 kV for silver, while for the
rials. The problem of obtaining partial ARDF for multicom- Sa@mples of polycrystalline aluminum and the binary alloy
ponent materials remains unsolved in EELFS, although it hathey were 1 kV for a first cleaning and 0.5 kV for cyclic
been solved for EXAF$8 It is necessary to exhaustively cleaning. The purity of the surface was monitored by Auger-
test this method of determining the partial ARDF on materi-electron methods. The level of contaminants of the surface
als that have been well studied by other methods. Binarglid not exceed 1 atomic %.
materials, the simplest kind of multicomponent materials, = EELFS spectra were obtained for tkeedges of alumi-
can be used for this purpose. In our opinion, a particularlynum and theM 4 5 edges of silver by a standard JAMP-10S
well-studied test material is the binary alloy Al-20 wt %Ag Auger-electron spectrometer. The vacuum level in the analy-
after high-temperature aging. sis chamber was 810 7 Pa. The excitation electron beam
The goal of this work is to determine the local atomic a5 directed at normal incidence. The beam current was
structure using EELFS with respect _to atoms of a given type_q uA. The energy of the primary electron beam was 2500
for the Al-20 wt %Ag alloy after high-temperature aging. eV for theK edges of aluminum and tH, s edges of pure

The depth of the analysis layer was chosen to be sufficiently. . . . . :
large to decrease the influence of surface effects and théllver, while for theMy,s edge of silver in the binary alloy it

- . . . was 1200 eV. This allowed us to obtain extended fine struc-
possibility of comparing results with bulk values obtained by . . .
other methods ture spectra for pure aluminum and the solid solution to a

depth of ~20 A® The extended fine structure spectra were
1. EXPERIMENT obtained at room temperature in the first-derivative regime
The Specimens used were po|ycrysta||ine Samp|es 0\fV|th an amplitude modulation of 10 V. By Obtaining SpeCtra
high-purity (99.99% silver and aluminum and a sample of cyclically, combined with ion etching and Auger-electron
the solid solution Al-20 wt %Ag after gradual high- tem- monitoring of the cleanliness of the surface, we were able to
perature aging t¢=350 °C. accumulate good statistics for the spectra, which were accu-

1063-7834/98/40(6)/6/$15.00 1056 © 1998 American Institute of Physics
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FIG. 2. Oscillatory parts for Al. a—model obtained for two bulk coordina-
- tion spheres using the theoretical phase functions, b—experimental for pure
M, -edge . .
2,3 polycrystal, c— experimental for the binary compound.
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FIG. 1. Extended fine structure spectra obtained in the first- derivative re€Iror bars of+0.02 A) with the position of the first coordi-
gime. a—K-edge of pure polycrystalline Al, bk edge of Al in the binary  ation sphere for the model ARDF of aluminum. By Fourier
compound Al-20 wt %Ag, c-M, 5 edge of pure polycrystalline Ag, d— transforming with a correction for the phase shift for ten
M, edge of Ag in the binary compound Al-20 wt %Ag. atomic layers of aluminum, we obtained the average value of
the first coordination sphere, which corresponds to the crys-

mulated after 1500 passes with steps of 1 eV and 10,0081||Ogl’aphlc bulk distance. The phase-shift correction for the

counts at each point.

2. PRELIMINARY PROCESSING OF THE SPECTRA

Preliminary processing of the experimental EELFS spec-
tra in order to separate out the oscillatory pafk) was done
in the standard way for all the experiments. |

The background was calculated using cubic splines and
partitioning into 5—6 equal sized intervals such that the en- c
ergy interval was 50—60 eV per division. Figure 1 shows the
spectra after subtracting the background and transforming to =

— b

nits

the energy loss scale. The numerically integrated data are'g
translated into a dependence on wave number in accordance_«
with the quadratic dispersion law.

As a result of this preliminary processing, we separated
out the oscillatory parts of the experimental speci()
(Figs. 2 and R a

1) Pure components of the allofhe extracted experi-
mental oscillatory parts are shown in Figs. 2b and 3a for pure
aluminum and silver respectively. A detailed description of

)

x(k

the mathematical processing used to determine interatomic [ N U O L DN U A OO N T N I
distances from these experimental data was given in Ref. 10. J 5 oy 7 8
Here we present only the final results of the processing. Fig- ky A

ure 4 shows the Fourier transforms of the oscillatory parts folg . .

. . . IG. 3. Oscillatory part for Ag. a—experimental for pure polycrystal, b—
a'qmlnum an.d the solution thamed by the me_thOd of regUsnodel obtained for seven bulk coordination spheres of thehase, c—
larization. It is clear from Fig. 4 that the maximum of the experimental for the binary compound.
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FIG. 4. ARDF for pure Al. a—bulk model of five coordination spheres, ] o
b—solution obtained by the method of regularization, c—Fourier transformFIG. 5. ARDF for pure Ag. a—bulk model of five coordination spheres,
with phase shift. b—solution obtained by the method of regularization, c—Fourier transform

with phase shift.

Fourier transform is set equal to half the linear coefficient of
the overall theoretical phase function taken with oppositepure aluminum(Fig. 2b show good agreement between the
sign. The Fourier transform of the oscillatory part for silver, basic envelopes on the interval of 4.8.7 A~1. In the range
and also the result of solving the inverse problem by thek>8.0 A~ the intensity of the oscillatory portion for alumi-
method of regularization is shown in Fig. 5. In this case wenum in the binary compound is somewhat larger. Further-
also can see that the maxima of the first peaks of both thenore, the presence of an additional component other than
Fourier transform with corrections for the phase shift and thegure aluminum in the spectrum is obvious; however, the am-
regularized solution correspond within limits of error to the plitude of this component is considerably smaller than the
bulk values of the interatomic distance for the first coordina-fundamental features.
tion sphere in polycrystalline silver. After the Al-20 wt %Ag solid solution decomposes, ac-
2) The binary system ARO wt %Ag Starting from the cording to the assumptions of our model, only a small frac-
proposition that the binary system is a decomposed solition of the aluminum atoms should enter into the composi-
solution, and taking into account the concentration ratios ofion of the y phase. Therefore, the primary contribution to
the components 495 at. % Al and~5 at. %Ag, we can the oscillatory part of the aluminum comes from scattering
postulate the following model for the atomic structétell by aluminum atoms that belong to the host, in which case the
the silver atoms are located at nodes of ahase, whose contribution from Al-Ag pairs to the oscillatory part is neg-
stoichiometric composition is close to M. The crystal ligibly small. For this reason we treat the problem as one-
structure of they phase has an HCP lattice with equiproba-component. The Fourier transform corrected for the total
ble occupation of the sites by silver and aluminum atomgphase shift corresponding to the AI-Al pair
(the lattice parameters ar@=2.885A, c=4.582 A) The (+0.66-0.06 A is shown in Fig. 6¢c. The form of the
fundamental host consists of pure aluminum with FCC strucdouble intense peak located in the region£ A is in good
ture. agreement with the analogous peak in the Fourier transform
3) Al K edge of the binary compoungigure 1b shows of the oscillatory part for pure aluminum, which confirms
the experimental EELFS spectrum correspond tokhexdge  our assumption that the contribution from Al-Ag pairs is
of aluminum in the binary compound. The oscillations aftersmall. For the solution obtained by the method of regulariza-
the K edge were observed over a range~0800 eV. Com- tion shown in Fig. 6b we observe an intense peak whose
parison of the extracted oscillating part for aluminum in theposition corresponds to the bulk interatomic distance of pure
binary compoundFig. 20 and the experimentagf(k) for  aluminum.
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FIG. 6. ARDF for Al in the binary compound. a—bulk model of five coor- FIG. 7. ARDF for Ag in the binary compound. a—bulk model of seven
dination spheres, b—solution obtained by the method of regularization, c—eoordination spheres, b—solution obtained by the method of regularization,
Fourier transform with phase shift. c—Fourier transform with phase shift.

partial ARDF for Ag—Ag and Ag—Al atomic pairs is written
The instability of the problem of determining inter- as a sum of two terms:
atomic distances by the method of regularization does not .
yield us reliable information for more than the first coordi- XAg(k):(47Tp0CAg/k)j fag(K,F)Gag-ag(r)
nation sphere. The reasons for this instability are, first of all, a

the small extent of the experimental oscillatory gaftorder .

4 A~1), and secondly the relatively weak contribution to the X exp(— 21N (K))SI(2Kr +28pg(K)
oscillatory part coming even from the second coordination + @pg(k,r))dr+(4mpoCa /K)

sphere. Therefore, as in the cases of pure aluminum and sil-

ver, we limit ourselves here to discussing only the first co- X fmfA|(k,r)gAg—Al(r)qu_2r/)\(k))
ordination sphere. a

4) Ag M, 5 edge of the binary compounth Fig. 1d we .
show the exberimental EELFS spectrum for Mg s edge of XSIN2KI+285g(K) + @akir))dr, 1)
silver in the binary compound. The extracted oscillatory partwhere the first term describes scattering from the immediate
is shown in Fig. 3c. Comparison with the oscillatory part for neighborhood of silver atoms, and the second term scattering
pure silver(Fig. 33 shows that the behavior of theg€k) from that of aluminum atoms.
functions differ considerably. The problem of finding two partial ARDF from a single
Five intense peaks appear in the Fourier transform of thexperiment is highly unstable, and can be solved only in a
oscillatory part of theM, 5 edge of Ag(Fig. 79. The first  limited number of cases. The small extent of the experimen-
and second peaks in the Fourier transform have splital structure in our casé A1) prevents us from obtaining
maxima, associated with the presence of aluminum atoms ia qualitative solution to the problem. Nevertheless, in this
the immediate neighborhood of the silver. Since the phasease we can use another approach. For an equiprobable dis-
shift functions for backward scattering of aluminum and sil-tribution of atoms of different kindS! the partial ARDF of
ver behave so differently, the Fourier transforms of the aluAg—Ag and Ag—Al are the same to accuracy up to different
minum and silver peaks are shifted relative to one anotheiDebye—Waller factors. However, the difference in the
Thus, in solving the problem by the method of regularizationDebye—Waller factors ai for atoms of Ag and Al at a tem-
it is necessary to take into account the contribution from theperatureT=293 °C (0.021 and 0.029 respectivéy is not
two types of atoms. In this case the equation for determinindarge in our case, and does not significantly distinguish the
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partial ARDF of Ag—Ag and Ag—Al. In the approximation and fifth coordination spheres are found at distances that dif-
of equal partial ARDF for the cell of they phase fer by one grid steg0.025 A from the corresponding coor-

{9ag-ag(r) =0ag-a(r)=9g(r)} we can transform Eq.1) to  dination spheres of the model ARDF. However, in determin-
a single component equation introducing the concept of @ang quantitative values from a regularized solution one
compound amplitude and compound phase-shift function should rely on only the first two coordination spheres, since
. peaks of the regularized solution corresponding to coordina-

XAg(k):(47Tp0/k)f feom K. )Q(r)exp(2r/N(K)) tion spheres higher than the second are in only qualitative

a agreement with the model ARDF. We were unable to obtain

@) the correct positions of even the second coordination spheres
for the pure components; however, in our view this result is
where the compound amplitude is defined as no accident. This is confirmed by examining the Fourier
5 . transform, which shows the presence of an additional contri-
[Feon k1) 17=[Caglag(k,r)Sin@ag(k.T)) bution to the oscillatory structure from distant coordination

X SiN(2Kr +26pg(K) + @conlK,r))dr,

+cafa(k,r)sin(ea(k,r)1? spheres. We were able to obtain a symmetric form for the
first two peaks of the regularized solution, thanks to our in-
+[Cagfag(kir)cO @ag(kir)) clusion of aluminum atoms in the immediate vicinity of the
+cpfa(kr)cos on (k)2 3) 5|Ive_r atoms. This fact conflrms oarpriori assertion that the
partial distances to the first two coordination spheres for
and the compound phase shift function Ag—Ag and Ag—Al pairs are the same.

Thus, the radial distribution functions we have obtained
, (4) around the silver and aluminum atoms allow us to conclude
that the alloy state is that of a completely decomposed solid

)= A+B
©conl K,r)=arcta ciD

where solution in the near surface layers. In this case, the immedi-
. ate neighborhood of an aluminum atom will contain only
A= Caglag(k,r)sin(@ag(kir)), other aluminum atoms, whereas silver atoms can have both
B=cufa(k,r)sin(on (K1), si!ver _and a!um_i_num atoms as neighbors_. We can predict
with high reliability that an equiprobable distribution of at-
C=cagfag(kir)cog eag(k,r)), oms of various kinds is present in the alloy that matches the
crystal lattice of they phase.
D=cafa(kr)codem(k.r)). Thus, by using methods for studying the structure of

Figure 3b shows the model oscillatory part for kg s solid surfaces with the help of standard electron-probe instru-
edge of silver in the binary compound, calculated using Eqsmentation we were able to obtain information about near
(2)—(4). In constructing the model oscillatory part we usedsurface layers of solids. In this paper we have obtained ex-
seven coordination spheres for the HCP structure ofjthe perimental electron energy-loss spectra for Keedge of
phase with the Debye—Waller factor of silvéfig. 7. In  aluminum and theM, s edge of silver in the decomposed
these calculations we used the theoretical amplitude angolid solution Al-20 wt %Ag, and also for the same edges in
phase for the scatterirld,which led to a rather successful pure polycrystalline samples of aluminum and silver. The
description of the experimental oscillatory parts of the EE-0scillatory parts were extracted and the problem of determin-
LFS spectra. Since there are no data for¥hedges in Ref. ing the ARDF in the near surface layers was solved to a
13, the phase shift function at the central silver atomdepth of 20 A in the layer.

25!;93(k) was determined from experiments for pure Si|%r_ We have determined that the positions of the first coor-
The best agreement between the model and experimental géination spheres of pure aluminum and silver do not differ
cillatory parts was obtained for concentration coefficientsfrom bulk interatomic distances in a layer of order 20 A. For
Cag=0.8,co=0.2. These values differ slightly from the con- the case of the complex binary compound, we used the
centration coefficients for the compound #d; however, ~ARDF around atoms of different kinds to show that the state
the accuracy of determining the concentration coefficients bf the sample in the near-surface layer corresponds totally to
this method is rather nominal in the absence of normalizatio® decomposed solid solution, with a phase whose composi-
of the oscillatory structures. Nevertheless, these values qualiion close to AgAl appearing against an aluminum host
tatively show that the phase identified when the solid solubackground.

tion decomposes is enriched by silver atoms. A comparison

of the curves in Figs. 3b and 3c shows good agreement be-

tween the modej (k) and the experimental oscillatory part . Do G  surt. Scpl 89109

over the entlr_e interval shown. e ZM: DZ C:Z:g::g: L.ulgépacgné), G.( Chigll'ello, R. Scarmozzino, E. Colavita,

The solution to Eq(2) by the method of regularizationis ¢ rosei and S. Mobilio, Solid State Commut, 616 (1981).
shown in Fig. 7b. The solution obtained contains four peaks®A. H. Kadikova, N. V. Ershov, A. L. Ageev, Yu. V. Ruts, and S. P.
corresponding to positions of the coordination spheres for Sentemov, Phys. Status Solidi 22, K143 (1990. _
the y phase AgAl. In this case the maxima of the first two 4A. H. Kadikova, Yu. V. Ruts, N. V. Ershov, and A. L. Ageev, Solid State

L . L. . . Commun.82, 871(1992.
peaks coincide with the positions of the first two coordina- sp v symin, A. E. Denisov, and Yu. V. Ruts, J. de Phys.7MC2-577
tion spheres for the model ARDF. The peaks of the fourth (1997.
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Changes in the optical properties of conducting polydiacetylene THD

(poly-1,1,6,6- tetraphenylhexadiindiamjngrought on by doping are investigated for the first

time. Spectral dependences of the extinction coefficients were studied in the range

400-25 000 cm? both for the undoped polymeir 10~ ° S/cm and at various doping levels

(up to o~5x%x10 3 S/cm). The results obtained attest to the appearance of high carrier
concentrations in polydiacetylene THD with conductivities 10~ S/cm. The relatively low

observed macroscopic conductivity is explained by the complex hierarchy of structural

formations that are intrinsic to polymers. The results obtained are compared with the corresponding
data for conducting polyacetylene. @®98 American Institute of Physics.

[S1063-783%8)04006-4

Recently, we proposed a new approaiththe doping of ~ about the carrier concentration as a function of the doping
polydiacetylenes, a unique class of conjugate polymers caonditions?
pable of forming large-scale single crystals. Within the By studying absorption spectra in the infrared region
framework of this approach, we demonstrated for the firs(»<5000cm*) and comparing the data obtained with
time that it is fundamentally possible to dope polydiacety-known spectra for conducting polyacetylefsee, e.g., Ref.
lene THD, a polymer with lateral bridges of considerabled), We can also obtain additional information about the con-
geometric size. Moreover, within the framework of this ap-Ccentration of free carriers. Moreover, such studies allow us to
proach we obtained values of=3x 102 S/cm for polydi- track changes in the vibrational spectrum of the original

acetylene THD, which are record breaking for the polydi-Polymer during doping. _ o
acetylenes. In this paper we describe first-ever investigations of the

We investigated the electrical properties of the dopeooptical properties of doped conducting polydiacetylene THD,

polymer THD for the first time in Ref. 2. The results of thesebo'[_h near the intrinsic absorption edge and in the infrared
studies indicated that the conductivity of doped polydiacety—reglon of the spectrum.

lene THD has a complex percolation-like character that is

characteristic of all conjugated polymers. A multiyear study1. EXPERIMENTAL CONDITIONS

of other doped polymer&.f. Ref. 3 has shown that inves-
tigating only the electrical properties of a conducting poly-hav
mer does not provide enough information to estimate the tru% a

carrier concentration induced by doping. Even at very high, o high third-order nonlinear-optics susceptibilipf® of
Earrler Ico_nC(Ienltratlonls, the_ macroscor;]) N con?ugtwlt)r/] Calhis polymer. Because of the high absorption coefficient of
ave relatively low values, since near the percolation threshy, . jiacetyiene in the spectral range of interest, solid trans-

old only a small number of fr(_ee carriers take pgrt in theparent films are preparddee Refs. 6 and)based on poly-
current transport. Furthermore, in contrast to classical metalﬁethylmethacrylate (PMMA) with a thickness d~10

and semiconductors, conducting polymers typically exhibit @ 15 um, in which the content of polydiacetylene crystals

macroscopic current transport that is multistage in charactefyas~3 wt 9. Crystals of polydiacetylene are “suspended”

Flow of current “from contact to contact” requires transport jn the transparent host with optically smooth walsg. 1a.

of carriers along the polymer molecules over the conjugation  ynfortunately, this experimental geometry cannot be

length, transport from molecule to molecule within fibers, ysed to measure the extinction in doped polydiacetylene,

and interfiber transpoftAs we will show later, for polydi- since the key issue is how to measure extinction in the same

acetylene there is yet another complicated scheme for curregtimple at different doping levels.

flow, due to the presence of microcrystalline boundaries. The microcrystals of polydiacetylene THD intended for
Under these conditions the study of extinction near themeasurement were prepared according to the method de-

intrinsic absorption edge can give independent informatiorscribed in Ref. 1. Initially needle-shaped polydiacetylene

The optical properties of undoped polydiacetylene THD
e been investigated in a number of pajgseg, e.g., Refs.
nd 7. Interest in these types of investigations stems from
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FIG. 1. Samples for measuring extinction.&ample for measuring extinc-
tion coefficient of undoped polydiacetylene THBee Refs. 6 and)71—

film of polymethylmethacrylat§PMMA), 2—crystals of polydiacetylene
THD. The crystals are-3—5 um in length, with diametersi<1 um. b)
Sample for measuring extinction coefficient of doped polydiacetylene THD.
The sizes of the crystals are the same as in Fig. 1a.

0.4

single crystals of length~3—5 mm and diameted~0.3
—0.5 mm were twice subjected to mechanical grinding in an
electric mill. The microcrystals obtained from this process-
ing were typicallyl ~30—50 um in length andd~3—5 um

in diameter. Using ultrasound, a suspension of microcrystal-
lites in acetone was obtained. The suspension was painted ¢
either a glass platéfor measuring extinction in the range L 1 1
5000<sr<25000cm?) or a polished plate of 0 5000 1:;000 » 25000
n-germanium with carrier concentration close to intrinsic ) ET

(for ~measuring extinction in the range 490 FIG. 2. @ Spectral dependence of the extinction coefficient for polydiacety-
<5000 cm 1). After the acetone evaporated away, a friablelene THD at various doping leveld—undoped samples (Sicm): 2 —
opaque matted film formed on the substrate, with a saturateet10"°%,3—~10"°4—~10"% 5— ~10"°. b) Spectral dependence of

red color. The density of this film was 0.1 g/cn?f which is extinction coefficient for undoped polydiacetylene THD measured in the
’ ) ’ geometry corresponding to Fig. Xaurve 1”) and the analogous depen-

apprOXimate_ly ten times |es§ than the density of the singlegences for polyacetylene under various doping condititsee Ref. &
crystal modification of polydiacetylene THD. The structure 1'—undoped sampler (Sicm): 2 — 20,3' — 50,4’ — 100.

of the film, which is easily distinguished with the help of an

ordinary optical microscope, is qualitatively illustrated in . o
Fig. 1b. original polymer. The numerical value of the extinction co-

The film that forms on the substrate was doped in iodineefficient is computed taking into account the density of
vapor at 70 °C for 40 minutes. After doping the electrical Single-crystal polydiacetylene THD.
conductivity and optical extinction coefficient were mea- ~ Comparison of curvel with curve 1" (Fig. 2b), which
sured. Then the film was once more subjected to doping. Theorresponds to the spectrum for extinction of undoped poly-
process was repeated until changes in the absorption spediacetylene given in Refs. 6 and 7, shows the qualitative
trum indicated that the polydiacetylene was being destroyeéim"arity of both curves. The maximum of the extinction is
by “overdoping.” The maximum achievable value of elec- located aty=17000cm* (Eq~2.1€V on curvel and
trical conductivityo was 5< 10"3— 102 S/cm, which cor- Eo~2.28 eV on curvel”). Note that the maximum of the
responded to a total doping time of about 48 hours. extinction(curve 1’ in Fig. 2b for the spectrum of undoped

The optical extinction coefficient was measured on arPolyacetylen? corresponds to the value~18 500 cn*

SF-20 spectrophotometer, while the electrical conductivity(Eo=2.29 €V. Itis well known that the average conjugation
was measured by the four-probe method. length in a polymer can be deduced from the value of the

energy at the extinction maximum: the energy corresponding
to the absorption maximum decreases with increasing conju-
gation length and tends towards the limiting value~d? eV

for a sufficiently long conjugation length. For polyacetylene,

Figure 2a shows the spectral dependence of the extinder example, a value of the ener@y~2.1 eV was observed

tion coefficient « for polydiacetylene THD in the range in Ref. 4. Thus, we can conclude that in our polydiacetylene
5000-25000 cm'® under various doping conditions. The THD, which was subjected to intense mechanical grinding,
solid curvel corresponds to the spectrum of the undopedhe average conjugation length remains very high, i.e., grind-

S
)

Optical density

2. MEASUREMENT RESULTS AND DISCUSSION
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ing the sample is not accompanied by mechanical destructiom~ 102 S/cm, this ratio is actually slightly larger than the
of the polymer, and this initial high value is maintained. Thevalue of a(E,)/«(Ey) for polyacetylene with an electrical
slight increase irE, for curve 1” (Fig. 2b) is perhaps ex- conductivity of onlyo~ 107 S/cm.
plainable by arguing that microcrystals of polydiacetylene  Of course, even for the same materipblyacetyleng
THD undergo a slight nonuniform distortion within the the scatter in values af can be several orders of magnitude
PMMA film. for the same values af(E,)/a(Ey). Depending on the ori-
The qualitative differences in the functions(v) for  entation of the fibers in the material, the density of the “fiber
curvesl and1” are very significant. The functioa(v) cor-  net,”'° the mutual position of polymer chains and chains of
responding to curvé is characterized by less absorption atdonor ions, etc. can very stronglgxponentially change the
the maximum @n~1.6x10Pcm 1) than for curve1” relative number of free carriers that participate in the macro-
(amax~3%X10Pcm™1), and a notable broadening. This differ- scopic conductivity. For equal total concentrations of carri-
ence can be entirely accounted for by the different experiers, depending on the structural properties of the material
mental geometryFig. 1).2 different populations of carriers can be concentrated in iso-
It is clear from Fig. 2a that as the doping level increasedated clusters and “dead ends” on the one hand and in con-
a long-wavelength maximum appears on the cuwe) in ducting chains of the infinite cluster type that provides the
the near IR region for values @&,~Ey/2. With increasing macroscopic conductivity on the other.
doping levels, the amplitude of this maximum increases. The data given above show that in polydiacetylene THD
Conversely, the amplitude of the maximum at an energythe total carrier concentration at attainable doping levels is
E=E, corresponding to the maximum for the undoped ma-probably no less than the carrier concentration in polyacety-
terial decreases monotonically with increasing doping levelslene with a conductivity level of~10—-100 S/cmwhich al-
Qualitatively the picture is entirely analogous to the often-ready corresponds to “metallic” conductivity9. Never-
observed change in the extinction spectrum when polyditheless, the record value of conductivity for doped
acetylene is dopedFig. 2b. Comparison of these spectra polydiacetylene THD is stilb~3x 10~? S/cm, i.e., consid-
indicates that the mechanisms for doping polydiacetylen@rably smaller than for polyacetylene .
and polyacetylene are qualitatively analogous. It is interesting to discuss the question of just what struc-
However, one important fact worth noting is that in tural features of polydiacetylene determine this considerable
polyacetylene at relatively low doping levels, when the ab-difference in electrical conductivity. Analysis of scanning
sorption atE=E, is still considerably larger than &=E;,, electron microphotographs of the needle-like single crystals
we observe a very large scatever many orders of magni- of polydiacetylene THB? show that within each single crys-
tude in the level of macroscopic conductivittcompare, tal the position of the fiber is very ordered. The level of
e.g., the data from Refs. 4 angl&s a function of the dopant, ordering is considerably higher than in the “nonoriented”
doping regime, etc. However, at high doping levels, wherpolyacetylene(compare, e.g., with the corresponding elec-
conversely the absorption Bt= E; considerably exceeds the tron microphotographs shown in Fig. 3 in Ref)1Bowever,
absorption atE=E,, the macroscopic conductivity always we must take into account two facts. First of all, the single
turns out to be high&~10—100 S/cn. crystals that make up a macroscopic sample were oriented
For curve5 in Fig. 2a, the absorption &=E, is prac- completely randomly in Refs. 1 and 2. Secondly, as our pre-
tically equal to the original absorption Bt=E, in undoped liminary investigations showed, the boundary between single
polydiacetylene THD, while the absorption peakEat Eyis  crystals, even when oriented parallel to one another, is a
almost entirely suppressed. Nevertheless, the value of theotential barrier which prevents the exchange of charge car-
macroscopic conductivityr in polydiacetylene turns out to riers between neighboring fibers belonging to different single
be 4-5 orders of magnitude smaller than in polyacetylene. crystals. Thus, to the three mechanisms for transport listed
Within the framework of band theory, the absorption atabove that are characteristic for polyacetylene, we probably
photon energies oE~E, is viewed as absorption by a must add a fourth in the case of polydiacetylene— intercrys-
direct-gap one-dimensional semicondudsee, e.g., Ref.)9 talline transport between neighboring fibers belonging to
In this case the width of the semiconductor band gap correneighboring crystals. We can hope that in the future a more
sponds to energies somewhat smaller tBgnThe effect of ordered arrangement of microcrystals and a successful
doping is to create an “impurity” level at the center of the method for “disrupting” the intercrystalline boundaries will
forbidden gap E,;~Ey/2). In the language of chemical allow us to greatly increase the conductivity of polydiacety-
bonds, the absorption &=E, is viewed as excitation of a lene THD for the same amount of doping.
double 7-bond in the conjugated chaiin this case the ex- Figure 3a shows the spectral dependence of the extinc-
citation energy ofw-electrons depends on the conjugationtion coefficient of polydiacetylene THD in the infrared re-
length. The absorption aE;=E/2 is connected with “ab- gion (400—4000 cm?). Curvel in Fig. 3a is the extinction
sorption by free carriers’{solitons or bipolarons It is rea-  spectrum for the original undoped polymer. In contrast to the
sonable to infer things about the carrier concentration, and tepectrum of undoped polyacetylefsee, e.g., Ref.)5 the
choose between the two approaches, based on the ratio sfpectrum of polydiacetylene THD contains a relatively small
absorptions at the maxima corresponding to eneffgieand  number of characteristic maxima with rather small intensi-
Ey. For curves (Fig. 29 the ratioa(E1)/ a(Ey) is ~1.6. For  ties: many types of vibrational transitions that are allowed in
curve 4', a(E;)/a(Ey)~1.43. Thus, for polydiacetylene polyacetyline are forbidden in polydiacetylenes by selection
with its maximum attainable electrical conductivity rules(see, e.g., Ref. 11
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7.5t a free-carrier absorption. Actually, the absorption in the long-
) wavelength region increases monotonically with increasing
conductivity of the material both for polyacetylene and for
2 polydiacetylene THO(Fig. 33. It is clear from Fig. 3b that
the functionsa(v) for doped polyacetylene are, to good ac-
curacy, parallel over a very wide range 490
<3000 cm !, which is also characteristic of free-carrier ab-
551 1 sorption. However, this absorption differs qualitatively from
absorption in “classical” semiconductors, in that the absorp-
tion a in normal semiconductor§Si, Ge, GaAs, etg.in-
4.5+ creases with increasing wavelengthof the incident light
< (a~X\?). This feature arises for quite fundamental reasons:
10'00 30'00 5000 the smaller the photon energy, the smaller the momentum a
v, em-1 “free carrier” must obtain from the lattic§phonon$ or
from impurities in order to absorb the light photon. It is clear
' from Fig. 3b that for polyacetylene the opposite situation
obtains: if we exclude individual bands, the absorption de-
creases with increasing wavelendgee also Ref. 121t is
clear from Fig. 3a that for polydiacetylene THD this ten-
dency is still more sharply expressed. This fact also argues in
favor of the assumption that the overwhelming number of
carriers created as a result of doping are concentrated in iso-
lated clusters and “dead ends.”
This work was supported by the Russian Fund for Fun-
damental ReseardiGrant No. 96-03-32462)a
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The effect of negative space charge accumulation due to injection of electrons from cathode
microprotrusions on the steady-state and transient electric field distributions in polymer dielectrics
is discussed. An isolated microprotrusion is modeled by a spherical capacitor in which an
electrode of smaller radius is the cathode. The calculations include the fact that the distribution
of negative space charge depends on the rate of capture and liberation of electrons by

traps, while the activation energy of this process depends on the electric field intensity. An
exponential energy distribution is proposed for the traps. It is shown that significant electrical
overvoltages can only appear near the cathode microtips immediately after switching on

the voltage. In the course of 16—107° s, the coefficient of electrical overvoltage drops to a

few units and approaches its steady-state value. The region of significant electrical
overvoltage is localized, and is the same order as the dimensions of the microtipR9®
American Institute of Physic§S1063-783%8)04106-9

There has always been great interest in the study of thzed by an exponential distribution of traps with respect to
processes of space charge accumulation in polymer dieleclepth?
trics and the distribution of electric fields within them. The _
reason for this is that these field intensities determine the rate ™ (V) ="(KTo) tex — U/ (kTo)]. 1)
of electrical damage of the polymers, and the point where thélere M(U) is the density of the trap distribution with re-
electrical overvoltage is localized determines the region irspect to energy,n is the total trap concentrationn(
which the damage is most intense. ~10%%m3), U is the depth of the tragk is the Boltzmann
In strong electric fields, a negative space charge in polyeonstant, and’y is a parameter of the distribution with the
mers accumulates due to field emission of electrons from thenits of temperature. The value of the paramdigis deter-
cathode. Tunneling of electrons takes place not from the enmined from the relation
tire electrode surface but only from individual microtips lo- "
cated on it, at which the value of the electric field intensity nlwn(kTO)*lf exd —U/(kTy)]dU,
exceeds its average value. Injected electrons captured by Ui

traps form the negative space charge. We can assume thgheren, is the concentration of deep traps at room tempera-
effects due to negative space charge will be most evident f;;e andU,=0.5 eV. A value ofT,~1000 K is obtained.

low temperatures, where the emptying of traps is hindered. A At |ow temperatures, the molecular motion in the poly-
distinguishing feature of polymer dielectrics is their high mer is hindered and electrons can only be liberated from the
concentrations of neutral traps. The dominant type of trap iRraps by thermally activated ejection. That is, electrons are
polymers is the intermolecular cavity, i.e., a trap of structurakeleased from those traps whose barriers equal its thermal
type! Such traps are classified in a rather nominal way asiepth? If we take the shape of the trap to be rectangular, the
deep or shallow. It is assumed that, at room temperaturesscape frequency of an electr®fU, E) from the trap can
traps with a depth of more than 0.5 eV belong to the “deep”be written

class, since most of the negative space charge will accumu-
late in them. The concentration of deep traps is estimated to

be 10%cm™32 wherevy~10"s™1, e is the electron charge is the half-
The calculations published in the literature of the distri-width of the trap 6=2x 10" 8cm), E is the local field inten-
bution of fields and charges in polymers are based on simsity, which is a function of time and coordinates, ahib the
plified models of the polymer dielectrics. Specifically, the temperature. Electrons that have left the trap drift in the in-
presence of traps in these materials is taken into accoumérmolecular space of the polymer with a velocity deter-
either by introducing a drift mobility or by assuming that mined by the microscopic mobility.y, whose value is esti-
only single-energy traps are presémiowever, in real poly- mated to be roughly equal to 1 éMV-s).2
mers the traps are distributed with respect to “depth,” i.e.,  In accordance with the statements made above, the ki-
energy. It is this circumstance that we shall discuss in thisetics of capture and liberation of electrons from traps of
paper. It is assumed that polymer dielectrics are charactedepthU will be determined by the relation

P(U, E)=vy exd —(U—eaBE)/(kT)], (2)

1063-7834/98/40(6)/5/$15.00 1066 © 1998 American Institute of Physics
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dini(t,r)]/dt=vo[M(U)—ni(t,r)] [vovg tng(r)]¥P<1 and the integral in Eq8) can be re-
duced to tabular forniRef. 10, Eq. 856.06 Then
X No(t,r)—ny(t,r)P(U,E), (3
Ny(r)=n{vovy 'ny(r)exd — (eaB)/(kT)]}2P. 9

whereng(t,r) andny(t,r) are the energy distribution density
for traps occupied by electrons, which depends on time and When the field and charge distributions are stationary,
the coordinates, and the concentration of quasi-free electrorigd- (5) implies that
respectivelyp is the velocity of the electrons, and is the 2 2
capture cross section for an electron by a structural teap ( No(r)=lero/lemor "E(N)]. (10
~10 %cn?). The combined solution to Eqé4), (9), and(10) allows

A convenient model for the nonuniform field associatedus to computeE(r) andn,(r) within the model system un-
with a microprotrusion is the field of a spherical capacitor.der discussion. The boundary condition is tE4t,)=E..
For ro<R (wherer is the radius of the smaller-diameter By applying a voltageV to the sample and varying,., we
electrode, i.e., the cathode, aRds the radius of the anodle can choose a functiorE(r) that satisfies the condition
emission from a spherical cathode is approximated :satisfaqf-rR E(r)dr=—V, which will be the field distribution we
torily by injection from a point conta&.t should be noted seoek.
that the model of a spherical capacitor probably matches real 2) Transient case The dynamics of negative space
conditions only at distances for whi€i(r)=Eyiq, where by charge accumulation were analyzed for this model with a
Emig we mean the field intensity in a sample with planargiep voltage applied to the sample. We assume that initially
geometry and thickness=R—r,. . _ there is no charge in the sample, and the field distribution in

The system of equations that describes the field ang s determined by the geometry of the electrodes. After
charge distributions includes the Poisson equation and thgyitching on the voltage, injection of electrons begins and a
continuity equation along with Eq3), which can be written  negative space charge accumulates in the traps. It affects the
in a spherical system of coordinates field distribution in the sample and limits the injection cur-

2 — -1 rent.

dLrEnYdr==e(eso) Tn(tr)+no(t0]. (4 The algorithm used to solve this problem was the fol-

dlr2I(t,r)J/dt=ed{[ny(t,r)+ny(t,r)1}/dt, (5) lowing. A certain time discretizatiodt was chosen during
which the field and charge distributions are assumed to be
‘unvarying within the entire interelectrode space. The dis-
tance between the large and small spheres was divided up

whereny(t,r) is the total concentration of trapped electrons
¢ is the dielectric permittivity of the polymer dielectrigg is
the dielectric constant, andt,r) is the conduction current into N segments of lengtiAr = (R—ro)/N, where Ar<r
density, Wh'(.:h _equalsl(t,r_)=e_,uono(t,r)E(t,r), since I Each segment corresponds to a spherical shell of volime
strong electric fields the diffusion component of the current which the field intensity is assumed to be constant and
can be neglected. To this system of equations we must a anges discontinuously when we go from one shell to an-
the equation that determines the current density for autoele%—ther We assume that at tirbea field distribution is set up

trpn egﬁssionlc. Thel_geniity Off thisl emissigﬂ g:urrent is in the sample such that the field intensity equals in each
g|V((ajn y an iqéat'osn |9e .t at obFow_er—Nor h e;rm ac- jih shell(here and in what follows the first subscrigabels
cordance with Eqs(8), (9) it can be written in the form the shell, while the seconflabels the time interval This
.= 1.55% 10‘1°E§W‘1exr[—6.8®< 109W3’25(y)/EC], field intensity is calculated using data on the distribution
(6) n{;("l) of the trapped electron concentration over the spheri-

L . . ) . _ cal shell obtained from the previous time interval. After a
wherel is given in A/nf, E, is the field intensity at the

. X ; _ time At charge is injected into the sample equal AQ
cathode(in V/m), s(y) is a function that takes into account

; ) ) =4m§|c(tj)At. The density of the autoelectron current is
the effect of the image force on the height of the pOtem'alcalculated from Eq(6), in which we seE.=E(r.t,). The
barrier, andW is the height of the barrier at the metal- ' c o

; "~ injected electrons are treated as quasifree. As they drift from
polymer boundary through which the electrons tunnel, Wh'Cfbnode to cathode, they could be captured at traps. We as-
is estimated to be roughly 3.5 éV.

Ny _ sume that electrons are captured only by that set of traps
1) Steady-state cas&ord[ny(t,r)]/dt=0 we have whose retention time exceeds. The minimum depth of the
ng(r)=voM(U)/[veong(r)+P(U,E)]. 7) “ac.tive’.’ traps for which this condition is satisfied, using Eq.
(2) is given by
In order to calculate the total concentration of electrons in .

traps, Eq.(7) must be integrated with respect to energy. In-  Unin=€aE j+kTIn(voAt). (1D
trodukc):mg a new variable of integratiax=exd—U/(kTo)]  gjnce the quantitiek; ; are different in each shell, the con-
we obtain centrations of “active” traps U~ should differ as well.
. 1 The value ofn}! can be calculated by integrating E()
Ny(r)~vovy no(r)nf dx/[vang(r)+xP], (8 over energy in the limits fronu!J, to infinity. We find that
0 ij_ 1
Ny =n ex;{ Umin/(kTO)]- . .
wherep=T,/T. Since at low temperatures we hage-1, Let us assume thalt\IS’l)'J quasi-free electrons drift

while the concentration of quasifree electrons is not largefrom layeri - 1 to layeri. If the concentration of “active”
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trapsny! turns out to be larger than the concentration of
electrons on traps{;(J Y thena portion of the drifting elec-
trons are captured at these traps. The number of electrons
captured at traps in thieth layer at timet; is given by

ANy ={1-exd —oAr(ny)—ny ") ING T (12)

The capture of some of the electrons increases their con-
centration at the traps up to a valugy'=n;0~1
+ANy'/V;, while the number of electrons capable of drift-
ing into layeri + 1 decreases by an amoukiN;’ .

If the concentration of “active” traps at timg turns out
to be smaller than the concentration of electrons that accu-
mulate in the “active” traps at timet;_j, i.e., ny’
<ni07Y then we assume that some of the electrons leave
the traps and the conditiam;’=n}’ is satisfied. A decrease 1 7 3
in the number of “active” traps implies an increase in the r/r,
number of free electrons capable of drifting into the next

|ayer_ The total number of electrons drifting into |ayef_ 1 FIG. 1. Steady-state distribution of electric field with respect to depth into
. . . (i+1), —pn(—2)j i(j—1) the sample at various temperaturés(K): 1—30, 2—77, 3—150, 4—no

is |inj]t\r}|s case determined by Ng +[ny negative space charge.

Ny V.

In what follows, we shall use an analogous approach to
calculate the electron concentration in layer 1 at timet;, ] )
etc. from layer to layer, as long as the total injected charge Figure 1 shows the results of a calculation of the steady-

AQ is not exhausted or the electrons do not reach the anodétate distribution of field intensity in the sa}mple at tempera-
where they are neutralized, i.e., we use the valfé=0. tures of 30, 77, and 150 Kcurvesl — 3). This figure shows

Thus, we determine the charge distribution in the interthe field distribution in the absence of bulk space charge

electrode space, and based on it we can undertake to calcigurve 4). It is clear that as the temperature decreases the
late the field distribution in the sample. degree of boundedness of the negative space-charge field in-

The solution to the Poisson equatié$) for the micro- creases. Thus, dt=150 K the coefficient of electric over-
protrusion model under discussion can be written in the/oltage at the cathodky~5 (keg=E(r)/Emig), at T=77 K

form® ke~2, while for T=30 K the negative space charge limits
the field at the cathode to a value smaller thgpy, i.e.,
E(t,r)=(ro/r)’[Ee(t) +a(r,t)/(4mesoro)], (13)  kq<1. The region of electric overvoltage is localized to the

immediate vicinity of the cathode, with a linear size . If
we compare the results of this calculation of the electric field
r ) distribution with the calculations given in Ref. 4 for an
q(r,t)=47rfr p(x,1)x°dx, analogous microprotrusion model but for a polymer with
0 single-energy traps, we note that in the latter case the limit-
andp(x,t) is the space charge density ag(t) is the time-  ing of the field turns out to be stronger. In fact, for single-
dependent field intensity of the cathode, which equals energy traps of depth 1 e\Wwith a trap concentration
_ 10'%m™3) the field at the cathode becomes bounded by a
Ec(t)=(REma)/ro— Rl4mssqro(R—ro)] ™ value ~ E 4 at T=100 K, while for traps with an exponen-
ro, tial energy distribution this happens only at=30 K. At
Xf X~ “q(x,)dx. (14 nhigher temperaturesTE 150 K) for a model with single-
o energy traps of depth 0.5 eV the valuelqf at the cathode
The functionq(r,t) describes how the negative space chargeurns out to be~2.3, whereas for a model with an exponen-
changes in the polymer asncreases fromg to R. Since the  tial distribution of traps this value increases to 5, i.e., by
concentration of electrons at traps is constant in each sphemrore than a factor of 2.
cal shell, we sep(x,t)=eny in these calculations, and the The form of the functiorE(r) and the degree of limiting
integral in Eq.(14) is calculated in explicit form. The expres- of the negative space-charge field in the near-cathode region
sions given above allow us to compute the charge distribuare determined by the magnitude and distribution of charge
tion in the interelectrode space at tir)g ;. in the sample. In Fig. 2 we show the functiog(r) calcu-
3) Results of calculation®ll the calculations were done lated for temperatures of 3@urvel), 77 (curve2), and 150
for R=2.5um andry=0.25um. Since experiment shows K (curve 3). At T=30K the maximum concentration of
that the breakdown voltage for the majority of polymer films trapped electrodes( .., is reached at the cathode. At this
of thickness 2-3 um is around 2 kV, in these calculations temperature, the limiting of the field is most apparent at the
we setV=2000 V, which corresponds to an average electriccathode(the field intensity is close to averageand conse-
field intensityE =889 MV/m. For the transient regime we quently the effect of the electric field on the probability of
pick At=10°s, N=225. ejection of electrons from the traps is not as marked as it is at

where
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FIG. 2. Steady-state distribution of the concentration of electrons at trap&1G. 3. Distribution density for traps occupied by electrons versus energy at
with respect to depth into the sample at various temperattirés): 1—30, various points in the sample and at various temperaturas=fop, (1-3) and
2—77,3—150. 2ry (1'-3'). T (K): 1,2’—30, 2,2 —77, 3,3 —150.

higher temperatures. As the temperature decreases, the shape Thus, the energy spectrum of traps occupied by elec-
of the functionn(r) changes. This is because the probabil-trons, and the way it changes under heating or cooling of the
ity of emptying a trap increases with increasing temperaturepolymer, differ significantly as we go from deep in the
a lower charge accumulates in the sample, and the degree sémple to the near-cathode region. On the whole, however,
field limiting at the cathode decreases. The rising field intenbased on these calculations of the steady-state field distribu-
sity in this region of the sample increases the probability oftion and charge distribution, we can assert that when an elec-
ejection of electrons from the traps even more. Eventuallytric field acts for a long period on the sample the bulk nega-
so many traps in the near-cathode region are emptied that thie charge injected into it is incorporated to a considerable
concentration of electrons becomes less than the bulk comlepth(even at cryogenic temperatuye3he negative space
centration. charge that forms limits the field near the cathode so that
As the negative space charge forms, electrons are caglectric overvoltages at the cathode practically disappear at
tured at traps lying at different depths. Since the traps ar&@=30 K. However, as the temperature increases, the values
distributed with respect to energy and the rate of liberation obf k., increase to values of order one.
electrons from them depends on the trap depth and electric- There is interest in thoroughly analyzing the dynamics of
field intensity, the energy density of traps occupied by elechegative space charge accumulation in polymers and the
trons will be different in different regions of the polymer. In change in the character of the field distribution in a sample
steady state, the value of(r) was calculated from Eq7)  with time. To this end, we calculated the transient field dis-
for different temperatures and different points of the sampletribution and charge distribution in a model sample. Figure 4
Functions1-3 in Fig. 3 were obtained for=r, at 30, 77, shows the dependence of the transient distribuEiGr) near
and 150 K respectively. It is clear that as the temperatur¢he cathode at =77 K at various times while the voltage is
increases, and the electric field at the cathode connected witipplied: 0.1, 1, 10, 100, and 10Q0s (curves 1-5 respec-
it increases, the maximum of the distribution densitf (.)  tively). In all cases the maximum field intensitg {,,) is
shifts to deeper trap levels, and the quantity,., rapidly ~ reached at the cathode-polymer boundary: (,), whereas
decreases. It should be noted that as the temperature ithe value ofE,,, decreases with increasing time during
creases the number of traps at which electrons are capturechich the electric field acts on the sample. All the transient
decreases, since capture can take place only for traps that dtanctions E(r) are monotonically decreasing, so that for
sufficiently deep. The minimum depth for such traps at the=3r, we haveE(r,t)~E,,q. Analysis of changes in the
cathode can be calculated from the conditiop,,—eaE.  values of the electrical overvoltage at the cathode with time
=0. It is found that forT=30 K U,;,=0.1 eV, forT=77 K  show that they are nonuniform. Within a timel0° s, after
Unin=0.358 eV, while forT=150 KU ,;;=0.9 eV. switching on the voltage, the value kf, decreases from 10
Curves 1-3' of this figure were calculated far=2r, att = 0 to 4.37 att=10"°s, and differs from the value of
at 30, 77, and 150 K respectively. For this region of thek for a steady-state distribution by more than a factor of 2.
polymer, along with the dependence on temperature we hav@ubsequent decreases kg occur quite slowly, so that at
E(r)~Eniq (Fig. 1). Itis clear that the quantitg; ..and its  times~ 103 sk, has only decreased from 4.37 to 3.36, i.e.,
position are practically temperature independent. Increasingy a factor of 1.3 in all, and still differs from the steady-state
the temperature leads only to a decrease in the slope of thalue by a factor of 1.68. Extrapolation of this function to the
left-hand portion of the resulting distribution. long-time region(direct calculation of the field and charge
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sient case. The reason for this is that in calculating the tran-
sient charge distribution the ejection of electrons from traps
was only calculated approximately.

Comparing the transient field and charge distributions
shown in Figs. 4 and 5, we note that initially the field distri-
bution near the cathode is close Egr) determined for no
negative space charge. Under these conditions, electrons are
practically incapable of remaining in the traps near the cath-
ode, where the field is high. As they drift toward the anode,
some are captured by traps in the sample bulk and some
reach the anode. The long range of electrons in the sample is
caused by the small capture cross section of electrons by
neutral structural traps in the polymer, and consequently
their low capture probability at these traps, and also the in-
creased probability for liberating electrons from the traps in

/7, strong electric fields. The charge accumulated in a short time
still weakly limits the field at the cathode. As time passes the
FIG. 4. Electric field distribution versus depth in the sampl&af77 Kand  concentration of electrons increases and the limiting of the
at various times after voltage is switched ao(us): 1—0.1, 2—1, 3—10, field becomes more and more effective.
4—100,5—1000. Thus, our discussion of the dynamics of negative space
charge accumulation in polymers and the changes in the
electric field distribution in the sample associated with this

distributions fort>10"3's are hindered by an unacceptably accumulation allow us to conclude that significant electrical
large expenditure of computer tilnghows that the value of ov'ervqltages' near a microp.rotr.usion at the cathode can only
Kei max differs from its steady-state value by 10% after 0.1 s.2rise immediately after switching on the vo_lgage, and that
Figure 5 shows the results of calculating the distributionV€ry soon thereafter, in the course of £6-10"°s, the co-
density for negative space charge captured by traps with re&fficient of electrical overvoltage decreases to a quantity of
spect to depth into the sample Bt 77 K at different times: ~ Order one. Then the rate of change decreases, so that the
0., 1, 10, 100, and 100@s (curvesl—5). A maximum in the ~Process of establishing a steady-state field and charge distri-
N 1 1 1 * . . H H 1 .
negative space charge density forms at a certain distand!tion occupies a considerably longer tifo¢ order 10~ s);
from the cathode and, as the time in which the electric fielduring this period, the electric field near the cathode de-
acts on the sample increases, it drifts towards the cathod&réases slowly, while the maximum of the electron density in
However, the value oft, sy Obtained for the steady-state the traps gradually drifts from deep in the sample to the

distribution of charge is somewhat smaller than for the tran<athode. _
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Nuclear magnetic resonan¢®MR) is used to study molecular motion in two fully aromatic

oriented liquid-crystalLC) polymers(the copolymer with the brand name Vectra and poly-para-
phenylphenyleneterephthalat high temperatures up to 610 K. Above the temperature of

the thermotropic transition, a fine structure is observed in the NMR spectra analogous to structures
seen previously only in studies of low-molecular-weight LC materials. Analysis of the

results indicates that macromolecules in the LC state participate in cooperative types of motion.
The relation between structural rearrangements and hardening during thermal processing is
discussed, along with the role of distinctive features in the molecular motion in the mesophase.

© 1998 American Institute of Physids1063-783#8)04206-3

According to the concepts advanced by S. N.them. The patterns of their hardening are also fundamentally
Zhurkov!—3the failure of solid bodies is an activated processdifferent. A high degree of orientation of the macromol-
which develops in time and depends on the temperafure ecules of the LC polymers can be achieved even during the
The lifetime of a sample subjected to a mechanical stress process of forming fibers, and further hardeniag increase
is given by the expression of o, by several timestakes place as a result of thermal

_ processing, specifically, heating the polymer for a certain
7= 170 eXp(Uo=ya)/kT), @ time at a temperature close to the thermotropic transition
where 7,~10"**s is the period of atomic vibrations in the temperature. In this case the coefficignthanges negligibly
solid, U, is the activation energy for the failure process, andor not at all, and lengthening of the sample practically does
v is a coefficient that takes into account the structure of thaot occur® instead, the increase in hardness is connected
solid and especially the nonuniformity of the distribution of with an increase in the enerdy,.

local stresses in it. Thus, the tensile strengths physically In the literature there are data on the increase in degree

meaningful for the specified time during which the sample of crystallinity and changes in the crystal modifications dur-

is under load: ing thermal processing of thermotropic LC polymers; it is
.= (1) (Ug—KT In(7/ 7q)). @) observed that the dynamic elasticity modulus falls sharply as

we approach the transition temperature to the LC phase, and
During active loading an effective value af, can be then once more increases as the structure is rearraifgse.
computed® do not exclude the possibility of chemical conversions and

According to Ref. 2, hardening of solids can occur es-cross linking of macromolecules at high temperatdragi.
sentially as a result of either a decrease in the local stressf these effects can be related to hardening. In order to pro-
concentratior(decreasingy) or an increase in the net energy duce appreciable collective rearrangements during thermal
barrierUg. processing it is necessary to invoke a specific type of mo-

For bent-chain polymers, the primary method of hardendecular motion. The experimental study of this issue is the
ing is orientational drawing, in which the increased hardnesgoal of the present paper.
is due only to a considerable decrease in the coeffigibty As the basic method for investigation we used broad-line
factors of 10 or more® Orientational drawing is effective NMR. We knew that low-molecular-weight thermotropic lig-
above the glass forming temperature, when some of theaid crystals have wide spectra, like solids, but with a char-
amorphous regions are carried along by an intense motion efcteristic fine structure that reflects the makeup of individual
segments. As the hardness increases, the segment mobilityrisoleculesi® The fine structure results from averaging the
braked, i.e., mechanical glass forming takes pfatehich  dipole-dipole intermolecular interactions caused by the in-
imposes a limit on the process of structural rearrangement. lereased molecular motion in the LC phase.
general outline, this is the interrelation between molecular  We know of no NMR spectra for the LC phase of ther-
dynamics and the strength of bent-chain polymers. motropic polymers given in the literature.

Thermotropic fully-aromatic liquid-crysta(lLC) poly-
mers with mesogens in the primary chain constitute a speciall
class. Their chains are so rigid that true segm@nicro- '
brownian motion, which is connected with the almost free A NMR spectrometer, which was made at the loffe
reorientation of individual units in space, is impossible inPhysicotechnical Institute, allowed us to record both the first

METHOD

1063-7834/98/40(6)/4/$15.00 1071 © 1998 American Institute of Physics
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FIG. 1. Structural formulae of objects of study—Vectra A950,2—PPT.
The arrow denotes the direction of the axis of orientation for the sample.

derivative of the absorption spectrum and the original spec-

trum directly at temperatures up to 610 K; the latter measure-

ments used magnetic field modulation by large rectangular

pulses® For monitoring we also used differential thermal

anaIyS|s and measurement of the sound velocny in th&!G. 2. NMR spectra of Vectra copolymer. Experimental spectra before

thermal processing1-5) and after thermal processin@) are at various
samples at various temperatures Our basic mvestlgatloqgmperaturesT (K): 1—293, 2—423, 3—473, 4—543, 5, 6—573. 7—

were carried out in highly oriented fibers of the LC- theoretical calculationg—results of superimposing specttaand5 in the
copolymer with the industrial brand name Vectra A950,ratio 60%:40%. The axis of orientation of the samples is parallel to the

which contained 70 mole% of fragments of 4- Magnetic field of the spectrometer.
hydroxybenzoic acid and 30 mole% of 6-hydroxy-2-

naphthoic acid. The fibers were obtained by forming of origi—Iifetime under load ofr~0.1's. The parameterg and U,

nal material from the Hoechst-Celanese Corporation. W%vere determined from mechanical trials based on the method
also conducted trials on oriented fibers of poly- Para-yascribed in Ref. 11.

phenylphenyleneterephthala@PT). The polymer was syn-
thesized in the laboratory of A. Yu. Bilibiinstitute of High
Molecular Weight Compounds of the Russian Academy o
Science} and fibers were fabricated and tested on laboratory ~ Previously, NMR was used by Alleet al,'>*3to inves-
apparatus of the loffe Physicotechnical Institute. tigate an orienting material close in composition to Vectra,
The structural formulas for these samples are shown ibut only up to a temperature of 423 K; it was shown that
Fig. 1. In macromolecules of Vectra, the phenylene andnearly fre¢ rotation of the phenylene groups can occur at
naphthalene units are distributed statistically. In PPT, th73 K, and that the naphthalene units can rotate at 423 K.
lateral phenyls can be joined to any of four carbon atoms ofrhus, below 423 K the polymer admits only local forms of
the phenylene ring within the main backbone. A distinctivemolecular motion that are characteristic of solids. We are
feature of these LC polymers is the fact that mesogeniénterested in much higher temperatures.
groups in them are located in the primary backbone and are Figure 2 shows NMR spectrdfirst derivative for
not separated by bent “decoupling” units, i.e., spacers. Thisamples of Vectra at various temperatures. The axis of fiber
gives the macromolecules a high rigidity, and their moleculaiorientation coincides with the direction of the magnetic field
motion is considerably restricted. The mechanical charactemwf the spectrometer. The samples were first heated to 423 K
istics of the sample@nitial and after thermal processingre  in order to remove traces of moisture. Spedt® refer to
listed in Table I. Here the tensile strength corresponds to ¢he original sample; as they were plotted, the sample was

‘2. RESULTS

TABLE |. Sample characteristics.

Original Sample After thermal processing
Polymer o, GPa v, cne/mol Uy, kJ / mol Thermal processing conditions o, GPa ¥, cnt/mol Uy, kJ / mol
Vectra 1.35 45.3 130 Three-step process: 2.75 39.0 176

523, 543, 560 K,
Overall time — 8 h

PPT 1.0 511 120 593K, 4 h 3.0 50.4 220
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kept at high temperature for no more than 7—10 minuteslecular motion we attempted to calculate the shape of the
after which the thermal processing was interrupted. Howspectrum of a Vectra sample oriented along the magnetic
ever, when the sample in the spectrometer was kept at 573 field (this case is the most convenient for calculatiofhe
for long periods and its spectrum was periodically recordedspectrum of the copolymer should consist of a superposition
it was observed that the shape of the spectra changed withf two spectra: a doublet from the pair of nearby protons in
time. After three hours, the spectruiFig. 2) was recorded, phenylene rings, and a more complicated system consisting
with considerably poorer resolution. of seven components and the spectrum from the group of
As reported in Ref. 12, for not-too-high temperatures thethree closest-in protons in the naphthalene fragments. If there
spectra of the Vectra copolymer consist of triplets, whosevere no intergroup interactions at all, these spectra should
resolution improves with increasing temperature. The tripletonsist of infinitely narrow lines whose intensity and posi-
structure is a result of superposition of a doublet from thetions can be exactly calculatg®efs. 14 and 15 for a pair
protons of the phenylene rin@roton pairg on a more com-  and trio of protons respectivelyln order to obtain the nec-
plicated trace with a central component of its spectrum, comessary data on the interproton distance within groups and the
ing from groups of the three nearest protons in the naphthasrientations of the internuclear vectors relative to the mag-
lene fragment. The structure is easy to see because of thetic field of the spectrometer, we used the results-afy
considerable separation of the groups from one another angtructural investigation®:’ It was assumed that the macro-
the rather low overall proton concentration. A fundamentalmolecules were completely oriented relative to the fiber axis,
change in the spectrum takes place above 423 K. At 423 K and that the existing intergroup dipole-dipole interaction
fine structure takes shape and evolves against the backould actually lead to broadening of the spectral lines into a
ground of an overall broad spectrum that is characteristic oGaussian. Thus, the computed spectra should consist of a
solids. In spectrumb seven components are visible. We convolution of two functions: the line shape spectrum and a
claim that that this spectrum is characteristic of LC states oGaussian curve. By selecting individual values of the disper-
the solid, despite the fact that the solid is high- molecularsions of the Gaussian curves for the phenylene and naphtha-
weight. Such “liquid-crystal” spectra were also observed for|ene fragments a|onqgéh and 3§ respectively we obtain the
other orientations of the sample in the magnetic field of thespectrum7, which is closest in form to the experimental
spectrometer at 573 K. Consequently, the chain structure @fpectruns (Fig. 2). In computing this spectrum we assumed
the polymer does not prevent certain cooperative types qfnatﬁsh: 0.18 G, Bﬁzo,og G.
molecular motion which lead to considerable averaging of  The value of the dispersion characterizes the spectral
the intergroup magnetic dipole-dipole interactions. width of groups of protons caused by dipole-dipole interac-
Fine structure was also observed in the NMR spectrumions with all the neighboring protons that do not belong to
of PPT (Fig. 3) above the thermotropic transition tempera- the given group. The fact thﬁsh is larger thangﬁ is under-
ture (600 K), which was monitored by differential thermal standable: motion of the cumbersome naphthalene fragments

analysis. requires a larger free volume. Agreement between the calcu-
lated and experimental spectra appear to be good to us, es-
3. DISCUSSION OF RESULTS pecially since we are discussing a derivative for which any

Analysis of the results in terms of second moments ofchange in the shape is indicated much more sharply. There-
the spectra is not very effective in describing the fine strucfore, the values of the dispersion can be treated as real quan-
ture, because this integral characteristic is only slightly senlitative characteristics of the intergroup interaction. These
sitive to the changes in shape that occur near the center of tiy&lues turn out to be so small that we cannot explain them by
spectrum, while the overall width does not change. There@veraging only the interchain dipole-dipole interaction: the

fore, in order to extract additional information about the mo-&ction of two groups of protons on one another within a
single fragment of the macromolecule should lead to a large

broadening of the components of the spectrum. When the

7 macromolecules are oriented along the magnetic field of the
/\/ spectrometer the intermolecular interaction should be aver-
aged only when the motion of fragments of the chain is more
2 complicated than a rotation around fixed axes; the orientation
_/\,\.\/ of these axes, and thus the configuration of the chain itself,
should be continuously changing in space. Thus, the good

resolution of the spectral components in the original polymer

at 573 K allows us to draw conclusions about the character

J of the molecular motion in the LC phase: the chains execute

cooperative motions connected with random changes of their
configuration. Such motions can be modeled by repeated mo-

56 tions of the chain in a de Gennes “tubé®However, for the

_ LC phase, these tubes should be almost completely straight-

FIG. 3. NMR spectra of PPT copolymer for various temperatufe&): ened out and oriented along t_he fiber axis, which 'S.’ .un“ke a

1293, 2—423, 3—605. The axis of orientation is perpendicular to the [Fu€ melt. As a result of reptation, “successfull” positions of

magnetic field. fragments of neighboring chains can arise, leading to the
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formation of crystals. According to Ref. 7, during thermal amidobenzimidazol&’ Our explanation for the increase of
processing the degree of crystallinity of Vectra polymerU, during thermal processing goes as follows: before ther-
reaches 30%. The nature of the LC state is such that we d®al processing the macromolecules take up the load as indi-
not need to apply a tensile force to maintain the straightenedidual chains, and are broken along their weakest Ifiks.
state of macromoleculg@s occurs in bent-chain polym@rs  ter thermal processing, due to the increase in rigidity of the
The structural rearrangement during thermal processinghaterial at the microlevelthe formation of a rigid skeleton
takes place in the absence of a directed mechanical field a’?ﬂementary failure events become more cooperative: loading
probably is determined by random approaches of the chaing; taken up by “microblocks,” in which the weakest link can
Therefore, the process of structural rearrangement takg§ out to be shuntetshielded. The decreased probability

place slowly; this is also due to the ireguléstatistical ¢ taijre at a weak link should lead to an increase in the net
structure of the macromolecules. The thermal processing iy ation energy for damage

lasts for tens of minutes or hours. The crystallites that appear
during thermal processing may be treated as nd4€s or
DC) that join neighboring macromoleculésyhich should
lead to restriction in the molecular motion. Obviously, the
resolution of the NMR spectra should be worse after pro
longed heating if this is truécompare spectra and6 in Fig.

2). Here we also can identify an analogy with bent-chain
polymers: in order to rearrange the structure and harden it;" '
specific cooperative motions of the macromolecules ardarity.

needed, so that this motion is suppressed as the structure The authors are grateful to A. Yu. Bilibin for providing
becomes more perfect. For the point of view of molecularthe PPT polymer.

dynamics the state of the LC phase can be regarded as a This work was carried out with the financial support of
unique “quasi-highly-elastic” state and can be comparedthe Russian Fund for Fundamental ResediChde 97-03-
with the true highly elastic state of bent chain polymers. For32624.

the latter, the fraction of units that participate in segment

motion can be quantitatively determined by NMR as the

fraction of narrow components in the spectroitVe propose

to introduce an analogous quantitative characteristic for LC

polymers. Let us assume that in a polymer that has not beeiThe authors dedicate this article to the memory of S. N. Zhurkov.
thermally processed all the chains participate in cooperative

motion above the temperature of the LC transition, and that

this “liquidlike” L-state corresponds to spectra lik€Fig.

2). After thermal processing a portion of the material enters

the rigidR state. Let theR state correspond to spectra liRe  *S. N. Zhurkov, Bull. USSR Acad. Sci1, 78 (1957 [in Russian.

(Fig. 2, i.e., only rotational motion of the fragments can >S.N. Zhurkov Int. J. Fract. Mect, 311(1965.
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ag respectively. The dynamic state of the LC phase can beE. A. Egorov and V. V. Zhizhenkov, Int. J. Polym. Mat@2, 41 (1993.
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This value is higher than the degree of crystallinity deter- 4990(199).
_ . _ _ or o _ . ,
mined in Ref. 7. ObVIOUSIy the node-crystallltes decrease A. Losche, Kerninduktion (in German [Deutsche Verlag der Wissen-
- . 0 schaften, Berlin, 1957; IL, Moscow, 1963, p. 3¥6.

the mobility of neighboring segments of macromoleculesi, 'y, ‘sayitski, B. Ya. Levin, I. A. Gorshkova, L. E. Utevskiand L. P,
tha_t do not belong _tO them. The parameffecan be Psed t0  zosin, High Molecular Weight Compoundl6, 11, 810 (1974 [in Rus-
estimate the effectiveness of the thermal processing. siarl.

Thus, complex structural changes take place during theli—zR- A. Allen and |. M. Ward, Polyme82, 2, 202(199).
mal processing that require mutual translation of macromols,R- A Allen and I. M. Ward, Polyme83, 24, 5191(1992.

| ¢ which is sianificant hardeni fsG. E. Pake, J. Chem. Phyk6, 4, 327 (1948.
ecules, a consequence of which IS signincant nardening Obg s andrew and R. Bersohn, J. Chem. Phy8, 2, 159 (1950.
the material. The slight decrease in the coefficigrin Eq. s giswas and J. Blackwell, Macromolecules, 11, 3146 (1988.
(1) is not difficult to understand: hardening of the structure!’Sung Kwon Hong and J. Blackwell, Polyma®, 2, 225 (1989.
leads to a more uniform loading of the macromolecules, an(]ljzp- G. de Gennes, J. Chem. Ph§§, 572 (1971).
perhaps local defects that remain after formation are E:A EGorov, M. N. Shuster, V. V. Zhizhenkov, and 1. P. Dobrovol'skaya,
“healed.” Similar effects were observed previously in the High Molecular Weight Compounds38, 2, 246 (1996 [in Russiai)

thermal processing of the lyotropic LC polymer poly- Translated by Frank J. Crowne

Note that hardening has also been observed previously in
nonliquid crystal polymers. The reason for this specific in-
crease in rigidity of highly oriented polymer systems is an
increase ifJ,. Thus, the quantity), increases by a factor of
1.6 when the orienting fibers of acetylcellulose are converted
into hydrated cellulose by chemical modification in the solid
{:,)hasel.1 Perhaps this principle reflects a quite general regu-
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The possibility of using a disclination approach to describe the structure and properties of
fullerenes is discussed. It is shown that the conversion of a planar carbon monolayer into a
spherical macromolecule can be viewed as the result of introducing 12 disclinations with
power /3 into the original layer. ©1998 American Institute of Physics.
[S1063-783808)04306-9

Disclinations are, by definition, line defects of a solid, sary for us to elatically deform the entire grid in a special
associated with the rotation of regions of a material as itvay). As a result, the central hexagonal ring is converted
grows? Usually disclinations are used to describe the strucinto a pentagoriFig. 19. In this case other pentagonal rings
tures and properties of crystafer example, metaf$, amor-  in the monolayer do not arise, although hexagnal rings turn
phous solid$,and liquid crystal$,i.e., three-dimensional ob- out to be elastically distorted.
jects. Examples of experimentally observed disclinations in  The procedure described above unambiguously corre-
such systems are well known. However, even during the eaisponds to the process of forming a positive wedge disclina-
liest period of development of the disclination approach ittion with power o= /3 in the continuum. Therefore, the
was demonstrated that disclinations could appear in twodistortion near the localized pentagonal ring in the graphite
dimensional crystal®.This idea was formulated to explain layer plane can be computed using the results of disclination
observations of distinctive features in the structures of vitheory! From this theory it follows that introduction of dis-
ruses and biological membranen two-dimensional crys-  clinations into a solid leads to an extremely high density of
tals disclinations turn out to be point defects, in whoselatent(elastio energyW~ Gw?, whereG is the charcteristic
nucleus the rotational symmetry characteristic of these cryselastic modulus of the material. In three-dimensional solids
tals is disrupted. For example, in crystals with a square latthe latent energy can be lowered only by introducing addi-
tice, three- and five-fold disclination axes can pass througtional screening defects, for example, disclinations of oppo-
the nucleus, while in crystals with a triangular lattice five- site sign. In a two-dimensional crystal there is an additional
and seven-fold axes can occtft. possibility of decreasing the latent energy of the disclinations

In analyzing the structure of fullerenéshe pentagonal through loss of stability of the elastically deformed thin
rings in the carbon lattice can be treated as local disruptionkyer. In this case the graphite layer buckles and a conical
of the symmetry of the original hexagonal graphite lattice.surface formgFig. 1d.

This allows us to regard the pentagonal rings as defests The appearance of heptagonal rings in the hexagonal
we show below, positive wedge disclinatigria the two-  monolayer corresponds to introducing a negative wedge dis-
dimensional graphite crystal. In this paper we discuss thelination by the procedure described abdkey. 23. Relax-

possibility of using the disclination approach to describe theation of the elastic energy of the negative disclination takes
structure and properties of fullerenes. place in this case by transforming the planar monolayer into

Let us consider a graphite monolayer in which each cara saddle shapéig. 2b. We can propose introduce more
bon atom is covalently bonded bsp® bonds to its three powerful positive and negative disclinations into the graphite
neighbors. The atoms form a hexagonal difidg. 19. An layer withw=+27/3, o=+, o= —27/3, = —m, lead-
individual localized pentagonal ring in such a monolayer caring to the appearance of four-, three-, eight-, and ten-fold
be obtained by the following procedure: Make an imagi- rings respectively. Note that polygonal carbon rings are often
nary cut in the monolayer along a ray starting from the centediscussed in the modeling of nucleation processes for
of one of the hexagonal rings;) Remove a sector of the fullerenes
monolayer, one of whose sides coincides with the cut, while  From Fig. 1 it follows that the introduction of positive
the angle at the vertex equatg3 (Fig. 1b); 3) Combine the disclinations(pentagonal ringscauses a warpingpositive
opposte sides of the wedge cutout so that recovery of th&aussian curvatuyeof the carbon layer. For a certain num-
covalent bonds takes place along the @at this it is neces- ber of disclinations, the layer surface becomes closed. In this

1063-7834/98/40(6)/3/$15.00 1075 © 1998 American Institute of Physics
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case we can use the following relations for the total discli-powerw= + 7/3 equals 12, which exactly corresponds to the

4+ FIG. 1. Formation of a positive dis-

clination in a graphite monolayer.

a—hexagonal  monolayer, b—

formation of a positive disclination

in the monolayer, c—a disclination

d with powerw = + /3 in a hexagonal

lattice, d—formation of a conical
surface.

nation power of a closed surface: number of pentagonal rings in the absence of rings other than
N hexagonal. The disclination model of the fullerene macro-
2 w; =2y, (1) molecule Gg is shown in Fig. 3a: in the graphite monolayer
T

we introduce twelve disclinations, which are located at equal
wherew; is the power of theth disclination,N is the num-  distances relative to one another as dictated by the symmetry

ber of disclinations, ang is the Euler characteristic of the Of the problem and the requirement of minimum energy of
surface: for the topology of a spheye= 2, for that of a torus  long-range interactions between disclinations. The existence
x= 0. It is obvious that the number of hexagonal rings thatof a short-rangechemica) interaction between disclination
do not carry a disclination charge can be arbitrary in thenuclei implies a need for intervening hexagonal rings, which,
closed surface. For a topological sphétes, for example, is however, do not change the topological sphericity of the sim-
the case for the best known fullerene macromoleculgs C plest fullerenes.

and Gg) the minimum possible number of disclinations with Within the framework of the disclination model, we can

FIG. 2. Negative disclination in a graph-
ite monolayer. a—a disclination with

power o= — /3 in a hexagonal lattice,

b—formation of a saddle-shaped sur-
face.
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The geometric considerations discussed in this paper for
disclinations in fullerenes should doubtless be augmented by
analysis of their energetic characteristics. For this we must
use the theory of shells, in which the original graphite mono-
layer is modeled as a thin elastic shell with a given bending
rigidity. Such an energy analysis will allow us to solve the
problems mentioned above regarding stability of a carbon
layer with a single disclination. One outgrowth of this ap-
proach will be computation of the interaction force between
disclinations in the shell, and also investigation of the inter-
FIG. 3. Disclinations in fullerenes. a—disclination with power=—=/3  action of impurity atoms with disclination nuclei.
in the macromolecule £, b—disclinations with powers , =+ 7/3 and This work was carried out within the framework of the
©-==2m/3 in the fullerene dimer Ge. Russian Science and Engineering Program “Fullerenes and
Atomic Clusters.”

explain various geometric changes in the structure of simple
fullerenes, and also construct more complicated fullerenes,
for example, toroidal and carbon nanotubes. The process of o S _
degradation of fullerenes turns out to be connected with V. I. Vladimirov and A. E. RomanovDisclinations in CrystalgLenin-

. N grad, 1986, 224 pp.
changes in the numbeét and powerw of the d|SC||nat|0n_3- 2y, V. Rybin, Large Plastic Deformations and Fracture of MetdMos-
For example, an external force can lead to transformation of cow, 1986, 224 pp.
two neighboring hexagonal rings into a pair consisting of as\é- f- l;IIEEaﬂ_ev. A.d E.lggﬁkg\é,zand V. E. ShudegoGontinuum Theory of

. . . efects|Leningrad, pp.
hgptggopal a,nd a pentagqnal I’Ing,“WhICh In the Ianguage”oﬁll A. Ovid’ko, Defects in Condensed Medikeningrad, 1993, 247 pp.
disclinations implies creation of a “defect-antidefect pair,” sg Rr.N. Nabarro, inFFundamental Aspects of Dislocation Theody A.
i.e., a positive and a negative disclination. Another example, Simmons de Wit, and R. BullougEds) (U. S. Nat. Bur. Stand., Spec.
shown in Fig. 3b, illustrates the change in disclination con- Publ., 1970, 317. 1. 593,
tent during the formation of strongly covalent bonds betweenew' P. Harris, Surf. Def. Prop. So, 1, 57 (1974.

9 ) . gly ) ! ’D. Koruga, S. Hameroff, J. Wither, R. Loutfy, and M. Sundareshan,
macromolecules. This process is possible if an external forcerylierene Cq,: History, Physics, Nanobiology, Nanotechnologyorth-
partially disrupts the g, molecules, which lose several car- Holland, 1993, 379 pp.
bon atoms each!® The dimer G4 that forms already con- ©Yu. E. Lozovik and A. M. Popov, Usp. Fiz. Naulé7, 751 (1997).

9
. " T : . A. M. Rao, P. C. Eklund, V. D. Venkatesvaran, J. Tucker, M. A. Duncan,
tains twenty positive disclinations wit=+ /3 (twenty G. M. Bendele, P. W. Stepheer, J.-L. Hodeau, L. Marques, M. Nunez-

per)tagonal rings In ad.dition, another fpur negative discli-  Rregueiro, I. 0. Bashkin, P. G. Ponyatovsky, and A. P. Morovsky, Appl.
nations are created with=—2/3, which model the oc-  Phys.64, 2, 231(1997.

. . . . .10 i 0 P
tagonal ring in the location where the macromolecules join. ™. Porezag, ©. JX”QF".’:khe"ﬁlhé Z?felnghge'm’ G. Seifert, A. Ayuela, and
It is obvious that Eq.1) for the total disclination power -+ R. Pederson, Appl. Phy$4, 3, 321 (1997.
remains valid as before. Translated by Frank J. Crowne
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BORIS PETROVICH ZAKHARCHENYA (ON HIS 70TH BIRTHDAY)
Fiz. Tverd. Tela(St. Petersbuigd0, 953—956(June 1998
[S1063-783%08)00106-3

Academician Boris Petrovich Zakharchenya, prominentH. A. Karryev in 1951 of the hydrogen-like optical spectrum
solid-state physicist, Director of the Division of Solid-State of an excit;mm — a quasiparticle predicted theoretically in
Physics at the A. F. loffe Physicotechnical Institute of the1937 by Ya. I. Frenkel’ for C4O crystals.

Russian Academy of Sciences, and chief editor of the journal  Boris Petrovich’s investigations were conducted in an
“Physics of the Solid State,” celebrated his 70th birthday onintensely productive environment characteristic of work in a
May 1, 1998. new direction. The scientific results obtained made a major

B. P. Zakharchenya was born in the Byelorussian city ofcontribution to the establishment of the physics of excitons
Orsha into the family of a military engineer. The family soon and optical spectroscopy of semiconductors. The observation
moved to Leningrad, where Boris Petrovich completed secin 1952 of two hydrogen-like series of exciton absorption
ondary school in 1947 and matriculated in the Department ofyas the first experimental evidence of spin-orbit splitting of
Physics at Leningrad State University. the valence band in semiconductors. The first experiments on

After graduating in 1952 he was accepted for graduatghe effect of external electric and magnetic fields on the op-
studies at the Leningrad Physicotechnical Institute and begagtal spectra of semiconductors were experiments performed
working as an experimental physicist under the supervisiofh 1954 in which the Zeeman effect in exciton lines and the
of an outstanding scientist in the field of optical spectros-gtark effect were observed for the first time, demonstrating
copy, Corresponding Member of the Soviet Academy of Scijgnization of an exciton as a weakly-bound electron-hole
ences E. F. Gross. This work involved a new and extremel)éystem.
interesting direction in solid-state physics that just been dis-~  after successfully defending his Candidate’s Disserta-
covered in the experimental observation by E. F. Gross ang, (1955, Boris Petrovich together with E. F. Gross per-
formed a series of pioneering investigations in the spectros-
copy of semiconductors in an external magnetic field. In
1956 a giant diamagnetic shift of the levels of an exciton,
bound with a large orbital radius of the hydrogen-like states,
was observed for the first time. In 1957 oscillations of the
magnetoabsorption beyond the limit of the excitonic series in
the spectra of cuprous oxide crystals were discovered. The
observation of this basic magnetooptic effect due to the ap-
pearance of Landau levels in &b spectrajust as indepen-
dent observations of magnetoabsorption oscillations in Ge by
Lax and Zwerdling and in InSb by Burskiteand P&us)
marks the beginning of modern magnetooptics of semicon-
ductors.

In the 1960s, B. P. Zakharchenya continued to develop
exciton magnetooptics. Together with R. P.issan he
proved by means of many experiments the existence of
guasi-one-dimensional excitofimagnetic excitons

In 1961 B. P. Zakharchenya observ@tependently but
simultaneously with Thomas and Hopfiglth a certain ex-
perimental geometry a reversal of the magnetic field in the
absorption spectrum of excitons in CdS crystals, which do
not have a center of inversion. The discovery of magnetic
field reversal, due to the fact that an exciton possesses mo-
mentum, i.e. due to exciton motion, had a large impact on the
development of exciton optics with spatial dispersion.

B. P. Zakharchenya’s contribution to investigations of
excitons in semiconductors was highly regarded. For this re-
search, he was awarddtbgether with other authorshe
1966 Lenin Prize. In the same year he also successfully de-
fended his doctoral dissertation.

In 1970 active investigations of the optical orientation of

1063-7834/98/40(6)/2/$15.00 875 © 1998 American Institute of Physics
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electron and nuclear spins in semiconductors under pumpingized with the Hanle Prize, which is awarded in Germany.
with circularly polarized light were begun at the initiative Speaking about the B. P. Zakharchenya's enormous
and with the participation of B. P. Zakharchenya. The ap-scientific-organizational work, his work in the important job
pearance and development of this new direction in semicoras Director of the Division of Solid-State Physics at the A. F.
ductor physics played a very large role in the understandingpffe Physicotechnical Institute of the Russian Academy of
of dynamic electronic and electron-nuclear spin processes i8ciences must be mentioned first. In a difficult time for sci-
semiconductors. B. P. Zakharchenya together with V. Gence Boris Petrovich is expending a great deal of effort and
Fleisher discovered a number of new phenomena: opticaénergy on organizing the work of a large group in the Divi-

cooling of nuclear spin systenfslown to 10°° K), multi-  sion and on supporting in this group new and promising
guantum nuclear resonances under optical orientation condgirections of research.
tions, optical orientation of holes, and others. As a professor at the St. Petersburg State Electrotech-

In 1976 the work performed by B. P. Zakharchenya anchical University, B. P. Zakharchenya lectures to students in
others at the Physicotechnical Institute on optical orientationhe Department of Optoelectronics.
in semiconductors was awarded the State Prize of the USSR. For many years B. P. Zakharchenya has been the chief
The collective monograph “Optical Orientation,” published editor of the journal “Physics of the Solid State.” His role in
in English and edited by B. P. Zakharchenya and Figvla organizing journal work under the new conditions and in the
summarized the achievements of world science in this fieldsimultaneous and high-quality publication of the English lan-
In 1976 B. P. Zakharchenya together with D. N. Mirlin guage version of the journal is inestimable.
and others were the first to observe the luminescence of hot B. P. zakharchenya is performing great organization
photoelectrons in semiconductors and photoelectron momefwork on the international level. For many years he has been
tum alignment under excitation with Iinearly polarized |Ight a member of the Commission on Semiconductors of the Eu-
The development of experimental and theoretidl I. ropean Union of Pure and Applied Physics.
Perel’ and M. |I. D’yakonoy research on hot luminescence, In 1997 an International Conference on the Optics of
including in semiconductors, led to the development of agxcitons in Condensed Media, dedicated to the 100th anni-
new direction in semiconductor physics. It was found thatyersary of the birthday of E. F. Gross, was successfully held
under the conditions of steady-state measurements of hot lih St. Petersburg under the direction of B. P. Zakharchenya.
minescence, including in a magnetic field, it is possible toBy actively participating in the organization of this confer-

study electronic relaxational processes in bulk semiconducance Boris Petrovich paid a tribute of respect to the memory
tors and in semiconductor structures, including extremelyst his teacher E. F. Gross.

short femtosecond processes, and to obtain accurate values The number of scientific papers published by B. P. Za-

of the band parameters of semiconductors. The works on h‘k‘harchenya in leading physics journals around the world can
luminescence of semiconductors performed by scientists &ardly be accurately counted. Boris Petrovich also writes for
the Physicotechnical Institute have elicited broad interest anerary journals. In publications such as “Our Heritage,
have found followers in laboratories abroad. __ “Aurora,” and others he has published essays on A. S. Push-
At the present time B. P. Zakharchenya is investigatingjn and sketches of friends and close acquaintances, and not
quantum-size structures, including quantum dots, by theny from the world of science. These publications show

methods of polarization optics and spectroscopy. Boris Petrovich to be a verstile, educated man with wide
B. P. Zakharchenya’s contribution to the development ofi1arests.

optical spectroscopy and magnetooptics of semiconductors || \who associate with him know him as a very interest-

has won wide acclaim. _ing and lively conversationalist, talented story teller, a man
In 1976 B. P. Zakharchenya was elected Correspondings nique individuality, an intellectual in the full sense of the

Member of the USSR Academy of Sciences and in 1992 tq, ;..

active membership in the Russian Academy of Sciences. We wish Boris Petrovich, on his 70th birthday, good

In 1996 the Russian Academy of Sciences recognized Byeaith and continued success to the good of science.
P. Zakharchenya’s achievements in the development of the

optics of semiconductors by awarding him the P. N. Lebedev Editorial Board of “Physics of the Solid State”
Great Gold Medal. B. P. Zakharchenya’s work on the optical
orientation of carriers in semiconductors was recog-Translated by M. E. Alferieff
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Luminescence of metals excited by fast nondestructive loading
K. B. Abramova, A. |. Rusakov, A. A. Semenov, and I. P. Shcherbakov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted July 17, 1997; resubmitted October 28, 1997
Fiz. Tverd. Tela(St. Petersbung40, 957—-965(June 1998

The paper reports a study of the luminescence excited on the back side of metal targets
irradiated with laser pulses of energy substantially below the plasma-flare formation threshold,
and calculation of the temporal and spatial distributions of temperature, thermal stresses,

and rate of thermal-stress variation in a sample. The evolution of the luminescence pulse is
compared with that of the laser pulse, sample temperature, thermal stresses, and rate of
thermal-stress variation. It has been established that the luminescence is excited as soon as the
stresses at the sample surface become approximately equal to the yield point of the

sample material, its intensity grows as long as the rate of stress rise increases, after which the
process decays. The temporal and spatial distributions of temperature, thermal stresses,

and rate of thermal-stress variation have also been calculated for the experiments, in which
anomalous electron emission from the back side of laser-pulse irradiated metal targets was
detected, and which were described in the literature but not appropriately explained. The
dynamics of experimental and calculated relations have been compared. A correlation closely
similar to that found for mechanoluminescence has been establishe@l99® American

Institute of Physicg.S1063-783#8)00206-9

The luminescence of metals is a well-known, howeverluminescence and electron emission, which result from the
little studied phenomenon. Luminescence from nearly 20 difsame dislocation processes.
ferent metals and alloys has been experimentally detected. Mechanical stressing of metals was also shown to be
Light-excited photoluminescendé,cathodoluminescencd,  accompanied by electron emissithwe are not aware of
and mechanoluminescence generated by fracture arghy simultaneous measurements of mechanoluminescence
deformation~’ are widely known. Mechanisms for excita- and electron emission from metals. There are, however, at
tion of photo- and mechanoluminescence in noble metalfeast two groups of studies which established the existence of
have been proposéd:®° a burst of nonthermal electron emission from metal samples.

Using laser pulses to probe the emission phenonfiena Experiments were described in which a metal sample was
particular, mechanoluminescencexcited on the back side irradiated with a laser pulse, electron emission from its back
of an irradiated sample is experimentally convenient andide was measured, and the temperaiu#€l (t) of the back
provides a wealth of information. Interaction of a laser pulseside was calculatet?*® Two electron pulses, well spaced in
with the surface of metal targets at pulse energies below théme, were found to be initiated. The first pulse, short and
plasma-flare onset threshold was studied, for instance, iatrong, was detected from the cold surface, and the second
Refs. 10 and 11. One can calculate quite accurately the tenpulse, identified as due to thermionic emission, escaped from
poral and spatial distributions of temperature and stresses the heated surface. A review paplesums up a number of
an irradiated target in absolute magnitude and compare theexperiments in which high-density electric currents were
with the onset of the luminescence pulse excited on the tapassed through metals to investigate the processes develop-
get’s back side, establish the minimum stresses able to exciteg under fast heating. In all cases where the corresponding
luminescence, and confirm or establish correlation betweemeasurements were made electron emission was detected,
the loading and emission. This is the objective of the firstwhich the authors call anomalous because of its magnitude
part of the present work. and temporal characteristics. The electron emission current

The second part of the work deals with the possible reclose to the melting point exceeds 10—-100 times the steady-
lation between exoemission and mechanoluminescence egtate thermal-emission level. After the current has been
cited by fast deformation of metal samples. Deformation andurned off, i.e., after the heating has been stopped, the elec-
fracture of dielectrics, semiconductors, and metals gives risgon emission decays in a time interval during which the
to a number of nonequilibrium processes, including the emiseooling of the conductor is negligible.
sion of electrons and photons. It was convincingly A qualitative explanation of the observed phenomena
demonstratet#'® that deformation of alkali halide crystals was proposed. According to Ref. 17 and the physical model
LiF and NaF is accompanied by simultaneous excitation ofroposed in Ref. 18, the burst of electron emission is due to

1063-7834/98/40(6)/7/$15.00 877 © 1998 American Institute of Physics
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the nonequilibrium defect concentration created in the bulk T
of the metal under fast heating as a result of the low diffusion sin—, T=To,
; f(n=1" 7o 4
rate of the vacancies produced at the surface. Thus some
characteristics of the mechanoluminescence and mechanoe- 0, T>To.

mission of electrons from metals may be considered estabrhe expressions obtained for the temperature distribution in
lished. The objective of the second part of this work is tothe sample are as follows: for< 7,
compare these processes.

ro(* r r
T(T,Z,T)=$fo 3 xgo Jo| A 5
1. CALCULATION , . T P — p( , T)
NeSin— — —— cos——exp —A"—
A single laser pulse striking a metal plate, whose surface To To 7o a®
dimensions exceed by far its thickness and the light spot X mat
diameter, excites luminescence from the back side of the )\4+—2
target. The laser pulse energy, high enough for luminescence To
excitation, P, 0.1 Py, is much less than the ener@y, Nz
required for destruction of the irradiated surfa¢&' To un- o coS—
derstand the processes occurring in the sample, one has to 12> % (n2x24\D)
calculate its heating, i.e., the spatial and temporal distribu- n=1 (n?m2+\?)?
tion of the temperature and the heating-induced stresses, in 5
qther words, the distribution of thermal stresses in space and X sin mT  wan cosﬂ-
time. ) ) T
A. Temperature distribution
The duration of the processes considered in this work is -
much shorter than the time required for heat to propagate to —exp( —(n?m%+ )\2)—2) H dx, (5)
sample boundaries and, therefore, the sample is assumed to a
be infinite in width and length. The absorbed fraction of laser
radiation is equated to the heat flgy entering the sample
through the illuminated spot on its surfaces ro, during the 10 7> 7o
laser pulse length,. We assume that there is neither heat Qof o ma’ (= ro r
emission through the sample surfaces into the surroundind(r.z,7)=—— —— [ Ji| A |Jo| A
medium nor heat exchange with the latter. The problem is 070
considered in a cylindrical coordinate frame, whose @xs r 0
perpendicular to sample plane and passes through the center ex;{ —7\2—) ex;{ 7\2—) +1
of the laser-illuminated spot. The sample occupies space % a a
within 0<z=a. We assume the heat conductivity coefficient 4 ma’
k, heat capacitg, and sample material densipyto be tem- Nt —
perature independent. Under these assumptions, the heat con- 70
ductivity equation and its boundary conditions can be written S( nwz
o co§ —
2,2
ATzﬂ, T:E’ 1) +2; — exr{—(n u
aT cp (n2772+)\2)2+ —
7o
do kto
. kf(7'), T<7'0—Cp, ,
|, 0, T>Tg r<ro, @ +)\2)12 ex;{(nzwz-k)\z)T—Z) +1|tdn. (B)
O, r>r0, a a
[f(7) is the laser pulse shape ) ,
These relations permit one to calculate and plot temperature
aT vstime graphs for different andz, as well as to plot tem-
%z =0. 3 perature as a function of time for a given absorbed energy
z=a and differentr andz.

Equation (1) with boundary conditions(2) and (3) was

solved by applying Laplace transform tnand Hankel trans-

forminr. An abrupt increase of temperature on one surface of the
The laser pulse shape was approximated with a functioplate (“heat shock™” can generate in it a compression wave

B. Quasi-static thermal stresses
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propagating with a velocityc=2(1— u)G/(1—2u)p, i.e., forz=a. Here o,,=0,,=0, and, as follows from nu-
where u is the Poisson coefficienG=E/2(1+ ) is the  merical calculations, the dependencesogf and o, on
shear modulug is the Young modulus, angis the density  radius and time are the same, and therefore we are presenting
of plate material. The propagation of the wave is describe@ne of the derived expressions:

by displacement equations including the inertia term

pd?Ulat?, whereU is the displacement vector. If the tem-

perature varies relatively slowly, the inertia may be ne-

glected, and the motion considered as a sequence of equilib-

rium states(the hypothesis of Duhanté). This approach is * Mo r

called quasi-static. =B - ﬁfo Jo| A5 o )‘5) F(\.z, 7)hdA
As already mentioned, one of the objectives pursued in )

this work is an attempt at establishing the minimum stresses f“J )\f_o)\] r\F(\,z,7) e

capable of exciting mechanoluminescence. We used in the o H a0 a 9Z2 ar

experiments laser pulses of the lowest power at which one

still can detect reliably luminescence from the irradiated J )\r_o J )\_)

sample. In these conditions, the luminescence pulse excited % f“ a a H(l_z )

at the back side of the sample lagged behind the beginning of 0 sintBA—=2\2 ®

the laser pulse by a time more than two orders of magnitude
longer than that required for a compression wave to travel X
through the sample. This means that no compression wave
was generated in our experiment. This permitted us to use z z
the quasi-static approach to the solution of the problem. _KZCOSh)\g“‘Ag
(Analytic evaluation of the region where this approach is
valid is a very complex physical problem, which could x
hardly be resolved within the study described here.

The equations describing axially symmetric quasi-static
thermoelastic displacement, in a cylindrical coordinate X
frame, can be writte?

z z
Asinh\ — —sinh Asinh )\( 1- —) )
a a

z
Acosh\ a +sinhAcosh\

1— g) ) ] F()\,O,T)—[(l—z,u,)

z z
sinhAsinh A — —A\sinh )\( 1- —) )
a a

z z z
—\sinh )\cosh)\—+)\—<sinh Ncosh\ —
a a a

u 1 9 2(1+p) d(aT)
AUr—r—z"r—l_ZM E(dlv U)_—l_Z/.L a ,
1 . 2(1+ u) d(aT) +)\cosh)\(1—5) ]
Vet g o VY= 1, T r .
(7) AR N
Here « is the thermal expansion coefficient, which is as- XF(\,a,7) Kd?\——zf o
a’Jo  sinfPA—x

sumed to be constant.

Since no external forces act on the sample surfases . z . z z
neglect here the laser light pressyrene should take the X )\smh)\a—smhxsmh)\<l— 5) _)\ZCOSME
following boundary conditions . . .

+\ =| AcoshA = +sinh )\cosh)\( 1- —) ) ] F(\,0,7)

oxn=0, (8 a a a
which, in the small-strain approximation valid under our —{sinh )\sinhAE—)\sinh )\(1_ E)
conditions, can be written in the following form:

z z z
—Asinh AcoshA a +\ a sinh Acosh\ a +AcoshA

=0, ©)

-0. (10) X A2 | . (11

1 2 F
-3))frovan

Here oy is the stress tensor, andare the normals to the
sample surfaces.

The solution to Eqs(7), subject to boundary conditions Here
(9) and (10), was sought by means of the thermoelastic dis-
placement potential and Love functiéhThe relation be-
tween the displacements and the stress tensor will be used to
obtain expressions for its components. We are interested here
primarily in the stresses on the back surface of the sample,

1+w Qoo aE Qoro,

'8:261—;1,0[ k 1-u k

for 7<7g,
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o . MT ma TT 5 T
ASSin—— ——|cos— —exp —A“—
To 7o o a’
F(\,z,7)=a° "
4, TAa
AN+ —
7o
mT 7Ta2 mT T
. (n*m?+\?)sin—— —| cos——exp —(n’m°+\%)—
nmz 7o 70 70 a
+2> co , (12)
n=1 a w2at
(N?m?+2\2)%+
7o
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T 7o T To
| exg =\ || 1texp A= . exp —(n’m?+\%)— || 1+exp (n*m*+\?)—
Ta a a Nz a a
F(N,z,7)=— +22 co
o m2at = a m2at
ANt — (n2m?+2\2%)2+
7o 7o
(13

Thus the problem has been solved
here permit calculation of the stress distributions we havenergy P,,, capable of excitingl
been looking for.

. The relations derivelhy time relative to the beginning of the laser pulse and the
L and 12) permit a
conclusion® that while both pulses originate from mechani-
cal stressesl(?) results from those caused by an acoustic
wave or heat shock, anid}), from thermal stresses.
We studied experimentally the luminescence and ther- The experiments reported below were performed at laser
mal emission excited at the back side of a metal target irraenergiesPy,>P,c=0.1-0.2Py,, i.e., where onlyl fjr)n is
diated by an incident laser pulse. The samples were 0.1excited, and it is for these conditions that the calculations
0.5-mm thick plates with a 3030 mm surface area. One ere made.

surface of the sample faced the entrance window of 8 FEU-  The thermal radiation was measured, as already men-

136 PM tube sensitive to radiation within a broad spectraliyneq with a photoresistor, which was calibrated before-
range of 300-800 nm and feeding the analog output into fand. The surface of the sample facing the detector was pro-

digital storage oscillograph, or the window of an FSG-22-t ted with ith a hole wh di t
311 photoresistor sensitive within the 800—1500-nm region,ec €d with an opaque screen with a hole Whose diameter

whose signals were likewise fed into a digital storage oscilfdualed to that of the laser spot, after which the sample was

lograph. The other side of the sample was illuminated withheated with a stationary source to a fixed temperature deter-
laser pulses having the following parameters: pulse lengtfined by a thermocouple, and the photoresistor signal was
ti.s=1.5 ms, energy in the free-running moBe=24 J, and measured. The measurements were made within the 25—
wavelength 1.0um. The beam was focused to a spot with 120 °C interval in steps of 5 °C. These measurements were
diameterd.s=2—8 mm, and attenuated with neutral filters used to determine the vertical scale of the oscillographic

to the levelPy, corresponding to the threshold of destructiontraces obtained with the photoresistor.

(or, which is the same, to the onset of laser-induced plasma-

flare at the front side of the sampleor lower. The lowest

laser-pulse energy was determined by the possibility of lu-

minescence detection from the back side of the sample, and

was 0.1—0.2Pthr [for example, for copperPy,=5X 10° 3. RESULTS AND DISCUSSION

Wicn? (Ref. 10].

We irradiated copper, aluminum, gold, silver, and plati-  yye measured in the experiments the luminescence emit-

num samplfes. T?he pkl)JIsek ensrﬁ;gs was m;)nc;tored. Lurrln- . Led from the back side of the targets of platinum, silver, gold,
nescence firom the back side was excited, as a rule, oroId—roIIed and annealed copper, and aluminum irradiated

P.>0.2Py,. If the luminescence intensity was high C_ .
er?cigh fotrhrits reliable detection, tHe,, pulsetyfor coppe(}3 V,V'th a laser pulse O,f energyias= P For ,SUCh low excita-
samples started 0.2—0.3 ms after the beginning,gf, and tion levels, no Iummesce_ncg from aluminum and gnnealed
ended, as a rule, before the endRyfs. Increasing the laser CoPPer was detectedd,while in all the other cases it was
pulse intensity increased the luminescence intensitfJf reliably seen. For all metals, thermal emission was measured,
was high enough, two time-resolved luminescence pulsegnd its evolution in time(t) was obtained with the photo-
1) and 1{2) | were excited at the back side of the sample resistor and oscillograph. Equatio®, (6), (11)—(13) were

lum lum
with I,(j?1 appearing beforefj%. The luminescence-pulse de- used to calculate the temporal and spatial dependences of

2. EXPERIMENT
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a Figure 1le shows the mechanoluminescence pulse. The pulse
is seen to appear after the thermal stresses in a region on the
back side of the target have approached the yield d&iigt
1¢). Figure 1d plots the stress variation rate/Jt in the

rr sample with time. A comparison of the graphs in Fig. 1

t,ms suggests that the luminescence intensity, correlates best

b of all with the stress variation ratéa/dt. The larger is
daldt, the higher is the luminescence intensity, and when
daoldt decreased,,, decreases too, although the laser pulse
is still on, and the thermal stresses and temperature are still
growing. The maximum of the luminescence pulse lags in
time slightly behind that of the stress variation rate at the
center of the back side of the samglurve 1 in Fig. 10d.

This can be attributed to the fact that the PM tube measures

the emission integrated over the whole loaded region, while

the rate of stress variation at different points on the sample
surface reaches a maximum at different instants of time

(curvesl—-4in Fig. 1d. The temperature on the back side of

the copper sample measured with the photoresistove 1"

in Fig. 1b attains its highest level of 60—80 °C by the time

the luminescence has decayed. Theg) graphs plotted in

Fig. 1b require additional explanation. Curvés 1, and 3

are temperature variation curves calculated for different

Py
5

1,55 arb.units
=
L5,

o
Q
SL
o
st
-

500

100
g

atoW g

% .0 points on the front and back sides of the samfleis the

‘:g ‘ center of the laser spot on the front surface, 1 is the center of
= ¢ the spot on the back side, 3 is approximately the edge of the
t& back-side spot, andl’ is the experimental curve, i.e., an os-
+ 2.0 cillogram obtained with the photoresistor. This photoresistor
{.. was placed so as to intercept all of the radiation emitted from
,g"‘r-l? the heated back-side spot, and therefore cufvehould be

considered as an estimate, or a relation averaged over the
area of the heated spot, which, however, fits fairly well to the

§ e calculation. All the metals studied exhibitéals, for instance,

8 sk in Fig. 1) disagreement between tlg,, and T(t) relations

£ L even for the hottest point within the heated spot.

< asof Similar experiments were performed also on annealed
5 o . N ‘ copper samples with a yield poiwt, ,=0.7x 10° N/m?. In

= 0 0.5 1.0 1.5 these cases, however, no mechanoluminescence was de-

t,ms tected. Studies are reportddf changes in the microstruc-

ture of copper samples following irradiation with similar la-
FIG. 1. OfSCi”Ot?]faFt’)hiCk”?‘geS f°f laser pule, 'Tmi?‘:;_ci”ﬁéther?;' ser pulses. In annealed samples, no changes in the
gﬂ:f:fr)] 25 well agccalscl:u?a?edatce(;ﬁ)gs:a?igpcigxesf 0 3, thermay  Microstructure were observed to occur. Mechanolumines-
stressedc), and thermal-stress variation ra. (b): 1' — spot center on ~ CENCE was detected in the samples where such changes were
irradiated side =0, r=0); 1,3 — back side ¢&=0.5 mm, center and edge revealed. In samples with a fine-grained nicrostructure the
of the heated spot, respectivelg,d: back side ¢=0.5mm, r(mm): 1—  grains were observed to grow in size in the laser-irradiated
0,2—05,3— 10,4 —1.5. Energy input into the samp,=1.6 J,  yagjon. It is known that the concentration of defects is the
00,=1.2X10° N/m?. . . . .
largest at grain boundaries. Therefore when grains change in
size defects undergo redistribution in the bulk of the sample,
which means that part of the defects were set in motion dur-
temperature and thermal stresses in absolute magnitude. They laser irradiation.
calculations took into account that the absorbed radiation We believe that the above analysis, based on a compari-
density is only a small fraction of the incident flux, for in- son of the calculated behavior of temperatures, stresses, and
stance, for copper it is only 2—783. stress variation rate with a mechanoluminescence pulse, does
Figure 1 displays experimental and calculated depennot disagree with the dislocation mechanism of mechanolu-
dences for irradiation of a copper sample made of a coldminescence described in REf&

rolled plate(yield point og ,=1.2x 10 N/m?). We readily As already mentioned, fast heating of metal conductors
see that as the spot heats and the heating propagates througyhan electric curreff or irradiation of metal targets with a
the sample after the beginning of the laser puBig. 1b), laser puls gives rise to a burst of electron emission, which

thermal stresses appear and grow in magnit(feig. 10. is not of thermal origin and was termédanomalous. The
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FIG. 2. Oscillographic tracé$of (a) laser pulse angb) electron emission. - 15k
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mm, E;,=0.002 J. o -25F

FIG. 3. Oscillographic tracé$ of (a) laser pulse andb) first electron-

.. ._emission pulséa part of the oscillograms presented in Fig. 2a angd ab
anomaly of the electron emission observed under fast heatinga| as(c) thermal stresses arid) rate of their variation on the back side of

with electric current consists in that it exceeds by two—threehe sample referred to in Fig. 2 calculated in this work#sr0.05 mm and

orders of magnitude conventional thermionic emission, is ex*=0.

cited at close to the melting temperature, and decays after the

current is turned off for times during which the cooling of

the sample may be neglected. o (1), do, (t)/at, andT(t) made for the conditions speci-
Irradiation of tungsten, tantalum, and gold samples withfied in Ref. 16.

single laser pulses initiated electron emission from both the A comparison of the presented relations permits the

front and back sides of the sampfe® Two electron emis- same conclusions as those following from Fig. 1, with elec-

sion pulses were observed from each side, they were welfon emission substituted for mechanoluminescence. As evi-

resolved in time and had different duration, amplitudes, andlent from Figs. 2 and 3, the first electron emission pulse

electron energies. The later pulse is reliably identified as dueorrelates best of all with théo,, (t)/dt variation. The larger

to thermionic emission. The nature of the first pulse, which iss do,, (t)/dt, the higher is the electron emission intensity,

shorter, larger in amplitude, and higher in particle energy byand electron emission likewise decreases with decreasing

nearly an order of magnitude, is not clear, although soméo,,(t)/dt. The slight lag of the emission maximum relative

gualitative hypotheses can be put forward. to the maximum oo, (t)/dt by 0.005us is apparently due
The available informatiofi'®is sufficient to make a cal- to the same causes as in the case of mechanoluminescence in

culation of the thermal stresses, rate of stress rise, and terfvig. 1. The only difference is that in this case an electron

perature growth. Figures 2 and 3 present the laser pulse imaultiplier was used as detector in place of the PM tube. The

tensity as a function of time],(t), and the temporal second pulse appears when the back side begins to heat, and

behavior of the electron emission intensity from the backthe l¢m>(t) curve is similar to ther(t) graph in Fig. 2.

side of a gold samplé(t),'° as well as our calculations of Exoelectron emission was first observed in the fracture
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Damping of quasimonochromatic sound-wave packets in metals caused by the electromagnetic
interaction of lattice vibrations with resonant current carriers is studied. It is assumed

that the acoustic wavelengihis much shorter than the electron mean free path lehdiit

much longer than the characteristic damping deptbf an electromagnetic wave in metals under

anomalous-skin-effect conditions. It is also assumed that the transit\timef a resonant

particle through the region of field nonuniformity-\) is shorter than the electronic relaxation

time 7, (a=\v Tp<1, wherey is the characteristic velocity of the resonant electyons

The distribution of the potential of the eddy electromagnetic field accompanying an acoustic
radiopulse with a prescribed shape is found by solving the kinetic equation and Maxwell’'s
equations. The force exerted on the lattice by the resonant electrons is investigated, and the
equation from the theory of elasticity that describes the evolution of a sound wave is solved. It is
shown that a weak dampin@f the order of the small parametaj at the extrema of the

deformation on the pulse edges as well as the appearance of high-frequency precursors near the
pulse boundaries are characterisic for the evolution of a powerful transverse radiopulse.

Such precursors were observed earlier by &ilal, as components of a noise burst arising on

the leading edge of a powerful transverse radiopulse propagating in ultrapure

gallium. © 1998 American Institute of Physid$S$1063-78348)00306-2

1. Absorption of spatially bounded wave packets is in-is determined by the magnetic component of the field; the
vestigated in experiments on nonlinear acoustic damping ifatter changes only the longitudinaklative to the acoustic
metals. In this connection it is of interest to solve the prob-wave packel|| 0x) componentv, of the velocity of these
lem of the evolution of sound pulses interacting with con-particles and for this reason can be described by a “poten-
duction electrons. A theory of acoustic damping of pulsedial” field U(x—wt).
with longitudinal polarization in conductors has been con- If there is not enough time for an electron traversing the
structed in Refs. 1-4. Nonlinear absorption of transverseegion of a characteristic nonuniformity of the fielet{) to
video pulses in the form of a single “hump” and a “hump— be scattered during the interaction time and in the process
well” of the deformation of a crystal was recently studied in substantially change its velocity, i.e.

Ref. 5.

Our objective in the present work is to study, following a=\/v o<1, (2
Ref. 5, the electromagnetic damping of quasimonochromatic _
packets(radiopulsey of transverse sound in a nonlinear re- where v is the characteristic longitudinal velocity of the
gime. As is well known, damping of this type dominates in resonant particles ang, is the relaxation time, then a non-
metals having a spherical Fermi surface under condition§near damping regime operates. In this case the electron tra-
such that the acoustic wavelengtis much shorter than the jectories in the fieldJ (x—wt) can be described by the en-
electron mean-free-path lengthbut much longer than the ergy integral
characteristic penetration depth of the electromagnetic field

2
in the anomalous skin effect regime=(c?v e\ /wWw?3)*?

mo
— tU@=¢,
I>A>0. (1)

where é= x—wt/\, v,=v,—W. Figure 1b shows a plot of
Herew is the speed of soundy,, is the plasma frequency, the reduced “potential”U,(£)=U(&)/U, obtained in the
and v is the electron velocity at the Fermi surface. Thepresent work for the region corresponding to the leading
qualitative picture of the acoustoelectronic interaction in thisedge of the acoustic radiopulsésee Fig. 1a Here
case is as follows. The propagation of transverse sound in do=maxU(¢) andU(ki) are the local extrema in the region
metal is accompanied by the generation of an eddy electref the k-th “period” of the function U,(£). The resonant
magnetic field, which gives rise to compensation of the latelectrons can be divided into three groups depending on the
tice current by the resonant-electron current over the thickvalue of & electrons reflected from the magnetic barrier
nesso of the anomalous skin layer of the pufsi.is easy to  (U{")<&<U{"), trapped electronsU'<&<U{")), and
show that the dynamics of resonant particles in the eddy fieltransmitted electrons&&Ug). In a collisionless regime

1063-7834/98/40(6)/7/$15.00 884 © 1998 American Institute of Physics
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1 — Initially (7=0), 2 — for >0.
The dashed curve illustrates the char-
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n 1 ® acoustic radiopulse.
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a— e electron current in the metal is due only to theinside but also outside the region of the sound pulse. In the
0) the elect tin th tal is d ly to th de but al tside th f th d pulse. In th
motion of the reflected particleghe contribution of trapped latter case the electric component of the field leads to the
and transmitted electrons to the current is zero as a result @fppearance of an additional deformation of the crystal lattice
the a}nt|§ymmetr¥ of the noneqU|I|.br|um longitudinal-velocity _ growth of acoustic precursors. In the present paper we
distribution function of these particlesThe work performed  jnyestigate the shape of the growing precursor. It is shown
by the eddy field on the reflected particles increases theif,5t for timest> (o/k)Y*\/w ve/w the precursor should
internal energy and, therefore, the latter is a functional of theevolve in accordance with a nonlinear theory which predicts
lattice displacement so that it determines the force giving ris?he development of a series of powerful precursors with a
to damping of the acoustic pul¢eonlinear Landau damp- quite complicated shape at the boundary of the main pulse.

ing). I : !
It is shown in this paper that the extrema of the displace- The possibility of observing experimentally the effects

o . . described is considered in the concluding section of this pa-
ment velocityu(&) of the lattice in a radiopulse correspond er. We note. specifically. that. in metals having a comoli-
to the pointsé(*) on the “potential” energy profileJ(¢),  Po- 5P Y, that, 9 P

which are the limit points for the region of motion of the cated Fermi sqrface, acoustic precursors can.be dgtepted in
trapped particlegFig. 1). As follows from the current com- the form of a hlgh-frequen_cy bursjt of dgformaﬂon, similarly
pensation condition, the force exerted by the resonant eled? the burst observed earlier by Fét al. in the spectrum of
trons on the lattice vanishes at these points. This circum@ Noise signal arising at the edge of a powerful transverse
stance essentially determines the evolution of a powerfuPulSe propagating in ultrapure galliufn.
radiopulse of transverse sound in a metal: In the collisionless 2. The system of equations of the problem consists of a
limit (a—0) the envelope of the leading edge of the ra-kinetic equation for the distribution functioh of the reso-
diopulse should not change in time. nant electrons, Maxwell's equations, and the equations from
An eddy electromagnetic field can be excited not onlythe theory of elasticity:
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of of  9U of f—1, responds to the transmitted electrons. For trapped particles
EH}X&_ X 9P, - =0, 3 s<_(TL=JO|;l/2they correspond to the velocity intervgk|
<(|lu.P*=
A Substituting the distribution functiof¥) and the expres-
VXVXA= TJ' (4) sion (9) into the expression for the current dens{s) and
integrating we obtain
H ze . - . . .
J=(2W)3f fv dp, 5 jy(6)=Cenpu(&)—jy(&), jx=j,=0, (10
where
d%u ,0%U &) . Pu © 3 U
— —pW —=0G(X,t)—pv . .
pre ax2 tax2 jg(g)zEerbws—o[qu(ul)wf,(ulwaF(g)],
F
HereG(x,t) is the force exerted by the resonant electrons on (11
the lattice,p andv' are, respectively, the density and viscos-
iFy of th.e crystal,fo(e) is the equ.ilibri_um distributiqn func- V. (Uy)= if ds(s?+2U,) "2 signs_.., (12)
tion which depends on the Hamiltonianof the particles in
a comoving coordinate system |F|, C=1; ny is the equilibrium electron density; the and
Jau — signs correspond to positive and negative signs of the
e(x,t,p)=so(p)+ny5+U(x—wt,p), velocity vy of the resonant particles in the region of the

pulse. The first term in Eq(10) corresponds to the lattice
u(0, u, 0) is the displacement of the latticé is assumed current, while the second term is the current due to the reso-
that the acoustic pulse propagates along tkefis and the nant electrons. The collisionless current due to the reflected
polarization vector of the pulse is directed along tlyeeis), particles makes the main contribution to the currétit),
D,s(p) is the deformation potential tensor. The particle which is of zeroth order in the small parameterwhile the
spectrumeg(p) in the unperturbed crystal is assumed to becollisional current due to the transmitted and trapped par-
isotropic and quadratic. In this cas®,,=myA(|p[)vw,, ticles is proportional ta.
A=1,U(&p)=— (elc)A(§)-v, A=(0,A, 0) is the vector 3. Let us transform Eq4), taking in account Eq910)
potential of the electromagnetic field accompanying theand(11), to the form
sound wave, andé=(x—wt)/\. For resonant electrons T 4
whose transverse velocity, is of the order ofvg the func- U 2 m__EF -
tion U(&,p) plays the role of a “potential” energyt) (&) - 720 T3 Gy UVl Uy Far]),
=—(elc)A(é)vesign vy. We note that the “potential” (13

U describes uniquely the eddy electromagnetic field of
© duey y g &=(\o)3 ¥ (U)="¥_,(U)+¥_(U,). In the re-

the acoustic pulse as a result of the invariance of the puls\é\’_here ) . o
under a gradient transformation of the potensal gion of the pulse, where the lattice deformation satisfies the

We seek the particle distribution function in the férm inequality
. of sy 20 14
f(Px1)=To(e) +MoAvi—2+g(pX,1). @ lul>aw ==, 4

Substituting the expressiof?) into Eq. (3) and integrating under the cpnditionsl) it is convgnie_nt to seek the solution
Eq. (3) with the initial conditiong—0 ast— — o, we obtain of Eq. (13) in the form of a series in powers of the small

for the nonequilibrium correction to the functidg(e) parameters >
dfo [t oU t—t’ U =Ug+s2uM(H+5UP(o+....
g=Ww signvy—— —exp( - )dt’. (8 _ . L
de J —wgx’ Tp As a result, in the leading order approximation in the param-

: : . . _ eter max§ 2, a)<1 we obtain
In the nonlinear regimé2) the result of integrating ovef in g )

Eq. (8) can be represented®as A ep.
?CWU(f):Uo‘I'(Ul)- (15
w 0
9= fuf’%[s_s*“_a@_sfﬂl)]' ©) Equation(15) is the condition for compensation of the

- ~ lattice currentCerbU by the currentj 5(5) due to the reso-
Here v=(Ug/m)™, Ug=maxU(§); s=(vx—W)/v and 71  nant electrons in the region of the pulse. According to Eq.
=vpt/\ are, respectively, the dimensionless particle velocity(15) the amplitudeU, of the “potential” energy and the
and the time along a classical trajectorg .=(s*  displacement velocityl, of the lattice at the maximum are
+2U;sigrv,) Ysign's_., is the velocity of the particles as related to one another by the relation
they approach the puls&};(£)=U(£)/U,. The velocity in-
terval |s|<(2(1—U;sigrv,))"? in Eq. (9) corresponds to
the reflected electrons, whils|=(2(1-U;sigrv,))*? cor-

Ao e .

—Cug.

Uo=3 W
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Let us assume further that the acoustic pulse has theolving numerically Eq(15) for the first four periods of the
form of a quasimonochromatic packet, described by thalisplacement velocity of the lattiod6) (k=0, 1, 2, 3). We

function call attention to the fact that at the limit point${™) the
| stream function?,(U,) has a kink-type singularity. The be-
Uy(£)= — = — (tanha £+ B)siné/(1+ B) (16)  havior of the “potential” U;(£) near the pointstl) and
Ug £7) which is due to the singularities of the stream function
(Fig. ). In the region of the leading edge of the pulsez(  Y(U1), can be represented in the analytical form
<1) the_ congtan(tsu) anq,B o!et)ermine the amplitude differ- Uf(ﬂi%f)(g_ggk))z, = fﬁnik): k#0,
ence Auy=u,(&,4) —uy(€éy ') as well as the value of (F) e (F) (_)
. " . U 4+t A = , k 0,
uy(¢57)) at the first extremum of the function,(£). We e={ m (& §( ))2 &= §mk +
shall assume that the quantitieg( £ ) andAuy, (k=0, 1, UiEn (- 872 és&"),
2, ... Kmay satisfy the inequality14) UL+ e (E— g4, =™,
. . (19
i ()
min(|u )|,|Auyl)>a. (17
(266 |3 ) | g o
Here the indexk enumerates the “period” of the wavek ( o
=[¢&/27], where[x] is the integer part of the numbej. U.(é)= i1 % (§—§(+))2 §>§ (+) (20
We shall seek for equation Eq15) a solutionU;(£) era mo
corresponding to this case in the form shown in Fig. 1b. The émo’
characteristic points on the curig, (¢) are &™) and &),  Here
which determine the limits of the region of motion of the . . B
trapped particles. Calculating next the integi@lg), we find )= % (=) _ % IV
for the chosen form of the “potential’U,(&) the stream k 0& | 4=’ I€ | gl V| (5
function W (U;) ={¥,} (k=0, 1,2, ...) of thereflected mk mk :
particles: (- L|dug ﬂ(t)_l 9%u, AT
k 4l ..o ' k
[ —6u(Un)+o(—Up+Ue(U, UL, 4 08 o 2| 0% | LUy
U <UL < — |y
Ui [=Ur=—[Uicil, We note that the derivativeU,/d¢ vanishes at the points
U (=) ding to the ext f the functiopand h
_ NS 1 &’ corresponding to the extrema of the functionand has
¢1(U) +e(=Uy) |Uk+1l¢( Uk+1) a discontinuity of the first kind at the poing) (k+0).
An eddy electromagnetic field can be excited not only
yIc) Uy — U =U <UL inside but also outsiddor £<0) the region of the pulse. In
k @ Ul k1 Tk the latter case it is determined by solving EtB), where we
¥y (U )=< _ - must setu(&)=0:
U7 = ea(Un+e(— Uy - UL Hle(~ U UG, ()
Uit <u,<ul®, #U; 3
kT > = Eﬁz[‘l’e(UlHaF(f)], £<0. (21
U, 4
- —U)—|ul)
erU)+e(=U—[Uicile| — Ui, This equation must be solved under the condition of smooth
joining of the “potential” U; with the function(20) at the
Uy oint é=0
\ +Uk+1cp(W)’ -luii=ui=uiy, P ¢
k+1
(18 Uy(0)=—-1, &—§|§=0=o.
V1iFU; 1

wheree(=U;)=VJ1¥U;xUjIn——=— We note that the appearance of reflected particles outside the
Uy current pulsgdescribed by the functiow .(U) in Eq. (21)]

Now there is no difficulty in solving Eqa5) and finding  is largely due to the collisional component of the total cur-
the functionU 1(&). Specifically, the positions of the singular rent, which is proportional ta; the significance of this com-
points £+ as well as the corresponding extremal valuesPonent is that it generates an initial fielt playing the role
Uk— of the “potential” that appear in the stream function Of & magnetic barrier for the reflected electrons. Since the

(18) can be determined by solving the system of recurrencéunctionF(¢) is complicatedan expression for this function

relations is presented in Ref. § the procedure for solving E¢21) in
(F)r e e ) the region¢=<0 is very laborious, and we do not present it
W (Ui =ua(&)— Ui, here.

(F) - (%) The solution of Eq(21) far from the boundaries of the
WU = Us(8) = i pulse must be sought in the form shown in Fig. 1b by the
with the “initial” conditions U{™==1, £&()=0. Figure 2  dashed line. The stream functioh,(U,) corresponding to
shows a plot of the funcUoﬂf(Ul) {\Ifk(Ul)} obtained by this field is determined by the expression
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¥
i aef

FIG. 2. Stream function of the re-
flected electrons. The regions of the
maxima and minima corresponding
to the first four branches oF , of the
function ¥(U,;) (see Eq. (17),
k=0, 1, 2, 3) are shown on a larger
scale in the insets a and b, respec-
tively.

-0.4f ‘ +-0.4

YUy —(Uy), —1=<U,<1, 22 4. In accord with Eq(15), the electromagnetic damping

(U= 22 of the acoustic pulses is determined by the faBepropor-
—e(Uyte(Uy), 0<U;<L. tional to the derivative)U/dx,

As analysis shows, the electromagnetic field outside the

pulse can be excited on a characteristic seafe=46"1 (in Cnow 49U

dimensionless units, it corresponds to the quantiy * Gx.)=- UE ox

which is of the order of the thickness of the anomalous

skin layer of the metal Near the maximum of the potential Using the slowly varying profile method, we transform Eq.

(at é= g(jl)), as well as in the limit— —, the solution of  (6) from the theory of elasticity in accord with the electronic

(29)

Eqg. (21) has the form force (24) to the form
15wt~ 1(E-£5)2 =2 u_ U
27 s pral Uy et (25
Uy(6)= T % o
22 —
ex[{ 1671'5 ¢ )’ §= . where r=27C?ngpgt’13p\, v=3pv'[4mC2nype\, andt’

(23 is the so-called “slow” time. The equatiof25) together
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with Maxwell's equation(15) solves the problem of electro- e .
magnetic damping of acoustic waves in metals. Gion=€Eno+ - [u,H]no, (28

It was noted above that at the pointg;) (k
=1,2, ...)thederivative 9U, /3¢ and together with it the acting on the ionic subsystem of the metal and giving rise to
electronic force are discontinuous. Away from these pointsgrowth of additional signals — acoustic precursors. In addi-
where the force has no singularities, the viscous force, protion to this, the precursors are damped by electrons which do
portional to the small parameter, can be neglected in Eq. Not interact with the main pulse. It can be shown that the
(25). In this case the solution of E425) can be written in  electronic damping force has the following form in an ap-

the forn? proximation linear in the deformation of the precursor:
. . r dr’ 4 egng d (= u(&)
U(Em=Uo(0)0] &~ | . G=- - CIER o g, 29
0 (aW/dU1)|w=ie nrig(+) ™Rk 98] -wg—¢

(26)  Compared with the first term, the second term on the right-

. - . . - hand side of Eq(28), determining the Lorentz force exerted
Herg the functlorrb(g)—u(g,_O)/uo(O) describes the initial by the intrinsic magnetic field of the pulse, is small in the
profile of the pulse. According to Eq26), at the extrema .
+) T ) parametefdu/dx|<1 and can be neglected. Dropping also
k~ of the functionu(¢), where according to Eq§18)—(20)

nie >/ , the viscous term in the force, the equation from the theory of
the derivativedU, /d¢=0 while [§W/3U,|—, no changes elasticity for acoustic precursors can be represented in the
occur in the deformation of the pulgEig. 1):

form
U ) =u(g, 0). (27 au 5 [ U(g,7)
—=E(&)— = dé’, 30
This equation determines the characteristic feature of the J7 (&) )~ g—¢' ¢ (30)

evolution of a powerful radiopulse in the collisionless limit
(a—0) — stability of the shape of the pulse envelope nearWhere
the leading edge of the pulse. It must be underscored that the 3meEuveN . U,
result(27) is a consequence of the potential distribution for E(§)= 4 ?:an_g-
the electromagnetic field, giving rise to compensation of the
lattice current by the current of reflected particles, that isThe function E(¢) is assumed to be independent of the
specific to packets of transverse sound. Indeed, the conditior$low” time 7 in agreement with Eq(27).
for such compensation requires that the derivativie/dU We write the solution of Eq(30), obtained by the
change sign at the poingéf), undergoing in the process a method of integral transformations, as follows:
discontinuity. Since, on the other hand T (e E(¢) _

=—]| ————d& =ReEg (7+i&), (3)

(9U| A\ U, it —e g2 (E—E)2
—|e=— — =0,
gg "k Uy uls) 9§ gx) whereEg (p) is the Laplace transform of the Fourier com-
ponent of the functiorE(¢£). To estimate the rate of growth
for of the precursor we approximate the “potentidl’; (&) near
g JU, the pointé= ¢ by the function[compare Eq(20)]
- #0, —| =0,
aUl U(i) 0"5 g(i) 82
“ « Ui(§)= > (T2’
Eqg. (27) follows. e"F(6-&)

Near the singular point&!;;) (k#0), the solution of Eq.  which has a characteristic width=5~1<1. Then we obtain
(25 describes the differential of the pulse deformation from Eq.(31)

(Fig. 1
_ _ . . B e1Z(7+2¢) 37
U(7) =U(7s) + (U= U7 TTL— exp((S+ ™) ) 2 2 e?) (32
X (= I, n=<ny. where z=¢—¢) . The characteristic deformation profile

e . . (32) of the precursor is shown in Fig. 1dashed ling
Here 7=¢{—Sr, Sis the rate of development of the differ- According to Eq.(32), the velocity of the precursor in-

. . . :)
ence in a coordinate system tied to the pulsg; creases most strongly far<e. During this time, the maxi-

=—1[o¥\/dU4|y], and the functionu describes the  mm of the functiori(z, ) (for z=s) it grows up to values
change in the pulse profile far from the singular poifﬁﬁ) at which the inequality14) becomes valid. The further evo-
(for |77§nik)— n|>v) and satisfies the relatiai26). lution of the acoustic precurs@ior 7> &) must now proceed

5. It was noted above that the potential of the electro-in accordance with the nonlinear equatiofi$) and (25).
magnetic field decreases rapidly over a distance at the  However, the solution of the corresponding problem falls
boundary of a powerful sound pulse. This, in turn, leads taoutside the scope of the present work, and we do not present
the appearance of a Lorentz force it here. We note only that the conclusions drawn earlier, to
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the effect that there is no damping at the extrema of the@bserved earlier by Filet al.” as a component of acoustic
deformation of the main pulse and a high-frequency electrimoise arising at the leading edge of a powerful radiopulse
field is generated at the boundaries of the pulse, are alswith transverse polarization propagating in ultrapure gallium.
valid for a nonlinear precursor. Accordingly, the nonlinearThe electromagnetic nature of this noise was established in
precursor becomes a source of a series of later precursoiRef. 7 from its suppression when the sample became super-
the length of each of which i$>1 times smaller than the conducting.
characteristic length of the preceding precursor. For radiopulse frequencies100 MHz and pump power

6. The effects described in the present paper can be ob~10? W/cn?, the main parameters of the problemand &
served in alkali metals by the propagation of powerful ra-equal in order of magnitude 16 and 10, respectively. At
diopulses of transverse sound having a large slope of ththe same time, the growth time of the precursor deformation
envelope at the leading edge. We underscore that the ampls ~10™ 7 s, while its extent~10 2 cm. The intensityH of

tude differenceAu,, between the neighboring maxima near the magnetic component of the eddy field of the pulse is of
the leading edge should satisfy the inequality), ensuring the order of 1 Oe, which corresponds to the estimates ob-
that the reflected particles make the dominant contribution téained in Ref. 8 .

the electronic currentl11). Near the top of the pulséor ~ Inclosing, we thank S. L. Lebedev for a helpful discus-
k>Kna) the neighboring maxima 0}1(5(@)1) andul(g(k‘)) sion _and V. |. Mikhdov for assisting in the numerical cal-
differ by an amount of the order @f and less, so that in the culations.

corresponding interval of the “potential’AU{")=U{"

B U(ki)l there is no collisionless current of reflected pal’ti(:les'l)lt is interesting to note that this suppression of the signal level near the top
Damping in this case, just as in the case of a monochromaticof a powerful acoustic radiopulse was described in Ref. 7 .

wave® is determined by the degree of screening of the lattice

current by the collisional current of trapped and transmitted . _ .
electrons and the strong nonlinearity regime is larger than the\T/é;a'Fgegné'k;‘g;’?‘fl’ gg’é '\["S'O"\"/a'ésh';"so‘gaé;"gg \ébg(' 122;3“”’ Zhkep.
deformation damping[by a factor 54>1) even in metals 2v. Yé. Démi’khovski, V. E. Sau.tkin, aﬁd 0. V.‘ Potapov, Fi‘z. Tverd. Tela
having an arbitrary carrier spectrum. Therefore, it should be (Leningrad 27, 1182(1985 [Sov. Phys. Solid Stat27, 712 (1985].
expected that the acoustic signal should be substantially sup>V. Ya. Demikhovski and V. A. Kukushkin, Fiz. Nizk. Templ4, 141

: B (1988 [Sov. J. Low Temp. Phyd4, 77 (1988].
pressed at the top ofa powerful transverse radmp(uﬂem 4V. Ya. Demikhovski and V. A. Kukushkin, Fiz. Tverd. Teld_eningrad

pared to the edges of the pU)_éé _ 31, 63 (1989 [Sov. Phys. Solid Statgl, 210(1989)].
In metals having a complicated Fermi surface, the elec-°v. A. Kukushkin, Fiz. Tverd. TeldSt. Petersbung3s, 899 (1993 [Phys.

tromagnetic absorption at the edges of the acoustic packetgSolid State35, 464 (1993]. _

competes with deformation absorption; specifically, the latter I;"S'\g'l?f;?;'.”' Zh. Bsp. Teor. Fiz74, 1126(1978 [Sov. Phys. JETP
gives rise to a finite damping at the local extrema of the?y.'p Fir, A. L. Gaiduk, and V. I. Denisenko, Fiz. Nizk. Tem@, 517

deformation of the radiopuls?eNonetheIess, even in this (1981 [Sov. J. Low Temp. Phys, 256 (1981)].

case, electromagnetic effects should be expected to appear irf A Krokhin, N. M. Makarov, and V. A. Yampol'skj Fiz. Nizk. Temp.

the form of a powerful high-frequency burst of deformation 15,76 (1989 [Sov. J. Low Temp. Physi5, 42 (1989

at the boundary of the main pulse. This signal was apparentlyranslated by M. E. Alferieff
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The deviation from the Nordheim—Kurnakov rule and the anomalous behavior of spin-disordered
electrical resistivity in quasi-binary GdZT¢=268 K) — GdCu (Ty= 142 K) solid

solutions is explained in effective medium approximation within percolation theory for the case
of three phases, viz., ferro-, antiferro-, and paramagnetic. The strong increass ainc
concentrationx~0.45 is attributed to the closeness of the system to the percolation threshold.
The phase volumes calculated for the random-distribution case fit well to the concentration
dependence of magnetic susceptibility. 1®98 American Institute of Physics.
[S1063-783%8)00406-1

1. MAIN CONCEPTS depend orx, which follows from practically the same slope
_ _ _ of the p(T) curves forT>T.,Ty,*® and the magnetic con-
The electrical and magnetic properties of thegjp tion should be constant because scattering takes place

GdZn,Cu, — alloy system exhibit a number of interesting oy from spins of the Gd ions, whose magnitude and con-
features which may even appear paradoxical when consigsantration in all GdzgCu, _, alloys are the same
L :

ered within universally accepted concepts. They were stud- 3 |5qation of the spin-disordered component of resistiv-

ied comprehensively in Refs. 1-6, where experiment "€ty by standard techniquesee, for instance, Ref) 8
vealed coexistence in alloys of intermediate concentrations

(0.2<x=<0.8) and in the low-temperature domain of ferro-  Pmm=pP~ (Pot Ppn) 2
(F) and antiferromagneticX) phases, and, possibly, of an-
other phase of paramagneti®)( or spin-glass type. This
low-temperature magnetic state is usually called reentrant
spin glass. Figure 1 presents a phase diagram of the magnetic
state of GdZpCu,_, alloys near the region of transition T,k
from A (for x<<0.2) toF (for x>0.8) long-range order. At
the same time even a qualitative explanation of the concen-
tration and temperature dependences of electrical resistivity
and magnetic susceptibility of these alloys meets with a 200
number of difficulties which still have not been overcome.

The most essential of them are as follows:

1. The residual resistivitymeasured at =4.2 K) pq(x)
of GdZnCu,_, alloys does not obey the Nordheim-
Kurnakov rule

prnk(X)=4pRR%(1—X), (1)

by which (1/4p)R2* dpyk /dXx_01=+1 and (1/4)N%
-d2pnk/dX?|,_0.1=—2." As seen from Fig. 2, in actual fact
(1/4p) K dpo/dX|x 0,1~ =2, and (L)
-d%p/dx?|x_0.2=0, which corresponds to a lineap(x)
relation with a large slope. And it is the absence of a nega-
tive quadratic-inx term in Eq.(1) that results ak=0.45in a
giant residual resistivitypg@*~0.7 ), which exceeds by
nearly an order of magnitude the valugs~0.1u() typical
of metal alloys.

2. The electrical resistivity in the paramagnetic tempera- -100 ]
ture region(for T=300 K) falls off linearly with decreasing GdCu GdZn
zinc concentration forx<0.6. It would seem that at « ohase i . | ol poi
T=300 K, p(x) should be constant, because the resistivity is';'qzl‘ N(':ag.”euc.p ase diagram of Gdlny , alloys. 1 — Neel points

. . . ) N 2— Curie pointsT¢ ; 3 — temperature§’; corresponding to transition
dominated primarily by the phonopy;,, and magneticpn,,  from collinear ferro- or antiferromagnetic states to reentrant-glass—type
contributions. Note that the phonon contribution does nostate;4 — paramagnetic Curie temperatut@s .

1063-7834/98/40(6)/6/$15.00 891 © 1998 American Institute of Physics
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yields a fairly unusual resufi,,(x) =0 for x<<0.45, i.e., in

antiferromagnetic alloygésee Figs. 1 and)2

Our explanation of the above featuresgd(x) is based

Yu. P. Irkhin and N. I. Kourov

netic component of resistivity, by the variation with zinc
concentration of thesf exchange integrals¢(x).2 Since in
the “clean” A phase ¥<0.2) Ty=142 K, and in the like-

here on the following starting premises which are in accordvise “clean” F phase x=1) T;=268 K, the variation of

with the current experimental data on G4Zu, _, alloys:

Pmm(X) due to this factor should be related to thQ/Tc

1) Alloys with x=<0.5 retain considerable spin disorder ratio. It would seem that this relation could be obtained in a
down to the lowest temperatures, which is evidenced by anore specific form from the(x) curve in the paramagnetic
strong paraprocess and the presence of a weak spontanedesiperature region. Because all alloy§at300 K are in the

moment aff =4.2 K even inx<0.2 alloys~3 This results in

substantial spin scattering and, accordingly, in a large).

P state(see Fig. 1, one should expegt(x)=const, if we
disregard thd ;{(x) dependence. As seen from Fig. 2, how-

It thus becomes clear that, when one enters the paramagnetger, one observes a linear growthggik) with x increasing
temperature region, the change in spin disorder is small anfilom practically zero to 0.6. One could tentatively estimate

affects only weakly the behavior gf(x,T). Therefore the

the change in resistivity due to the concentration dependence

usual method of isolation of the spin component yields arof the quantityl2(x) from the relationp(x=0)/p(x>0.6)
underestimate, in particular, a value close to zero for concen~ Ty /T-=142/268-0.5 [for x>0.6, p(X) remains con-
trationsx where even at low temperatures the extent of spirstan]. The experimental valugp(x=0)/p(x=1)~0.4 is

disorder is largdi.e., for x<<0.5).

slightly smaller. Note, however, that one cannot use in this

2) Premise(l) is at odds, however, with the compara- estimation theT-(x) and Ty(x) curves, as well a® p(x),
tively small low-temperature resistivity of antiferromagnetic which vary strongly in the middle of the concentration range

alloys. For smallx~0.1, pg(x)~0.1xQ, while the maxi-

mum magnetic resistivity under total spin disordef,,

(for x~0.5); this variation is caused by compensation of the
positive and negative contributions due to the molecular

~0.7,Q. (This follows from p,, measurements for the fields which are generated by Cu and Zn ions surrounding
collinear ferromagnet Gdzn, as well as from the value ofGd ions in the GdZfCu, _, alloys.

max )

Po

We believe that one has to invoke the concepts of per-
colation theory for multiphase systems in order to explain

this controversy. In accordance with experimental dat,
is then assumed that samples with92<0.8 containA and

2. SCHEME OF CALCULATION

In accordance with the preceding reasoning, we have to
calculate the electrical resistivity of a three-phase system

F phases, with subsequent formation of a spin-glass—typeonsisting of theA, F, andP phases. The resistivity of each
spin-disordered phasé#, which becomes dominant for of them is given by the relation

x~0.5. In this case the low-resistivify and, possibly, part
of the A phase with weak spin disorder shunt the high-

Pi=pl+ Pt Ppn: 3

resistivity P phase, thus reducing substantially the observedvherej=A,F,P, pij is the residual impurity resistivity of a

resistivity pg(X).

phasep!, is the magnetic component of resistivity associated

3) The p(x) relation is affected also, through the mag- with scattering from disordered spins through their exchange

X

0
(dCu GdZn

FIG. 2. Electrical resistivity of GdZCu, _, alloys.1 — resistivity in para-

magnetic temperature region for=300 K>T¢, Ty ; 2 — residual resistiv-

ity po measured al =4.2 K; 3 — spin-disorder resistivity,,,, calculated
from Eq. (2); 4 — resistivity p" calculated in accordance with EQL1).

interaction with carriers, and{)h is the phonon part of the
resistivity. Experiments show that thxgh component practi-
cally does not depend on concentratiorand is described
satisfactorily by standard theory. The resistivityis appar-
ently small compared to the other contributions. We shall
therefore focus attention guy,(x).

We shall consider our system to consist of a continuous
sequence of clusters of different Gd&, _, species, where
the number of Cu and Zn atoms surrounding Gd atoms varies
from zero to eight for each species, with the probability of a
certain CyZng_, configuration depending on concentration
X. These probabilities are given by binomial coefficieﬁ%
=8!/n!(8—n)!, so that the probability for a given environ-
ment to become realized at a concentrationill be written

Xn(x)=C8x"(1—x)8~". (4)

As follows from Eq.(4), for any concentratiox there is
a finite probability X,(x) #0 for any type of environment
n,8—n (n=0,...,8). Applying this approach to the
GdznCuy, _, alloy system, one can consider all nine possible
n states, and assume each of them to be a configuration pos-
sessing certain physical characteristics. Thus our alloys rep-
resent a microheterogeneous, but macrohomogeneous system
which can be described in terms of percolation theory.
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TABLE |. Relative volume of magnetic phases in GgZn, _, alloys calculated from Eq5).

X

X 0 0.1 0.2 0.3 0.4 0.45 0.5 0.6 0.7 0.8 0.9 1

Xe 0 0.0 0.01 0.058 0.173 0.258 0.359 0.583 0.781 0.902 0.947 1
Xa 1 0.962 0.797 0.552 0.316 0.222 0.148 0.061 0.036 0.043 0.048 0
Xp 0 0.038 0.193 0.390 0.511 0.520 0.492 0.356 0.183 0.055 0.005 0

To simplify the mathematic treatment of the problem,into account the exchange interaction in molecular-field ap-
divide all possible values of into three groups, which is in proximation required to calculate the susceptibility. For the
accord with the real physical situation. The phase correP phase the molecular field is zero, and therefore we drop
sponding to the values=0,1,2 will be considered to be the factortp(x) in Eq. (7).

A phase, that witm= 3,4, theP phase(spin glas§ and the The values ofy;(x) and y"(x) calculated using Eq$6)
phase withn=5,6,7,8, the= phase. Then for the volume of and(7) are presented in Table Il and Fig. 3. The agreement
eachX; phase for a givex we can write between the calculateq(x), and experimentaly(x), val-

, ues is seen to be quite satisfactory. Only within the<(x6
<0.9 interval do the values gf"(x) exceed somewhat those
of x(x). Remarkably, the maxima ig"(x) and y(x) coin-
cide, which is due exclusively to the existence of a maximum
in the relative volume of theP phase at point
Xp=0.45. This supports the validity of dividing individual
atomic configurations into phases in E@®) and offers a

n

i
x,-=n2n C81—x)®"x", (5)
|

wheren; andnj’ are the initial and final values of for the A,
P, andF phases, respectively, with

; Xj=1. strong argument for the usefulness of the model proposed
here.
The values oK;(x) calculated using Ed5) are given in Consider now the electrical resistivity. It is obvious from
Table I. general considerations that there should exist a relation be-

Having an explicit expressiofb) for the concentration tween the magnetic component of the resistivity and mag-
dependence of phase volume, we can now calculate the daetic susceptibility. For the alloys dealt with here this fol-
pendence on concentration of the magnetic susceptibilityows also from experiment, when one considers the data

xj(x) for each phase and the total susceptibility presented in Figs. 2 and 3. In this case one can use the
concentration dependencgg(x) to calculatep},(x). Direct
X“‘=E Xj(X). (6) proportionality between the magnetic contributiongytand
I

p exists, however, only for th® phase. We shall assume,
We shall be interested in a relative quantjy(x)/x;(x;),  therefore, the magnetic part of the resistivity of faghase
where x;(x;) are the values of;(x) at a reference point;  to be described by the relation
chosen so as to make comparison with experiment conve- p
. . . = + ,
nient. Such points are obviousky=x,=0 for theA phase, Pm(X)=Tp(Xp)(1H7X) xp (X)/Xp(X) ®
Xj=Xg=1 for the F phase, andkj=xp=0.45 for the P where yp(X) is calculated from Eq(7).

phase, where the experimental relatjgix) passes through a Parameterr=(Tc—Ty)/Ty=0.89 is introduced in Eg.
maximum. (8) to take into account the concentration dependence of the
Thenx;(x) can be written exchange integralg;, which determines the amplitude of
_ conduction electron scattering from Gd spins.
X100 =X (X) X 01X () 0017, (@) J P

Parameter (xp) in Eq. (8), similarly to the calculation
Wheretj(x)zTJ—(x)/TJmax, T;(x)=Tn(x) or Tc(x), respec-  of susceptibility using Eq(7), is determined at the reference
tively, for the A or F phase, andp(x) =1 for the P phase. point.

Figure 1 showsT;(x) curves, withT}“ax being their maxi- From a theoretical standpoint, the relation between
mum values. Introduction of thig(x) factor in Eq.(7) takes  py(x) and x(x) is based on the well-known expressions

TABLE Il. Magnetic susceptibilityy (in EMU/g) calculated for GdZgCu, _, alloys using Eqs(4)—(7).

X

X 0 0.1 0.2 0.3 0.4 0.45 0.5 0.6 0.7 0.8 0.9 1

XA 1.7 1.68 0.50 111 0.909 0.706 0.527 0.295 0.217 0.298 0.384 0
XF 0 0.003 0.035 0.097 0.193 0.248 0.301 0.356 0.387 0.340 0.292 0.25
Xp 0 0.124 0.636 1.29 1.69 1.71 1.62 1.18 0.603 0.182 0.016 0

X" 1.70 1.81 2.17 2.49 2.79 2.67 2.45 1.83 1.21 0.82 0.693 0.25
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the effective-medium approximation an analytic expression
x was obtainetf for a three-phase system in which one phase
x 11 is nonconducting:

o= Lp"=[(3X;— 1) o1+ (3X,— 1) 0, ]/4
+{[(3X;—1) o1+ (3X,— 1) 0,]%/16
] ./
; +(2—3X3) 010,142, 11

-
I
-]
i
&N

Here X; and X, are the volumes of conducting phases with
electrical conductivitiesr; ando,, andXj is the volume of

the nonconducting phaser{=0). In the general case of
o3#0, theory yields a more complex cubic equation. As-
sumingo;<o,05, we shall consider Eq11) with index 1
referring to phasd-, index 2 to phaseé\, and index 3 to
phaseP, to be approximately valid for the GdZ@u, _, sys-

tem. Besides, in contrast to the standard arrangement, we
shall set, in accordance with E(LO), o= 0og(X), and o,

emu /g

M, , arb, units
4
’

x 70

._"

g _
6dC Gd =a(X). . . . .
" Zn Prior to starting numerical calculation of,; using Eq.

FIG. 3. (1) Magnetic susceptibility; (2) spontaneous magnetizatibhs of  (11) within the total concentration range, consider some ana-
GdZn,Cu, _ alloys determined al=4.2 K; (3) susceptibilityy" calculated  |ytical results obtained in the limiting case. The relative vol-
in accordance with Eq$6) and (7). ume of the third phase in the percolation limit ¥§= X}
=2/3. Then, as follows from Ed11), o.4— 0, and, accord-
ingly, p"'= oe‘ﬁl—mo. Equation (5) yields 0.52 for the maxi-
mum value ofXp at x=0.45, i.e.,[ X;— Xp(x=0.45)]= &
=0.14<1. This gives us grounds to make expansionsijn
which, in linear approximation and assumilg= o, re-
duces Eq(11) to a simple expression

pm(X)=B(F-?), x(x)=D(F-%). 9)

Equation (9) for xy(x) can be derived, for instance, from the
Ginzburg—Landau equation. Relatiai® are well applicable
to the P state. For low temperatures and in a magnetically 2 1

ordered state, however, they may be more complex. One pM=og_t=—pp(x) =——. (12)
should also bear in mind that spin flop on the magnetic sub- 3 S(x)

lattices of theA phase, which does not affect resistivity, can Equation (12) provides a good fit to the concentration

provide a considerable contribution j\(x) at high fields. dependence of resistivity near the percolation threshold for a

Therefc_Jre we shall use rv_alati_o(ﬁ) _only for the P phase. two-phase system and permits a crude estimate of the maxi-
Estimatedp,(x) contributions in theA andF phases at mum p™(x). If, according to Eq(10)

T=4.2 K turn out to be considerably smallésy about an

order of magnitudethan that in theP phase. This permits PA(X)IPNK(X)+Pph+PiA(X),
us, as a first approximation, to neglect the componeﬁ]ts
and pﬁ at low temperatures. Taking into account the impu- pF(X)szK(X)+pph+piE(X)v (13

rity resistivity p; and the Nordheim—Kurnakov contribution
pnk(X) connected with random substitution of Zn for Cu as is true, for instance, in our case as well, ag,d;lpo~0,

atoms in all phases, we come to and the impurity resistivities in thE and A phases do not
. . differ very much, therp™(x) grows as(2/3)1/8(x) nearx
p;(X)=pnk(X) + ppnt pl(X) + pl(x), (100  =2/3. Substituting a typical valupyg~0.1uQ into Eq.

(1), we obtain using Eq(12) ~0.47 uQ) for the maximum
where componentpyk(x) and prZ(x) are found from rela- value ofp™, which means a nearly fivefold increase in resis-
tions (1) and(8), andp/y(x) andp;(x) are~0. tivity near the percolation threshold compared to the
Nordheim-Kurnakov contribution.

The main physical result of our calculation consists in

We note first of all that, fof — 0 K, the magnetic com- that the presence of the high-temperatitephase atx
ponentph#0 because of the residual Gd spin disorder ac—~0.45 brings about a considerable growthp8¥:1/5 in the
companying atomic disorder of Cu and Zn ions. Moreover, itmiddle of the concentration interval. The applicability of Eq.
is primarily the relatiorp?(x)|1_.o that determines thgg(x) (11) with o3=0 can be estimated using the relatiorp@fx)
curve in Fig. 2. Because the system has more than one phade,yp(x) given by Eq.(8). Table Ill lists the partial resistiv-
however, p(X)|t_o cannot be described in terms of the ities pa(X), pe(X), and pp(x) calculated by means of Egs.
Nordheim—Kurnakov rule, but has a more complex form.(8) and (13). The parameterp(Xp) was chosen so as to
The expression of OdelevskiKondorski derived for the achieve a reasonable fit pf(x) and yp(Xx) to the experi-
two-phase case was generalized in percolation th¥oly. mental values opo(x) and y(x) at x=0.45. As seen from

A. Low temperatures (T=4.2 K)
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TABLE lll. Electrical resistivity p (in xQ) calculated for GdZfCu, _, alloys using Eqgs(8), (10), (11), (13)—(15).

X

P 0 0.1 0.2 0.3 0.4 0.45 0.5 0.6 0.7 0.8 0.9 1

Pa 0.16 0.22 0.26 0.25 0.25 0.23 0.21 0.17 0.15 0.15 0.15 0.025
PF 0.025 0.06 0.09 0.11 0.13 0.13 0.14 0.14 0.13 0.11 0.08 0.04
Pp 0.52 0.60 0.67 0.73 0.79 0.82 0.84 0.88 0.91 0.94 0.95 0.96
phxe 0 0.02 0.11 0.24 0.34 0.36 0.35 0.27 0.15 0.05 0.005 0

p" 0.16 0.24 0.36 0.56 0.86 0.79 0.59 0.3 0.18 0.12 0.08 0.04
Prm 0.08 0.01 0.08 0.18 0.45 0.63 0.49 0.51 0.57 0.73 0.59 0.52
p 0 0.02 0.11 0.24 0.25 0.46 0.46 0.45 0.53 0.05 0.59 0.66

Table I, pp(x) exceeds considerablpa(x) and pg(x) B. High temperatures (T>Ty, T¢)
throughout th(_e cor_1cer_1tration range covered. This justifies the The concepts discussed in Sect. A offer an explanation
o3=0 approximation in Eq(11). for the behavior ofp(x) in the paramagnetic temperature
To obtain more accurate data for the wheleange than  egion and, in particular, the apparent absence of the spin-
tr:hose given by Eq(12), one should use E@11) to calculate  gisorder contributionp,,, in antiferromagnetic alloys. For
p". The results of this calculation are presented in Table llr>T, andT¢, the alloy system under study becomes mag-
and F|g 2. Figure 3 demonstrates a quite Satisfactory agreﬁ'etica”y Sing'e phase, and' henmx) should be described
ment with experiment. In contrast to the estimates made witlyy standard expressions.
Eqg. (12), this numerical calculation took into account also One could again use, for quantitative determination of
the impurity contributionsp{*(x) andpiF(x), which were es- p_ . the effective-medium approximation for multiphase
timated from the experimentally determined residual resistivsystems, as we have done in Sec. A, but with a transition to
ity at pointsx=0 andx=1. Being small, the value;iF(x the single-phase limit. One should then have to replace Eq.
=1)=0.025u) affects very weakly the final result. The (11), describing the particular case of a three-phase system
large Va|UQ)iA(X=0)=O.136,uQ is possibly due to the pres- with o3=0p=0, with the corresponding expression for a
ence of an additionah phase witiT =40 K in alloys based finite o3#0. In this case one would, however, have to solve
on the antiferromagnet GdCut remains, however, unclear, a cubic equatiofisee Ref. 10 and references theteifhere-
up to what value ok this additional phase persists, and how fore, we shall restrict ourselves here to a simpler but no less
its volume depends ox. In our calculation we assumed that revealing interpretation.
this phase is present for aflwhere the mairA phase exists, Considering that, for nearly alt with exception of the
i.e., we used the corresponding expresgi) for a constant ~€xtreme ends of the intervat=0 andx=1, the main con-
piA(X). At the same time the final contribution due;té(x) trlbutlor! to the residual I’.ESISIIVI.ty)O(.X) comes from its
to the total resistivityp™ falls off with increasingx propor- ~Magnetic part corresponding to its high-resistiityphase
tional to the decrease of thé,(x) volume for theA phase. (S€€ Table lll, we can use for crude estimation pf, the
A good agreement betweep™(x) and the experimental following relation
value po(x) at the maximum forx=0.45 is obtained for max
p(x)=0.1Q, which differs not by much from the experi- Prm(X) = p(T>[Tn, TelX) = pric— Pi(X=1) = ppn-
mentally foundp/(x=0)=0.1360.

e e ] st s THE VAl o0 ot o E14) e presrt i
Y P 9 Table lll, where byp(T>Ty,T¢) one understands the val-

only the experimental values of the residual reS|st|V|t|esues ofp(x) measured aT =300 K, by pyyx —the quantity

Ary — Frv_— :
pi (x'—O)' andp; (x= 1): as well as the Nordhe|m_—Kurnal'<ov 4pT¥%(1—x) =0.4(1—X), by p;(x=1)=0.025Qm - the
contributionpyk(X). This theory offers the following predic- residual resistivity of the ferromagnet Gdzn, and figg(T
tions for the behavior 0p™(x). This quantity is most sensi- =300 K) one took the same value 0.48) for all x.
tive to the parametef(x) determining the closeness of the As seen from Table IlI, even in such a crude estimation
high-resistivity phaseP to the percolation threshold. For e value p,m~0.5uQm persists through most of the
GdZnCu, . alloys, 5(x=0.45)=0.14. An increase in the >0 45 interval. The above discussion suggests thatxfor
volume of phasé\ can give rise to a considerable growth of <0 45 one can assume the decreasg,gf(x) to result from
p"(x). In connection with this, it appears reasonable to studyy decrease in exchange interactign Experiments exhibit a
RZn,Cu, _ systems with R= Tb, Dy, and other REMS, for  stronger decrease p{(x) for x<0.3. It should, however, be
which pure R metals are antiferromagnets, so that one coulgointed out that the point a¢=0.3 falls out markedly from
expect an increase of tfephase in RZgCu, _, compounds. the experimental(x) relation(see Fig. 3, and that starting
Addition of impurities increasing the magnitude pf‘(x) with x=<0.2 thepy(x) curve in Fig. 2 and other properties of
and piF(X) can also initiate a strong increase @1(x). the GdzrCuy, _, alloys become distorted through formation

(14)
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of the additionalA phase, which is caused by the structuralsusceptibility y(x) in the low-temperature domain and of

instability of the GdCu antiferromagnébr more details, see percolation theory.
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determined independently from E@) using its proportion-  sions, and to N. G. Bebenin and R. V. Pomortsev for valu-

ality to the susceptibility. In essencgh(x) is the magnetic able criticisms.

resistivity component connected with spin disorder Tat

=4.2 K. In this case, the total magnetic resistivity is obvi-

ously a sum ofp,ﬁ:(x)xp(x) and the high-temperature part
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The characteristics of nonphonon pairing of hybridizedndd electrons in planar complexes
RuG, are studied in the presence of a strong short-range Hubbard repulsion. The phase
diagram of superconductivity as a function of the degree of underfilling of ffead 41°® shells
in the RuQ complexes is calculated in a generalized Hubbard modell988 American
Institute of Physicg.S1063-783#08)00506-1

Compounds of the type SRuQ,, including the planar Neglecting the Coulomb interaction under the assump-
RuG; structure, are studied. The description of such a struction that it is strongly screened leads to a generalized Hub-
ture assumes that hole excitations of the typx4y) and  bard model with the meafself-consistent field as the ze-
2p(x,y) in 4d°RU?* and 2°0?~ shells are present in it. roth approximation with the Hamiltonian
The crystal field splits thé,y level of ruthenium into a sin-
glet_4d(xy) and doublet d(xzyz). The 4d(x_z, y2) elec- |:|=8p2 6&6rx+8d2 a:rarJr\"/’ (1)
tronic levels are assumed to be completely fiftethe d and
p electrons tunnel through the excitpdd) states of oxygen
(ruthenium — depending on the ratio of the energies of the V=, tp, :a(r1—12)(P{xdr,+d; proy)
single-particle » and 4 states.

Strong internal correlations split the déxy) and 1
2p(x,y) hole levels into Hubbard sublevelsvo d and four + ) tgg(ri—rp)d d, . 2
p levels in accordance with the degrees of degeneracy of the ’ 12
single-particle atomic statgs corresponding to certain Herep®, p, d*
single-particle energiesy ande,,. The present paper exam-
ines the limiting case of infinitely high Hubbard energies,
when only one Hubbard level and one Hubbard level are

, andd are creation and annihilation opera-
tors for thep andd hole states.
The following states are chosen as a basis for the atomic
) : : hole states in order to switch to the Hubbard representation:
occupied simultaneously,~e4. The energy shifr =g,

e : 9 ST For the oxygen atom ©, 2p°®:|0); single-hole O,
— g4 Of the anionic levels relative to the cationic is the mea-, 5ok gy o+ 10)(the level is four-fold d Stei
surable parameter determining the phase properties of thg? 'RX&"O?’ Py|0)(the level is four-fold degenerdtei.e.,
compound. py =X . _ N
When the tunneling interaction is taken into account, For the ruthenium atom, studying transitions between the

hybridization and simultaneous filling of the Hubbard hole States of RE’j and Rd":Rw?*, 4d°0); single-hole states of
levelse, ande4 occur. As a result, the levels are collectiv- RW", 4d® d,|0) (the level is doubly degeneraé.e.,d,
ized into Hubbard bands. = X(0720),
For the ruthenium atom, studying transitions between the
states of Ré" and Rd™: single-hole states of R, 4d®:

1. GENERAL THEORY. EQUATIONS OF STATE AND d;|0); two-hole states of Rif, 4d*d;d[[0), i.e., d
CRITERIA FOR SUPERCONDUCTIVITY —(Ll-012)

The transition to the Hubbard representation transforms

The electronic structure of the complex Ruid studied Satis g
ithe Hamiltonian to the following form:

in a model that takes into account, together with the tunne
ing matrix elementstpx .q between thep andd states of the A o 1 o f o
ruthenium and oxygen atorrithe Emery modé), the tun- H:Ek ekt 5 E XPX Ve (r=r"), 3
neling matrix elementsy.q between thel states of different ' ap

ruthenium atomgsimilarly to Ref. 4). The model assumes \where )A(fk are Hubbard operators and and 8 are the so-
that these are the largest tunneling matrix elements and thaalled root vectors, which identify transitions between cell
therefore, they play the main role in the formation of thestate$ This Hamiltonian corresponds to the following in-
elementary excitation spectrum. A numerical estimate of th&erse virtual multicomponent single-particle Green'’s func-
matrix elements is given in the Appendix. The special casgion for the no-loop Hubbard approximation:

when the indicated matrix elements are equal for nearest- 1 © .

neighbor atoms —ty .q=tq,q=t is studied. [G. (P ]ap=[{GC, (P)} “lap—faVap(p). (4)

1063-7834/98/40(6)/4/$15.00 897 © 1998 American Institute of Physics
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HereG!%(p) is the diagonal atomic Green’s function. 1
The tunneling interaction is taken into account in the A2=51=§

nearest-neighbor approximatiofy, and fy are the so-called

terminal factors, which account for the existence of an infi-  The appearance of superconductivity in the system is

nite Hubbard energy and are fixed by the average numberdetermined by the presence of a negative scattering ampli-

n, andny characterizing the underfilling of thep® and 41°  tude at the Fermi surface. The condition for the appearance

electronic shells, respectively, of a superconducting state is that a singularity appears in the

two-particle multicomponent vertex palt,z(p) with zero

r_Zfthp

+
e R

(11)

fp=1-3ny/4, ®) total energy, momentum, and sgimn the empty-lattice ap-

1-ng/2, 0<ng<1, proximation(the gas approximationt is given by the ladder
4= (6) serie§

nd/2, 1< ng<< 2.

T'ogether vyith the noncollec_tivizep branchesE=¢, Fag(p)=T§Oﬁ)(p)—T2 rg’gw(p,p')

the single-particle Green’s functidd) gives two branches op’
Eio= — u+ fatFo =\ (r/2—f4tF )2+ 2 f st3(2—F)). XGM (p')G”(—p" )Ty (P'). (12
@)

_ HereT'(), ,(p) is the two-particle vertex part, which is irre-
Here F,=cospa)+cospa), u=—(eqtep)/2 is the  qyciple with respect to two lines with identical direction and
chemical potential of the compound=e,—&4, t is the  \yhich we find by the Dyson methdd.

tunneling matrix element between the states of nearest at- aq 5 result, the superconductivity condition can be ex-
oms, anda is the modulus of the translational-symmetry VeC-pressed by the conventional BCS formala0 with an ef-

tor. _ fective constanh
The average occupation numbers andngy of the hole

states can be expressed in terms of the matrix elements of the T.~e™ W N=gp. (13

Green’s function ) .
Herep=Xx,5(E(p)) is the energy density of the states at the

olP) lap=L6u(P)lapls, ermi surfaceg is an energy factor,
[Du(P)]ap=[Gu(P)]asfs (8  Fermi surf [ f
thereby determining the equation of state of the system - i28§8dfp—8pfd(8d+L)2
s 9= fofa(epteqtL)?
Np="o| 3ne(ep) + 2 ByN(E)) |, 9
4fpfdt2—8p8d 14
nd/(Zfd), O<nd<1, = e +f.t '
: = P 'p
% Aine(E)) {(nd—l)/fd, 1<ny<2, (10

Here £ correspond to the cases<hy<1l and <ny<2,
where respectively.

The density of statep is always positive, so that the
existence of superconductivity in the system is determined

A;=B,=-1
17=27 by the conditiong>0.

[ r—2f4F,
 E—E |

FIG. 1. Phase diagram of supercon-
ductivity for the complex Ru®. The
regions of existence of superconduc-
tivity are hatched. 12 — Lines of
electrical neutrality (16) for =0
and 0.14.
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FIG. 2. Hopping integrals as a function of distar{zeatomic unit$ between the centers of the orbitals. ltgg,, 2 —tpgn, 3 —tpp., and 4 —t,,, . A,
B,C — Distances between the nearest-neighbor atoms for the complex (Rifice perioda~6).

2. CHARACTERISTIC FEATURES OF THE FILLING OF THE 3. COMPARISON WITH EXPERIMENT AND CONCLUSIONS
ELECTRONIC SPECTRUM. PHASE DIAGRAM
, In the present work it was assumed that the electron—
To each point of the phase planay(ny) there corre-  hqn0n interaction in compounds of the type studied is neg-
sponds a certain phase state that can be realized in a num{esiy| small compared to the kinematic electron—electron
of compounds of the type under study with the same value Ofyteraction. Indeed, numerous experiments confirm that su-
T corresponding to this phase state. Each phase stafg,conductivity in such compounds cannot be described by
(ng,np) is in one-to-one correspondence with a pair of val-the Bcs model. For example, calculations for higheom-
ues (,q), whereq=2n,+n, is the hole charge of the com- 5045 taking account of only the kinematic interaction of
plex RuG. In other words, (q) and (ng, np) are altemnative  ihe glectrontd describe the dependence Bf on the charge
systems of phase coordinates. The rafiois a parameter of . rier density in agreement with experiméhtwhile this
the problem. _ _ - dependence cannot be described in the BCS model.
~ The parameteq is determined by the condition of elec- The condition of electrical neutrality for the compounds
trical neutrality of the compound. The manifold of phasegygied has the forrfiL5). A transition into the superconduct-
states (,q) with the same value af forms a line of electri- ing state has been observed for the compoundR&®,..
cal neutrality in the phase plane{,ny) (lines 1 and 2.in 5\ yever, the stoichiometric coefficients of the experimen-
Fig. 1 tally investigated compounds are not known with sufficiently
np=(q—ng)/2. (15) higD accurazcy. I_n reality, compounds .of the type
SBT(RUG,) 03 5 with small values ofs are investigated.
The position of the point corresponding to the phase state dfor such a compound the electrical-neutrality condiiips)
the compound on this line is determined by the parameter assumes the form
of the compound.

In the presence of a strong Hubbard repulsion, the exis- ny=1-35—(Nny/2). (16
tence of superconductivity is determined by the sign and
magnitude of the amplitudes of both-d andp—p scattering. Indeed, even fob=0.14 the corresponding line of elec-

The condition of superconductivity has the forfi3). The trical neutrality intersects the region of superconductivity
numerical solution of the problem is presented in Figthe  (line 2 in Fig. 1. Thus, a point of the phase state of such a
regions of existence of the superconducting state areompound on this line is determined by the parametef
hatchedl. the compound and lies in the region of superconductivity in
The dependence of . on the parametersy and n,  the square ¥ny<2. Since the point mentioned lies near the
forms a certain relief’ It is obvious thatT, for the com-  boundary of the region of superconductivity, the correspond-
pound is all the lower, the closer the point of the phase stateng compound should have a quite low valueTgf. This is
of the compound is to the boundary of the region of superin good agreement with the experimeiit;=0.93 K.
conductivity. Beyond the limits of this boundafy.=0. In closing, | wish to thank R. O. Ztsev for exceeding
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valuable recommendations and remarks concerning thia neutral oxygen atom,~ —1.46 eV. Since the ionization
work. potential of the R&" ion equals 28.5 eV, it can be assumed

This work was supported by the State Program on Highthat the ionization potentials of the Ruand Rd™ ions are
T. Superconductivity under the project No. 94011K4end  much greater in absolute magnitude than the electron affinity
1n.” mentioned: e p| <|&|.

In summary, the following tunneling matrix elements are

4. APPENDIX. ESTIMATE OF THE TUNNELING MATRIX found to be largestT g, ~2e4tgg, and Tpg,~egtpgn . IN
ELEMENTS the model studied it was assumed that they are equal.

It can be assumed that th.e t“”“e“”g matrix elementlY. Maeno, H. Hashimoto, K. Yoshida, S. Nishizaki, T. Fujita, J. G. Bed-
Tap=(alh|b) between the atomic hole basis stafe$ and  norz, and F. Lichtenberg, Natuteondon 372, 532(1994).
|b) are approximately proportional to the quantitg,(  *T. Oguchi, Phys. Rev. B1, 1385(1995; D. J. Singh, Phys. Rev. B2,
+ . Heret,p= is the so-called hopping integral ,1358(1995.
b 2b)tap he elap (a|bg| st edso ca .eﬁ OEp ng Integral "y Emery, Phys. Rev. Let§8, 2794(1987.
etween the statgs) and|b) ande; is either the ionization s ¢, Zatsev, Fiz. Tverd. TeldLeningrad 33, 3183(1991 [Sov. Phys.

potential of the cation, ifi) is the state of the cation, or the  Solid State33, 1798(1991)].
electron affinity of the anion, ifi} is the state of the anioff. ~ °J. Hubbard, Proc. Roy. Soc. 276 238 (1963.

The numerically computed dependence of the hopping R} o(. Zags]ev, Zh. &sp. Teor. Fiz70, 1100(1976 [Sov. Phys. JET@3,
. . 574 (1976)]. )
integralstqdr , todr» tops» @Ndtp,, ON the distance between 7, p Gorkov, zh. sp. Teor. Fiz34, 735(1958 [Sov. Phys. JETR,
in the ions is given in Fig. 2the designations are taken from  505(1958].
Ref. 12). One can see that for the complex Rusudied the ~ °R. O. Zaitsev, Phys. Lett. A34, 199(1988.

9
values of the hopping integrals are of the same order of magng' %yszogt,sz\r/];;sr;dRse\/l/_(\)ZKﬁ;;(:\? 53':th 583 (1995

nitude (interatomic distanced, B, C in Fig. 2. 11C. C. Tsuei, D. M. Newns, C. C. Chi, and P. C. Pattnaik, Phys. Rev. Lett.
Since the @ ion has no bound states, which corre- 65, 2724(1990.

sponds to the unknown negative electron affim';yof the 2w, Harrison,Electronic Structure and the Properties of Solitidir, Mos-

O™ ion, it can be assumed that this energy approximately " 1983

equals in absolute magnitude the positive electron affinity ofiranslated by M. E. Alferieff
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The effect of vacancies and interstitials in the Gu@yer on the vibrational spectrum in the

La, ,Sr,CuQ, system has been calculated by molecular dynamics. It is shown that the excitation
probability for local~0.4-eV high-frequency vibrations of nonphonon origin in the vicinity

of Sr impurity atoms decreases if copper vacancies are introduced at a concentrafiaty,
which corresponds to the maximum superconducting transition temperature, this decrease
being still more effectivegby about ten timesif interstitial atoms are present. The appearance of
interstitials makes a considerable region around tk#@re to six nearest neighbgrguasi-
amorphous. A comparison with available experimental data is made. It is concluded that the
behavior of the system under irradiation is accounted for primarily by interstitials, which

bring about strong perturbation in the lattice { nm) up to making it completely amorphous.

© 1998 American Institute of PhysidsS1063-783#8)00606-9

1. High-T, superconductors are known to be much moreferently to various kinds of irradiation® For instance, as a
sensitive to the presence of lattice defects than theTgw- result of irradiation by fast reactor neutrons to the same dose,
onest™ The presence of defects results in a decrease of thidb;Sn undergoes disordering wilh, decreasing from 17 to
superconducting transition temperaturg, an increase of 1.5 K, M0o;Si becomes amorphous wiffy, increasing from
the superconducting transition widthT., an increase of 1.5 to 6 K, and \{Si occupies an intermediate position. Irra-
electrical resistivityp, and a change in critical current den- diation of NiySn with « particles and oxygen ions does not
Sity j¢. produce disorder, although, decreases to 3.5 K. In other

Despite considerable effort devoted to studies of the nawords, no complete degradation ®f is observed. These
ture of highT, superconductivity, the structure and the role differences are accounted for by the onset of fast cooling in
of defects responsible for deviations from stoichiometry orsmall cascade regions without local melting, or by the for-
produced by various radiations remain unclear. In our opinmation of structures produced in collisional cascatles-
ion, this is related, first, to the use of inadequate pair interlated vacancies and their clusters in high concentratiop,
action potentials, which usually include tens of fitting param-—5%). At the same time in large-cascade regions collisions
eters and do not take into account the screening of Coulomimay give rise to local melting with complete disappearance
interaction caused by the presence of metallic conduction.of the defect structure formed earlier, and directed motion of
The second factor is the impossibility of separating the in-vacancies toward the center, and of interstitials to the
fluence on the characteristics of high-superconductors of periphery® It would seem that one should observe the same
many types of defects created simultaneously. Some propebehavior in high¥, superconductors. Since this is not so,
ties of highT, superconductors however, can, be consideredne needs to look for other reasons for degradation. We
to be presently established, name{§) degradation of the believe that this is a consequence of the different nature of
transition temperature is observed at doses one to two ordetise superconducting transition in high-and conventional
of magnitude lower than is the case with superconductorsuperconductors. From this standpoint, the La—Sr—Cu-0O
based on A-15 compounds, and three orders of magnitudgystem is of particular interest, because it has a compara-
lower than in metals, nitrides, and carbide@) all kinds of  tively simple structure and the highest sensitivity to irradia-
radiation behave qualitatively in a similar way in any ambi-tion (a similar sensitivity was observed only for the
ent condition® (3) superconductivity can vanish completely, Bi-Pb—Sr—Ca—Cu—O systéniThe upper boundary of the
whereas in other superconductdrsdrops to a finite level,  sensitivity lies between 210 ° and 8x10° dpa?
and (4) all kinds of irradiation applied up to a dose0.01 Traditional concepts still have not offered an adequate
dpa result in an increase of the lattice parameters, while atnderstanding of the mechanism of high- super-

0.1 dpa the material becomes amorphb&emarkably, iso- conductivity!® An attempt at solving this problem using a
lated point defects produce regions with different superconnovel approach proposed by us within the anharmonic ap-
ducting properties having dimensionsl nm comparable to proximation has been mad&:'*In this attempt, the lattice
the coherence length. In this aspect, highmaterials differ  dynamics of La_,Sr,Cu0Q, was studied by molecular dy-
from conventional superconductors. For instance, differenhamics simulation. It was shown that under certain condi-
compounds with the same A-15 structure may respond diftions (strong anharmonicity and anisotropy of atomic inter-

1063-7834/98/40(6)/5/$15.00 901 © 1998 American Institute of Physics
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TABLE |. Relative atomic displacements in LgSr, ;/CuQ;. a b c d e f g
Near oxygen vacancy Near copper vacancy 1 IO O O
Atom Ax/ag Ayla, Atom Ax/ay Aylag 2 @ ‘ @
|

2b -0.001 0.000 ) -0.001 -0.001 O O @ O O
2d 0.001 0.000 2 0.000 0.000 3 @ @ O'
2f 0.000 0.000 a 0.001 ~0.005
3b 0.001 0.000 2 0.000 0.000
3c ~0.002 ~0.002 x -0.001 0.001 4 O @ @l vV |®i@ Of 1
3d 0.000 -0.001 D -0.001 0.000
3e 0.003  —0.002 A 0.001  —0.003 5 'O @ O,
3f 0.000 0.000 3 0.000 0.000
ab 0.001 0.000 b —0.004 0.000
af ~0.002 0.000 ¢4 ~0.002 0.000 & O @lO @l® @IO
5b 0.000 0.000 & 0.003 ~0.001 =
5c ~0.003 0.002 4 0005  —0.001 7 O O O
5d 0.000 0.001 5 0.000 0.000 I | l
5e 0.003 0.002 8 0.000 0.002
5f 0.000 0.000 3 0.000 0.000 Cu
6b —0.001 0.000 6 0.000 0.000
6d 0.001 -0.004 & 0.000 0.000
6f 0.000 0.000 d 0.000 0.004

6e 0.000 0.001 a b ¢ e

6f

-
—

ORIOOO|©]-
Ol 10 1O O

Q@ <|®W©)- ~

0.000 0.001 I
10©

actions along and across the Gulayern there is a high

probability for excitation of local high-frequency vibrations 3'0‘@'@

of a nonphonon originwhich possess both rotational and

O
9,
Q

translational degrees of freedom and energ.4 eV) of 4 2
oxygen atoms in Cu®layers in the vicinity of Sr impurity

atoms. Moreover, their average kinetic energy exceetie0 3 O'@

times the overall mean. This results in an effective cooling of

the matrix, and it becomes capable, in principle, of support- 6 @ i

ing superconducting current. This approach allows any car-

rier pairing mechanism, including the conventional electron- 7 O@ @ Ol@

phonon coupling. Obviously enough, in this ca$ge,
>T.mat (here the experimentally measured sample tempera=IG. 1. Structure of vacancies in LgSr ;.CuQ,. 1 — Cu vacancy?2 — O

ture Tceyp IS an averaged macroscopic quantity should be  vacancy:V — vacancy.

stressed that these vibrations are of nonphonon nature, and

they are thus not subject to the limitations in the energy

associated with phonon wavelength in a crystal lattice. Thisnodel parameter an@l. was established as a function of Sr
situation has a high probability of realization only in strongly concentration and external presstitel, was found to in-
anharmonic systems, where the canonic distribution is inerease with this model parameter. Obviously enough, the
valid (a nonperfect quasi-particle gas, phonons interachigher the Sr concentratigwithin the low-concentration ap-
strongly with one another, and solitons are exqitdtlis  proximation), the larger is the number of such heated re-
possible that these local high-frequency vibrations are regions, the stronger is the matrix cooling for the same experi-
sponsible for the peaks in Raman spectra in the region ahentally measured temperature, and the higher are the
~0.4 eV, although they are currently assigned to excitationsgemperatures at which the superconducting transition can oc-
in the electronic subsystem, as well as to polarons; it thusur. At high Sr concentrations, however, the heated regions
appears that this observation has not received a commonhegin to overlap, thus suppressing superconductivity. In
accepted explanation. Decisive evidence could come fromother highT, superconductors, such heated regions can be
neutron scattering experiments, which have not been pecreated, in principle, by defects of another type.

formed in this energy region because of the associated tech- This work studies the influence of point defects on dy-
nical difficulties!? namic properties in the La,Sr,CuQ, system.

The contribution of local high-frequency vibrations to 2. The method of calculation was described in Ref. 11.
the joint density of vibrational states was estimated with aWe studied lattice dynamics for a Sr concentratien0.17
model paramete5,;/S;, where S,; and S; are, respec- and temperatur&=70 K. The model crystallite consisted of
tively, the areas bounded by the curves describing the locahree layers[La(Sr)—O, CuGQ, La(SR-O] and contained
high-frequency peaks and the low-frequency part of the vi-—~2050 atoms. The atoms in the ((S1)—0O layers were fixed.
brational density of state€D0S). Correlation between the The CuQ layer consisted of-700 mobile atoms. Cyclic
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boundary conditions were prescribed along the Claer. The S,¢/S¢ parameter depends on the concentration of
The vacancies and interstitials were created by removing oracancies of various species. Copper vacancies present in
adding atoms to the CuyQayer with their subsequent relax- concentrations of up te- 1% result in a drop 08,:/S;; by a
ation. The pair interaction potentials were taken from Reffactor 2—3, whereas oxygen vacancies practically do not pro-
15. These potentials provided lattice stability, reproducediuce any effect.
qualitatively the experimentally measured low-frequency Interstitials (Sr, La, Cu, Q in the CuQ layer create a
part of the vibrational DOS, and, hence, the elastic constantsubstantially stronger perturbation. Actually, their structure
Defects were not allowed to interact. The concentration ofs impossible to determine. It appears more appropriate to
vacancies was varied from zero to 3%, and that of interstispeak about formation of a quasi-amorphous regioh
tials, up to 1%. In all cases the lattice remained stable. Its-1.5 nm in size. Displacements of atoms in the first coor-
parameters differed from the experimental values by notlination sphere amount to 100%, and in the fifth and sixth
more than 5%. spheres, to~5% (Fig. 2. Even a single interstitial o
Figure 1 presents the structure of isolated Cu and O va=0.15% affects very strongly the density of vibrational
cancies in the Cu@layer calculated fox=0.17. Displace- states.S,;/S;; decreases for Sr by a facter30, for La and
ments up to~1% extend over one to two nearest neighbors.Cu, by ~20 times, and for O;-15 times. Forc~1%, local
The numerical estimates are given in Table I. Qualitativelyhigh-frequency vibrations are practically suppres$éd. 3),
similar results for the order-of-magnitude atomic displace-which means, if one recalls the correlation betw&gp/ S
ments were obtained in calculations made for conventionahandT_, that the superconducting transition in highsuper-
superconductor®!’ In this system, however, one observed conductors should practically disappear at fairly low doses
noticeable symmetry distortions in relaxation of the sur-~10 2 dpa, which is in a good agreement with experiment.
rounding atoms because of the presence of impurity Sr at- 3. The available experimental data regrettably, do not
oms. permit a well-substantiated discussion and comparison of the
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various details in the behavior of the 4.3Sr,CuQ, system the contribution of the local high-frequency vibrations to the

under irradiation. One can consider at present only parts dpint DOS and toT.

the general pattern. Our results suggest that interstitials and Interstitials intensify this process through formation of

Cu vacancies should cause a decreas€.adlready at very substantially larger perturbed regiofisy ~100 times, so

low fluences. that the actual species used in irradiation is not essential,
Note also the correlation between the available experiprovided it is capable of creating interstitials. This is in ex-

mental evidence for irradiation affecting stronger HTSC'scellent agreement with the available experimental data dis-

with higher T, for the same doses and the substantial decussed here.

crease of thé&, ;/S;; parameter at=0.17 (the concentration Experimental results can naturally be seriously affected

in La,_,Sr,CuQ, corresponding td s in the experiment by changes in the density distribution of electronic states,

compared toc=0.0312 which can give rise to considerable changes in electron den-
Our results suggest that vacancies can hardly be theity at the Fermi surface.

main reason for suppression of highQ-superconductivity, Regrettably, there are at present no direct neutron-

because the regions within which atoms undergo noticeabldiffraction data which would support the existence of local
displacements { 1%) extend over two—three coordination high-frequency vibrations in higiiz superconductors; as for
spheres {0.2—0.3 nm and do not differ qualitatively from the peaks in IR scattering spectra observed in La—Sr-Cu-0O
those in A-15 compounds. The crystal lattice retains its ini{~0.4 V), Y-Ba—Cu-O (-0.6 eV), and Bi-Sr-Ca-Cu-0O
tial symmetry. And although the density of vibrational states(~1 €V), they cannot be unambiguously interpreted because
is distorted as a result of the decrease in local high-frequencyf possible scattering from electrons. Interpretation of avail-
vibration intensity, this distortion is not very strong. able experimental data within the above model will hope-
The creation of interstitials should affect much more thefully provide an impetus to a better understanding of the
properties of highF, superconductors under irradiation. In- nature of hight; superconductivity. _
terstitials produce quasi-amorphous regiens—1.5 nm in _ The. authors are grateful to E. I. Salamatov for fruitful
size and suppress local high-frequency vibrations already dliscussions and valuable comments.
low doses. Such regions exhibiting dielectric properties are
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Scaling of the current—voltage characteristics of superconducting films in the flux
creep model

A. N. Lykov and A. Yu. Tsvetkov
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On the basis of the magnetic flux creep model, taking viscous vortex motion and the spatial
shape of the pinning potential into account, we have constructed a model explaining the shape of
the current—voltage characteristi€@VC's) of high-temperature superconducting films and

the sign change of the curvature of these characteristics with change in temperature. The model
given also allows one to explain the scaling of these curves1988 American Institute

of Physics[S1063-783%8)00706-0

The phenomenon of magnetic flux creep is determinedunctions. In Ref. 7 this phenomenon is explained by taking
by the effect of thermal fluctuations on the interaction ofinto account the energy dissipation arising in the motion of
Abrikosov vortices with the pinning centers. A detailed yortices by the method of Bardeen and Stefan in the classical
analysis of this phenomenon would make it possible to obfiyx creep model. But each of these approaches possesses

tain additional information clarifying its microscopic nature. g ,pstantial shortcomings. Thus, for example, the vortex

For example, it would be possible to estimate the CharacterIl'quid—vortex glass phase transition model is valid for bulk

istic dimensions of the pinning centers and the spatial shapseu erconductors, and its application to films, which is where
of the pinning potential Y,). In addition, a study of the P ' P '

current—voltage characteristi¢€VC’s) would provide in- the CVC measurements are usually made, leads to addi-

formation about the magnetic flux dynamics in Supercon_tional, challenging restrictions. In addition, this model is

ductors. In the one-dimensional flux creep model it has beeRased on the theory of collective pinning, which is valid in
showrt that the induced electric field in superconductingthe case of weak pinning centers, but weak pinning and the
films is described well by the expression consequent small critical current are of little interest in prac-

_ _ tical applications. Use of the Ambegaokar—Galperin
B —U(j) —mUoj equatiofi to describe the vortex motion is justified. The ap-
E=Bajw ex 1—ex . . .
kgT kgT proach suggested in Ref. 7 does not explain scaling of the
, o i CVC's® Thus, the problem of explaining the sign change of
wh_ereE IS the_ electrlc_ field strengttt} is the_ex_ternal Mag-  the curvature of the CVC'’s of high-temperature supercon-
netic field, a; is the distance between vorticgss J/Jg is
the normalized current density in the samglg, is the criti-
cal superconducting current density in the creep-free ease,

ductors reamins real.

In the present paper we approach this phenomenon from
is the frequency of attempts of the vortices to escape fronthe point of view of an independent interaction of isolated
the potential well. This frequency is usually assumed to p&ortices with sinusoidal pinning potential within the frame-
equal the vibrational frequency of the vortex lattice insideWork of the one-dimensional mod®t?in Refs. 10 and 11 it
this well and lies in the range §6 10'* s~ 1. It follows from  was shown that this model is useful in the study of flux creep
Eg. () that the voltage drop on the sample is not equal teand it allows one, in particular, to explain the anomalous
zero even when the current density through the sample is legharacter of the dependence of the effective pinning potential
than J.,. The present paper analyzes the CVC'’s of HTSCon the temperature. In the present study we consider a more
films? The most interesting result of this work is the sign complicated form of the pinning potential corresponding to a

change of the curvature of the experimental CVC's in theggjlection of inhomogeneities spread out over some distance.
temperature interval 7090 K. Such behavior of the CVC’S  1he effective pinning centers making the main contribution

cannot be explained from the point of view of the usual
Kim—Anderson flux creep modé&lin which the logV(log )

. )

to vortex pinning have a characteristic size on the order of
o the coherence lengtf(T). Thus we think that the distance

curves have only positive curvature. . ) _ R

Several efforts have been made to explain the Sigrpetween the sinusoidal pinning centers is S|gn|f|cantly.larger
change of the curvature of the CVC's. For example, Ref. 21@né(T). In other words, the produddé(T), whereN is
explains it with the help of a vortex glass—vortex liquid the number of pinning centers, is much less than the film
phase transition. On the other hand, Bfantd Coopersmith ~ Width w. In accordance with this, we can introduce a pinning
explain this change by taking magnetic flux creep into acotentialU(T) corresponding to the given type of inhomo-
count by way of the method of Ambegaokar and Galp€rin, geneities. Mathematically, this spatial dependence of the pin-
applied to a study of the effect of fluctuations in Josephsoming potential is given by the following expression:

1063-7834/98/40(6)/3/$15.00 906 © 1998 American Institute of Physics
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—Ugsin(2m(x—kw/N)/§), 2.00
U(x)=1{ XC[kw/N;kw/N+£], 2)
0, XC[kw/N+ & (k+1)w/NJ, 1.00

wherex is the coordinate of th& axis, and thex axis is
located in the film plane and is directed perpendicular to the
transport current, anét is an integer taking values in the
range from 0 toN—1. In addition, we think that the mean w -4.00
distance between the pinning centers is much less than the &
penetration depth of the magnetic fiebd(T). If this is the

case, the pinning centers have no effect on the distribution of -2.00
the transport current density in the superconductor. This is

the actual case in superconductors, where the most efficient

0.0

aapefaraalaassaaaaadoaasaseaabaaytannnglonaniarselsoganeins

pinning centers are grain boundaries whose thickness is sig- ~-3.00
nificantly less than the size of the grains themselves. In other
words, this form of the pinning potential is closer to the -400
. . . . . YT T T T T T T T T T T TrrT T T Ty

actual situation tha_n the usual smu_smda_l form_. _ 5.00 6.00 7.00 8.00 9.00

As was shown in Ref. 10, the sinusoidal pinning centers

. . - log J
create potential barriers which depend on the transport cur-
rent in the following way: FIG. 1. Theoretical CVC’s of a model HTSC sample for temperatures lying
in the interval 76-90 K (with a step of 2 K, in an external magnetic field of

U(j)=Ug[(1-}?%5—] cos }j]. @ 4T

This relation is well approximated by the expressidfj)

~(1—j)*®in the limit j—1. The time during which the RESULTS AND DISCUSSION

vortex moves in the film consists of two parts: the residence ) )

time at the pinning centers, and the time of viscous motion ~CVC's, calculated on the basis of EG) and using pa-
away from them. The time of viscous motion of a vortex in Fameters of the samples in Ref. 2, are plotted in Fig. 1 on a
that part of the film that is free from the influence of the 109—10g scale. Since our model is valid for the transport cur-
pinning centers is given by the usual relatiop=w/(p), ~ 'e€ntJ, varying within the range from 0 t0co(T), the CVC'’s
where(v) is the mean speed of the vortices. As 1, during ~ are plotted in this range. We have $ét 107, which corre-
which U(j)—0, this term begins to make a noticeable con-Sponds to the distance between pinning centers, which is
tribution to the total residence time of the vortices in the€dual to 8<1072 um. Also, w=3X10°s™%, Jeo(T)

E=Bw/r= BW{ o IN exp[

—aUgjw

X kgTNE

film. The model given allows us to take into account the =Jco(0) (1= (T/T¢)?), where Jo(0)=10° A/m? and T,

viscous motion of the vortices, which has considerable influ-=92 K, U(T)=Uo(0) (1= (T/Te)%) (1~ (T/T) )%,

ence on the shape of the CVC's. This influence is due to th&0(0)/ke=25000 K. These are the parameter values that

fact that the appearance of a voltage on the sample implies@[® usually given for YBiCu;O;_ (Refs. 12—14 Itis clear

substantial decrease of the pinning potentigj) and, as a "om Fig. 1 that all the characteristics have both regions of

consequence, a substantial decrease in the role of flux credp@Sitive(at low transport currentsaind negative curvatui@t

The residence time at the pinning centers according to thBigh currents, at whicl—Jeo). The appearance of a seg-

accepted model is given by ment of the CVC’s with negative curvature is due to the
decrease of the pinning potentja) (j)—0] asj—1. In this

. u(j) —mUgjwow| ]t case the residence time on the pinning centers becomes small

= "N EXF{ KT 1—exp( W) (4 in comparison withr; . Note that such behavior of the pin-
ning potentialU(j)—0 asj—1 is universal and does not

As a result, the CVC's can be found with the help of thedepend on the form of the pinning potential. Thus, the varia-

relation tion of the curvature of the CVC'’s can be obtained within the
given approach not only for the sinusoidal potential, but also

Uu(j) for any other potential.

kBT} To compare the theoretical characteristics with the ex-
perimental to it is necessary to choose a “window”&nand

-t -1 J, in which to carry out a specific experiment. Most often,

+W77/J¢)0] ' (5) this window is governed by the sensitivity of the experimen-

tal arrangement. To compare our model to experiment, we

where 5 is the viscosity coefficient of the vortex motion. choose the “window” in conformity with Ref. 2, i.e+ 15

Using this equation, we can calculate the CVC's for HTSC<log E<2. Under such conditions, our CVC'’s divide into

films at different temperatures, in particular in the interval oftwo families: those calculated for temperatures belbyv

interest to us, 70—81 K, for the external magnetic field inten=77.5 K have only negative curvature, and those calculated

sity equal to 4 T. for temperatures abovg, have only positive curvature, in
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FIG. 3. Scaling of the theoretical CVC's in the temperature interval 70
—81 K (with a step of 0.4 Kin an external magnetic field =4 T. For the
FIG. 2. Scaling of the theoretical CVC'’s in the temperature interval 70casev=1.7 andz=4.8.
—90 K (with a step of 0.4 Kin an external magnetic field=4 T. For the
caser=0.6 andz=8.5.

andv, we can judge the values of the parametégsN, and

w appropriate to a real sample. Consequently, within the
good agreement with Ref. 2. In the vortex |iquid_v0rtex framework of the imprOVEd flux creep model it is pOSSible to
g|ass phase transition mod’é& is the phase transition tem- qualitatively explain the behavior of the experimental CVC's
perature, while in our model it is the transition temperaturefor HTSC films, which is not possible within the usual flux
from viscous vortex motion to flux creep in the chosen volt-creep model; specifically, the variation of the lgglog I)
age interval. For a more graphic representation of oufurves with the temperature can be explained by taking the
CVC's, let us transform to other coordinates. A|Ong the Or-ViSCOUS vortex motion into account in the usual flux creep
dinate axis we will plot log{¢/(1|T—T,4|"?"Y)), and along model.

. _ 2v P . . . . :
the abscissa log(|T—Ty|*"). The coefficients and» used This work was carried out with the financial support of
in these constructions are determined by the method prone scientific Committee of the State Program on Science
posed in Ref. 8. The CVC’s are plotted on this scale in Fig.gq TechnologyGNTP) “Current Topics in the Physics of
2 for z=8.5 andv=0.7, the values of these parameters thalcqngensed Media”(Project No. 96041 and the Russian
prowde. maximum agr.ee_ment with experiment for thg HTSCrund for Fundamental Resear(@rant No. 97-02-17545
films with the above-indicated parameters. It is easily seen
from this figure that all the CVC’s fof <T for a curve _ . :
havi the characteristic positive curvature. while fbr T. Matsushita, A. Matsuda, and K. Yanagi, Physic213 477 (1993.
aving p A - ! ~ 2R.H.Koch, V. Foglietti, W. J. Gallager, G. Koren, A. Gupta, and M. P. A.
>T, they all form a curve having negative curvature. This Fisher, Phys. Rev. Let63, 1151(1989.
result is in good qualitative agreement with the correspond-jP- W. Anderson and Y. B. Kim, R(ev— Mod. Phya6, 1, 39 (1964).
: ; ; ; ; E. H. Brandt, Z. Phys. B0, 2, 167 (1990.
ng spallng of the CVC’s optamed from the gxpenmental 5S. N. Coopersmith, M. Inui, and P. B. Littlewood, Phys. Rev. L6ét,
data in Ref. 2. Moreover, with growth of the film tempera- 55g51999.
ture, the CVC'’s become quasilinear, which is also in good®v. Ambegaokar and B. I. Galperin, Phys. Rev. L&2, 1364(1969.
aareement with the experimental data. 7J. Chen, D. L. Yin, C. Y. Li, and J. Tan, Solid State Comm@8, 775
; The only differencepfrom Ref. 2 is that the coefficieats 1999
. . . 8R. H. Koch, V. Fogletti, and M. P. A. Fisher, Phys. Rev. Léd, 2586
and v for the experimental CVC’s are equal respectively to (1999
4.8 and 1.7. In order to construct theoretical CVC’s with °M. R. Beasley, R. Labush, and W. W. Webb, Phys. R4, 682(1969.
such coefficients and try to scale them, it is necessary tﬁ;- '\ﬁlatSLUSkhita ?_ndME- f'tOtage’ LJIO;- _J-h Appl. Pﬁ;ﬂsgA/\I/ﬂ LZBh?:j (1993._t A
. . Lykov, L. aritato, . L. rishepa, an . . anoovitcn,
choose new values for the parametéig N, andw. In the 3. Supercond?, 849 (1994,
given case only the value dfi changes, toN=200. The  12p_chaudhari, R. H. Koch, R. B. Laibowitz, T. R. McGuire, and R. J.
characteristic scaling of the theoretical CVC'’s ConstructedlsGambino, Phys. Rev. Let68, 2684(1987.
with the altered parameters is shown in Fig. 3. In this case 94:\(/'- ??Sli‘#mn ;’r‘]d A-RF’- Mf'oéiml%fgspi‘gz- Rev. L&, 2202(1988.
somewhat greater degree of smearing is observed than in"- 1nknam. Phys. Rev. Letb1, 1658(1988.

Fig. 2. Thus, using the experimental scaling coefficients Translated by Paul F. Schippnick
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NMR line shape has been constructed for anisotropic type-Il superconductors in tilted magnetic
fields, with inclusion of vortex-lattice magnetic-field nonuniformities and of the skin

effect near the superconductor surface. The NMR line shape parameters are shown to change
considerably when the external magnetic field changes direction. This makes it possible

to obtain more detailed information about the characteristics of a superconductor, in particular,
its anisotropy parameter. @998 American Institute of Physid&§1063-783%08)00806-5

1. NMR is widely used in studies of the properties of nonuniformities in the vortex-lattice magnetic field near the
high-T. superconductors. Interpretation of the NMR line superconductor surface, and it was shown that inclusion of
shape should take into account the following three essentidhese variations affects strongly the NMR line shape param-
factors: first, the homogeneous linewidth, second, the noreters. Taking into account surface efféatsay change sub-
uniformity of local magnetic fieldh(r) in a superconductor, stantially the conclusions concerning the vortex lattice type
and third, the specific features of microwave magnetic fieldand the superconductor parameters which are usually ex-
penetration a superconductor. Because an ac electromagnetiacted from an analysis of the NMR line shApghe NMR
field penetrates a superconductor to a depth (A is the line shape for superconductors was constructed in Ref. 3
magnetic-field penetration depth in a supercondygtane  with inclusion of surface effects for the case where external
should take into account the nonuniformity of the magneticuniform magnetic fieldH is normal to the superconductor
field h(r) within a narrow near-surface region in the super-surface and parallel to theaxis of the superconductor. Be-
conductor. The nonuniformity of the vortex-lattice magneticcause highF. superconductors are strongly anisotropic, it
field in the near-surface layer of a type-ll superconductorappears of interest to study the variation of NMR line param-
differs, however, substantially from that bfr) in its bulk?  eters in external magnetic fields tilted to the superconductor
The NMR line shape in type-ll superconductors wassurface. This work presents a calculation of the NMR line
constructetl with due account of the real variation of shape with inclusion of surface effects as a function of the

L)
2
e
g FIG. 1. Distribution functionp(h, z, 6)
N ar of local magnetic field in a unit cell of the
5 vortex lattice in the superconductor bulk
iy (in arbitrary unit3. Dotted line corre-
© | sponds to#=0. Solid line refers to the&
8 = 7/6 case. The bulk casezs- —5.0. The
= horizontal axis plots the field in units of
o 100( = hppin)/(H = pyin) -

‘f -

0

0

Layer number, N(H)
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0.021-

FIG. 2. Absorbed energys mag-
netic field for #=#/6. Dotted line
corresponds to the bulk case without
inclusion of surface effects. Solid
line takes into account surface ef-
fects (6=1,A=1). The notation on
the horizontal axis is the same as in
Fig. 1.
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angle # between the superconductor surface normal and theal fields, then the local magnetic fielti(r,6) penetrates

direction of the external magnetic field H. into the superconductor in the form of quantized Abrikosov

It. is shown that the line shape is essentially different forvortices, becomes strongly nonuniform, and assumes short-

differentd. _ _ __range order in the case of an anisotropic vortex lattice, whose
2. Consider a type-ll anisotropic superconductor which =~ . . : .

: . S period is determined by the magnitude Bf. The field
occupies a half-space<0 in an external magnetic field h(r o b ted Fouri L . |
tited at an angled between vectoH and thez axis. We (r,’ ) can be presented as a oungr expanglon In reciproca
assume also that theaxis is parallel to the superconductor 1attice vectorsG. The London equations subject to the cor-
axisc. If Hy<H<Hg, (Hgy o, are the first and second criti- responding boundary conditions were sof/&al obtain ana-

g.021

FIG. 3. Absorbed energys magnetic
field for different anglesé calculated
with inclusion of surface effects &
=1,A=1, the skin case 6: (a) 0, (b)
w12, (c) =l6, (d) =/4, (e) «/3 and
5#/12. The notation on the horizontal
axis is the same as in Fig. 1.
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mum field in the superconductoh,,,=1.8767, was deter-
mined at a deptlz=—5.0 (i.e., in its bulk]. The wings of

the function correspond to the maximum of the magnetic
field, which is at vortex center, and to the minimum in the
valley of the field distribution relief, and the peaks of the
function can be identified with the saddle points. The
p(h,z,6) function was analyzed using the magnetic-field dis-
tribution maps plotted for different distances from the sur-
face z and different angle®. The vortex lattice cell is di-
vided into 512<512 points at whichh(r, ) is calculated.
Figure 1 presents for illustratiop(h,z, 6) curves calculated
for some values ot and 6. Here and in what follows we
shall be using dimensionless units, viz. distance is measured
in units of \, and magnetic field, in units ab,/\?, where

®, is the magnetic flux quantum. The(h,z,8) functions
were calculated for a superconductor with an anisotropy pa-
rameterl’=25 (I'=m3/m;, m;=m,, my are the principal
values of the “mass tensor” introduced to describe the ki-
netic energy density of superconducting electjors=25
corresponds to the anisotropy of the highsuperconductor
Y-Ba-Cu-O withT,=90 K. The local magnetic field distri-
butionp(h,z, ) was calculated with a step dfz=0.05 from

the surface t@= —0.7, after which the step was increased,
because at a depth of abouf2 the p(h,z,6) function ap-
proaches the magnetic field distribution in an unlimited
(bulk) superconductor, and practically does not change from
z<—0.5toz=—-5.0. As evident from Fig. 1, the local mag-
netic field distribution varies substantially not only with in-
creasing distance from the superconductor surface but with
the tilt angle# as well. An additional peak appears in the
p(h,z,6) distribution function in the case of a tilted field. Its
existence is a consequence of the appearance of saddle points
of different height in the magnetic field distribution relief.

3. Our NMR line-shape analysis takes into account that
an electromagnetic microwave field penetrating into a super-
conductor changes both in magnitude and in phase. Because
of the screening by superconducting currents, ac field de-
creases in amplitude while penetrating into a type-Il super-

FIG. 4. dP/dH curve for thed= 7/6 case. Horizontal line corresponds to conductor to a depthv)\, but its phase changes at a consid-

dP/dH=0, its notation is the same as in Fig. 1. Dotted line is the bulk case.

Solid line takes into account surface effec$=(1, the skin case A: (a)
0.75, (b) 1, (c) 1.25, (d) 1.75. (@) bulk caseA/B=1.99, skin caseA/B
=4.08; (b) bulk caseA/B=2.15, skin casé\/B=4.54; (c) bulk caseA/B
=2.16, skin caseA/B=4.92; (d) bulk caseA/B=2.26, skin caseA/B
=5.53.

erably larger depth. As a result, when homogeneous
broadeningA is much smaller than the local field spread, a
case typical of NMR in a type-ll superconductor, the ab-
sorbed microwave power turns out to be proportional to the
imaginary part of the microwave susceptibiljf so that the
NMR line shape is dominated by specific features in the

lytic expressions for the Fourier components of local magJocal magnetic-field distributiofi.

netic field as functions of and 6, hg(z,6). The magnetic
field distributionh(r,#) in z=const sections for a givefi

Let us calculate the ac magnetic-field power absorbed by
resonant nuclear spins confined within a narrow laxer

can be reconstructed by summing the Fourier series with the-dz. Obviously enough, it will bexexp(2/d)p(h, z)dz The
use of the values ofig(z,6). The next step consists in de- exponential factor accounts for the exponential decay of the

termining the distribution functiorp(h,z,8) of the local

amplitude of the ac magnetic field with distance from the

magnetic fielch=|h| in a unit cell of the vortex lattice for a superconductor surface, withequal to the penetration depth
layer which is thin compared to and is located at a distance of an ac magnetic field of frequenayinto a superconductor.

z from the superconductor surface. The functjefh,z, 6)

We shall assume subsequently that the homogeneous broad-

was found by calculating the relative number of points in theening is described by a Lorentzian with a width The ac
(x,y) plane of the vortex lattice cell for which the local field power absorbed by all resonant spins with an isotropic

magnetic field is confined betwednand h+dh [dh=(H

g factor depends on external homogeneous magneticHield

—hmin)/100, whereH =2 is the external field, and the mini- as(see also Ref.)3
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FIG. 5. dP/dH curves calculated for
different # with inclusion of surface
effects (6=1,A=1, skin casg 6:
@ 0, (b) w/12, (c) =w/6, (d) /4.
Horizontal line corresponds to
dP/dH=0, its notation is the same
as in Fig. 1.

dP/dH, arb.units

g 20 40 60 a0 00
Layer number, N(H)

o corresponding to magnetic-field energy absorption near the
f dzp(h,z,0)exp(2z/6). surface becomes more pronounced. A characteristic feature

0 of all curves is that the NMR-line asymmetry parame{éB

(1) (A/B is the ratio of the main low-field to main high-field
The constan€ is determined by the normalization condition peak in the magnetic-field derivative of absorbed engrgy
JP(H,0)dH=1. increases by about two times, if one takes into account the
Figure 2 presents an NMR line shafmbsorbed energy variation of magnetic field nonuniformities close to the su-

P(H, 6)] calculated using Eq(l) for an anisotropic super- perconductor surface.
conductor with parametels=25,A=1, =1 for the case Figure 5 shows for comparison NM&P/dH curves for
of 6=/6. For comparison, the dashed curve shows the superconductor with parametdis-25,A=1, =1 calcu-
NMR line of a superconductor with the same parameters buated for different angleg. One clearly sees a sharp increase
obtained without taking into account the variation of the non-of the A/B parameter with increasing ange Such pro-
uniform field with distance from the superconductor surfacenounced changes in NMR line shape can affect noticeably
i.e., for the case op(h,z,6)=p(h,—,0). We readily see the conclusions bearing on the vortex lattice type and super-
that the inclusion of surface effects changes the NMR lineconductor parameters, which are usually derived from NMR
shape for tilted fields similar to the case of a magnetic fieldine-shape analysis. The calculation shows that the nonuni-
H oriented parallel to the axis. Figure 3 displays NMR formity in the magnetic field distribution varies noticeably
lines calculated for different anglesfrom 0 to /2 with a  with orientation of the external fielt with respect to the
step of w/12. We see here a relatively small shift of the surface of an anisotropic superconductor, so that the NMR
high-field peak, and a larger one, of the low-field peak. Tilt-line parameters can change noticeably too. Thus NMR turns
ing the field has a marked effect on the line shape characteout to be quite sensitive to the magnetic field distribution in
istics; indeed, one clearly sees an additional peak, which dea type-1l superconductor.

A

P(H,G)zcjxdh—AzﬂH_h)z

creases with increasing, to practically disappear at We note, in conclusion, that when analyzing NMR line
=7/3. Note that the absorption lines #==/3 and #  shape in anisotropic highz superconductors, one usually
=57/12 nearly coinciddi.e., when8— 7/2). does not take into account magnetic field nonuniformities in

The changes in microwave absorption are particularlythe near-surface region of a superconductor and the specific
evident in the line shape of the derivative of absorbed energfeatures of ac magnetic field penetration into the bulk of the
with respect to magnetic fieldl P/dH. Figure 4 shows this superconductofe.g., Refs. 7,8 indeed,\ is traditionally
line shapedP/dH, calculated using Eql) for differentA,  obtained using the expression for the second moment of
both with and without inclusion of local-field variations near magnetic field distribution in a bulk isotropic superconductor
the superconductor surface, for instance, for the argle for an equilateral triangular latticeSuch an analysis yields
=7/6. As the parameteh describing homogeneous broad- only an averaged depth of magnetic field penetration into the
ening increases, the two narrow low-field lines merge tosuperconductor without taking into account its anisotropic
form a broader one, and the additional broad high-field peakroperties. As seen from the above resgkgs. 3-95, the



Phys. Solid State 40 (6), June 1998 Efremova et al. 913

experimentally measured NMR line-shape parameters shoulélL. P. Gorkov and G. M. Eashberg, Zh. Esp. Teor. Fiz54, 612 (1968
; : : ; e [Sov. Phys. JETR7, 328 (1968].

be esser'1t|ally different if Qne includes the .speC|f|c fea'ture's ong. |, Kochelaev and E. P. Sharin, Sverkhprovodimo€€IAE) 5, 1982

penetration of the nonuniform vortex-lattice magnetic field (1992.

3 .
nd th kin eff “Th n analvsis of experimental f rB. I. Kochelaev, Yu. N. Proshin, and S. L. Tsarevskiz. Tverd. TelgSt.
and the s effect us an analysis of experimenta data fo Petersburg38, 3220(1996 [Phys. Solid Stat&8, 1758(1996)].

NMR in tilted magnetic fields made within our theory can 4p. MacLaughlin, Solid State Phy&Tokyo) 31, 1 (1976.

. . . 5 . ..
yield useful information about the parameters of a supercon—?’l-gg’é Kogan, A. Yu. Simonov, and M. Ledvij, Phys. Rev. 48, 392
ductor \,I",56,A,G). 5B. I. Kochelaev and M. G. Khusainov, ZhkBp. Teor. Fiz.80, 1480

We note also that, since our calculations were carried out, (1983 [Sov. Phys. JETB3, 759 (1983 _ .
. H. Niki, T. Suzuki, S. Tomiyoshi, H. Hentona, M. Omori, T. Kajitani,
for a half-space occupied by a superconductor, the data ob-t. kamiyama, and R. Igei, Solid State Comm®8, 547 (1989.

tained can be used for high- samples representing platelets °M- M?@"gggﬁgﬁmh Hj. Mattausch, and A. Simon, Solid State Com-
. . . . mun. 79, .
(films) whose thickness is much less than their length andsp pincys, A. C. Gossard, V. Jaccarino, and J. H. Wernick, Phys. 13tt.

width, and which are properly oriented in the external mag- 21 (1964.
netic field. Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 6 JUNE 1998

Superconducting gap observed in Raman spectra of Bi »Sr,CaCu,0g,
0. V. Misochko

Institute of Solid State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Russia
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Fiz. Tverd. Tela(St. Petersbupg40, 998—1001(June 1998

Investigation of the temperature behavior of electronic Raman scattering3mnL8aCy0Og .
superconducting crystals indicates the frequency of the mode whose spectral position is
customarily used to derive the width of the superconducting gap to be only weakly temperature
dependent. Measurements carried out under different resonance conditions can be
interpreted as due to spatial dispersion of the superconducting gap99® American Institute

of Physics[S1063-783%8)00906-X

Debates about the superconducting gap started immediactor determined from the intensity of one of the phonon
ately after the discovery of high-temperature superconductivspecies present under the assumption that this intensity is
ity. Among the various techniques employed in studies of theemperature independeht.
order parameter, which in the Bardeen—Cooper—Schrieffer The present work reports a detailed study of the tem-
model is identical with the superconducting gap, Ramarperature dependence of electronic Raman spectra of a Bi-
spectroscopy occupies a well-deserved place. The use of Ra212 crystal measured B,y symmetry. According to some
man spectroscopy for detection of the superconducting gatheoretical models, it is this scattering component that re-
was proposed theoretically in 198Ihe current revival of flects the symmetry and magnitude of the superconducting
interest in this technique is reflected in the large number ofjap?® Excitation with the He-Ne laser line permitted us to
publications. Most of the relevant papers are discussed iavoid phonon involvement and, thus, to exclude the ambigu-
recent reviews dealing with thedrand experimeritin this  ous procedure of spectral deconvolution. Particular attention
area. These efforts are beginning to produce a proper underas paid to the signal/noise ratio in spectra and to their re-
standing of the mechanism of electronic Raman scattering iproducibility.
superconductors, although the problem of the symmetry and The studies were made with a triple-grating spectrometer
magnitude of the order parameter in highsuperconductors equipped with a multichannel detector. Excitation was by
is still awaiting solution. The above-mentioned proper undereither an Ai or He-Ne lasef458- and 633-nm wavelength,
standing of electronic Raman scattering, which is supportedespectively. The quasi-backscattering geometry was used
by many groups of researchéréincludes 1 the absence of with the laser beam striking the sample below the Brewster
scattering threshold and) 2olarization dependence of the angle, which reduced the Rayleigh component to a minimum
position of the peak associated with Cooper-pair breakingand permitted one to approach the laser line more closely. To
Both these properties are presently regarded as a manifestvoid overheating the sample located in a cryostat, the power
tion of superconducting-gap anisotropyNote that isotropic ~ density never exceeded 1-5 W/enAccording to Stokes/

s wave pairing can be excluded with a high degree of conanti-Stokes ratio measurements, this excluded overheating to
fidence. At the same time deciding between the anisot®pic within ~10 K. The excitation poinfthe laser spot diameter

or d pairing based on experimental data would be very dif-was typically ~150xm) was monitored with a high preci-
ficult. Besides the symmetry of the order parameter, the temsion with the use of a microscope attachment, which enabled
perature dependence of the superconducting gap likewisexcitation in different measurements of the same region in
still remains unclear. Attempts at measuring the temperaturthe crystal to within~10 um. Electronic Raman spectra
dependence of the superconducting gap y8BiICaCyOg,,  were obtained from freshly preparadh planes of the crystal
(Bi-2212) by angle-resolved photoemission produced an inwhich, before placing into the cryostat were properly ori-
teresting result, namely, that this temperature dependence énted using a Laue pattern. Magnetic measurements showed
different for gaps measured along the CuO bonds and at ahe sample to undergo the superconducting transitioh;at
angle of 45° to themi.Raman studies made on a similar =89 K, which evidences close to optimum doping and a
crystal revealed deviations from the BCS model for the tem-nonstoichiometry coefficient~0.15.

perature dependence of the gap determined from the fully When a crystal becomes superconducting, the electronic
symmetric scattering componehUnfortunately, the energy Raman spectrum undergoes intensity redistribution, which
resolution of the photoemission method is of the order of theeflects the specific features of the superconducting state.
superconducting gap itself, and the Raman spectra obtainékhis intensity redistribution is illustrated by Fig. 1, which

in Ref. 5 contained the complete set of fully symmetricdisplaysB;4 spectra measured ir'y’ polarization in the
phonons, whose discrimination is an extremely ambiguousormal and superconducting states under excitation with a
procedure. Moreover, in order to derive the temperature dex =633-nm laser line. The depression of scattering at low
pendence, the spectra had to be multiplied or divided by &equencies with decreasing temperature is connected with

1063-7834/98/40(6)/3/$15.00 914 © 1998 American Institute of Physics
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FIG. 1. Raman scattering spectr@,(j symmetry of Bi-2212 crystals ob- 777;

tained under excitation in the bass plane with a He-Ne laser at different

temperatures, both above and below the superconducting Pgin89 K. FIG. 2. Temperature dependence of the position of the maxir@irand
T(K):1—5,2—55,3—754—90,5— 295. relative integrated intensitgb) of the pair-breaking peak observed B

symmetry. Solid lines relate @) the temperature dependence of the super-
conducting gagBCS mode) and (b) superconducting condensate density

the opening of the superconducting da‘f)whereas the peak (two-liquid mode). Open circles - experiment.

which is not observed in the normal state is assigned to the

new scattering channel associated with Cooper-pair

breaking. An analysis of the temperature behavior of thesuperconducting gap. Note that the spectral weight “lost” at
pair-breaking peak revealed that its integrated intensityow frequencies in our experiments coincides, within experi-
grows with decreasing temperature, although its frequency imental accuracy, with the excess weight appearing in the
practically temperature independent. While locating a broadormation of the peak. This indicates that the sum rule in
peak can be ambiguous, the point at which the supercondudielastic light scattering occurring at a given polarization and
ing spectra intercept the normal-state spectrum practicallgiven resonance conditions is satisfied. On the other hand,
does not depend on temperatisee Fig. 1 Because the the absence of a temperature dependence of the peak fre-
maximum can lie only to the right of this point, one can quency gives one grounds to doubt whether this peak is a
readily estimate the smallest possible gap ahs being only measureof the superconducting gap. Indeed, a comparison
smaller by 25% than that detected at 5 K. In actual fact, thef experimental data with BCS predictions reveals serious
superconducting gap derived from the position of the pairdiscrepancies, particularly close to the critical temperature.
breaking peak maximum is wider, and the rafi¢T.)/A(T  This comparison is illustrated in Fig. 2 by the behavior of the
=5 K) is smaller(see Fig. 2 In any case, our data indicate superconducting gap observed in the given polarization un-
that the pair-breaking peak does not form in the low-der the assumption thatA2 is the position of the pair-
frequency domain. The temperature dependence of intdsreaking peak maximum. The superconducting gap deter-
grated intensitymeasured as the excess spectral weight atines the Cooper-pair binding energy, and its independence
high frequencies when comparing a superconducting speof temperature implies that pairs have a finite binding energy
trum obtained at a given temperature with the normal-stateirectly atT.. Moreover, a comparison of spectra obtained
spectrum offers supportive evidence for the superconduct-at room temperature and above the superconducting transi-
ing condensate being responsible for the pair-breaking peakion (90 K) suggests that the peak begins to form before the
because the experimental points fit well to the temperaturerystal has become superconducting. This effect exists appar-
dependence of the superconducting condensate density in teetly in other classes of high; superconductors as wéll,
two-liquid model. An analysis of the intensity redistribution but its detection is made difficult by the presence of strong
shows that the growth in intensity at high frequencies for gohonon scattering which we avoided by making use of the
given excitation is compensated by a depression of scatteringsonant properties of scattering studied edtliehe forma-

at low energies. Such a behavior confirms a relation betweetion of the pair-breaking peak before the onset of supercon-
the pair-breaking peak and formation of the superconductingluctivity may evidence unusual properties of the normal
gap and is explained by the shift toward higher energies o$tate, although, considering its closenessl'{o it appears

the states expelled from the gap region, which results in dimore reasonable to attribute it to the fluctuation region which
vergence of the density of states at the energy equal to thie broader here than in conventional superconductors.
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tions is different, and what we see is actually the same exci-
tation but with a different wave vect8rAn estimate made
based on available ddtashows that under red excitation
(A=633 nm the penetration depth is 25—-30% less than un-
der the blue one N=458 nm, and that the wave vector
range involved is, accordingly, larger in the same proportion.
It appears pertinent to note here that in hifthsupercon-
ductors the region ik space where the gap was determined
is large compared to the Raman-probed wave-vector interval,
because the coherence length is small. The observed depen-
dence of the pair-breaking peak frequency on excitation
wavelength can be understo@él one follows the generally
accepted relatidn® between the peak position and the width
of the superconducting gaps a dependence of the gap not
only on the direction irk spacé? (angular dependengéut
on the absolute magnitude of the wave vector as well. And if
the frequency dependence of scattering in this symmetry at
, | ) low energies does indeed reflect the dominant kind of pairing
Joo 500 700 (the existence of a threshold ferwave pairing and its ab-
f, em”? sence and cubic growth fak pairing), it may be conjectured
that in different layers of the Fermi sphere electrons are
FIG. 3. Comparison of low-temperature Raman specfra§ K) of a Bi-  paired in different channels. Such an analysis could resolve

2212 crystal obtained under different laser excitations. For conveniency, thﬁ,]e existing controversy, where different experiméﬂfé
spectra are normalized to match their maxima in intenaifgm): 1 — 458, ! ’

2 633 each apparently faultless, suggest different symmetries for
the electron pairs responsible for superconductivity.
To conclude, a careful study of the temperature depen-
A new and quite unexpected observation is the existencéence of electronic Raman scattering spectra has revealed
of a scattering threshold observed in superconducting statéat the behavior of the frequency of the pair-breaking peak,
which is demonstrated by the low-temperature spectrunivhose position is usually employed to derive the supercon-
(T=5 K) in Fig. 1. The electronic Raman scattering inten-ducting gap width, differs strongly from BCS predictions.
sity is zero within experimental accuracy, from the lowestThe temperature dependence of the intensity of this peak
detectable frequencies=(10 cnm %) to ~100 cm'*. For op-  confirms that it can be associated with breaking of the Coo-
timally doped Bi-2212 crystals, one usually observes in thigoer pairs forming the superconducting condensate. A com-
polarization a power-law growth of intensityx w®, in the ~ parison of the positions of this peak and of its spectral shape
low-energy part of the spectrum, which is believed by someobtained under different laser excitations suggests that while
authoré? to indicated wave pairing. being anisotropicthe angular dependencehe supercon-
To make possible comparison of our data with the re-ducting gap depends also on the absolute magnitude of the
sults quoted by other researchers, we switched to anoth&ave vector|k—kg[, which results in spatial dispersion of
(A=458 nm excitation(most of the available data were ob- the gap.
tained by using the At laser blue lines for excitationThe The author expresses gratitude to E. Ya. Sherman for
results thus obtained are displayed in Fig. 3, and their comfruitful discussions and to M. P. Kulakov for providing the
parison with earlier specttameasured for similar crystals Single crystals.
shows them to be identical. The cubic dependence in the
low-frequency domain, the pair-breaking peak position, andia. A. Abrikosov and L. A. Afanas’ev, Zh. Esp. Teor. Fiz40, 262(1961)
even the frequencies and relative intensities of the phonor;[TSOF\)/- DPhyS- JETH?a E79 éiiz(:;?]bh . RevSE 16336(1995
modes coincide with a good _enou_gh accuracy. A companson; E.inzZ\Ilzrr?da l?e.aﬂacki, J. RaymanyS'pectro%t. 307(1996.
of two spectra taken in fully identical conditions, except for sg_; keliey, 3. Ma, G. Margaritondo, and M. Onellion, Phys. Rev. Lett.
the laser wavelength, in Fig. 3 indicates that the change in 71, 4051(1993.
excitation affects considerably the spectral response, with &M. Boekholt, M. Hobbmann, and G. Guntherodt, Physical®s, 127
chapge evident not only in t.he position of the peak maximume(Fllgglgl'(ey’ M. V. Klein, J. P. Rice, and D. M. Ginsberg, Phys. Red2B
but in the low-frequency wing of the peak as well. 2643(1990.
Although none of the current theories of electronic Ra- 70. V. Misochko and A. Kh. Arslanbekov, Mod. Phys. Lett. @ 1137
man scattering in superconductors include resonance term§g933-M_ hko and E. Ya. Sh PhySICE2. 219 (199
taking them into account would hardly improve the fit to the " " K;ﬁ;ycplcé:%ow;‘ by ggzsén, ;'nS(',CDIEE’. Aspf’]es,?:’.hys. Rev. B
observed effect, because these terms are responsible for scalyp, 6797(1989.
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Ground-state characteristics of an acceptor center in wide-gap semiconductors with a
weak spin-orbit coupling
A. V. Malyshev, I. A. Merkulov, and A. V. Rodina

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted October 16, 1997
Fiz. Tverd. Tela(St. Petersbung40, 1002—-1009June 1998

Spin-orbit splitting, strain-potential constants, and ghtactor of the acceptor-center ground state
described by a superposition of a Coulomb and a central-cell potential have been calculated
for wide-band-gap semiconductors, such as GaN. Analytical expressions for these parameters,
which depend only on the light- to heavy-hole mass ratio, have been obtained within the
zero-range potential model. It is shown that the differences between these parameters for the
limiting cases of purely Coulomb and zero-range potentials do not exceed 7%, thus

permitting one to use for estimates simple analytical expressions. Calculation of the acceptor-
center ground state made for the hexagonal modification of GaN suggests a strong
anisotropy of theg factor, whereas measurements yield a practically isotropic valgeabdse to
that of a free electron. This contradiction is removed if a spontaneous strain due to the Jahn-
Teller effect appears perpendicular to thg axis of the crystal near the acceptor center. 1898
American Institute of Physic§S1063-783@8)01006-5

It is well known that the ground state of the acceptor-spin-orbit interaction and strain. These functions will be used
bound hole in cubic semiconductors is fourfold-degeneratén Section 1l to calculate the spin-orbit coupling and strain
and has a total angular momentum of 3/t GaAs-type potential constants for an acceptor-bound hole. In the limit-
semiconductors the spin-orbit interaction energy is, as a ruleng case considered here, these parameters determine
large compared to the acceptor binding energy, so that theniquely the sublevel structure of the acceptor ground state.
bound-state wave function is dominated by contributions ofin Section Ill, the ground-state wave functions will be em-
the light- and heavy-hole subbands. The acceptor-state waysoyed to calculate thg-factor tensor for an acceptor-bound
functions in k representation for this limiting case were hole. The symmetry considerations and the sign of the effec-
found, for instance, in Refs. 2—4. For Si and a number ofive strain alone lead one to a conclusion thatghtensor of
wide-band-gap semiconductdiGaN, AIN) the depth of ac- this hexagonal crystal should be strongly anisotropic. Experi-
ceptor states is comparable to or even exceeds the valena@ental measurements yield, however, a practically isotropic
band spin-orbit splitting\s,. For instance, for GaN, the band bound-holeg factor® This is attributed to a large spontane-
gap Eg=3.4 eV (Ref. 9, the acceptor binding enerdy,  ous strain in the vicinity of the acceptor center, which is
=200 meV(Ref. 6, andAg,=12 meV(Ref. 7). In this case induced by the Jahn-Teller effect.
the wave function of the acceptor-bound hole contains a no-
ticeable contribution of the spin-orbit-split band states. In
Ref. 2, calculation of the ground-state wave function of a

. : S 1. ACCEPTOR GROUND-STATE WAVE FUNCTIONS
Coulomb acceptor was made in spherical approximation for

two limiting cases, namely, infinitely large and zero spin-  For wurtzite crystals, similarly to diamond semiconduc-
orbit splitting. The objective of this work is to extend the tors, a hole in the vicinity of the Brillouin zone center may
method developed in Ref. 2 to the case where the spin-orbiie approximately considered as a quasi-particle with an in-
interaction energy is finite but small compared to the bindingernal orbital momenturh=1 and a spirs=1/2! The actual
energy of the acceptor-bound hole, and the attractive poteform of the wave functions and the effective masses of such

tial is a superposition of a long-range Coulomb and a shortguasi-particles depend on the relative magnitude of the ki-

range central-cell potential. Calculations will be carried outnetic energy

for wurtzite acceptor centers in gallium nitride. The hexago- )

nal (noncubig symmetry of this compound will be taken into A(k) = ﬁ_[( v+ 47)k2—6y(k-1)2] (1)

account within the simplest model of valence-band rear- 2m ’

rangement under an effective strain acting along [tHEL] spin-orbit interaction energy

axis, which is the symmetry axi8¢ of a hexagonal crystdl.
The paper will be organized as follows. In Section | we o= EA O(fé) )

shall find acceptor-state wave functions in the absence of ¢ 37° '

1063-7834/98/40(6)/7/$15.00 917 © 1998 American Institute of Physics
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and the spin splitting energy of hole levels in a hexagonabf the acceptor ground state coincides with that of states at
crystal field, which may be considered as resulting from thethe top of the valence bartdso thatF=1=1. Under these
action of an effective strain along tt®&;, axis: conditions, the wave function of a magnetic sublevel with
- . . an projectionF,=M can be writteA
Hg=—(a+2b)Sp(e% +3b(1,e040 ). 3)

Herem, is the free-electron mask,is the hole wave vector, Wem (k) =[An(k) Tr(k) + A, (k)i (k) Juwm @)

v, andy are the Luttinger parametérs andb are the strain

) ¢ whereuy, is the Bloch basis function of the top of the va-
potential constantgwe use here the spherical model;

lence band corresponding to=M, f\m(k) are projection

~ Y=Y b:d/\/§).’ andAs is spin-orbit spllt_tmg energy of . operators acting on heavy- and light-hole states, which can
the valence band in the absence of crystal field. The effectlvse presented explicitly in the form

strain tensore® is chosen such that the spectrum of states
thus obtained for a zero wave vectorcoincides with the (k-1)2
real spectrum of the crystal. This can be most conveniently Ap(k)=
done by aligning thez axis with the six-fold axis and by

assuming that the effective strain has only one nonzero ComWh of | 3% 3 identity matrix. In soherical roxim
ponentsgz=—AC,/3b, where A, is the valence-band split- erek1s a entity matrix. in spherical approxima

ting for k=0 in the absence of spin-orbit interaction. Real tion, functionsfp, (k) depend only on wave-vector modulus

valence-band splittings near the zone center can be written gsand satisfy the normalization conditigthe crystal volume

37
the difference between the eigenvalues of the Hamiltonian IS taken equal to (2)°]:

. (k1?2
Ay(k)=E— 2 €S)

k2 '

. h? 2 non 2 oo am w[2f2(k)+f2(k)]k2dk=1 9)
He(k)=2—mo[(71+47)k —6y(k-1) ]—§Aso(| ) 3 Jotoh [ .
—(a+ 2b)Sp(§°)—Ach§. (4) The squared modulifh,|(k)|2 have the meaning of distribu-

o tion functions of the acceptor ground state over valence-
Fork=0, these splittings are related g, andA, throught  subband states and momenta. Determination of the explicit
form of the wave functionV'r\, , which is the eigenfunction

1
E?—E2,3= — E[(Acr+ Ago) of Hamiltonian (6), reduces to solution of coupled integral
equations forf,(k) andf,(k):
+ \/(Acr+Aso)2_(8/3)AcrAso]- (5) 22 2 d3q
HereE} is the energy of thd' term, andEj ; are those of 2—mh+Ea fr(k)= 5725 J’ (k—q)th(q)

theT'; terms.
Consider a shallow acceptor level whose binding energy

E, is small compared to the gap widly (E;<<Eg) while X[2+ Pz(cos)]+J'
being large compared vy, andA,. Then, in the first stage

of our calculations, we can neglect the crystal-field and spin-

orbit splittings and find the ground-state wave functions of X[1—P,(cos0)]
the acceptor center in terms of a three-band Hamiltonian

H (k) describing a doubly degenerate subband of heavy holes

with a massm,=my/(y;—2v) and a light-hole subband thkz

d3q

(k—q)?

fi(q)

+A,

e2
2

d3q
Zf ( fr(q)

fi(k)=
1(k) 5 k=)

with massesm=mg/(y,+4v). After this, the spin-orbit 2_m|+Ea
and crystal-field splittings of the acceptor level can be foun
by perturbation theory.

Following Ref. 2, we shall look for the wave function of x[1- Pz(COS@))HJ
a localized hole ink representation. Neglecting spin-orbit
interaction and strain, we write the Hamiltonian of such a
hole in the form X[1+2P,(cos0®)]

T %

3

fi(q)
P 1(q

+A, (10)

Ha(k)=H(k)+V(k, k'), (6) _ . .
wheree is the absolute value of electronic chargeis the

whereV(k,k’) is the integral potential-energy operator rep-dielectric  permittivity of the medium, P,(cos®)
resenting a superposition of a long-range Coulomb potentia P,(kg/kq) is the Legendre polynomial, and consténtie-
and a short-range central-cell potential, which is approxiscribes the action of the short-range poteffiaFor a Cou-
mated by a zero-range potential. This operator is presented Iombic acceptorA=0, and the set10) coincides with the
explicit form, for instance, in Refs. 3 and 4. coupled equations obtained in Ref. 2. Solution of this set of
Neglecting the spirg, the total angular momentum of a equations yields the eigenenergy and wave functions of the
localized holeF is a sum of the angular momentum of inter- Coulomb-acceptor ground state. If the attractive potential
nal orbital motionl and of that of orbital motion around the does not have a Coulomb component, syst&f) describes
impurity center. (F=1+L). The multiplicity of degeneracy the acceptor ground-state wave functions in the zero-range
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potential model, and can be solved analytichtly yield

NS
f k — 3/2 , f k — 3/2 ,
k=28 (kag)2+e (k) =ag (kag)2+ Be
1/4
N= N — (11)
™ N 2+8\/8

where B=m/m,, &=E,/Eg, Eg=e*my/2xh? ag

Malyshev et al. 919
Ay b [, 1, ] 2
Xcr_A_Cr_B_ <f0(k)>+1_0<f2(k)> _g
4w 5
+ 5 KRk + 2(Fa(kO fi (k). 17

Here the angular brackets denote integration in modulus of
the wave vector{F (k))= [ 5 F(k)k?dk. Note that the accep-
tor constanta is not renormalized in this approximation and

=xh?/e’m,, andA=NEga>?. In a general case, parameter is equal to the band constant.

A is determined from the normalization conditi(®) for the
given binding energ¥, (determined from experimentOur

Since the strain-induced and spin-orbit splitting energies
of the acceptor ground state are small compared to the dis-

method of numerical solution of this system and of calcula-tances to the nearest excited acceptor level, finding the cor-

tion of constantA is described in detail in Refs. 3 and 4.
To facilitate further analysis, the wave functidf), (k)

rections to acceptor energies and wave functions in the pres-
ence of these interactions reduces to determination of the

can be conveniently expressed through eigenfunctions of theigenvalues and eigenfunctions of the Hamiltonian

orbital momentuni and angular momenturn

Wem(K)=Tfo(K)Yoo(k/K)uy
+5(K) X (2mLuf21IM)Y (/K u,,,
m,u

12

whereYo(k/k) andY,,(k/k) are eigenfunctions of the an-

gular momentum  operator (spherical functions
(2m1ul|211M) is the Clebsch—Gordan coefficiefit,and

H = +H]. (18)

Thus Eq.(5), after substitution of the renormalized constants
As,andA,, will yield the splittings of the ground-state sub-
levels of the acceptor-bound hole.

The strain-potential constantd7) and spin-orbit split-
ting constant(16) were calculated for a chosen acceptor us-
ing the wave functions, (k) found numerically for the
given binding energytype of impurity) and semiconductor

fo(k) andf,(k) are wave function components correspond-YPe by the technique described in Sec. 1. The dependence of

ing to orbital momenta 0 and 2 and related to functibps
through

4
ﬂxm=igimnxm+ﬁwn,
8
fﬂw=—£§UMM—MMI 13

2. SPIN-ORBIT SPLITTING AND STRAIN-POTENTIAL
CONSTANTS FOR AN ACCEPTOR

the quantitiexg, andx., on acceptor binding energy in GaN
was calculated for the Luttinger parametets=2.18 andy
=0.85, which were determined in spherical approximation in
heavy-hole mass for two mutually perpendicular directions,
namely, along the wurtzite axig|Cyg, , mi=2.03, and in the
xy plane, m;=0.33 (Ref. 7). In spherical approximation,
these quantities are related to the Luttinger parameters
throughm|,=1/(y;—2y) andmi,=1/(y;+ y).* For the di-
electric permittivity we used in the calculatioms=9.5 (Ref.
12). The full set of the parameters used in the calculations is
given in Table I.

For a purely Coulombic acceptoEf{=199.4 meV, X,

Using Egs(12) and(13), one can readily find the matrix =0.67, andx,=0.8. As the contribution of the central-cell
elements of the spin-orbit and deformation Hamiltoniansattractive potential increasege., as the binding enerdg,
coupling ground-state sublevels. The corresponding trunincreasel these quantities decrease monotonically to reach

cated Hamiltonians coincide in form wiif2) and(3):

. 2. ..

Héo: - §Aso( FS), (14)

Hy=—(a+2b)Sp(e®) +3b(F ,e4F p)
=—(a+2b)Spe%) —AF2, (15

with the renormalized spin-orbit interaction constai,,
crystal-field constarh ,,= —3be?,, and strain-potential con-
stantsb, d given by

_Zso_ 2 1 2 _477 2
Xso= 7= | (13K = 5(F3(K)) | = 5 [(FE(k))
+

SO

2(fa()f1(K))1, (16)

0.65 and 0.79, respectively, fd,=500 meV. AsE, in-
creases still more, they approach their lower limits, namely,
Xso= 0.63 andx,=0.78, which were found analytically in
the zero-range potential model by means of the functions
(1D):

1+B+48 a9
XSO: ’
(2+BVB)(1+B)
TABLE I. GaN parameters used in the calculations.
m‘,‘1 mﬁ % Ago Ay
(Ref. 7 (Ref.? v K (Ref. 12 (Ref. 9 (Ref. 9
2.03 0.33 2.18 0.85 0.017 9.5 12 37.5
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3. g FACTOR OF AN ACCEPTOR CENTER.

.01 The above results can be used to calculate the acceptor-

centerg factor in the presence of uniform strain and spin-
orbit interaction.

Consider the case of weak magnetic fields, i.e., assume
the Zeeman splitting of magnetic sublevels to be much less
than the crystal-field and spin-orbit splittings, and take into
account the interaction with magnetic field by perturbation
theory.

The Hamiltonian of an acceptor-bound hole in the pres-
ence of a magnetic field can be written

Ha(k, H)=H(p, H)+V(kk")+H’, (29
where in spherical approximation the operator

H(p, H):H(P/ﬁ)_MB(:H‘37+3K)(|AH)+,U«BQO(?;2))

describes the behavior of a free hole with angular momentum
I=1 in an external magnetic fieflp=7%k— (e/c)A is the
kinematic momentum of the holéd=(1/2)[HXr] is the
| L vector potential of the magnetic field,g=e#/2myc is the
0 0.% 0.5 ﬁ Bohr magnetong is the velocity of light,gy~2 is the free-
B B ~ electron g factor, x is the Luttinger magnetic const&nt
FIG. 1. Dependence ofs;= A /A, and X, =A /A,=Db/b on the light/

heavy hole-mass rati@=m, /m, for the two limiting cases of a Coulombic H(p/ﬁ? is the klnetlc-energy Qperatc(q), V(,k’ k,) is the
acceptor(solid lines and an acceptor described by a zero-range potentialPOtential energy operator for interaction with the acceptor,
(dashed lines andH’ is the sum of the Hamiltonians describing spin-orbit
interaction and interaction with the strain fig|tig).
Isolating the perturbation linear in magnetic field as this

0.6

:7+7\/,E+ 128+2B\B+232 (20 s done in Ref. 14, we write the(p,H) Hamiltonian in
cr 5(24_3\/%)(14_ \/E) : the form
Expression(19) was derived earlie(Ref. 13. As evident |:|(p, h)=|3|(k)+Hﬁ|, (23

from Egs.(19) and (20), in the zero-range potential model . A
the spin-orbit splitting and strain-potential constants do not n=—mpl(y1+4y)(LH)—6y(K)([rxI]H)
depend on acceptor binding energy. The difference between N .
these parameters of GaN for a Coulombic acceptor and a +(1+3y+3k)(I1H) = go(SH)]
deep impurity center described by the same zero-range po- _ &2
tential does not exceed 7%. Therefore H4$) and(20) can =~ #e(9rF—GoSH, 249
be used to estimate the spin-orbit splitting and strainwheregg is the acceptog factor in the absence of spin-orbit
potential constants in semiconductors with substantially difinteraction and external strain. The quantty can be found
ferent Luttinger parameters. by means of the acceptor wave functiobig,, similar to the
This possibility is illustrated in Fig. 1 comparing the way this was done in Ref. 14. We obtain
constant,, andx,, calculated for the two limiting cases of _ _
a Coulombic acceptdssolid lineg and an acceptor described 9r= (72 47)(Ln) =6 y(Ni) (1 +3y+31)(ln), (25)
by a zero-range potentiédiashed lingsthroughout the light-
to heavy-hole mass-ratio interval covered. The difference¥/here
between these models are largest for the mass fati€.1 1 2«
and are about 7% fax, and 4% forxe,. <LH>:[ 5~ ?[4<fh(k)fl(k)>_<f|2(k)>]] ,
Thus the analytical expressios9) and (20) for an ac-
ceptor described by a zero-range potential yield a good esti-
mate for the spin-orbit splitting and deformation potential (Np)=
constants of a Coulombic acceptor. For acceptors with a
binding energy exceeding the Coulomb energy they describe
Xso @andX¢, With a still higher accuracy.
It should be pointed out that the relatiag,<x. holds
for all values ofB. Thus, when calculating acceptor energy () =(Fr) = (Lw=1—(Ln), (26)

levels for crystals withAsd<[A| (for instance, GaN and  with the prime on the function denoting the derivative with
AIN), one may also assuma | <|A.|. respect to the wave vector modullissand(L), (Ny), and

I

4 )
1+ ?[<fh(k)f|(k)>_<f| (k)

+<fr§(k)kf|(k)>]],
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-0.68F
-0.72f i
: 0.5¢
: . . .
0 0.4 08 p
- 1 1 t FIG. 3. Dependences of the average val(lgp and (Ny) on the light/
0. 760 01 0.3 0.5 heavy hole-mass ratig=m, /m,= H
£y, eV

(y1—27v)/(y,+47y) for the two limiting
cases of a Coulombic accept@olid lineg and an acceptor described by a
zero-range potentiddashed lines

FIG. 2. Dependence of the acceptor ground-stafactor, ge, on binding

energyE, in the absence of strain and spin-orbit interaction, calculated for
GaN parameters in spherical approximati@olid line). The dashed line
showsgg for binding energies below the Coulombic acceptor enefy (

As seen from Fig. 29 depends only weakly on binding
<200 meV). Dashed linegg in the zero-range potential model

energyE, and differs from the valugg= —0.61 calculated

within the zero-range potential model by not more than 15%
for binding energies above the Coulomb acceptor energy
(I H) standing for the averages of the projections of vector%E =200 meV).
L, N=(kD)[rx1], andl on magnetic field. Figure 2 presents

Figure 3 displays the dependences of the average quan-
the dependence a@fr on the binding energy of the ground- tities (1) and(Ny) on the light- to heavy-hole mass ratio

state acceptor in GaN. The calculations used the value of thg=m, /m,,= (v, —27)/(y,+47), which permit one to ob-
magnetic constank=0.015 obtained from the relation

tain the value ofge for arbitrary parametery,, y, and «.
Sy—y,—2 Interestingly, for small|3 the g factor of an acceptor-bound
-—

hole is negative, whereas that of a free hge; 1+ 3k, is
positive. A similar result was obtaingt!’ for an acceptor

This relation follows from a work where interaction with center in GaAs.

the nearest symmetry zonEs , I';,, andI';; was taken into The zero-range potential model yields an analytic ex-

account withinkp theory. i

pression folge . In this casegg depends only on the light- to

TABLE II. g factor and energies of the acceptor ground-state sublevels in the presence of uniaxial strain
(22270, 4= £,y=0) for the case of weak spin-orbit couplingi¢] <|be )
—(a+2b)e,, —(@+. 2b)€,,+3be,, —(@+2b)e,,
E = A 202 2A2
" +3be,,— = + A_ FR— _ so
3 3 2Me, 2be,,
0 2, &
Oxx 7 gO+sz(27sz)gF —% 1- 7 +VZ£2_VZZ)gF
0 V;zgo_ zz V;z
9 -2 (- v,)g: ~Go| 1= | +Ved2- V)0
920 ~ 0o+ 29r ~9o(1-V2) — Vol 2= V) e —0o(1-VZ) +Vige

Note E, are the split subband energies. The energies are reckoned from the acceptor level position in the
absence of strain and spin-orbit coupling. We use the notatign 2A . /9b¢,,
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TABLE lll. g factor and energieg,, of the acceptor ground-state sublevels in the presence of a weakly biaxial
strain (&,,— e4 <|6,] #0, £,y=0,|As<|be,]).

—(B+2D)(e,+ €)  — (B+2D) (€rp+ €x0) + 3Degy —(3+2b) (€,,+ €)
E b 3~ ~ 3~
n +3b(€,,1 €4 +5 beF o +3bext 5 berF
VoV F2 V2 V,.V V2 —F?
Oxx _90_(V N+ OF — 5 go— —— — g+ (V,V_
22 h FZrvz, % T O VZ1EZ 9o (V2V-)or
Oy g AR, AR
9o Ez++—V§'ZQF Yo E%TVE;QF
V.F F2 -2 V. F 2 g2 L g2
922 go—(V,F,‘F +h +)g,: — ﬁF++VZZ go+ _+h ha [o]% —frac sziF sz+F—goi(V7Ff)gF
+ zz

Note: The energies are reckoned from the acceptor level position in the absence of strain and spin-orbit
coupling. We use the notatior\,sizzvzz\/vzzﬁ in, F.=1-h=x \/(1fh)2+vzzz, h=¢ey,/e,,.

heavy-hole mass ratio and is independent of the binding enNheregi(j”) are components of thg-factor tensorn labels
ergy the sublevelsg; are the Pauli matrices, artd; are compo-
nents of the magnetic field vector. By writing Hamiltonian
H{, (24) in the basis of wave eigenfunctions of a sublevel of
(1+ %) (2+p%2) interest and comparing it with Hamiltoniaty, (28), one can
determine all components of tliefactor tensor.

Table 1l lists expressions for thg factors of acceptor

1+,81/2_4,8+B3/2+ ﬁZ

ge=(y1t4y)

2(1+ 2B1/2+ B_EBIZ)

IR (1+ Y322+ g% ground-state sublevels in the presence of axial strain
1o (uniaxial: &,,#0, e,= £,,=0). For nonaxial strairibiaxial:
(1439434 1+p7+4p 27 2% exx# 0, 8,,=0), in the case of weak spin-orbit interac-
(1+ Y3 (2+ B33 tion of interest here|QJ<|be,J) one can obtain simple

In the presence of strain and for finite spin-orbit interaction,2nalytic expressions for components of tengarithin two

the six fold degenerate acceptor level splits into three subRVerlapping regions of;,— ey, namely,|e;,~ exd<|e;4,
levels, with each of them doubly degenerate in spin direc@nd|Agd<|b(e,,~ex)|,|bey. The corresponding expres-
tion. The wave eigenfunctions of such sublevels are eigensions for the components of tig tensor are presented in
functions of HamiltoniarH’ (18), where, in a general case, Tables lll and IV. Note that the general case of triaxial strain

we shall consider in place of the crystal strain tensbn (8227 x> 8yy) reduces in the biaxial case considered here
. . ~ to a trivial isolation of hydrostatic strain, which does not
arbitrary strain tensos.

The behavior of a doubly degenerate hole sublevel in &fect the form of the acceptor-level wave functioa,

magnetic field is described by a Hamiltonian like :Saa_syy)-_ ) .
In the uniaxial cas€Table Il) corresponding to an effec-

Q= } 2 9o H, 28) tive strain 822 in GaN, the ground-statg factor (J,=F,
H™ ~HB3 e +S,==*3/2) reaches the limit in anisotropyg{,# 0, Uyx

TABLE IV. g factor and energielg,, of the acceptor ground-state sublevels in the presence of a strongly biaxial

strain dAsolb|<|(Szz_8xx)|i|Szz‘v‘axxli 8yy:0)-

—(@+2b) (€;5+ €x0) —(@+2b) (et €) 3Dy —(B+2b) (e, €x) + 3Dy,
E, - ..V 3 ~ 3 ~
+3b(€zz+ Exx) 1+ %ZZ) - Z szszb( Exx— 2521) + Z Vxxszb(ezz_ 25xx)
[ 2 V2 \ 2 2
XX xz xx T Vxz
Oxx 790(17 7)7Vz£2+vxx)gi: 790(17 ?)+sz(2+vxz)gF 790(17 2 )+VxxvngF
Vit Ve, Vi Vi
ary —%o 1- 2 JrV><><szgF —0o 1- ? 7sz(27sz)gF —o 1- ? +sz(27Vxx)gF
\& Vit Vi g (1 Yal L v2-Viog
2z 27" Vxz - - -
922 fgo(lf 7)fvx42+vu)gp fgo(lf —) ~ VMo AT 2] e e

Note The energies are reckoned from the acceptor level position in the absence of strain and spin-orbit
coupling. We use the notationg,=2A /ey, Vy,=2AfI0 (e &5,).
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The variation of the deep-level spectrum of stoichiometric ZnTe in the various stages of its
purification and annealing in saturated Zn vapor has been studied by low-temperature
photoluminescence and IR Fourier spectroscopy. The relation between the concentration of the
main residual impurities with complex formation probability is analyzed. We have

succeeded in observing for the first tirdecenter emission in ZnTe, as previously in CdTe and
ZnSe. This center is shown to be a multicharged impurity in ZnTe. The activation energies

of these levels have been determined. A comparison of the data obtained by chemical analysis with
optical spectra has led to a conclusion that this center is associated with isolated oxygen
present on the metalloid sublattice. While this emission exhibits the same specific features in a
number of II-VI compounds$a high recombination rate, narrow emission lines, extremely

weak electron-phonon couplihghe positions of the levels in the band gap and the characteristic
charge state distinguish ZnTe from CdTe and ZnSe. As a ruleZ tbenter forms in a

material in decomposition of various complexéar instance, of the complex responsible for the
1.65-eV emission in ZnTjeand disappears when the material is doped leading to formation

of the same complexes. An assumption is put forward that this center creates the main
compensating deep levels and is an essential component of easily forming complexes with
impurities. Its position in the lower half of the ZnTe band dapcontrast to ZnSe and Cdfe
makes preparation of the material difficult. © 1998 American Institute of Physics.
[S1063-78348)01106-X]

Despite certain differences in the fundamental characterpounds, can have only conduction. Although this effect is
istics of some wide-gap II-VI semiconductdddTe, ZnTe, connected with the general problem of self-compensation or
ZnSe, CdSe, ZnSone observes also similarities in the en- impurity compensation, the source of this compensation has
ergies of impurity levels in these compounds. These tendemot yet been convincingly established. By closely analyzing
cies are easily discernible for shallow impuritiegceptors the problem of attainingp conduction in ZnSe, which was
and donors whose energy position is described well by theassumed during a long time to be an electronic material, one
effective-mass law. A comparison of the spectral positionsan hope, however, to realipe-n transitions in ZnTe-based
and emission parameters of the deep states characteristic @dmpounds as well.
these compounds reveals much in common. Indeed, one ob- We started to look for the solution to this problem in the
serves in all compounds¢l) the so-called self-activation optical spectra of high-purity, close to stoichiometric 11-VI
bands originating from complexes with impurities which actcompoundgwith the so-called composition at the minimum
as shallow donors when isolate@) bands traditionally as- vapor pressure poin,,,. One can neglect here the con-
signed to copper complex emission; af® some unidenti- centration of native defects at the crystallization temperature.
fied centers which are apparently also due to complexes. Thehe properties of high-purity compounds of this composition
deep centers due to complexes are characterized by stroage dominated by impurities. The spectra of high-purity
electron-phonon coupling, which, as a rule, increases withl—VI compounds depend to a considerable extent on the
binding energy. Starting with a certain center depth, indi-method and conditions of their preparation. It is believed that
vidual LO phonon replicas become practically indistinguish-dominant emission in the exciton spectral region is an indi-
able. cation of their purity. At the same time, in the presence of

The most remarkable feature in photoluminescence angrecipitates, impurity segregation centers, or impurity
absorption spectra of ZnTe is a band near 630 nm with @omplex-formation centers, where impurities become opti-
very rich spectrum, which exhibits, besides a narrow zeroeally inactive, the conclusion of high purity in such a mate-
phonon line, emission involving phonons of various types.rial may turn out to be erroneous. This becomes clear only
These lines are very well resolved, despite the high bindingifter doping 11-VI compounds with shallow impurities.
energy of this center. Comprehensive studies carried out iftherefore, in order to investigate the main properties of this
the 60s show convincingly that this radiative center is assogroup of compounds, we used the low-temperature methods
ciated with an oxygen compléx of synthesis and purification developed by us, where the ex-

It is believed that ZnTe, in contrast to other [I-VI com- istence of a second phase is excluded, and the concentration

1063-7834/98/40(6)/6/$15.00 924 © 1998 American Institute of Physics
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of native defects is certain to be less than that of impurities

On the other hand, the low concentrations of residua InTe, T-3K 00
impurities in a number of important elements in Groups |,
I, V, and VII of the Periodic Table derived from chemical
analyses, do not exclude the presence of some specific in
purities (H, C, and Q in high concentrations. Analysis of
these impurities meets with difficulties, so that in certifica-
tion of the above materials they are usually disregarded. Thi
relates in the first place to the isovalent oxygen impurity.
Oxygen, similar to carbon, is the main residual impurity eveng
in very pure 1I-VI compounds and is present in them in®
concentrations>10'" cm™ 3. Since oxygen is, in addition, an
optically active element, which begins to manifest itself in §
emission and absorption spectra against the background ]
low concentrations of most residual impurities, one can fol-3
low its behavior in each purification stage from the dynamics$
of the spectra, and establish in this way its role in the forma
tion of complexes with other impurities.

x10 =1

ntensgi!

PL

1. EXPERIMENT

The measurements of low-temperature photolumines
cence of ZnTe were performed on cleaved faces of single
crystal grains up to 0.3 chin size, which were selected out 1
of polycrystalline ingots directly after preparation of the 2.90 2o A9, oV £.30 240
compound and following each purification stage. A cw Ar
ion laser Q\~487.8 nn) was used as excitation source. The F_IG. 1. F_’hotoluminescence spectrum of polycrystalline ZnTe prepared from
excitation intensity was typically 5 W/cmIR transmittance g'g_h'%ggg o;zogTégsgzd Ta —2TS1, b —2T02, ¢ — ZTO3H,
measurements were carried out on a Bruker IFS-113v IR ' '
Fourier spectrometer. The spectra of transmittance were

measured at 77 and 300 K, and those of photoluminescence . .
at 5 K phonon replicas, one can see also two lines at 2.3812 and

The low-temperature synthesis in a direct reaction fromz'3827 eV, which correspond to the two free-exciton polar-
iton branches.

reliminarily purified components and the three-stage purifi- . . . . . .
P yp P ge p The intensity ratios of various lines to the line of the

cation of the compounds, by a technique modified slightly

from that described in Ref. 3, were carried out to study the_?_);(gltgrl‘ fzfljj?f?ert-gn?zan'aglzgmnpﬁggal acceptor are listed in

dynamics of low-temperature photoluminescence spectra. . . L.
Y P P b One readily sees that progressive purification of ZnTe

We believe that the composition of ZnTe does not change

noticeably, since the vaporization and crystallization tem_results in an effective decreasg In emission of both the oXy-
en complex and the shallow impurity. After the last purifi-

peratures remained constant from one purification stage {gern . L
another. The deposition rate of the congruently sublimin ation stage, the characteristic oxygen-complex radiation

compound at a vaporization temperature780 °C was ith phonon replicas is practically not observed. There ap-
12-15 g/h in any purification stage pears, however, another structureless band in the same re-

gion, which peaks at 1.87 eV. These bands originate appar-
ently from complexes of different compositions.

The radiation from the deep traps at 1.65 and 1.08 eV
behaves differently than that due to the oxygen complex

Figure 1la shows a photoluminescence spectrum of polycTable II).
crystalline ZnTe prepared from high-purity Zn and Te. Al- These deep traps emit weak radiation. In the initial
ready in this initial stage the exciton region dominates in thestages of purification, their integrated intensity is only one
spectrum. The intensity ratio of the acceptor-bound excitorfifth of the oxygen complex intensity. Nevertheless, in the
line A°X to the main shallow-acceptor line at 2.3318 eV subsequent stages this ratio changes in favor of the 1.65- and
(eA, whereA is the acceptor with activation energy of 62.5 1.08-eV bands. We believe that this effect is due to fast
meV) is ten, and that to the oxygen-complex line-al.985  decay of the oxygen complex in the course of ZnTe purifi-
eV, more than 1200Fig. 2a3. Besides the oxygen complex, cation. It is known that the 1.65-eV band is due to a complex
one observes here two deep-level transitions with a loweinvolving a donor, because its intensity increases noticeably,
intensity, at 1.65 and 1.08 elFig. 2). similar to that of the self-activated band in donor-doped

The spectrum in the exciton region is typical of fairly materials® The band-intensity redistribution among the
pure ZnTe(Fig. 3. Besides the bound-exciton line and its above complexes is apparently connected with decreasing

2. RESULTS AND DISCUSSION
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. o » . . stages and following anneal in Zn vapar— ZTS1, b — ZTO1, ¢ — ZT
FIG. 2. Photoluminescence spectrum of deep radiative transitions in varioug, "o __ 7T03H. e — ZTO3C. and f — ZTO3Zn.

purification stages and after annealing in Zn vapor— ZTS1, b — ZTO1,
¢ — ZTO3H, d — ZTO3C, and e — Z103Zn.

concentration of shallow acceptors and a relative increase icated by the presence of a fine structure in the donor-
the fraction of donor impurities. acceptor recombination line spectruone observes a large
The appearance of isolated donor impurities itself isseries of narrow lines in the interval 2.29-2.32 eV on the
clearly seen from the appearance of bands due to donor rehort-wavelength tail of the donor-acceptor recombination
combination with various shallow acceptdfer instance, of band at 2.283 e\EE,= 96 me\). Additional donors make the
the bands at 2.322 eV in ZTBBor at 2.335 eV in ZTOR in line spectrum disappear, which can be explained by the ran-
Fig. 1c and 1d Moreover, if the starting materials BL and  dom character of Coulomb interaction because of the spread
ZT01 were very weakly compensated by shallow impuritiesin separations between a donor and a recombining donor-
(for which No>Ngee>Np), then after the subsequent puri- acceptor pair.
fication stages compensation by shallow impurities becomes As purification continues and the complexes involving
stronger Na=Np>Ngee). The extremely weak compensa- shallow acceptor impurities decay, new lines due to these
tion by shallow donors in the first purification stages is indi-impurities appear in photoluminescence spectra. All related

TABLE |I. Intensity ratio of various bands to the main acceptor-bound exciton (fireen low-temperature
photoluminescence spectra

1(A°Xq, o)/ I (FE)/ [1(Ocomp! I (e-Na)/
Sample Comment 1(A°X) 1(A°X) 1(A%X)] x 10* I (AX)
ZTS1 After preparation 0.13 0.029 7.7 0.09
ZTO1 1st purification 0.13 0.031 5.9 0.08
ZTO2 2nd purification 0.24 0.008 ? 0.06
ZTO3H 3rd purification, hot zone 0.11 0.005 3.6 0.06
ZTO3C 3rd purification, cold zone 0.025 0.055 0.9 0.02
ZT0O3Zn ZTO3C sample annealed 0.023 0.205 3.2 0

in Zn vapor for 72 h.

*Ratio to the intensity of the structureless band peaking at 1.87 eV, with practically no oxygen-complex
emission at~1.9 eV observed.
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TABLE II. Intensity ratio of deep-trap bands to the main acceptor-bound
exciton line. or
8
"~
[1(1.65eV  [I(1.08 eV} $ 40.0
Sample Comment 1(A®X)] X 10* /I(A®X)] x 10 S )
ZTS1 After preparation ~1.4 ~1.8 g
ZTO1 1st purification ~6.8 ~4.1 3 20.0
ZTO3H (3rd purification, hot zone ~1.4 ~4.1 §
ZTO3H (3rd purification, cold zone ~4.5 ~4.1 pﬁ
ZT03c sample annealed <0.3 41 . . . 1
ZTO3Zn (in saturated Zn vapor for 72 h. 0 8000 5000 4000

Wavenumbers , cm~1

i ] o ) ) ] FIG. 4. IR transmittance spectra of polycrystalline ZnTe samfaebefore
transitions and their activation energies are listed in Tablend(b) after anneal in Zn vapor.

.

A comparison of the data in Table Il with available
activation energies of shallow acceptors in ZnTe revealed aatch was enriched in oxyger-(L%). In the last stage, the
series of new lines appearing in later stages of purificationoxygen concentration in the batch was at the resolution level
While the form and character of radiation of shallow accep-of the measurement technique used.
tors are fairly typical of ZnTe, the new, relatively deep ac-  Z is a deep center in all II-VI compounds. In CdTe and
ceptors have a very small Huang—Rhys fagfdable Ill).  ZnSe it forms levels in the upper half of the band gap. In
And it is only one acceptor, with activation energy of 146 CdTe, theZ center has several charge stateg)/— .2 It was
meV, that is characterized by strong electron-phonon coushowrf~° that theZ center tends to form complexes with
pling (5~0.8). We believe that the shallow acceptor linesneighboring impurities. The manifestation of this center in
seen in low-temperature photoluminescence spectra also rphotoluminescence spectra of CdTe is due to the decay of
sult from decay of deep impurity complexes. In particular,complexes as a result of decreasing concentration of residual
we identify the well-known oxygen complex at1.9 eV as  impurities in the course of purification. This center is distin-
Or.—A, whereA is a shallow acceptor. The quenching of guished in the 1I-VI acceptors byl) extremely weak
this band should give rise to lines associated with singleslectron-phonon interactiort2) small halfwidths of the ra-
shallow acceptors, and it is this what is observed experimerdiation lines(FWHM as small as 3 mel and (3) a high
tally (Fig. 3. This may also account for the radiation of radiative recombination rate. We expected theenter to
isolated Q.. The high level of ZnTe purification from oxy- appear in ZnTe as well in a certain stage of purification of
gen was deduced from both the quenching of the oxygenthe material. It was not, however, detected in the course of
complex band and the oxygen content in the remainder of thpurification either in photoluminescence spectra throughout
batch determined by mass-spectrometric  analysishe 1.0—2.4-eV range covered, or in near- and far-IR absorp-
(LAMMA ). As a rule, in the first stages of purification the tion (Fig. 43.

TABLE Ill. Main acceptors in ZnTe and characteristic electron-phonon coupling constant.

Acceptor activation Emission lines, eV Huang—Rhys factor

energy, meV (recombination type S (arb. unitg Assignment

51 2.335 DA) 0.04 Unknown

60.6 2.3335¢A) 0.04 Liy, (Ref. 5
2.323 DA)

62.5 2.3318¢A) 0.04 N3, (Ref. 5
2.322 DA)

63.5 2.3308 ¢A) <0.01 R (Ref. 5

96 2.230 €A 0.07 Unknown acceptohr,;
2.283 DA)

146 2.248 €A 0.8 Cy,
2.236 DA) or self-activation barft

177 2.217 €A <0.1 Y3

200 2.195 €A) ? Y1 (Ref. 7
2.184 DA)

220 2.174 €A <0.005 Y&

240 2.1545 ¢A) <0.01 Y2(Ref. 7
2.14650A)

273 2.116 DA) <0.01 \Gi

692 1.702 €A <0.005 Ge, 2%
1.688 DA)

*This work.
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The radiation of this center was observed only after an- B
nealing the high-purity material in Zn vaporat=680 °C for , ﬁ—-

72 h(Fig. 2. The two lines at 1.702 and 1.688 eV became
the most pronounced features in the deep-center radiatio 2zt o~ o_ g0/~
region (FWHM ~4 meV). Such annealing produces strong (1.702¢V)  (1.688¢eV)
redistribution of the impurities, which is evident both from
transformation of the low-temperature photoluminescence
and IR absorption spectra and from a change in the materi
C e . . . 2¢/+
al's resistivity. The latter is apparently due to a change in [22*(0.41ev)
chemical potential. While before the anneal the material hac V.8
a resistivity of ~10°Q2-cm (p type), after it the resistivity id
rose by several orders of magnitude, although no inversioRIG. 5. Main transitions associated with tEecenter. Solid lines identify
of conduction type was observed. We assign this effect tdhe transitions seen in Iow—temperature photoluminescence _and transmit-
Fermi level pinning by theZ center. Thus in contrast to ts"’t‘gfees Sa‘r’fjc]f;g'e_Te:thvrfgg'tﬂfer:{et[fetr?e;?:é%'::r"c trapping into charged
CdTe and ZnSe, in ZnTe the levels of tAecenter lie in the '
lower half of the band gap.
A comparison of photoluminescence spectra measured #e course of annealing in Zn vapor. We believe that it is this
different pumping levels permitted us to assign the 1.702-e\anneal that accounts for the formation of singlecenters,
line to e—Z%", and the line at 1.688 eV, tBY*—Zz%", e, theZ center was a part of the complex responsible for
which means that th& center is seen in photoluminescencethe 1.65-eV band. Our experiments on doping ZnTe with
spectra of zinc telluride as a very deep acceptoth a bind-  various donors showed that the band at 1.65 eV rises in
ing energy of 692 me) Knowing the position of theZ intensity when Group Il donors are used for this purpose.
center levels in CdTe, we expected to observe the radiatiofhis is why we identify this complex a&8—D(lll) ,. The
due to the second charge staf'{) in ZnTe, by analogy, in decay of the complex may be caused by enhanced diffusion
the intermediate or far IR range. Figure 4 presents an IRf Group Il donors or of th&Z center and by an increase of
transmittance spectrum of ZnTe obtained at 80 K before antheir separation during the anneal in Zn vapor, when a con-
after annealing in Zn vapor. While before the anneal, as weentration gradient of created vacanci®&s,{, Vo) Sets in.
have already mentioned, the transmittance spectra do not eklote an essential feature: one does not succeed in reproduc-
hibit any features, after the anneal a new strong absorptioimg the appearance of th& center in insufficiently pure or
band appears at 0.41 eV(3300 cm'1). The appearance of doped materials, as well as at high anneal temperatures.
this absorption band only after annealing in Zn vapor, its  This relation between th& center formation in 11-VI
energy position, the relatively narrow width, and the absenceompounds and the decay of compldikeis a convincing
of phonon replicas in transmittance spectra gave us groundegument against the prevailing opinion that the 1.65-eV
to assign it to a manifestation of the second charge state dfand originates from native defedtthe A centerV;,—D).
the Z center. Annealing in saturated Zn vapor should undoubtedly have
Why did we succeed in observing the emission and abdestroyed theA center, and nothing should have been ob-
sorption of theZ center only after annealing the material in served except the above-mentioned enhancement of shallow-
Zn vapor? To answer this question, one has to analyze thgonor radiation. On the other hand, one might expect the
changes in optical spectra induced by the anneal. The anneahnealing in Zn vapor to give rise to increasing concentration
in Zn vapor resulted in a strong rearrangement of the elecef interstitial zinc, if one starts with the assumption that
tronic spectrum of impurity levels. First, as seen from low- Frenkel defects predominate here. It is hardly possible, how-
temperature photoluminescence spectra, after the anneaver, to speak about a substantial concentration of native
there is practically no radiation due to the shallow acceptodefects in close to stoichiometric materials in conditions of
Naz, (Fig. 18. The line at 2.3318 eVg— Nay,,), which was  low-temperature equilibrium growth. The strong relation
clearly seen in all samples before the anngad). 1a—1d,  with the purification effect suggests instead that this center
disappears. We attribute this effect to expulsion of alkalioriginates from a dominant residual impurity. Only two im-
metals from the Zn sublattice into interstices because of theurities were present in noticeable concentrations in our ex-
enthalpy of formation of Ng, (Liz,, Kz,) being smaller periments, O and C.
than that of Zg,. In the region of shallow acceptor emission Figure 5 shows schematically the main transitions asso-
a band associated withyfPappears. Its intensity is 20 times ciated with theZ center. The solid lines identify the transi-
lower. It was not observed in the starting samples against theons seen in low-temperature photoluminescence and trans-
background of Na radiation. In addition to an intensity in- mittance spectra. Note that the transmittance spectra do not
crease of free-exciton emission near the edge, one observeghibit any features close to 0.7 and 1.7 eV. Such features
also at 2.3772 eV manifestation of an exciton bound to neuwould correspond to ejection of an electron from the valence
tral donors(Fig. 18. Note that, before the anneal, the radia-band to a neutraZ center, and to electron promotion from
tion involving shallow donors was barely visible. Only ex- the Z~ center into the conduction band, respectively. Be-
tremely weak interimpurityDA recombination bands are sides, neither in photoluminescence nor in transmittance
seen. The onset of donor emission was apparently favored kspectra are there any lines aroun@.0 eV, which in the first
the decay of the 1.65-eV complex containing these donors icase would signal electron capture by a chargédcenter,

Z +h~32°

AA
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TABLE IV. Main characteristics of th& center in 1I-VI compounds.

Huang—Rhys factos

Material 72+ zo z (arb. unitg FWHM, meV
CdTe Ec—-12eV | Ec—0246eV | Ey+l4ev 0.001 3
E,+041 eV | E,+136eV | Ec—0.206eV
ZnTe Ec—1.98 eV ? E,+0.692 eV <0.005 4
Ey+0.41 eVt Ec—1.702 eV
ZnSe ? E-—0.400 eV ? <0.01 ~10
E,+2.38 eV

*This work, transmittance spectra
** This work, photoluminescence spectra.

and in the second, electron promotion from the neuffal center is observed in photoluminescence and IR transmit-
center into the conduction band. tance spectra only for high-purity material grown at a low
The fact that transmittance spectra measured in equiliblemperature in close to stoichiometric conditions. While this
rium conditions do not exhibit transitions associated with theradiation exhibits similar features in a number of II-VI com-
initial neutral statez® argues for the positive charge state of pounds(high recombination rate, narrow emission lines, ex-
this center. As for transitions involving electron recombina-tremely weak electron-phonon couplinghe position of the
tion at the neutraZ® center, they are possible only in non- levels in the band gap and the characteristic charge state
equilibrium conditions, when photoluminescence spectra arglistinguish ZnTe strongly from CdTe and ZnSe. The data on
taken. Z center emission are listed in Table IV. THeenter forms,
Besides, measurements of the temperature dependengs a rule, in materials after decay of various complexes and
of luminescence quenching of this center apparently indicatgisappears when the material is doped with impurities form-
that, for the~1.7-eV radiation to be Obsel’vable, free exci- |ng the same Comp|exes_ We believe that this center pro-
tons must be trapped by the center. The extremely fast duces the main compensating deep levels and is a very im-
extinction of this line with increasing temperature was totallyportant impurity involved in complex formation. A
unexpected by us. The thermal activation energy was foungomparison of chemical analysis data with optical spectra
to be only~10 meV. This value is very close to the free- has |ed us to a conclusion that this center is due to the exis-
exciton activation energy in ZnTe. tence of oxygen in the metalloid sublattice, as an isolated
Our hypothesis reduces to the following: in order for thejggyalent impurity.
~1.7-eV band to appear in photoluminescence spectra, tWo  gypport of the Russian Fund for Fundamental Research

electrons have to be trapped b;Z%l* center. The first elec- (Grants 95-02-3586a and 97-02-1774i& gratefully ac-
tron is trapped from the conduction band under nonequ”ibknowledged.

rium excitation. The second nonequilibrium carrier is

trapped with subsequent recombination as a result of binding

and dissociation of free excitons at the positively charged

center ). This effect is fairly typical oZ-center emission

in the gbove-mentioned [1-VI compqunds. Rgmarkably, the:; | Merz, Phys. Revi76 961(1969.

excitation spectra of th& center, for instance, in CdTe, ex- 2y, s Bagaev, V. V. Zaisev, V. V. Kalinin, and E. E. Onishchenko, Fiz.

hibit a strong maximum in the free-exciton regi%n. Tverd. Tela(St. Petersbung38, 1728(1996 [Phys. Solid Stat@8, 953
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A theory is developed for the formation of a nuclear spin polaron under optical cooling of
nuclear spins in the vicinity of donor centers. It is shown that the polaron does not form above a
certain limiting nuclear-spin temperature. For a shallow donor in GaAs, this temperature is
about 107 K. The formation of a nuclear spin polaron should manifest itself in an anomalous
increase of the spin relaxation time of the total spin of its component nucleil9€3

American Institute of Physic§S1063-783@8)01206-4

Hyperfine interaction between conduction electrons anchuclei by a large number of electrons, whose spin distribu-
crystal-lattice nuclei in GaAs-type semiconductors opens &ion is determined by the lattice temperature. The nuclear
possibility for the creation of nuclear magnetic-polaronmagnetic polaron forms only if the product of the spin tem-
states, which can appear, for instance, around an electrqrerature of the nuclei by the electron temperature is less than
localized at a donor center. The contact hyperfine electroa certain critical value, which depends on the parameters of
interaction in these crystals is described by the scalar produ#e electron localization potential. Numerical estimates made
of their spin with that of a lattice nucledsand it does not for shallow Coulomb donors in GaAs suggest that this level
differ in form from the exchange coupling of conduction- can be reached by the optical cooling technique, but it is
band electrons to magnetic ions in a semimagnetic semicofower than the spin temperature reached experimefitally
ductor, where magnetic polarons were studied both experiThUS despite the fact that nuclear spin relaxation can be de-
mentally and theoreticalfy As a result of the smaliness of Pressed by formation of magnetic polaron states under opti-
the hyperfine interaction parameter, however, the correla€@l orientation of carriers, experimental restiie not lend
tions between the spin of a donor-localized electron and thé'emselves to explanation within the nuclear magnetic po-
spins of the surrounding lattice nuclei are negligible, even afaron model. _
liquid-helium temperature. Polarized electrons are capable of _ S€ction | develops a theoretical model of the nuclear
polarizing noticeably the neighboring nuclei only at ultralow SPin_Polaron described by two spin temperatures in the ap-
temperatures of the order of 16— 10"7 K. proximation of short c_:orrelatlon times of the hy!oerfme f|el_d

Such temperatures can be reached by optical cooling enerated by a localized electron at the nuclei ;urroundmg
the nuclear spin system under the conditions of opticaf e donor. Section Il analyzes the effect of hyperfine nuclear

orientation’® At the lowest nuclear spin temperatufig, :gfgsggoor; mght(?tz;?ﬁitlzssr zlei(r:]tron on the rate of spin re-
reached experimentalfyof the order of 10° K, even a pin.
weak field of a few Oe can polarize noticeably the nuclear
spins. In these conditions one succeeded in observing an
anomalous enhancement of the low-frequency components NUCLEAR MAGNETIC POLARON
of the nuclear spin correlator, which can be interpreted as a Let us estimate the possibility of formation of correlated
depression of nuclear polarization relaxation. Such a depres- u ' 1€ POSSIDIILy OF I« !
. . . . . states of electron spindaving the lattice temperatyrand
sion of spin relaxation accompanying magnetic polaron for- . )
. . . . : . of the spins of the nuclgicooled to a very low temperatyre
mation in semimagnetic semiconductors was pointed out in . . :
Ref 5 surrounding the donor centers. Taking the hyperfine contact
. . . . interaction Hamiltonian
We are going to show that optical cooling of the nuclear

spin system in a semiconductor by oriented electrons can

N 5 Af
indeed initiate formation of nuclear spin polarons, which Hsf_zn: a W (rn)|*(Sly), @
should manifest itself, in particular, in a depression of spin

relaxation of the nuclear spins making up the polaron. one can readily show that if the electrons can be character-

In contrast to the case of semimagnetic semiconductorézed by an average spii%), the nuclear spins are acted upon
formation of a nuclear spin polaron entails a very smallby an average electron field
Shange in carrier Ioca_hzatlon energy. The electron hopp!ng Bu(rn) =a| ¥ (r,)[%(S), 2
ime between donors is short compared to the characteristic
times of electron interaction with nuclear spins, so that theand that the average polarization of the nuclei surrounding a
polaron state is initiated by the mean field created at th&onor produces a nuclear field acting on a localized electron

1063-7834/98/40(6)/4/$15.00 930 © 1998 American Institute of Physics
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4
Bu=a3 [Wir)i~an| [ [ [WOPGO® (e = el
()
HereSandV are the spin operator and wave function of the 17 ) f f f W (r)|°dr
impurity-bound electronl,, is the spin operator of a nucleus +5o(And) : C)
at pointr,,, a is the hyperfine interaction parameter, ahis f f f | (r)|dr

the concentration of nuclei in the crystal latti¢&@he elec-
tronic and nuclear fields chosen in accordance with Efs. The nuclear magnetic polaron formssfge,By)>1, with
and (3) have the dimension of energy, and we shall presenthe average spin projection of the localized electron on the
their numerical values in units of thermal energy correspondnuclear field of the polaron given by the expression
ing to one degree Kelvifh\When the nuclei are fully polar- (B Br) —1
ized, the nuclear field does not depend on the size of the (S)= |2Pe PN = (10)
electron localization region, and for gallium arsenide it is Y(Be:Bn)
equivalent to a magnetic field of 5.29(Ref. 3 or Assuming the electrons to be localized at shallow, ground-
3 state Coulombic donors with a Bohr radiug=#/+2m'E
B max==aN~kg- 1.6 K, (4)  (m' is the electron effective mass, akdis the binding en-
' 2 ergy to the impurity cent¢rwe come to the following final

wherekg is the Boltzmann constant. expressions for the criterion of nuclear polaron formation

Experiments are usually carried out at liquid-helium 583 ,BNBﬁn
temperaturg4.2 K). In these conditions, the electron spin- (Be.Bn)= — 3 =,
level splitting turns out to be less than the characteristic ther- 6°Ng

mal energy even for the largest possible crystal-lattice 1 B 234 (588 2
nuclear polarization, so that the average electron spin in a ( )= — 'BN—NmaX + Be—NmaX
y BE'BN 35 I}

nuclear fieldBy, is given by the high-temperature expression Ng S 12
(13)
B 1{ BeBn\? : .
<s>@’8‘a N = BeBy , (5 and for its total spin
4 3\ 2
2 _
where g, is the inverse electron temperature. Ip|= 108N, (5BeBNBN,max 216NB)15: 5.
An electron interacts simultaneously with approximately BnBn.max V Ng[4896+ 125 BBy mav ]
10° nuclei located in the immediate vicinity of the donor 12

center. Therefore the characteristic electron field is hundredgere Ny = (4/3)N#r3 is the characteristic number of the

of thousands of times lower thaByma. A noticeable nyclei making up the polaron, arjdis the average spin of
nuclear polarization can be reached in this field only in ane such nucleus in the hyperfine field of the electron in the
deeply cooled nuclear spin system of the semiconductomg|aron.
Taking into account that a_II nuclei in GaAs have a sp_in of  Substituting into Eqs(11) and(12) the parameters cor-
3/2, we obtain within the high-temperature approximation responding to a typical experiment on a shallow hydrogenic
5 17 donor center in crystalline gallium arsenidég=5.59 meV,
(Tn)= 7 BnBe(rn)| 1- a)(ﬁNBe(rn))2 : 6 rg=95 A Ng=1.6x10°, Byma—=1.6 K, and To=5."
~4.2 K), we establish that the nuclear spin polaron forms for

where By is the inverse spin temperature of the cooledSn=1.1X 10" K™ ) . o
nuclear system. As follows from Eq¢6) and (2), in the The theory developed here is the simplest generalization

vicinity of a donor center localized electrons with an average?f the theory of the magnetic polaron state for equal spin
spin(S) produce a cloud of nuclear polarization, whose totaltémperatures of the electron_ and magnetic ions. As seen from
spin is approximately Eqg. (11), in the case of different spin temperatures, the

magnetic-polaron state can form only for equal signgQf
5 and B.. By contrast, if the electron and nuclear spin tem-
lp~ Z'BNaN<S>' (7 peratures are opposite in sign, no spontaneous self-ordering
of the nuclear and electronic spins occurs, and the quasi-

Substituting(2) into (6), (6) into (3), and(3) into (5), one  equilibrium electron spin(S) appearing in the fluctuation
can readily obtain a self-consistent equation for the averaggeld produces at nuclei an electronic field which tends to
spin of the localized electron in a nuclear polaron: depresgrather than enhangé¢he initial deviation of nuclear

_ 2 polarization from zero.

(S)=2(Be, AL~ Y(Be, ) (SIS, ® Let us estimate now the nuclear spin temperature which
where can be reached in optical orientation experiments. To do this,
consider the two-stage procedure Usém deep cooling of
the nuclear spin system in antype semiconductor. In the
first stage one performs optical cooling in a strong magnetic

(B Br) = 1gPobraN | [ [remrer,
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field (H), in which the maximum attainable inverse nuclearrate of the total spiny of the nuclei surrounding the donor
spin temperature is related to the nonequilibrium photoeleceenter. Consider the changes in the behaviorsofesulting
tron spin{S,) (or to the degree of optically induced circular from hyperfine interaction of nuclei with a localized electron.
polarization of luminescence=(S)) through A rigorous quantitative calculation of the behavior of the
spin of the nuclei in time is a very complex problem, because

Bn(H)= Alke (H(So) ~ Alks ﬂ, (13 all characteristic times, namelyi) the characteristic time of
m HZ+gH?  m H the random local field of neighboring nuclei which acts on
where H? is the mean squared random field generated byiUclear spins and gives rise to nuclear spin relaxation(iand
neighboring nuclear spins and acting on a nuclear kpijn the nu_clear spin precession period in this local field, are
is the nuclear magnetic momeik is the Boltzmann con- equallln order _of magnitude. Therefore we shall mfake here
stant, and¢ is a parameter depending on the coherencé’nly S|mp_le estlm_ates based on the relaxation quatlon with a
length of the electronic field[For GaAs, é=3, and H, random.fleld. This approach yields an asymptotically exact
~1.7 G(Ref. 4]. expression for the nuclear-polaron spin correlator. .

In the second stage, the pump light was turned off, and _Fo_llowmg Ref. 7 we shall de;crlbe the .relaxatlon of
the external magnetic field was reduced adiabatically to zerd€Viations of the spin of the nuclei surrounding the donor
In these conditions, the nuclear spin temperature decreas&§nte"!(r), from its equilibrium value with the equation
to dl(r) 1

—r =~ 7 1O=3(SIE) +H(v), (17)
2

H2+H? 4lkg p

Bn(0)=Bn(H)

—. 14
HE o He (14

where J((S(1(r)))) is the equilibrium nuclear spin in the
hyperfine field of localized electrons, afid) is the random

A comparison of this expression with the relations de-field responsible for the fluctuations of the nuclear spin about
rived for the critical nuclear spin temperatu® and (11) jts equilibrium value? andT, is the characteristic relaxation
shows that in this case a nuclear magnetic polaron can forfime of nuclear polarization, which coincides in order of

around equilibrium electrons localized at shallow hydrogenicmagnitude with the random-field correlator decay time
donors in GaAs if in the first stage of experiment the follow- (f(0)f(t)).

ing condition is met Generally speaking, the spatial distribution of nuclear
54, H,N polarizationl(r) is arbitrary. It can, however, be split into
(Sp)= %_ (15)  two components, one of which is proportionalgr)?, and
51BN, maKs the other, when integrated witllr (r)2, vanishes. The first

In gallium arsenide, the maximum optically-oriented electronSOmponent may be considered as a nucleus of the polaron

spin is 0.25: and the ratiow, /1kg varies from 3.5 1078 state, whose spin relaxation is strongly affected by hyperfine
K/G (for. As nucle) to 6 2|><1([)378 KIG (for the ’Ga Interaction with the localized electron. At the same time the

isotope.® Substituting into Eq.(15) the average value 5 other compionent practically does not feel the hyperfine field
X108 K/G and the other parameters specified above Wé)f the localized electron.

find In linear approximation, for the amplitude of the polaron
state nucleud=¢lp, so that Eq.(17) can be recast in the
(S)B.=0.05 K. (16)  form
Under optical orientation conditiongS) is less than dip 1

0.25. A comparison of this value with the estimates)
shows that the nuclear spin polaron can form if the crystal
temperature does not exceed K. where

For the nuclear spin polaron to form at liquid-helium
temperature, the average oriented-electron spin should be not T/ _L
less than 0.2. In experimerftsthis quantity was approxi- 2 1-¢°
mately 0‘025.’ I.e., It was not large enough for the poIarqn For opposite signs of the electronic and nuclear spin
state to set in. In principle, however, polarons can form in

) . . : *emperature§'§<T2, and therefore a decrease of the nuclear
experiments on optical cooling of the nuclear spin system of . : .
spin temperature in absolute magnitu@iacrease of|e|)

a semlconductor at a lower lattice temperature or for deeF)etgrings about a decrease of the characteristic relaxation time.
impurity centers. . ;

As a result, high-frequency components begin to play a con-
siderable role in the spectral expansion of the nuclear spin
correlator.

If the spin temperatures of electrons and nuclei have the

The change in the electron binding energy induced bysame sign, cooling of the nuclear spin system results in an
nuclear magnetic polaron formation is small and, thereforeincrease ofT;, and, hence, a decrease of the characteristic
the existence of the nuclear polaron can hardly be establishdtequencies in nuclear spin correlator variation. At the criti-
from the Stokes luminescence shift. The formation of such &al point, the relaxation time found from E¢L9) goes to
polaron could manifest itself in a change of the relaxationinfinity to become negative subsequently, which implies a

at ——T—élp—i-f(t), (18

(19

2. POLARIZATION RELAXATION OF THE TOTAL SPIN OF
THE POLARON NUCLEI
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loss of stability of the state witth,=0. In this region of expression, which is valid only for times considerably in
parameters, a magnetic polaron state sets in, and the line@xcess off ;, when no individual features in the behavior of
approximation is not accurate enough to deternine a random force affect the final resufor details, see, e.g.,

In the magnetic polaron state, the relaxation describedRef. 8. Therefore the asymptotic expression is applicable
by Eq. (17) follows a more complex pattern. As in the ab- only if the polaron spin is so large that the inequality
sence of the polaron, the average value of the nuclear gpin <T is met with a large margin.

relaxes to the level given by Eq12) with a characteristic The author expresses his sincere thanks to V. I. Perel’,
time of the order ofT,. At the same time relaxation of the M. I. Dyakonov, B. P. Zakharchenya, K. V. Kavokin, and V.
nuclear spin in direction slows down considerably. K. Kalevich for fruitful discussions.

Indeed, if the average value d{lp) is large compared Support of the Russian Fund for Fundamental Research

to its fluctuations under the action of a random force(Grant 96-02-16941 and of the Volkswagen Stiftung is
(V5Ng/4), spinlp may be considered to move in a random gratefully acknowledged.
manner over the sphere of radils=Ngj (12). In time T,

the spin shifts a distance of the order :ﬁfp~ /5NB/4 or, UThis value exceeds by about a factor three the maximum critical tempera-
ture for another interesting nonlinear phenomenon, namely, the dynamic

which is the same, cha.nges .its direction through an angle_ oo self-polarizatioh.

00~5/(4j°Ng). Thus in a time of the order of, the 2, the high-temperature approximation, the rms deviation of the total spin
projection of the total spin of the nuclei on its initial direc- Ng of nuclei from its equilibrium value is/5Ng/4.

tion decreases bis(80)2/2. Since for times longer thah,

there are no correlations between the values of the firce M. 1. Dyakonov and V. I. Perel’, ifDptical Orientation Modern Problems
subsequent steps in the relaxation process are directed in %(i‘hcondense‘j Matter Sciences, Vol. 8, edited by F. Meier and B. P. Za-

. archenygNorth-Holland, Amsterdam, 1984; Nauka, Leningrad, 1989,
random way. Therefore the dependence of the spin correlatorp. 17, vd 9

on time can be written 2p. A. Wolff, in Semiconductors and Semimetals, Vol. 25, edited by J. K.
- Furdyna and J. Kossfcademic, London, 1988p. 413.
G(t)=G(0)exd —t/T], (20 3]. A. Merkulov and V. G. Flesher, inOptical Orientation Modern Prob-
lems in Condensed Matter Sciences, Vol. 8, edited by F. Meier and B. P.
where Zakharchenya[North-Holland, Amsterdam, 1984; Nauka, Leningrad,
5 1989, p. 131,
=~ _ 8]°Ng op) V. K. Kalevich and V. G. Flésher, Izv. Akad. Nauk SSSR, Ser. FiZ,
T2y (22) 2294(1983.

5. A. Merkulov, D. R. Yakovlev, K. V. Kavokin, G. Mackh, W. Ossau, A.
Since the donor center is surrounded by a very large Waag, and G. Landwehr, JETP Lefi2, 335(1995.

number of nucle(for GaAs NB%1.6>< 105) formation of a 8A. Losche,Kerninduktion[Deutscher Verlag der Wissenschaften, Berlin,
' ' 1957; IL, Moscow, 1963

nuclear Sp.m p0|ar0.n m?y result in a giant increase of the7L. D. Landau and E. M. LifshitsStatistical Physic{Pergamon Press,
nuclear spin relaxation time. Oxford, 1980 [Russian orig., Nauka, Moscow, 1976, Vol. 1, p. 394

Note that the dependence of the random fdrde the 8vya. B. Zel'dovich and A. D. MyshkisFundamentals of Mathematical
relaxation equatiorf20) on time affects only the relaxation ~ Physicslin Russian, Nauka, Moscow, 1973, p. 223-245.

time T. This follows from the asymptotic character of the Translated by G. Skrebtsov
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We have investigated the absorption spectrum of thin films of the superionic conductor
RbCu,Cl;l, synthesized on NaCl crystalline substrates. It is shown that the electron and exciton
excitations in the energy interval 3—6 eV are associated with optical transitions in the

CuHal sublattice, and the edge of the fundamental band is controlled by optical transitions in the
Cu(ll)Hal sublattice. It is found that the large band gap of this compoiie=3.86 eV) in
comparison with those of CuCl and Cul is a result of the small number of Cu ions in the second
coordination sphere. The temperature dependence of the spectral position and half-width of

the low-temperature exciton band reveals features associated with the phase transitins
(Te1=170K) and B— «a (T.,=220 K) and with disordering of the cation sublattice

attendant to the transition to the superionic state. 1998 American Institute of Physics.
[S1063-78348)01306-9

The superionic conductor Rb@Ql;l, crystallizes in a CuCl in the appropriate stoichiometric ratio. The compound
lattice isostructural with RbAgds and has four molecules per was synthesized by melting the components of the mixture
unit cell with period 10.03 ARef. 1); sixteen Cu ions are  together in vacuum. Thin films were prepared by thermal
distributed over 56 tetrahedral voids and are the majoritwacuum deposition of the melt onto heatg¢ol 100°Q crys-
current carriers in the ionic conductivity. The record hightalline substrates of NaCl. The choice of substrate and sub-
value of the ionic conductivity of this solid electrolyte at strate temperature was dictated by the possibility of prepar-
room temperature ~0.45Q0"1.cm 1) has stimulated a ing structurally perfect filmgepitaxial growth, and also by
number of studies examining the electrical conductivity andhe possibility of examining their uv absorption spectra. The
other physical properties of this compound over a wide temstructural perfection of the films was monitored directly from
perature rang®:% In particular, the existence of two phase the absorption spectra of the films at liquid-nitrogen tem-
transitions has been established> B (T.;=170K) and8  peratures. Deviations from stoichiometry or preparation of
—a (T.,=220 K), similar to those in RbAgs, with the first  the films by evaporation of the mixture leads to smeared
of these corresponding to the transition from the insulator t@bsorption spectra. At the same time, the absorption spectra
the superionic phase. The phase transitions show up as saf the films prepared by evaporation of the melt onto NaCl
lient points in the temperature dependence of the electricaubstrates reveal comparatively narrow exciton bands. Mea-
conductivity!® anomalies in the specific heland in the surements of the transmission spectra in the energy interval
temperature dependence of the total luminescence inténsity3—6 eV and temperature interval 90—293 K were carried out
The electronic absorption spectrum of RRCigl,, as far as in a vacuum optical cryostat mated with an SF-46 spectro-
we know, has not been studied. At the same time, studies iphotometer. Film thickness was determined by the Tolanski
Refs. 8 and 9, carried out on similar compounds, establisheahethod(film deposited on a glass substrate
that the transition to the superionic state is accompanied by a To determine the parameters of the exciton bands, we
significant change in the characteristics of the low-frequencgubjected the absorption spectra to computer processing with
exciton bands due to phase transitions and exciton scatterirgglowance for Fresnel losses at the film—air and film—
by Frenkel'-defect-created fluctuations in the internal electricsubstrate boundaries as well as interference in the film. De-
field. tails of the processing of the spectra are spelled out in Ref.

The aim of the present work is to examine the absorptiorl0. The exciton band was fitted by a symmetrically mixed
spectrum of RbCyClsl, thin films in the region of the fun- Gaussian and Lorentzian contour.
damental band and in the temperature interval including the
phase transitions. It is of great interest to examine the influ-
ence of the phase transitions on the main characteristic$ \jeASUREMENT RESULTS AND DISCUSSION
(spectral position, half-width, efcof the exciton bands of
this compound. An exciton band with maximum at 3.785 eV can be dis-
tinguished clearly in the low-frequency edge of the intrinsic
absorption bandFig. 13. Further along, against the back-
ground of the interband absorption, which grows with the

To prepare thin films of this compound we used a startphoton energy, a series of steps can be observed whose spec-
ing mixture of chemically pure powders of Rbl, Cul, and tral positions are listed in Table I. In the interval 5—-6 eVwide

1. EXPERIMENT

1063-7834/98/40(6)/4/$15.00 934 © 1998 American Institute of Physics
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FIG. 1. Absorption spectrum of
RbCu,Clsl, (a) and RbAgls (b) thin
films at T=90 (solid curve and
290 K (dashed cu
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C bands at 5.0 and 5.9 eV are observed, probably corredal sublattice and interband transitions between the valence
sponding to interband transitions between the centers of thieand formed by the @ states of Cu and thep{5p) states of
valence bands and the conduction band. CI(l), and the 4(Cu) conduction band. But in distinction to

In order to interpret the absorption spectrum of Cul and CuCl, the absorption spectrum of RRCll, has a
RbCuyClsl, in the measured energy interval 3—6 eV, it is more complicated structure and the low-frequegyband
useful to compare the spectrum of this compound with thes shifted by 0.6 eV toward higher frequencies relative to the
spectra of the similar binary compounds CuCl and Cul andnean position of the exciton bands in Cul and CuCl.
the absorption spectrum of the isostructural compound At the same time, the structure of the spectrum of this
RbAgls (Ref. 11 (Fig. 1b. The binary compounds CuCl compound is similar in many respects to the structure of the
and Cul crystallize with a sphalerite lattice with atetrahedralabsorption spectrum of RbAL (Fig. 1b. In the ternary
pond between the Cue_md Hal ions. I.nterband absorption compound, as in RbGClsl,, is observed a series of bands
in these compounds in the energy interval 3—6 eV correzgainst the interband absorption background, i.e., the spec-

sponds to transitions between the valence band formed by,m of RbAg,ls is more complicated than that of the similar
the 3d states of Cu andzthepr(Sp) states of All), and the compoundy Agl (Ref. 13, and the low-frequency exciton
3s(Cu) conduction band? In the absorption edge the exciton band in RbAgls at 3.4 eV is shifted relative to the corre-

bandsZ, , andZ; are observed, providing evidence of spin— sponding band iny Agl (2.92 eV by 0.42 eV toward higher
orbit splitting of the valence band. The interband absorptior}requencies

spectrum in CulCuCl) has a maximum at 4.8 e{6.3 eV),
corresponding ta\ 3— A ; transitions between the band cen-
ters; between the exciton bands and the indicated maxima
features are observed in the CuCl and Cul spectra.

The similarity of the spectra of these two compounds is
%reflection of the similarity of their crystal lattices. It fol-
NBws from the data of Ref. 1 that the sixteen Cu ions are

: ) . ; distributed nonuniformly among the tetrahedral voids and
Since Cu ions in RbCyCl;l, are also located in tetra divide into three groups: @lI), Cu(lll), and CuC). Groups

hedra consisting of Cl and I" ions! we believe that the . . y
. S o . I and Ill contain 8.14 and 7.06 ions distributed among 24
absorption spectrum in this compound in the ener mtervall_ ) L . .
P P b 9y sites, and grouic, 1.06 ions distributed among eight sites.

3.5-6 eV also corresponds to exciton excitations in the Cu= L . .
Analogous groups exist i RbAg,ls which contain 9.38,

5.5, and 0.88 Ag ions in the groups @AY, Ag(lll), and Ag
TABLE |. Positions of the stepgin eV) in the absorption spectra of the (C), respectively. In the binary compounds CuCl and Cul
films. the Cu ions occupy half of the tetrahedral voids, i.e., the
- E number of Cu ions in the second-coordination sphbtejs
! o i equal to 12. The presence of different groups in the CuHal
RbAg,Clsl,  3.735 3795 405  4.24 436 4.52 5.04 5.72 gnd Agl sublattices of the superionic conductors can prob-
Eﬁf‘g“'f’ 3_02'245’12) 3_73(;'97‘:2 ) 41 45 ably be explained by the more complicated character of the
cucl 323 @) 3.29 (213'2) electronic spectrum of these compounds. The shift of the
exciton A; bands toward higher frequencies relative to the

Compound Ea EBi Es, EBé Ec, Ec,
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corresponding bands in CuCl, Cul, ardAgl is evidence of
a contraction of the allowed andc bands, adjoining the a
band gap. The contraction of these bands is probably con-
nected with a smaller value & in the second-coordination
sphere in RbCyCl;l, and RbAgls. > S
To estimate the total width of the resolved bands adjoin- -
ing the band gap, it is necessary to know the width of the o
band gapE, and the energy of the optical transition between 1 Teq 1 Tee
the band centerk, since

3.95—1 1 L

AE=AE, +AE.=2(Eo—E,). 1) 100 200 T, K

To determineEy in RbCuy,Clsl,, we separated thé,
band from the interband absorption edge. Estimating from
the inflection pointD(E) gives E;=3.86+0.02 eV. For
CuCl and Cul Eg=3.40 and 3.11 eV respectivel§ Since 2001~
each Cu ion in groups Il 'and Il is surrounded by a Cl ion >
and an | iont the value ofEy found above is comparable

with the mean vaIuE_g=3.25 eV for the hypothetical solid R Y
solution CyCll)g 5 (solid solutions of CuCl and Cul do not

exisY; for this same(hypothetical compoundEo 0.5(6.3 ITd ' Tes
+4.8)eV=5.55eV. If we assume thd, is the same for . . ,
RbCu,Clsl, and CuCll)gs, then on the basis of Eql) 10000 200 T. K
AE;=3.38 eV andAE,=4.1 eV, respectively.

In the tight-binding approximation the total width of the FIG. 2. Temperature dependence of the spectral poskigtia) and half-
allowed bands is proportional to the sum of the resonanc#idth I (b) of the A,-exciton band in RbGCl.
integralsJ; andJ,, constructed in terms of the wave func-
tions of the neighboring equivalent ions for the states in the
conduction band and the valence band, and to the coordin& RbAgls. A possible reason for this is the lowered sym-
tion numberM. If J. and J, are equal for the two com- metry of the tetrahedra in the QL) and Culll) groups|the
pounds, then (CuChl,)® tetrahedr leading to additional splitting of the

states in the valence band.

(A /ARR)=(M1/My). @) To examine the temperature dependence of the param-
Using the values oAE found above and the coordination eters of the low-frequenci,; band, we measured the absorp-
numberM ,=12 for CUCll), 5, we findM,;=28.8. This quan- tion spectrum in the region 3.5—-4.0 eV more carefully at 21
tity exceeds the valu®l,=8.14 determined from the x-ray points in the temperature range 90—-290 K. Computer pro-
diffraction data for the group Cdl). However, if we allow  cessing of theD(E) spectra allowed us to determine the
for the error in the determination of the latter quanti®y48, spectral positiorE,,, and half-widthI" of the band, and also
Ref. 1, the errors in the determination AfE from the spec- its oscillator strength and the Gaussian fraction of the total
troscopic estimates &, andE, and the possible difference contour. Measurements at liquid-nitrogen temperat(fés
in the values ofM; for the insulator () phase and the su- 1a) show that theA; band is non-elementary and consists of
perionic (o) phase, we can conclude that there is satisfactorywo overlapping bands: a band at 3.795 eV and a weaker
agreement between the values Mf, found by these two band at 3.735 eV. However, when the temperature is raised
methods. Similar values d#l; (9.2 and 9.4 were also ob- the bands do not resolve; for this reason #heband is fitted
tained for RbAgls (Ref. 14. From the above estimates of by one symmetric contour. It follows from the processing
AE; andM, we can draw the following conclusions) the  results(Fig. 29 that a low-frequency band shift is observed
increase inEq in the investigated compound in comparisonin the temperature interval 90—170 K, whose magnitude
with Eg4 in CuCI and Cul is explained by the lower value of dE,,/dT=2.5x 10 * eV/K is typical in order of magnitude
the coordlnatlon numbeM; 2) the absorption edge in for many similar compounds and is due to the exciton—
RbCuyCl;l, corresponds to electron and exciton excitationsphonon interaction. In the region of thg— 8 transition
in the sublattice containing the QL) ions; 3 a similar esti- (T.;=170K) in a small temperature interval centered at
mate of M; was obtained for the sublattice containing the 15 K a high-frequency shift of thA; band equal to 14 meV
Cu(lll) ions. Taking into account the energy interval betweenis observed. An analogous shift in the region of the: 8
the A; andB; exciton band€0.29 eV}, we find that theB;  transition is observed in RbAt; (8 meV, Ref. 11; 15 meV,
band adjoins the edge of the interband transitions situated &ef. 9 and in KAg:l5 (14 meV, Ref. 14 As was shown in
4.15eV. HenceAE,;=2.8 eV, and on the basis of relation Refs. 11 and 14, the shift of the, band is connected with an
(2) M;=7.3, which is close toM;=7.06 from Ref. 1. increase in the volume of the unit cell during a first-order

Interpretation of the higher-frequency features of thephase transition. Obviously, the shift for Rb@lkl, is also
RbCuyCl;l, spectrum is hindered. Note that the number ofevidence of a first-order phase transition at 170 K, accompa-
features in the spectrum of this compound is larger than thatied by an expansion of the unit cell in tiephase. In the
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region of theB— a transition (T;.,= 220 K), on the contrary, dependence of the conductivity(T). In the regionT=T,, a

the band is observed to shift by 12 meV toward lower fre-jump in o(T) is observed; in the region of the phase the

guencies. In the temperature interval 230—290 K the shift oklectrical conductivity grows exponentially with activation

the exciton band is insignificant. energyU=0.18 eV; and in the region of the phase the
Phase transitions also configure the complicated depemuantity U falls to 0.15 eV (Ref. 1). However, there is a

dencel'(T) of the A; band. In the temperature interval 90— substantial difference between the two dependendded)

170 K(the y phasg the half-width grows according to a lin- and o(T). On the one hand, this difference is governed by

ear law withdI'/dT=2.2x10 * eV/K. In the temperature the contribution toI'(T) from broadening due to the

interval 170—200 K an abrupt growth df from 160 to exciton—phonon interaction and from inhomogeneous broad-

200 meV is observeddl/dT=1.33x10 3 eV/K). The in-  ening. On the other hand, the activation energy of the elec-

crease inl" accompanying the transition to th® phase is trical conductivity has an additional term governing the ac-

probably connected with the generation of a large number dfivation growth of the mobility of the Cu ions. The latter

Frenkel' defects accompanied by disordering of the Cu catprobably explains the lower value tf: in comparison with

ion sublattice. This lattice disordering, as was shown in Refthe value ofU found fromo(T) in the region of thex phase.

15, leads to fluctuations of the internal electric field and to  To summarize, the above analysis of the absorption

additional scattering of excitons by the field fluctuations. Thespectra of RbCyCl;l, thin films shows that the edge of the

expansion of the lattice accompanying the- 8 transition  fundamental band corresponds to electron and exciton exci-

probably facilitates the generation of Frenkel' defects sincdations in the Cdl)Hal sublattice of this compound. The

the probability of passage of the Cu ions through the faces dbwer number of Cu ions in the second coordination sphere

the tetrahedra grows in this case. In the temperature intervaxplains the increase in the width of the band gap in this

200-230 K the value ofill'/dT is decreased, which corre- compound in comparison with its value in CuCl and Cul.

lates with the low-frequency shift d&,, at T, and is prob- The temperature dependence of the spectral position and

ably connected with the decrease in the volume of the unihalf-width of the low-frequency exciton band reveal features

cell accompanying the8— « first-order phase transition. associated with the first-order phase transitions 8 and

However, to connect this shift with the change in the volumeB— « and with disordering of the cation sublattice attendant

of the unit cell requires additional dilatometric data. to the transition from the insulator phase to the superionic
For T>T., (the a phasg the half-width grows approxi- phase.

mately according to a linear law, but the value dif/dT

=6x10* eV/K is significantly larger than in the region of

the y phase. We link growth of" in the region of thex

phase with thermal generation of Frenkel' defects, i.e., inls. Geller, J. R. Akridge, and S. A. Wilber, Phys. Revli® 5396(1979.

addition to the phonon component B{T) there is a com- zE- S. Nimon, A. L. L'vovet al, 20, 4, 670(1984. _

ponentl’=(T) due to scattering of excitons by Coulomb fluc- (Zlogng]“;yuan Zhao, Li-guan Chest al, Acta Phys. Sin.33, 11, 1556

tuations. The exciton band in the region of taghase has a 4\ | goser and D. Brinkmann, Solid State lonit 4, 277 (1985.

Gaussian shape; therefore the total half-width in this tem-°F. M. Mustafaev, A. S. Abbasov, and I. Ya. Aliev, Izv. Akad. Nauk SSSR,

perature interval is equal t6=(I';,+T'#)"% wherel',, is ~ Neorg. Mater25, 11, 1820(1989. _

the contribution to the half-width due to the exciton—phonon , | Atake; H. Kawajiet al, Solid State 10nic$3-56, Pt. Z, 1260(1992.

. . , . M. M. Afanas’ev, G. B. Venus, O. G. Gromost al, Fiz. Tverd. Tela
interaction. The Frenkel' defect concentration obeys the (Leningrad 26, 2956 (1984 [Sov. Phys. Solid Stat26, 1785(1984].

Arrhenius law 81. Kh. Akopyan, D. N. Gromowet al, Fiz. Tverd. Tela(Leningrad 26,
2628(1984 [Sov. Phys. Solid State6, 1593(1984].
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- . . i . Golamann, yS. atus sSolidlaal, 1, .
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ture dependence of the half widll(T) and the temperature Translated by Paul F. Schippnick
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The spectral distribution of the uv-induced photoconductivity intensity and relaxation in
Bi1,Si0,g and Bi,GeO,q crystals both undoped and doped with Al, Ga, Cr, Cu, Mn, and V is
investigated in the optical range 6:8.5 eV in the temperature ranges-895 K and

285—295 K. It is shown that in the short-wavelength region-225 eV it is controlled by
multicenter recombination in which both “fast” and “slow” recombination participate. 1998
American Institute of Physic§S1063-783@8)01406-3

Crystals of the sillenites BjMO,, (BMO), where with resolving power better than or equal to 0.02 eV. As the
M = Si, Ge, Ti, are a complex object of study for investiga- light source we used a 400-watt incandescent lamp, whose
tion of nonequilibrium processes in connection with theirlight was modulated with a frequency of 12 Hz. The depen-
rich spectra of local states of the forbidden band. The indencesA oP'(hv) were normalized to the instrument photon
duced impurity photoconductivityllP) provides useful in- flux distribution functionN(hv). The measurements were
formation about the electronic energy-level diagrams. It haperformed in sequence from low to high valuesthof to
been observed in pure in crystals of {Ji0,, (BSO), avoid uncontrollable IIP. The constant field regifGe- 100
Bi;,GeOy, (BGO), and also in crystals of BSO doped with —200V-cm™! and the synchronous detection technique
Cr, Mn, and Nitand is characterized by an increase in thewere used. IIP was excited by a mercury lamp emitting in the
photoconductivity by +2 orders of magnitude with a “red bandhv~3.4 eV (interband excitation
limit” hv;<2.1 eV. The transition to the IIP state is accom- IIP was observedin contrast to Refs. 1-3 and in line
panied by growth of the drift mobility of the photocarriérs, with Refs. 4 and bover the entire spectral range. The gain in
and a modification of the current—brightness characterfsticshe induced impurity photoconductivity in the Cr, Mn, Cu,
and relaxation kinetics® These effects cannot be explained and V doped crystals purchased by lowering the temperature
within the framework of a simple modelinking induced was especially pronounceig. 1).
impurity photoconductivity with the filling of donor levels at To analyze the induced impurity photoconductivity, we
the expense of the annihilatighy light with hvy>2.1e\) of  distinguish two regions: the long-wavelength regithv,
acceptor levels without an account of the recombination=0.5—2 eV (the impurity absorption regiorand the short-
mechanism. Multicenter recombination in BMO crystals iswavelength region Ahy,=2.2—3.5eV (the absorption
indicated by thermal activation and photoconductivity “shoulder” due to intrinsic defects, adjoining the fundamen-
qguenching effects, which are well described with the help oftal absorption edge
s centers of “fast” recombination and centers of “slow” In the regionAhw,, induced impurity photoconductivity
recombinatior?.® is observed which is typical of broad-band semiconductors
The present paper reports results of a study of inducednd due to filling of the impurity levels. A, it is the largest
impurity photoconductivity in BSO and BGO crystals at thein BSO : Cu and BSO : Ga crystals. Lowering the tempera-
temperaturesT;=285-295K and T,=85—-95K, corre- ture toT,~85—95K leads to an increase in the IIP, and this
sponding to the mechanisms of fast and slow recombiincrease is most significant for BGO : Mfig. 1). The op-
nation®? tical activation energie€>P, found from the thresholds of
We investigated nominally pure crystals of BSO andthe impurity photoelectric effects, are listed in Table I. Re-
BGO, and BSO and BGO crystals doped with Al, Ga, Cr, V,laxation of the photocurrent has one “fast” and two “slow”
Cu, and Mn, grown by the Czochralski method. The impuritycomponents with characteristic relaxation times=0.2 s,
content of the doped crystals was X80 2 (Cr), 7,=62 s, andr;=120 s, which points to the participation of
3X10 2 (Mn), 5x10°2(V), 3xX10 ' (Cu), 4x10 2 (Ga), sticking levels, whose parameters were determined in Refs. 8
and 6x10 3 wt.% (Al). The samples were prepared in the and 9.
form of polished wafers of thickness 6-:®.7 mm with large In the short-wavelength regiakhv, the IIP mechanism
(001) faces on which Ag electrodes were deposited, burnt-ins more complicated. In BSO and BGO crystals uv illumina-
in vacuum. All the samples were heated in darkness to 700 kion causes the photosensitivity to decrease in the band with
before the measurements. hvha—=2.48 eV and causes it to grow significantly in the
We investigated the spectral distribution of the steady+egion near kv~3.3 eV), where the bands withv,,,,=3
state and induced photoconductivitka®(hv)) in the range  and 3.1 eV separatdowering the temperature t@, shifts
hrv=0.5—3.5 eV and also relaxation of the induced impurity them toward largehv). A similar IIP intensity distribution
photoconductivity. An SPM-2 monochromator was used,is observed in BSO : Cu and BSO : V crystals. In BGO : Mn,

1063-7834/98/40(6)/3/$15.00 938 © 1998 American Institute of Physics
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5 ¥ -~ (2,2'), BSO:Cr(3,3'), BSO: Cu(4,4'), and BGO : Mn(5,5') crystals.

-1 T=290 K.

-4 the photoresponse relaxation mechanism varies: it acquires a
“spikelike” character, whereby the setting up of the photo-
-7 current can be described by the expressiea{A/(r 1
P . 1 . . . _w .—3)}X{exp(—Bt)—exp(—t/r)}, where 7 varie; within the
0.5 15 2.5 35 limits 1—370 s andA,B=const. After the spike the photo-
hy, eV current does not fall to zero, but settles = 0.7 5, After

the light is switched off, the IIP falls significantly more
FIG. 1. Spectral distribution of the steady-stéte-6) and induced1’'-6') slowly than the steady-state photoconducti\(ﬁyg. 3)‘ The
photoconductivity of BSO(1,1'), BSO:Cu (2,2"), BGO:Al (3,3), S0 . . . .
BSO : V (4, 4'), BSO : Cr(5,5'), and BGO : Mn(6, 6') crystals.T=90 K. splkellkt_a chargcter (_)f the relaxation |s_eV|dence of optical

recharging of impurity centers. According to Ref. 11, the

absorption and photosensitivity in the regidmv, are due
BSO : Cr, BGO : Al, and BSO : Ga crystals it is nearly ex- to nonstoichiometry defects: Bi and BP* ions in the roles

ponential and is observed in a narrower near-edge bigd ~ of acceptors and donors, replacing‘Sions at the sites of
2). Taking into account that Al and Ga ions almost com-the Si-sublattice. Therefore transitions of the typel/Bi

pletely, and Cr and Mn ions partlgin their role as accep- +2e—Big’ are a possible recharging mechanism.
tors), compensate the optical absorption and photosensitivity

of BMO in the shoulder regiof’*>we conclude that the IIP 03
spectral intensity distribution depends on the degree of com- }
pensation. 1
A steady-state photocurrent is set up under the action of 0.2 -?“*\,k
a rectangular light pulse in the band withv,,,=2.48 eV, __13
obeying the ordinary law,,,(1—t/7), wherer has the com- » I
ponents r;=2.5s, 7,=18.5s, andr;=60s, which also .*..; l
characterize its exponential falloffFig. 3. In the IIP state 3 / Mm
S 4 1 ! +
[ a 1 +
] K 14
TABLE |. Optical activation energfS® (in eV) of the impurity levels of -~ N oé" &
BSO and BGO. > 0 Y
N 3 z k!
BSO BGO:Al BSO:Ga BGO:Mn BSO:Cr BSO:Cu BSO:V 'C'_, 0.2 H 3 t4
= =0
0.79 0.84 0.86 0.84 0.74 0.72 0.86 - l
1.02 1.52 1.24 1.0 1.13 0.83 1.0 l
15 2.45 1.24 1.36 1.37 1.23 1.32
1.92 2.6 2.2 1.52 1.48 15 1.43
2.22 3.0 3.13 1.92 1.93 1.9 1.52
248  3.19 2.18 2.45 2.26 1.89 /XA N IS U S N S W N S T T
2.6¢ 3.39 2.48 2.55 2.52 2.23 0 60 120 750
2.86 253 2.87 2.89 2.8 t,s
3.03 3.04 3.02 3.07 3.02
3.2 3.26 3.23 3.27 FIG. 3. Relaxation curves of the steady-stéte?) and induced3, 4) pho-

toconductivity of BSO crystals for excitation by a rectangular light pulse of
*Photosensitivity bands whose intensities fall under uv illumination. duration 60(1, 2) and 130 <3, 4). T=290 K.




940 Phys. Solid State 40 (6), June 1998 T. V. Panchenko

The effect of temperature on the IIP reduces to the fol- | am grateful to Z. Z. Yanchuk for assistance with the
lowing. Near T; the total IIP (fAcP(hv)d(hv)) is the experiments.
greatest for BSO, BGO, BSO : Ga, and BGO : Al crystals
(group A), and ath, for Crystals Of BSO: Cu’ BGO: Mn’ lAYa Volosov, V. Kh. KOStyUk, A. Yu. Kudzin, and G. Kh. Sokolyan-
BSO:V, and BSO : Cr(group B, Fig. 2). This situation is ;l;n,l;g.l;I'lvsesr%.]-Tela(Lemngrad 23, 2187(198)) [Sov. Phys. Solid State
completely determined by the effect of temperature quench=2y, kn. Kostyuk, A. Yu. Kudzin, and G. Kh. SokolyangkiFiz. Tverd.
ing of the photoconductivity. In Ref. 9 it was shown that near Tela (Leningrad 22, 8, 2454 (1980 [Sov. Phys. Solid Stat@2, 1429

T, the strongestin comparison with the undoped crystals (19801 _ _
V. P. Avramenko, A. Yu. Kudzin, and G. Kh. Sokolyangkriz. Tverd.

guenching of the photpconductwﬂy takes_place in crystal_s of 1eia (Leningrad 26, 2, 485 (1984 [Sov. Phys. Solid Stat@6, 290
groupB, for example, in crystals doped with Cr or Cu, while (1984].
at T, photoconductivity is quenched in crystals of grolip ~ “I. A. Karpovich, E. E. Kolosov, E. I. Leonov, V. M. Orlov, and M. V.

Thus, the following mechanism of IIP may be proposed: ,Shilova, Izv. Akad. Nauk SSSR, Neorg. Matéd, 6, 965 (1985.

illumination causes a photochemical conversion of dee M. V. Shilova, V. M. Orlov, E. 1. Leonov, E. E. Kolosov, and I. A.
uviiiu p _ P Karpovich, Izv. Akad. Nauk SSSR, Neorg. Matée, 1, 103 (1986.
impurity centers of donor type (%T , for examplg into 6. S. zakharov, I. A. Petukhov, V. M. Skorikov, and M. G. Kisteneva, Izv.
“sensitizing” r centers of slow recombination of acceptor 7VUZOV- Fizika,6, 85 (1985. _
type (possibly BE'). This causes IIP due to an increase of Is jiazgt‘glgg;"bzgilg‘éeﬁ' Teld.eningrad 27, 1062(1985 [Sov. Phys.
the lifetime of the ph(_)tpcarriers, which _depe_nds nonlinearly st . panchenko and Z. Z. Yanchuk, Fiz. Tverd. Te8. Petersbuig3s,
on the degree of participation of thiecarriers in the recom- 2018(1996 [Phys. Solid Stat@8, 1113(1996)].
bination processes. Strong temperature quenching of photog-gbxz-('i%g%hﬁgﬁo ansd IZ'dZé Yi;n;hluekég(iféggrd- Teda. Petersbungs,

i ; i ) ys. Solid Stat@8, .
condu_ctlv_lty points to switching from ce_nter_s of slow T 107\ panchenko and N. A. Truseeva, Ukr. Fiz. 29, 8, 1186 (1984,
combination tos centers of faSt recombination, weakening ii1.v. panchenko, V. Kh. Kostyuk, and S. Yu. Kopylova, Fiz. Tverd. Tela
the IIP effect. It was shown in Ref. 8 that the spectral range (St. Petersbuig3s, 155 (1996 [Phys. Solid Stat@8, 84 (1996].
.. . 12 H

of the photoconductivity controlled by threand's recombi- ;-S\é-RP?\I”Che”';;’v tAﬁ \9“‘% ﬁﬁ?iggg V. Kh. Kostyuk, izv. Akad. Nauk
nation centers has a red limit2.1 eV, which corresponds to » eorg. Matefis, 7, '

the considered spectral region. Translated by Paul F. Schippnick
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The efficiency of excitation and recharging of intrinsic defects by hot charge carriers has been
investigated in ionic crystals acted on by high-power optical and electron beams. The
interaction cross sections of hot electrons and holes with intrinsic lattice sitels atyppe defects
(n=1,2) are shown to be commensurate. It is also shown that the potential of the
intracrystalline field in the vicinity oF andF, centers is nearly regular. @998 American
Institute of Physics.S1063-783%8)01506-9

In the interaction of ionizing radiation with crystalline the capture(interaction) cross section of electrons or holes
materials, ionization of inner shells of ions or atoms resultsor (with) a luminescence center. From the data of ReR 6,
in the creation of an avalanche of fast electrons. This proceda alkali-halide crystals lies in the range (60200)a, where
continues until the energy of the electrons is lower than the is the lattice constant. The value Bfcan be found from
ionization potential of the inner shells of the ions or atomsrelation (2) on the basis of the rough estimatg= ra%/4
making up the crystal structutélhe electrons then ionize by (Ref. 5. Hot electrons and holes give back energy to the
impact only the outetvalence shells, and the electrons of |attice, in the process creating acoustical and optical
the valence band are kicked up into the conduction bangshonons. In one collision with a regular ion they lose an
Thus are created freéhot) electrons €) and holes ).  amount of energy equal té/;~0.01 eV (Ref. 7. HenceR
When the energy of the free electrons reaches the ionizatiog (W, —W,)/W; for the band electrons and holes in ionic
threshold of the valence shell of the ions or atoms of theystals is equal to800— 1500 and, as was mentioned
material (), the process of creation of htiand electrons  in Ref, 7, it is a characteristic of the material. It follows from
and holes ceases. As they relax, the hot electrons and holgsiations(2) and Refs. 6 and 7 that, at the stage of hot elec-
interact with point defects of the crystal lattice and exciteyon and hole migration, the efficiency of recombination ex-
their luminescence via electron—hole and exciton mechasiiation of defects is controlled mainly by,

nisms. Analysis of the experimental studies on this subject Intrinsic defectscolor centersof F andF, type are the

indicates that the exciton mechanism is significantly outy,,ying centers of tunable lasers and under intense optical

paced by éhe elzctron—hflehmecr&§r1||sn1_. Studies of .the MYy citation have a high emissivifV’. The available methods
perature dependence ot the radioluminescence .ylej)i ( of coloring crystals allow one to create quite high concentra-
have shown that the main contribution to the excitation Oftions of F andF, color centerd® However. the question of
impurity and intrinsic defects comes from the recombinatiorlthe efficiency of excitation of radioluminescenceFoandF

ggﬁgfr?n\év:hb pigg'g;ﬁggn?:a?g; g‘;‘lssﬂ?gi eﬁgfnnﬁéfsf_ centers remains open. Reference 11 notes the high probabil-
' y ! xcrtat ' jty of recombination of hot electrons and holes wkth cen-

ciency of the defects during migration of the electrons an({ers in LiF. This result cannot be taken as convincing since

holes (7m) (Ref. 5 the measurements of the kinetics of tleband were made
NgMmnNhy without taking the strong overlap of the absorption bands of
=T w (1) theF, andF; color centers into account. In this case, the
parallel process of capture of band electrons byRkecen-
where 7 is the efficiency of generation of hot electrons andters, which is unavoidable due to the Coulomb interaction,
holes, 7. is the intracenter luminescendd, is the concen- levels the result of recombination of hot electrons and holes
tration of defects, andlv is the energy of the fast electrons. with the F, centers and does not allow a reliable estimate of
The concentration of the recombination-excited defefs)(  the capture cross sectiaf,. For other crystals, data are also
during migration of the band electrons and holes is deterjacking on the efficiency of radiation-excited luminescence
mined byN and the probability of their capture by a lumi- ¢ £ andF, centers. It is well known that the probability of
nescence centeiP) recombination of electrons and holes with isoelectronic
NX=PN, P=Rogn(Ref.5, Ro= 7y, ) built-in impurity defects is.goyerlned by thg strugture of the
outers andp shells of the intrinsic and activator ioh&But
wheren is the concentration of hot electrons and hoRRss  the impurity defects an& centers differ fundamentally both
their mean free path in an unactivated crystal, on which theim their nature and in their electronic structure. Thus, directed
energy drops belowy; and is dissipated down #/y, o4is  studies of the characteristics of crystals determining the mag-

1063-7834/98/40(6)/5/$15.00 941 © 1998 American Institute of Physics
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nitude of the interaction cross section of the hot electronsvhereNy is the concentration of activator ions Brcenters
and holes withF-type defects are of great interest. in the ground state; (v) is the velocity distribution function
of the electrons, and, is their number per unit volume. The
integral is equal to the probability of ionizatiqexcitation
of an impurity ion orF, center =1,2) per unit time. The
minimum ionization energyW,; ) is determined by the po-
The efficiency of interaction of hot charge carriers with sition of the ground state of the impurity ion relative to the
lattice defects is given by, = o(R.+ Ry), where, according bottom of the conduction band. This value was obtained
to the data of Ref. 5R,~R;,. To investigateR, ando, itis  experimentally* Hence, from the equation vg
convenient to use the one-electron approximation, which= ‘/2Wimm/ , we shall calculate the minimum velocity of
considers the motion of a single electron in the self-the band electrons taking part in the process of excitation of
consistent field of the crystal created by the nuclei and thempurity and intrinsic defects. Then, from the threshold ion-
remaining electrons. The Scluiager equation for the elec- jzation energy of the inner shells of the ions of the material
tron wave function in the self-consistent field takes the(Wi~2Wg), we shall find the maximum velocity of the band
form*® electronsy; _=1/4W,/m,. Employing Eq.(4), we construct

Ao an analytical expression for the cathodoluminescei@ie
= S AU U () =Wi(r), @ yield

1. THEORY OF THE METHOD

whereU(r) is the self-consistent potential satisfying the pe- Nane/,!™"oa(v)F (v)vdv
riodicity conditionU(r+a)=U(r), a is the lattice constant n= Vimi '
. (1, N—Ng)ne/ ™o (v)F(u)vd
(length of the unit cejl andW is the energy. ( o efvmaxo(v) (v)vdv
~ For a crystal consisting dil unit cells, the wave func- whereN is the total ion concentration. The velocity interval
tion ¢ is the approximation solution of Eq3), wherep [y . v, of the conduction band electrons corresponds to

)

=fik is the quasimomentum of the electron the following dispersion law in the crystal for the Bloch
1 i functions:
Ppi(r)=—=up;(r)exp-p-r, (4) ih
h
VN vy = fvng(r)< - EV) Yos(1) . ®)

whereu(r+a)=u(r).
The equation of the periodic functian,j(r) is obtained ~ Therefore, in the intervdlv min vmaxl, where the ionization of
from Egs.(3) and (4) the ions is complexg,(v) ando(v) are essentially indepen-
dent of the velocity of the free charge carriers and depend
(5) only on the properties of the material. Simplifying expres-
sion (7), we obtain an expression fory/o

o, in
upjzﬁA Upj+ EAU‘“'

p2
[U(r)Jr%—wpj

The Bloch theorem states that the mean velocity for states of ¢ N—Ngy
the form (4) is equal to the derivative of the energy with P Ng 9)
respect to the quasimomenturg;=A W,,; (Ref. 13, i.e., in _ '
the fieldU(r) of an ideal crystal lattice the statg,; corre- ~ 1hus, the plan of the experiment is to measure the cathod-
sponds to nondecaying directed motion of the electron. Fopluminescence yield; of the defects, to determine the effi-
strict periodicity of the crystal field the electron migrates ciency of their recombinational excitationr§/c) from the
without scattering. Proceeding from this, the finite mean fre&known defect concentratioNly and then, using the Bloch
path of the hot charge carriers is associated with deviationgfiterion; to estimate the functio)* (r) on its periodicity.
from regularity of the crystal field in the vicinity of the in-
trinsic or impurity defects or with phonon fluctuations of the
lattice!® Then, in “ideal” crystals, the interaction cross sec-
tion of the hot electrons with the regular lattice sites) ( As our object for study we chose the well-known com-
tends to zero. pounds LiF, Mgk, and ALO; with color centers. Pre-
Thus, in the region of permissible values of the electroninducedF andF, color centers were excited by high-power
velocity v the cross sectionr allows us to estimate the pa- nanosecond electron beam(@50 keV, 0.5-2.0 kA/cnt?,
rameters of the perturbing defect potentiti(r). The inter- 1 ns, 0.1-12.5H2 and optical pulses: a nanosecond pulse
action cross section potential of the conduction band elect0.1—5.0 MW/cn¥, 180-700 nm, 15 ns, 0.412.5 Hz) and
trons with the defect lattice sites(v) determines the a microsecond pulse (0.610.5 MW/cn?, 180-700 nm,
transition probability of the impurity ions df centersto an 0.3—10us, 0.1-12.5Hz) from xenon lamps and a
excited state. Hence, for the region of permissible values ofiw : YAG : Nd laser (0.1 5.0 MW/cn¥). Excitation in the
the velocity of the hot electrons the number of excited de-absorption bands of the andF, color centers was by light

2. EXPERIMENTAL METHOD

fects (N*) is given by pulses passing through an intense MDR-4 monochromator
. and sets of standard light filters.
N* = Ndnef ImmO‘(U)F(U)UdU, (6) In the case of electron bombardment of the crystals, we

Umax investigated conversion and excitation of defects with nano-
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second resolution. Toward this end, we synchronized the xe
non lamps with the electron accelerataccuracy 2 nshy
means of a controllable delay devifeom 5nsto 1 & The
weakly divergent light beam formed by this telescopic sys-
tem of lamps was the probe beam in the measurement cha
nel of electron-induced short-lived absorption or clearing.%
But at the same time, light from the lamp synchronously s 2
excites photoluminescend®L) of the initial and induced =
defects. Therefore, in the recording channel of the spectre
kinetic CL parameters the given delay time also determine:
the growth and decay kinetics of the photoluminescence
spectra. In the measured spectral region in this arrangeme
tre_msitory absorptipmclearing reveals .the dynamics _of cre- %50 4;-0 550 550
ation and destruction of centers, the intensity and kinetics o A,nm
the cathodoluminescence spectra allow one to assess the na-
ture and concentration of the excited centers, while the phdf!G: 1. Absorption spectrd, 2 and photoluminescence spectru)( of

. . . LiF crystals.1 — 5 min after electron bombardmegt;— 12 h after electron
tolumlnescence determines the ghange in the number of cefg pardment1’ — excitation by an ns-Xe lamp to ths band (420
ters in the ground state and their type. —475 nm. Inset: temperature dependence of the accumulatiéh @) and

In the recording channel we used VMS-1 and MDR-1F; (4) centers.

grating monochromators, a high-speed photomultiplier
(318.U-FM) with small-inductance capacitors in all the
dynode circuits, allowing the photomultiplier to convert the €lectrons and holes with regular lattice siteg (But then it
optical signal (208400 nny efficiently without distortion IS necessary to explain the nanosecond component in the
and to amp“fy the photocurrent pu|ses on aﬂﬂoad in a Creation Of ther C0|OI’ CenterS(Fig 2) Under e|eCtI‘0n
time interval from 1 ns to 5@s. For the wavelength range bombardment, the ns-growth of tie; color centers de-
400-1100 nm, we used a high-spe€ddng p—i— n-photo-
diode (SI722-01, Hamamatgwand auPC1651CG< 3 opera-
tional amplifier (0- 1200 MH2 with controllable gain in the
range 10- 60 dB.

Q
oy
I, arb. units

£

D

3. RESULTS AND DISCUSSION

1

5 O

The efficiency of radiative excitation &, color centers
was investigated on precolored LiF crystals. To creatd-the
color centers, we used a coloring regime that was optimized
in electron energy, current density, and bombardment/
irradiation time. The basis of this regime consisted of elec-
tron beam bombardmeri250 keV, 1.6-2.0 kA/cn?, 1ns
with an interval between pulses of 12080 s exceeding the
lifetime of the anion vacancies (3360 9, and total bom-
bardment cycle (26 30 min) less than the lifetime of thE, 5
centers(6 h). Such a regime makes it possible to achieve a 0
high value of the optical absorption coefficient with a very
low efficiency of formation of otherf~-aggregate centers
(Fig. 1).¥° Under the action of high-power electron bombard-
ment and irradiation by filtered radiation from a pulsed lamp
in the LiF M band, only an insignificant change in the pho-
toluminescence intensity of th&, centers was detected
(Alg,<0.1% (Fig. 2). Therefore, allowing for the high ef-
ficiency of nanosecond growth in the absorption of Fhe
color centers and synchronous decrease in the amplitude of
photoluminescence of thE3* color centers(Fig. 2), the
ns-degradation of thé band (absorption byF, and F;
center$ can be ascribed to recharging; +e— F3. Conse- l Electron-beam puls

Absorption

+

h

NN 1

Emission, arb.units

D O

| 1

quently, hot charge carriere (and h) in LiF have small
interaction cross sections with, centers (r,:z). It follows

from a comparison of the cathodoluminescence vyield of the 50 Ti 100 s 150
F, centersAl Fyr and the concentration of tl&, centers that tme,n

oF, is comparable to the interaction cross section of the hokIG. 2. Kinetics of conversion of color centers in LiF=300 K.
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pends linearly on the initial concentration of thecenters,

the temperature dependence of the formation efficiency of
the F andF, color centers are described by a single trend
(Fig. 1), and the formation of centers proceeds via the {
exciton mechanisrt Hence it follows that the nanosecond _
component in the formation of tHej color centers is dueto

| Soom—

Nl
a process that involves excitons X r{/
|

4
F+(R+e%)—F+(a, l,)—F, +1,. (10

)
15,1
I, arb.units

™o
T

We may next ask about the magnitude of the interaction
cross section of the induced electrons and holes withFthe & )
centers ¢g). The answer to this question is complicated 200 500 800
because efficient creation of neéwcenters under the action A, nm

of an eIectrc.m. pglse n .LIF takes place during timed ns. FIG. 3. Absorption1-3) and cathodoluminescence spectta{3') of

As a result, it is impossible to separate out the component of o . 1i, cr, v crystals.1 — original, 2 — additively colored3 — neu-

the interaction of the initiaF centers with the induced elec- tron colored. T=300 K.

trons and holes. To address this problem, let us consider the

regularities of the interaction of hot electrons and holes with

F centers in AJO;, where the exciton mechanism of defect Al,O; were pre-induced by two methods: thermochemically
formation is not manifestet!. in Al vapors at 2000 °C and by neutron bombardmglut-

F andF* color centers are created in/8j single crys-  ence ~10'n/cnf). At the synthesis stage, the rare-earth
tals by an impact mechanism with a threshold displacemerimpurity CP* (luminescence at 694 nm, 3 msnd the
energy of 3~ equal to~70 eV (Ref. 17. Therefore, upon transition-element impurities i (780 nm, 3us), V3*
bombardment (2 kA/cf 1 ng of Al,O; crystals by elec- (920 nm, 4us), and V** O~ (650 nm, 800 nswith concen-
trons with energies below the formation threshold of st&ble trations equal to 10° wt.% were implanted isoelectronically
andF* color centers (V,<W,~390 keV), only a high con- in the samples. Figure 3 plots the absorption spectra of
centration =10"cm3) of hot charge carriergéelectrons  Al,O;. It can be seen that the concentration of stable
and holes is formed. Here the induced short-livéd ™t O?~ centers (absorption at 206 nm, emission at 420 nm,
defects have only an insignificant effect on the concentratiorr=36 m9g exceeds the concentration of the impurity centers
of hot electrons and holes), which exceeds their concen- by two orders of magnitude. However, in the cathodolumi-
tration by three orders of magnitud®StableF centers in  nescence spectra the intensity of the impurity defects exceeds

1
=]
o
I, arb.units

4 BERS

\\\

e |
30

5
~
1
10 20

tyns

FIG. 4. Absorption spectrd—3) and photoluminescence spectridh of MgF, crystals:1 — electron colored?2 — the same after é : YAG : Nd laser
irradiation at 78 K,.3 — after irradiation by a single electron-beam pulse at 78 K — kinetics of photoluminescence decay for excitation in the 420-nm
band,6 — moment at which the electron-beam pulse a8ts;- dependence of the cathodoluminescence yield ofFtheenters on the concentration of the
F centers.
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the emission level of thd- centers by a factor of 24 the results of experiments testififig. 3), the band electrons

(Fig. 3. and holes efficiently transfer energy to the impurity atoms. If
Such an unexpected result is direct evidence that théhes andp subgroups of the inner shells of the activator and

interaction efficiency of hot electrons and holes with chargeions of the host material are similar in structufe.g.,

neutral impurity defectsd,) is almost 2.5 orders of magni-
tude higher than with th& centers ¢,> o). For Al,O; it
was shown in Ref. 11 that,> o stands in the same ratio.
Consequently, for AlO; the value ofor is commensurate
with the value ofo.

Ce: LaR), then according to Ref. 11 and relati§®) we
haveo,~ 0. Here nearly coherent motion of the hot charge

carriers is conserved according to Bloch’s rule.

The interaction cross section of the hot charge carriers

with F-type intrinsic defects is commensurate withThere-

A similar trend in the interaction of the hot charge car-fore, according to Bloch’s theorem in the region of thand

riers with theF centers appears in MgFerystals.F centers

F, color centers, the criterion of coherent motion of the hot

were pre-induced by electron bombardment. Under the acelectrons and holes,;= A W, is also fulfilled. Thus, in the

tion of a laser pulse (é : YAG : Nd, 266 nm, 10 ng after a
time 7<5 ns at 78 K, absorption into the band was ob-
served having its maximum at 370 nifeig. 4). It was estab-

vicinity of the F, centers (=1,2) of ionic crystals the field

potential is nearly regulat (r)~U*(r +a).
This work was carried out with the support of the Rus-

lished that the absorption band at 370 nm and the emissiosian Fund for Fundamental Resear@@rant No. 96-02-

band at 420 nm in MgfFare due tdF ~ centers:® Subsequent

163194).

bombardment by a nanosecond electron pulse at 78 K clears

the 370-nm band to its original level withki1l ns and syn-
chronously re-establishes the initial concentration of fhe
centergFig. 4). Rapid direct and reverse recharging of Ehe
andF~ centers at 78 K is possible only with participation of
the band electrons, with two-step photoionization of Ehe
centers [2hv—F—V,+e, F+e—(F )*—=F +hvg-],
and hot holes, with reconstruction of tie centers during
electron bombardment=(" + h—F). The concluding phase
of the reaction of photoionization of thEé centers is con-
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functionv ,;=A o(Wo—W*);; becomes even. In this case, as Translated by Paul F. Schippnick
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Non-Markovian shape of the magnetic resonance line
E. Kh. Khalvashi and M. V. Chkhartishvili

Batumi Polytechnical Institute, Georgian Technical University, 384500 Batumi, Georgia
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On the basis of a magnetic resonance theory in the memory function formalism developed by
one of the authors, we have investigated quantitatively the shape of the absorption line

under classical conditions of magnetic resonance in solids. We have found that the theoretical
curves provide a good description of the plateau-like shape of the experimental lines,

but have somewhat wider wings. In addition, they are nontrignain-Gaussian and non-
Lorentzian, as follows from the non-Markovian theory of line shapes, and behave “in the
Provotorov fashion” with increase in the amplitude of the variable fighé Gaussian

line shape transforms into a Lorentzian line shap® 1998 American Institute of Physics.
[S1063-78348)01606-2

The Markovian stage of development of research on theelaxation time of the Zeeman ener@fie corresponding re-
shape of the magnetic resonance line in solids can be loglaxation term was introduced phenomenologicalthe two
cally considered to have taken shape with the appearance fifnctionsg(A) andg’(A), appearing as a result of unifica-
the ground-breaking theory of Provotorov, which, in particu-tion of the memory functions, are the cosine and sine Fourier
lar, explained the experimental fact of the narrowing of thetransforms of the correlation function
magnetic resonance line in solids with increase in the ampli-
tude of the external variable magnetic field (transforma- g()=TrIX)/Tr(1%)2,  e=Tr(H})?/Tr(H%)?2.
tion of the line shape from Gaussian into Lorentziah

The theory of the shape of the magnetic resonance line Reference 6 introduced a qualitative analysis of the ex-
in the formalism of the memory functiotnon-Markovian pression for the shape of the magnetic resonance line, from
theory was developed in the work of Lado, Memory, and which it is clear that the proposed non-Markovian theory
Parker(LMP), which explained the experimental fact asso-explains the above-mentioned experimental facts described
ciated with the nontriviality(non-Gaussian-ness and non- by the theories of Provotorov and LMP from different points
Lorentzian-negsof the shape of the magnetic resonance lineof view, in a unified approach. However, it is not clear,
in solids®>~° The theory of Provotorov takes as relevant thewithin what saturation limitgthe quantityS) this is better
integrals of motion, that is, the diagonal operators of therealized.

Zeeman spin and secular dipole—dipole spin interactidhs The present paper examines quantitatively the non-

and HY, respectively. The LMP theory, on the other hand,Markovian shape of the magnetic resonance line on the basis
takes the nondiagonal operatidt (the x-component of the of expression1).

total spin. Toward this end, it is first necessary to approximate the

In the non-Markovian theory of magnetic resonance defunctionsg(A) andg’(A). Since in our case the memory
veloped within the framework of the well-known method of functions(there are 16 of them in the equations of Refafe
memory functions, in which both the diagonal operatidfs  expressed in terms @jf(t), while in the non-Markovian ap-
andH® and the nondiagonal operatdfsand!? are taken as proach to the question of the line shape a Gaussian approxi-
relevant, equations are obtained combining the nonmation is applied, as a rule, to the memory functids, it
Markovian equations of Provotorov and the non-Markovianis natural to represerg(t) in the form of a Gaussian. In
Bloch equation§! The steady-state solution of these equa-addition, in the classical Markovian theory of magnetic reso-
tions, in particular, gives an expression for theomponent nanceg(t) represents the line shape and, in the case of sol-
of the total spin, from which it is possible to obtain the ids, the Gaussian approximation is specifically used for it. If
following expression for the shape of the magnetic resonancee now note that
line:

—A2J/H2_ A2 dy2 V2, AN2),2 A2

G(A,S) = 2g(A)[(4m)?A%G%(A) + (1—4mwAg! (A))? e=Ad*=ATr(H)ITr(1%) =~ A%l wijoc~AIM,,

+7MYg(A)S(1+e/2)]7 L, (1)  Wherewy is the frequency of the local magnetic field acting
on the spin from the direction of its neighbdrand we have

whereA = wy— o, », andw, are the frequencies of the Zee- introduced the notatiomA/(2M,)Y?=x and G(x,S)M%’2

man splitting and the external magnetic ffélcespectively, =f(x,S), then for the shape of the magnetic resonance ab-

S= wiM%’le is the Bloch saturation factolM, is the sec- sorption line we obtain the following expression, convenient

ond moment of the resonance lin€; is the spin—lattice for calculation:

1063-7834/98/40(6)/2/$15.00 946 © 1998 American Institute of Physics
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FIG. 1. The curveE describes the absorption signal’& nuclei in Cak in
an external constant magnetic field parallel to fhe0] axis. Curvesl—6
correspond to resonance lines calculated according to (Bgfor S;
=0.001,S,=0.01,S;=0.1,S,=0.3,S;=0.6, andSg=0.9.

f(x,S)=[16m3x%exp( —x?) + (1—87xD(x))?
+ m(72)Y25(1+x?)]7 1, 2

where D (x) =exp(—x?) [sexpl/?)dy is the Dawson function,
which has a “bell shape” with maximum value 0.5#o

simplify the calculations we take its arithmetic mean to be

E. Kh. Khalvashi and M. V. Chkhartishvili 947

(curves3-6) the theoretical lines “settle down” somewhat,
the slope decreases and the height of the “pedestal” in-
creases. Obviously, the theoretical curves have the nontrivial
form characteristic of the LMP theoiyn order not to crowd

the figure we have not plotted the Gaussian and Lorentzian
lines). Also, it is easy to trace out the “Provotorov” depen-
dence onw;. Indeed, it can be seen that the more Gaussian-
like curvel transforms into the more Lorentzian-like cur§e
with increase of the amplitude of the variable magnetic field
wq.

To summarize, the proposed unsaturated theoretical
curves describe approximately the experimental line at its
peak. In this regard they bear a nontrivial relation to the
LMP theory and behave in the “Provotorov” fashion with
increase ofw;.

We are grateful to staff-members of the computing cen-
ter of our institute |. Didmanidze, T. Teliya, and
R. Kokoladze for their programming assistance and their
constant help in this effort.

YThe non-Markovian Bloch equations were introduced in Ref. 7 by replac-
ing the relaxation terms of the transverse components of the total spin with

~0.27)8 Also, we carry out the standard normalization of the corresponding memory integrals.

function (2)

Aflf(x,S)dx= 1, 3

IThe interaction of the spins with the external magnetic fiedg|, is
assumed to be a small perturbation in comparison with the remaining terms
of the Hamiltonian of the problen?=A1% and HY, where|? is the z

component of the total spin.

whereA is the normalization factor, defined for each value of 1. N. Provotorov, zh. Esp. Teor. Fiz41, 1582(1961) [Sov. Phys. JETP

S, varying within the limits from 0.001 to 10. Computer
calculation of the integral in Ed3) was performed approxi-

14, 1126(1961)].
2M. Goldman,Spin Temperature and Nuclear Magnetic Resonance in Sol-
ids (Clarendon Press, Oxford, 1970; Moscow, 1972, p.)342

mately by the simplex method. Since the resonance peak isg | 440 G. D. Memory, and G. W. Parker, Phys. Revi,A406(1977.

located for the most part within the limits from2 to 2, the

4A. Abragam and M. Goldmarluclear Magnetism: Order and Disorder

limits of integration were replaced by just these values. (Clarendon Press, Oxford, 1982; Moscow, 1984, Vol. 1, p. 300; Vol. 2,

Then, for the above-indicated values $fusing the corre-

p. 360.
SU. HaeberlenHigh Resolution NMR in Solids; Selective AveragiAg-

sponding normalization factor we performed computer cal- \ances in Magnetic Resonantacademic Press, New York, 19%3M.

culations of Eq(2). Curvesl-6 in Fig. 1 plot the resonance
lines for six values of. The fat line, labelled by the lettét,
reproduces the experimental resonance ctirve.

Mehring, High Resolution NMR Spectroscopy in Soli@pringer-Verlag,
Berlin, 1976; Moscow, 1980, p. 504

SE. Kh. Khalvashi, Zh. Esp. Teor. Fiz.110, 703 (1996 [JETP 83, 369
(1996].

It can be seen that the theoretical curves give a good| | Buishvili, M. D. Zviadadze, EKh. Khalvashi, zh. Esp. Teor. Fiz.
description of the plateaulike peak of the experimental curve. 91, 310(1986 [Sov. Phys. JET®4, 181(1986].
Closest in slope to curvE are the unsaturated theoretical 8U. Gauci, inHandbook of Special Functiofi;n Russiai, Moscow, 1979,

resonance lines with the valu&; and S,, whereas with
further increase of the amplitude of the variable field

Translated by Paul F. Schippnick
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Electrically controlled diffraction of light by reflection holograms in an LINbO 3 crystal
M. P. Petrov, A. V. Shamral, and V. M. Petrov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted November 11, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 1038—1041(June 1998

A theoretical and experimental investigation is made of the electrical selectivity of reflection
volume holograms recorded in a LiNB@rystal using a near-optimum geometry. An analysis is
made of the factors limiting electrical multiplexing. ®98 American Institute of Physics.
[S1063-78388)01706-1

It is known that diffraction by volume holograms satis- The aim of the present paper is to make a detailed the-
fies the Bragg conditions oretical and experimental study of the electrical selectivity of
reflection holograms using a photorefractive LiNpEystal
2@ . 2@ in the geometry of the transverse electrooptic effect.
|Kg|=2Tna Sin GOZT. (1) 9 y P

HereKg is the wave vector of the hologram, is the wave-

length of light, 6, is the Bragg angle inside the material in

which the hologram is recorded, is the average refractive 1. THEORETICAL ANALYSIS
index, andA is the spatial period of the recorded grating.

It can be seen from the conditioi¥) that the refractive As in Ref. 11, we write an expression for the diffraction
index n, is an independent variable lik&, or \. Thus, by efficiency of a reflection hologram as a function of the
varying any independent variable, we can control the diffracchange in the refractive index,
tion conditions. It is well-known that volume holograms ex-
hibit high angular and spectral selectivity. It was shown in 1
Refs. 1 and 2 that a small change in the refractive indle n= ,
is equivalent to a small chang&\ in the wavelength if (& 1ve)?+[1= (& /v)?] cott? [vf— 712
light, and consequently the refractive index selectivity is
equivalent to the spectral selectivity. Volume holograms exVhere
hibit maximum spectral selectivity in a reflection recording A T
geometry. Thus, control of diffraction by varying the refrac- _ Na . _ ™ _
tive index is most effective in reflection holograms. As a G=pT N, sin o, Yr7 X sin 0o’ p=2mnal\,
result of the electrooptic effect in photorefractive crystals,
the refractive index can be varied by applying a static electrid is the thickness of the hologram anglis the amplitude of
field. the refractive index of the grating.

The first studie$™ concerned with the electrical control Although an LiNbQ crystal is uniaxial, for the natural
of diffraction conditions at reflection holograms in LINpO modes we can use this expression for an isotropic medium.
were published in 1978. Electrical multiplexing of six holo- Then An, should be replaced byn, (the change in the
grams was demonstrated experimentally but no detailed therdinary refractive indexor An, (the change in the extraor-
oretical analysis was made. This effect is now attracting redinary refractive index Note that because of the anisotropy
newed interest following the progress achieved in theof the electrooptic effect, these changes in the natural refrac-
development of holographic memory systérhand also be- tive indices induced by an external electric field depend on
cause photorefractive materials can now be used to fabricatee crystal orientation. This theoretical analysis showed that
narrow-band holographic filtefS A general theoretical the largest change in the refractive index is observed for the
analysis has now been made of the electrical selectivity oéxtraordinary wave when th€ optic axis and the external
volume hologramé&?? A more detailed investigation has been electric fieldE form the angle 90> a~39°. However, the
made using transmission geometry. Experimental and theanost efficient holographic recording is observed when the
retical data on the electrical multiplexing of reflection holo- optic axis is parallel to the wave vector of the hologram
grams in an LiNbQ crystal were presented in Ref. 10. How- C||Kg (Refs. 12 and 13
ever, the selected experimental geometry cannot be used to For our investigations we selected a compromise geom-
multiplex more than two holograms since, in the longitudinaletry (Fig. 1b: a=45°. This orientation gives almost maxi-
electrooptic effect, the external electric field required tomum sensitivity to the external electric field with a fairly
switch from one hologram to another is determined by thehigh diffraction efficiency. In this geometry we obtain for the
half-wave voltage. extraordinary wave

@
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FIG. 1. Experimental setup to investigate
electrical selectivity: p1 — He—Ne laser,
2 — beam splitter,3 — LiNbO; crystal
(showing upper electrogle4 — controllable
high-voltage source5 — photodetector,
6 — narrow-band amplifiery — rotating
chopper,8 — polarizer,p and o; are the
wave vectors of the recording beams, and
is the wave vector of the reconstructed
beam. b Orientation of LiNbQ crystal.

T n.n 3 The optical part of the experimental apparatus consisted
e'lo . . .
grzzT —=—=| sinfp of a system conventionally used to record reflection holo-

Vno+ng grams(Fig. 19. After the recording process, one of the re-
fas 13 o T cording beams was shut off and the intensity of the diffracted
X| rgg+ 7+ 7+ 7) E=2Aneq-rx sin 6, light was recorded. Thus, the relationship between the dif-
fraction efficiency and the external electric field was ob-
T T SD tained experimentally. . .
== The experimental and theoretical curves are compared in
\ sin 6, 2\/§|K In : . . : :
gl'le Fig. 2. As was predicted theoretically, the electrical selectiv-
r13n3 r33n2 rzzng r51n(2)n§ ity was higher for the extraordinary polanzat_lon of the read-
X + + -2 , 3) out beam Any/Ang,~0.2). Good agreement is observed be-
g3 fz3  fn g1 tween the theoretical and experimental data except for the
and for the ordinary wave region where the theoretical curves approach zero. At the
- points where the theoretical diffraction efficiency vanishes
ol T (&=~ ), a value of the order of 0.04,.x Was obtained ex-
=———8in Oy(r 13+ E=2Anym— sin 6y, rore e rmax .
& 2\ I Go(r 13t r2) oy SN bo perimentally. This difference between theory and experiment
(subsequently called the background sigsithe main fac-
7 T 6D Fiz fa2) 4 tor limiting the electrical multiplexing in our experiments,
YrTN sin 0o 2\/§|Kg|no £33 E11 Mo- (4) i.e., the number of holograms which can be recorded and

_ ] o ) ~ reconstructed independently for different external electric
Here E is the applied electric fieldr;; is the electrooptic fie|ds.
coefficient,e;; is the component of the permittivity tensor, For an extraordinary readout beam we hgye m in an

and 6D is the amplitude of the space charge grating. external electric fielcE,,;,=1560 V-cm™?, if the hologram
Thus, we obtained the relationship between the diffrac-

tion efficiency and the external electric field, which illus-

trates the electrical selectivity of a reflection hologram.
Note that in this theoretical analysis, apart from the elec- 101

trooptic effect we neglected any other effects associated witt

the external electric field since estimates show that thest gM
have a negligible influence in our cae. £
&

2. EXPERIMENTAL DATA 0.2

. . 0

For the experiments we used an LiNp©rystal doped ~4 -2 0 2 4 £XV/em

with F€*. The concentration of & ions was approxi- } ; :
mately 0.05 mol.%. The orientation of the sample is shown -7T 0 v 4 &, rad

in Fig. 1b. The dimension in the direction of propagation of _ o _
FIG. 2. Comparison between theoretidablid curve$ and experimental

the light (Ty was 1 cm. Electrodes were deposited on thedependences of the diffraction efficiency on the applied electric field:

upper and |0_W9r _ surfaces of the sample of thickness _ exiraordinary polarizationz — ordinary polarization. The, axis is
d=3.3mm using silver paste. given for the extraordinary polarization.
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FIG. 3. Experimental curves obtained for upper electrodes of different
lengthl (mm): 1 — 2,2 — 4, and3 — 10 (I=T); b) Electrode configura-
tion to create electric field nonuniformity.

was recorded without the field. However, the electric breaksi. 4. 3 Experimental curves for a readout beam with different cross-
down field in air isEBP=30V-cm™!. If each successive sectional diameters: — f,=17 mm,2 — f,=3 mm: b Cases of a readout
hologram is recorded at that external electric field for whichPeam with large and small cross-sectional diameters.

the previous hologram had the minimum diffraction effi-

ciency (which gives the minimum crosstalkwe can electri-
cally multiplex no more tharv EDZZEBD/EmmfNVA,O holo-  uniform electric field and also a temperature nonuniformity,

grams. which explains the poor electrical selectivity and the high
However, the upper limit for electrical multiplexing is Packground signal when the cross section of the readout
given by the ratio beam is smaller than the transverse dimension of the sample.

In our final experiment we achieved electrical multiplex-

Me= Tmax/ 7¢= =~ 20. ing of two holograms. Figure 5 gives the experimental de-

One of the main factors responsible for the backgroundendence of the diffraction efficiency on the external electric
signal is the simultaneous penetration of two natural modefield when two holograms are recorded at different electric
through the input polarizer, since the zeros of the diffractiorfields.
efficiency for the extraordinary and ordinary beams are ob- To sum up, experimental and theoretical investigations
served for different external electric fields. As an examplehave been made of the electrically controlled diffraction of
the background signal increases 4.3 times if the polarizer ifght by holograms recorded in a LiNkCcrystal using a
removed completely. reflection geometry and the transverse electrooptic effect.

Other postulated sources of the background signal ar&he orientation of the crystal was near-optimum. Excellent
the nonuniform electric field inside the crystal, the nonuni-
form temperature distribution, and also scattered light.

The simplest method of creating a fairly nonuniform ap- 10
plied electric field involves changing the electrode configu- 1 2
ration, as shown in Fig. 3. The experiments show that as the E
size of the upper electrode is redudghd thus the nonuni- § ) \\“'-,“
formity of the electric field inside the crystal increagdbe
electrical selectivity deteriorates and the background signal 0.2 " 1 L L
increases. -4 0

Figure 4 shows experimental curves for various cross £,kV/em

sections of the readout peam- _A LiNQerStal is & photo- [, 5. Diffraction efficiency versus applied electric field for two holograms
conductor so that nonuniform illumination produces a non-ecorded at different voltages.




Phys. Solid State 40 (6), June 1998 Petrov et al. 951

agreement is observed between the theoretical and experfM. P. Petrov, S. I. Stepanov, and A. A. Kamshilin, Ferroelect?its631
mental results. In our experiments, the maximum number of5(1978- y

holograms which can be recorded and reconstructed indepen—('\iésépetmv’ S. 1. Stepanov, and A. A. Kamshilin, Opt. Comni2g;.44
dently is M.ENZ.o and is “m'teq py the baCkground_ NOIS€. 63, H. Hong, I. McMichael, T. Y. Chang, W. Christian, and E. Gi Paek,
The nonuniformity of the electric field and the nonuniformity Opt. Eng.(Bellinghan) 34, 2193(1995.

of the readout beam intensity substantially reduce the elec:L- Hesselink and M. C. Bashaw, Opt. Quantum Elect@5)S611(1993.
8K. Sayano, F. Zhao, S. T. Hendow, and N. V. Kukhtarev, Post-deadline

trical s_electlwty and are sources of the background NOISE. - Cer presented at CLEO '96, Anaheim, CA, 1996.
This work was supported by the European Office of 9 a. Rakuljic and V. Leyva, Opt. Lett18, 459 (1993.
Aerospace Research and Developm@rintract F61708-96- °J. V. Alvarez-Bravo, R. Muller, and L. Arizmendi, Europhys. Legtl,

W308). 11443 (1995.
H. W. Kogelnik, Bell Syst. Tech. 38, 2909(1969.

12A. K. Mikaélyan, E Kh. Gulanyan, E. |. Dmitrieva, and I. R. Dorosh,

LA. Kewitsch, M. Segev, A. Yariv, and R. R. Neurgaonkar, Opt. L&8;. Kvantovaya Bektron.(Moscow) 5, 440(1978 [Sov. J. Quantum Electron.
534(1993. 8, 257 (1978].

’R. de Vre, M. Jeganathan, J. P. Wilde, and L. Hesselink, J. Opt. Soc. AM3E, Kh. Gulanyan, I. R. Dorosh, and A. I. Zhmurko, Vopr. Radieron.
B 12 600(1995. Ser. Obshchetekhi®, 95 (1979.

3A. A. Kamshilin, M. P. Petrov, S. I. Stepanov, and A. V. Khomenko,
Avtometriyal, 16 (1978. Translated by R. M. Durham



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 6 JUNE 1998

Total quantum-current yield in the soft x-ray region
V. N. Shchemelev and E. P. Savinov
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The emission of slow secondary electrons excited in efficient photocathodes by fast internal
x-ray electrons upon absorption of x-ray photons having energies in the range 1-10keV is
analyzed. Analytical expressions are derived for the quantum current yield of the x-ray
photoelectric effect for a “point” model and a “non-point” model of energy exchange of fast
internal x-ray electrons. We present some estimates for its parameters in a Csl
photocathode. ©1998 American Institute of Physid$1063-783%8)01806-]

As is well known, when various materials are irradiatedphotons incident on the photocathode per second. Strictly
by x rays, x-ray electron emission arises. This electron emisspeaking, the total-current quantum yig is the sum of
sion, known as the x-ray photoelectric effect, is a physicathe quantum yield of the internal x-ray electrbrend the
phenomenon consisting of a series of complex processes taguantum yield of the secondary electrons. However, since
ing place in the material of the photocathode—emitter when ifor efficient photocathodes in the x-ray region of the spec-
is irradiated by x rays. trum the quantum yield of the internal x-ray electrons is

When x radiation of intensity, falls upon a flat photo- much less than the quantum yield of the secondary electrons,
cathode at a grazing angle part of this radiation, equal to in what follows, for efficient photocathodes, we shall con-
I,R(¢), is reflected R(¢) is the reflection coefficient of the sider the quantum yield of the slow, secondary electrons cre-
flat photocathode surfateand part, equal th1—R(¢)]l,, ~ ated by the fast primary electrons to be the total-current
after being refracted, passes into the photocathode argbantum yield.
propagates within it, in the process being absorbed exponen- The expression for the quantum yield of the x-ray pho-
tially. toelectric effect in the total electron currdft is obtained as

Throughout the entire penetration distance of the radiafollows. First we consider the simple “point” model, which
tion into the photocathode, as a result of absorption of thés based on the one-dimensional theory of diffusion of slow,
x-ray photons by the inner shells of the atoms in the solidsecondary electrons inside the photocathode toward the
fast (with large kinetic energyphoto- and Auger electrons vacuum surface of the photocathode surface and then, taking
appear, and also the so-called fluorescence electrons whit¢he mean free path of the fast, primary electrons into account,
are formed upon absorption in the photocathode of the fluowe derive a general expression for the quantum yield.
rescence electrons. These electrons are usually called prima- The “point” model assumes that inside a solid at the
ries, or internal x-ray electrons. As they propagate, these faspoint at which an x-ray photon is absorbed there appear fast,
primary electrons traverse some distahde the photocath- primary electrons which dissipate their energy in the imme-
ode (the mean free path of the electfofy. Within this dis-  diate vicinity of this point, forming some number of slow,
tance the primary electron loses its initial kinetic energy tosecondary electrons. The appearance of these secondary elec-
ionization of atoms of the medium in a cascade of inelastidgrons can be described with the help of the generation func-
electron—electron collisions, creating in the process som#ion Gy(x) (the x axis is directed into the photocathode,
number of true secondary electrons which have energiegerpendicular to its surface, ame=0 at the vacuum surface
much less than that of the primary, but sufficient to over-of the photocathode
come the energy barrier at the surface of the photocathode The probability of absorbing an x-ray photon in a layer
and escape into the vacuum. The slow electrons created f thicknessdx at a depthx from the photocathode surface,
this way are usually called “secondaries.’?’nNote that the en-obviously, is given by
ergies of these secondary electrons are smhkjr motion is _ / o
of a diffusive nature and can be characterized by some dif- [1=Rie)u"exa—pux)dx
fusion lengthL, which is sometimes called the mean freeWhere u' = u/sing’, w is the linear absorption coefficient,
path of the slow, secondary electrons. If, as the secondai§nd ¢’ is the refraction angle of the incident x ray.
electron approaches the photocathode—vacuum interface, the The number of secondary electrons generated in the
normal component of its total energy exceeds the energlgyerdx at the depthx apparently equals
barrier at the photocathode surface, then such an electron can hy
escape into the vacuum outside the photocathode. Go(X)dx=[1-R(¢)]—u'exp— u'x)dXx, @

As is well known, the total-current quantum yifg,, to &
within a factor of the electron charge, is the ratio of the totalwherehv is the energy of a photon of the x radiation incident
current emitted by the photocathode to the number of x-rayn the flat photocathode at a grazing angleande is some

1063-7834/98/40(6)/4/$15.00 952 © 1998 American Institute of Physics
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mean energy needed to created one secondary electron ca- hy
pable of escaping from the photocathode to the vacuum. The
qguantity ng=hwv/e is the number of the “batch” or

“swarm” of electrons that is formed at the point at which a A A
photon is absorbed. ‘ Ly

If we assume, as is customary, that the probability of iz’
escape from the photocathode of the slow, secondary elec- x

trons is described by the function iz

X
P(x)=B ex;{ -/ 2

FIG. 1. Diagram of the calculation of x-ray emission of secondary electrons
whereB is the escape probability of the electron from the created by fast primary electrons.
surface of the photocathode at=0, then the number of
electrons escaping from a very thick photocathode per unit
time, i.e., the total-current quantum vyield for the “point”

model Kcpyy), is equal to the photocathodeAA), x is the distance to this same surface

(AA) from the layerdx, where the appearance of secondary
o electrons is considered.
KCPM:[l_R((P)]f Go(x)P(x)dx The quantityF(x')dx’ = u'exp(—u'x)dx is the prob-
0 ability of formation of a fast, primary electron in the layer
hy  w'L dx’ at the depthx’ upon absorption of an x-ray photon.
=[1-R(¢)]—B . (3)  Thus, the number of secondary electrons created per unit
& 1+u'L time in the layerdx at the depthx is equal to

dn@=F(x")dx pa[12—(x—x")2]dx. 4
1. ACCOUNT OF THE MEAN FREE PATH OF A FAST X-RAY
ELECTRON To find the total number of secondary electr@sex)dx
_ . ) appearing in the layetdx at the depthx upon absorption of
) _Ok’),wously, even for efficient photocathodes, using the,, x-ray photon, both above and below the layer(Fig. 1),
point” model to calculate the total-current quantum yleld_ we need to integrate the expressibn® over alldx’. Here

Kc is to a certain degree a convenient approximation. It igpe yajue ofG(x)dx will be different at different values of.
clear that in reality the “point” model is not always and not For x<| the functionG(x)dx=G,(x)dx can be repre-
completely justified by experiment. Therefore, it makessented in the form

sense to treat the phenomenon of x-ray electron photoemis-

sion by assuming that in the formation of slow, secondary

electrons a primary, internal x-ray electron traverses some Gl(x)dx:f

completely determined distantgRefs. 2—4. °

X+

! 3n 2
dn(z):Z —2[(I2—x2)ex|€(#’x)+ —
| M

For simplicity we assume that radiation losses are absent 1 , 2 , 1
in the photocathode upon absorption of an x-ray photon and, x| X o exXp(px) + ;exq_“ D1+ o
consequently, the sum of the energies of all the primary, , ,
internal x-ray electrong; is equal to the energy of this pho- Xexp(— u'X)dx=By(x)exp(— u'x)dx. ®
ton 2;Ej=hv. For x=1 it has the form

Slow, secondary electrons appear over the entire path
of motion of the fast, internal x-ray electrons in the photo- [ @_ 3ng . sinh(u'1)
cathode. The mean free pdihis determined by the electron Ga(x)dx= Lfl dn _W coshiu’l)— T

energyE; and the photocathode materfaf.
We seek an expression f&: for some concrete value Xexp — u'x)dx=Byexp — u'x)dx. (6)
of the mean free pathof a fast electron having initial energy
E. We assume that, for motion of primary, internal x-ray
electrons, the diffusion models valid and that the slow,

secondary electrons appear over the entire mean free path o .
y bp P For a semi-infinite photocathode the expression for the

the electron with constant linear density=ny/V, where )

no=hvle, andV= 23 is the volume of generation of sec- total-current quantum yield of the slow, secondary electrons

ondary electrons, determined by the mean free path of thléormed by the fast, primary electrons V\{'th energyand

primary x-ray electron. mean free path can be written as follows:
Figure 1 presents a schematic depiction of the geometri-

cal conditions for calculating{c. The radius of the sphere Kc:f

of propagation of the fast electron is equal to its mean free

path|. The quantityx’ is the distance from the point at whereP(x) is the escape probability of the secondary elec-

which an x-ray photon is absorbed to the vacuum surface dfons from the deptk. If we assume thaP(x) is correctly

It can be seen that the generation funct®(x) has a
quite complicated form, and for<| the factorB; depends
P X while for x=1 B, it does not depend ox.

wG(x)P(x)dx, (7)
0
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represented by an expression of the fa&y then we obtain K M,1
the following expression for the total-current quantum yield 9.9 @ #M,&s
for a photocathode of large depth: LILY
L Lo t,Cs
| 1 7
KC=[1—R(¢)]U Bl(x)Bexp[— w'+ = Jxdx 0.8 Lt
0
% 1
+J BzBexp{— ,u,’+E x|dx; =[1-R(¢)] 0.7 \
|
X 2 B E_1 i1 2+(a+1 1
—_R—- | —| — — — ] 1 1
28 % T bial 3|22 T@tDexa—a) 1 3 7 g m
kv, keV
+ is %b2+ (b+1)exp(—b)— 1) ] } , (8 FIG. 2. Spectral dependence &K for a Csl photocathodd. =300 A, C
b =6.

wherea=u'l andb=1/L. We have introduced the notation

1 2. X-RAY PHOTOEMISSION FOR A Csl PHOTOCATHODE
5 §a2+(a+ lexp—a)—1

a

=f(a)=f(u'l),

Analysis of the equations derived above applied to the
| case of an efficient Csl photocathode shows that the quantity
=f(b)= f(f) ) L—the diffusion length of the slow electrons—appears in the
formulas forK. The dependence of the escape depth of the
secondary electroris on their energy was calculated in Ref.
8 for a Csl photocathode for the secondary electrons scatter-
ing off optical and acoustical phonons. The calculations
KC:[l_R("D)](EBE 1+ b/a(f(a)+f(b))]' (89 show that forE~2 eV and larger, the escape depth of the
The total- t ¢ ield taking int i IIslow elecf[rons does not depend on their energy and is equal
€ lotak-current quaniim yield taking o account ally, approximately.=300 A. References 9 and 10 adopted the
groups of primary electrons arising upon the absorption of an_iue | = 200- 250 Afor the diffusion length of the slow
x-ray photon is expressed by electrons in Csl. We will use these valuesloin our calcu-
lations of K¢ for a Csl photocathode.
[f(aj)+f(bj)]] As follows from Eg. (10), the total-current quantum
yield K with the mean free path of the fast x-ray electrons

! 1|o2 b+1 b)—1
gz +(+)6XK— )—

Thus, expressio8) for K- can be represented by

!

m'L
1+u'L

Y 3 E
Kc=[1—R<¢>]{§1§B;Pj

= taken into account is given by expressi(8) corrected by
= chm[ E > h_’ Pi[f(a))+ f(bj)]] , 9) some additive functiodK, which describes the transforma-

i v tion of the energy of the fast electrons into the energy of
slow electrons. As can be seen from expres§®the quan-
tity AK depends on two parameteeg:=u'l; andb;=1;/L,
the number of groups of fast electroms= 'l b;j=1; /L, in which appear the qua_ntl_tlégandL and the linear absorp-

tion coefficient of x radiationu’, referred to the normal to

I; is the mean free path of a fast electron, atghy, is the ! . ;
; ; he photocathode surface. Since the numerical valye’ aé
total current quantum yield of the slow, secondary electrondn® P - - 20 g he
"~ but the quantitie$; andL derived by various

for the “point” model without allowing for the finite mean Well knoown, 5 . .
free path of the fast x-ray electrons. authors?® have a large spread, it is very important to examine
We will represent the summand in E@) asAK ; then the effect of the numerical values bfandl; on the magni-

the general expression for the total-current quantum yieldude of AK. _
can be written in the form The lengthl; for Csl can be calculated according to

M
=C10°6 2T A g1 (1D
Ke=Kepu, AKj=KepAK, (10 j ozt zy B

whereE; is the energy of a fast x-ray electron of the given
group,P; is the probability of appearance of this groly,is

whereAK:E}V’:lAKJ is a function describing the transfor- where Acg and A, are the atomic weights of Cs and A
mation of the energy of the fast x-ray electrons into the en=132.9,A,=126.9),Z.; andZ, are the atomic numbers of
ergy of slow electrons. Cs and | £cs=55, Z,=53), p is the density of Csl f¢g

If a fast electron has escaped from the photocathode=4.5 g/cn?), E; is the energy of the fast electroiiseV),
without loss of energy, then for AK=0; if, however, the andC=const.
fast electron loses all its energy to formation of slow, sec- For a Csl photocathode the calculations\d€ as a func-
ondary electrons, theAK=1. Thus, the numerical value of tion of I; andL show that wher; andL vary by 100%(i.e.,
AK will be found within the limits G<AK<1. by a factor of 2, AK varies by only~6%.
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AK TABLE |. Spectral dependence &K, u, K¢, ande/B for a Csl photo-
0.9k 1 cathode. The angle=90°.
g —
2 . o 1 . €lectron IB. eV
S Line hv,keV AK,% pu,cm K¢, Dhoton  &/B e
0.7+ CrKa 541 67.2 3500 2.60 14.71
3 CrKg 5.95 71.3 3000 2.54 15.0
CoKa 6.92 69.9 2000 2.00 14.92
K CoKp 7.65 68.2 1600 1.70 14.71
05 CuKa 8.04 67.3 1400 154 14.78
. \ \ . CuKkp 8.90 65.5 1100 1.24 15.54

[]
o 10 30 50 70 90p,°

FIG. 3. Angular dependence afK for a Csl photocathodéir=1.04 (1), e=Eg+ x+Ekn,

2.01(2), 105 keV(3). where E is the width of the band gap of Csk is the
electron affinity, andg,;, is the kinetic energy of the escap-
ing secondaries. For a Csl photocathodeE,~6.2 eV,

For a Csl photocathode with=300A andC=6 we x=~0.2 eV, andEy;,~1.6 eV (Refs. 5 and B Consequently,
calculated the spectral dependenceAéf (Fig. 2). The cal- &~8 eV. Thus, the numerical value efcan vary within the
culations show that the numerical valuesAdf for different  limits 8<e<14.8 eV. The numerical value @ will then
photon energies differ substantially, one from the other, angary within the limits 0.54&B<1.

in the region of the-absorption edges of the Cs and | atoms ~ From other literature sourcéss a lower bound oa for

the value ofAK undergoes a series of jumps. This has to doCsl we can take the value~1.7E,=10.54 eV, which does

with the fact, that as the energy of the incident x-ray photornot contradict the conditions(B),,~ 14.8 eV, and the value
decreases, the value afK will change due to changes in of & in this case will vary within the limits 10.54e
both u(hv) andl;(hv). <14.8 eV. The value oB will then vary within the limits

Calculation of the angular dependence MK (¢) for  0.71<B<1.

thr'ee photon ene-rgie*‘@::!-'04'-2'01' and 10.5 ké\ShOWS' M. A. Rumsh, Report in Pursuit of the Learned Degree of Doctor of

(Fig. 3 _that AK '_S essentially independent of the grazing Phys.—Math. ’Science[s';n Russian, Izdat. LGU, Leningrad State Univ.

angleg in the region 10—90°. However, at angles:10° Press, Leningrad, 1962.

AK decreases quite abruptly as the grazing angle is deZE. A. Burke, IEEE Trans. Nucl. ScNS-24 2505(1977.

creased. This decrease is especially marked for radiatiorle- '\;a%ata' 'f]-t;tq SaoAkaEe'pNutd' '”kS”U'Q?- "Ph%‘“’?’r 82(1973- .

with lower photon energies, for which refraction is notice- (i965) [rscl’g]s n and A. N. Protsenko, Fiz. Tverd. Tefaeningrad

able in this angular range. Therefore, in the calculation ofsy, | Liacer and E. L. Garvin, J. Appl. Phy40, 2766 (1969.

Kc, it is especially important to takAK into account at  °V.N. Shchemelev, E. P. Savinov, and V. V. Shchemelev, Fiz. Tverd. Tela
small grazing angles. (St. Petersbuig39, 1665(1997 [Phys. Solid Stat@9, 1487 (1997].

. ’B. L. Henke, P. Lee, T. J. Tanaket al, At. Data Nucl. Data Tableg7,
Note that for Csl photocathodes an experimental deter- ;"1 ;9g5 o

mination of the spectral dependence of the total-currenttg. Nymmiste, Author's Abstract of Candidacy Dissertatiam Russian,
quantum yieldK¢ (Refs. 12 and 1Band a knowledge of the gTartu, 1991, 15 pp.
value Of,u’ (Refs. 7 and 1landL (Refs. 8—10 allows one B. L. Henke, J. P. Knauer, and K. Premaratne, J. Appl. P52s1509

. s ) . (198).
to estlmate.t.he main parameters of the x-ray photoelectrimg V\? Fraser, Nucl. Instrum. Metho®96, 265 (1983.
effect, specificallyB and . Table | shows the spectral de- '0. S. Marenkov and N. I. Komyakiandbook of Photon Interaction Co-
pendence 0Ké1 u, AK, ande/B, where these values were efficients in X-ray Radiometric Analysjgn Russian, Energoatomizdat,

. 1988, 224 pp.

calculated separately for each phOtOI.’I e”ergY Shown', It I§A. M. Prokhorov, V. K. Chevokin, and V. N. Shchemelev, Tr. FIASS5
clear from the table that the last quantity remains practically 212 (1985
constant for the photon energies shown. Its mean value 8J. E. Lees, G. W. Fraser, S. E. Pearce, J. F. Pearson, V. N. Shchemelev,
14.8 eV. Thus, the value 14.8 eV is an upper bound on the A. P. Pavlov, and A. S. Shulakov, Nucl. Instrum. Methods Phys. Res. A
numerical value ot if B=1. As is well known, the lower 381, 453(1996.

bound one can be estimated as follows: Translated by Paul F. Schippnick
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An 2’Al NMR study of mixed yttrium-dysprosium-aluminum garnets_YDy,Al0;, is reported

for x=0, 0.15, 0.50, 0.64, and 1.00. The quadrupole coupling parameters farahdd

aluminum sites have been determined. The spectra have been theoretically calculated with
inclusion of the paramagnetic shift induced by3Dyions. An analysis of the NMR line

shape has permitted a conclusion that there is no substitutional order in the mixed crystals under
study. © 1998 American Institute of Physids$51063-783%8)01906-4

Single-crystal solid solutions based on the yttrium-ions!? The oxygen octahedra and tetrahedra are distorted so
aluminum garnet ¥_,RegAl;0,, (where Re stands for rare- that the crystal field at the aluminum ions is axially symmet-
earth elements and lutetiyrare widely used in present-day ric with the axes directed along the cubic axe®,c (d
laser technology and acousto-electroticsYttrium-  site9 and along the cube body diagonala éiteg. As a
dysprosium-aluminum garnets;Y,Dy,AlsO,, enjoy par- result, the Al nuclei in this crystal occupy, in a general case,
ticularly wide recognition. These crystals were studied bythree magnetically nonequivaledtpositions, and four mag-
different methods, including the acoudtiand heat pulsé®  netically nonequivalent positions.>’Al nuclei possess a
techniques, and optical spectroscapy guadrupole moment, because the spin of the aluminum nu-

Despite the practical importance of;Y,Dy,AlsO;, clei is 5/2. Interaction of the quadrupole moment of th&l
mixed garnets, however, the magnitude and distribution opucleus with electric crystal-field gradients in garnets splits
their crystal fields remain unclear. These problems can b€ NMR line, with the shifts of the components being de-
clarified by nuclear magnetic resonan@éMR), which is scribed |21 second-order perturbation theory by the following
capable of determining the microstructure of solid materialdelations
with a high sensitivity. NMR was employed by us previously e2qQ
in studies of mixed garnets of different compositions, as well ~ v.> +3=vo*(3 cosg ¢— 1) h

. ) 6-9 ; .
as of mixed aluminate$®~° These studies permitted us to
find concentration dependences of the crystal-field distribu- e’qQ
+— S|n2¢(33 cog ¢p— 1)( ) ,

tion and to investigate the extent of substitutional rare-earth 4y,
ordering on the yttrium sublattice. These relations were
found®®~°to be closely connected to the properties of these
compounds essential for applications.

This work reports an Al NMR study of
Y 3_«Dy,Al504, crystals forx=0, 0.15, 0.50, 0.64, and 1.00. ! S|n2 #(5—21 co ¢)< qQ) ,
The available information relates only 1Al NMR data for
nominally pure yttrium-aluminum, YAl;O,, (Refs. 3, 6, 9,
and 10, and dysprosium-aluminum, B#lsO;,,*! garnets, pl 1=1/0+ — sm2 $(1—9 cod ¢)( ) , (D)
which corresponds ta=0 and 3. Our measurements were 22
carried out on a RYa-2301 NMR spectrometer in magnetiGyhere Q is the quadrupole nuclear momeat,is the elec-
fields of 0.6 ad 1 T atroom temperature. The samples weretronic chargeeq is the zz component of the electric-field
parallelepipeds cut along the crystallographic ases,c. gradient(EFG) tensor,¢ is the angle between the principal
The main measurements were performed with the samplgFG axis and the external magnetic field, apds the Lar-
rotated about axis with the dc magnetic field in thea(b)  mor frequency. Equationd) were written with due account
plane. The sample position was fixed by the argjleetween  of the fact that the asymmetry parameter for garnets is zero.
the magnetic induction vector and the crystallographic axisAs follows from Egs.(1), the 2’Al NMR spectrum of an
a. yttrium-aluminum garnet samplex€0) oriented arbitrarily

It is known that the garnets under study have cubic symin the magnetic field consists of 20 lines for thsites and of
metry, space groupa3c.'? One unit cell of the garnet con- 15 lines for thed sites, which correspond to the 5/2—
tains 40 aluminum ions, of which 16 are octahedrally ( *=3/2,+3/2~ *1/2, and 1/2- — 1/2 transitions and are split
site), and 24, tetrahedrallyd( site), coordinated by oxygen by first- and second-order quadrupole shjfisoportional to

e’qQ

3 1—
v.3 1= vo*+ (3 cod ¢p— 1) 20h

“9Q

1063-7834/98/40(6)/4/$15.00 956 © 1998 American Institute of Physics
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TABLE |. Quadrupole coupling constants and lattice parameters for mixed yttrium-dysprosium-aluminum
garnets studied in this work, and for pure dysprosium-aluminum garnet.

X

0 0.15 0.50 0.64 1.00 3.00
€’qQ 6020+20* 6020+10 6000:10 5910+15 585015 587320
= (d), kHz
€’qQ 630+6* 63010 630+10 630:15 600+10 44730
(a), kHz
h
Lattice constant, A 12.008 12.010 12.014 12.015 12.019 12.041

*Data from Ref. 10
** Data from Ref!%.

e?qQ/h and €2qQ/h)?, respectively. Since the second- mutually ordered to produce a superlattice. As a result, for
order shift for?’Al in an a position is, however, considerably any solid-solution concentration there exists a certain prob-
smaller than the NMR linewidth, all the four lines produced ability of finding different numbers of DY ions in the

in the 1/2— — 1/2 transitions merge into off€.
If part of the Y¥* ions are replaced by By paramag-
netic ions, the resonant frequencies* &l nuclei undergo a

paramagnetic shift! which depends on the number of dys-
prosium ions in the nearest-neighbor environment of alumi-
num ions. Because the separation between the nearest-

nearest-neighbor environment of an®Alion. For a fully
disordered solid solution, this probability is given by the bi-
nomial distributior}

p!  x"(1—-x)P"
(p—n)! n!

: 4

neighbor aluminum and dysprosium ions is Iarge_r tha_n FhQVherep is the number of positions occupied by**Y and
extent of the D" wave functions, the paramagnetic shift is Dy3* ions in the nearest-neighbor environment of aluminum.

dominated by dipole-dipole interactidn.In this case the
paramagnetic shift can be written

)(1—3 coy;
Ayp:%Ziwx 3C0X)’ (2)

r

wherey is the gyromagnetic ratio &fAl nuclei, {u;) is the
average magnetic moment of Pyions, indexi labels Dy *
ions surrounding?’Al, r; is the distance between Al
nucleus and théth dysprosium ion, ang; is the angle be-
tween vector; and external magnetic fiel,.

For room temperature, the average dipole moment of

Dy** can be calculated fron
2.2
ueg-J(J+1)By
<Mi>_ 3KkT ) 3

whereg is the Landefactor, ug is the Bohr magneton] is
the total angular momentum of the ®yion, k is the Bolt-

zmann constant, anfl is the temperature. The average mag-
netic moment of DY, (u;), calculated in this way coin-

cides with the experimental value obtaifkébr nominally
pure dysprosium-aluminum garnet.

The quadrupole coupling paramete%&Q/h found in
this work for the yttrium-aluminum garnek&0) from the
dependence of NMR spectra on anglefor the a and d

positions coincide fully with the values quoted in Refs. 6 and
9 and agree within experimental error with other data

These values are listed in Table |.

Partial ordering in the substitution of By ions for Y3*
may change considerably the probability distribution in the
local environment of an Al ioR:*®

To illustrate the effect of paramagnetic coupling on the
27Al NMR spectrum, Fig. 1 shows angular dependences of
the NMR line component shifts corresponding to the central
1/2— —1/2 transition for aluminund positions, which were
calculated by us using the measured quadrupole constant

3 7
7
L 4
5 g '\\ -
< —
a2
S b [1‘10]
._60 -
1 i { 1 1 1 1 i

0 90
g,deg

In mixed garnets, the combined action of quadrupole angG. 1. Theoretical dependence of ttesite /Al NMR components corre-
paramagnetic shifts should result in a very complex pattersponding to 1/2+ - 1/2 transitions calculated, with inclusion of the second-

of NMR spectra.

Spectral assignments should take into account that,

follows from x-ray diffraction data, the % and Dy’ ions

order quadrupole shift and of the paramagnetic shifkfe0.15, for the case
\gith one DY** ion present in the nearest environment of aluminum. Dashed

qlnes are orientation dependences calculated without inclusion of the para-

magnetic shift. External magnetic field inductiBg=0.678 T. The degen-

in mixed yttrium-dysprosium-aluminum garnets are not fully eracy multiplicity for individual components is not given.
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FIG. 3. Spin packets contributing to the centaatomponent of’Al NMR
0 9 spectrum, which correspond to one Tyion in the closest environment of
a, deg‘ aluminum ions ina positions. By|[[110]. External field inductionB,

=0.593 T. The lattice parameters corresponct+00.15.
FIG. 2. Experimental angular dependence’®l NMR central-transition

components obtained in a fieBy,=0.678 T for ax=0.15 samplel — d
components corresponding to the 4&/2-1/2 transition;2 — a component
_COW?SF:ﬁnT”S%O Ti/ﬁ_lli-traTitiO?—t Tl_tcomponems Cg_”esfo?ﬁ' 0.6 T. A comprehensive analysis of the paramagnetic shifts
I293/2(<)—> tellz transition. g(l)rl]iilI :%r:-::s displaflatr?elcf:tiEzlrrrzslzt(i)gn;ngal(c)uIa?ed (see, e.g., Fig. )1Sh(_)WEd’ however, that the role playgd by
neglecting the paramagnetic shifts. these components is small, and that their total contribution
does not exceed 5% even for the maximum dysprosium con-
centrations used.
(see belowfor a concentratiox=0.15 for the case of one of It thus follows that the observed shifts of the centlal
the six yttrium ions in the nearest environment of aluminumcomponents can be used to calculate the quadrupole coupling
replaced by dysprosium ions. Similar dependences were olzonstant. The values o&fqQ/h) (d) thus found are listed in
tained by us for all the concentrations studied here and forable I. The lattice constants of the mixed crystals used in
different numbers of dysprosium ions surrounding aluminumhe calculation were derived from x-ray diffraction measure-
ions, for bothd and a positions. It should be pointed out, ments. These lattice constants satisfy Vegard's' {amhich
however, that not all theoretically possible NMR line com- establishes a linear dependence of many parameters of mixed
ponents will be observable experimentally against the backerystals on concentration. In a similar way, the angular de-
ground because of their low intensity and of the superposipendence of tha satellites, whose positions were primarily
tion of various components. The assignment of differentdetermined by the first-order quadrupole shift, was used to
components is favored by the fact that the paramagneticalculate the values ofefqQ/h) (a), which are likewise
shift, according to Eq{(2), is directly proportional to the given in Table I. We readily see that the quadrupole con-
external magnetic field, whereas the first-order quadrupolstants for both aluminum positions vary monotonically with
shift is field independent, and the second-order shift varieslysprosium concentration. Note that the quadrupole constant
inversely with the external fielfsee Eqs(1)]. for the d position of Al varies stronger than predicted by
An experimental angular study of the positions of theVegard's law. At the same time for ttaeposition this varia-
NMR d components corresponding to the central transitiortion is noticeably weaker.
made forx>0 samples established reliably only the line While paramagnetic coupling practically does not affect
components whose shift decreased 1.67 times with the extethe positions of visibled components and od satellites, it
nal field induction increased from 0.6 to 1 T, which showsinfluences considerably the shape of the cerradbmponent
the second-order quadrupole shift to be dominant. Figure 2orresponding to the 142 —1/2 transitions. Note that the
presents for a particular case»of 0.15 angular dependences central a component is a set of individual spin packets,
of the observed central components scanned in #ig (  which are related not only to the number of paramagnetic
plane. The above reasoning suggests that these componelg®* ions surrounding Al nuclei, but, as follows from Eq.
are due primarily t&’Al nuclei surrounded only by yttrium  (2), to actual dysprosium ion positions. This permits one to
ions. There is also a contribution due to aluminum nuclei forderive from an analysis of the line shape of the cendral
which the paramagnetic shift is small because of geometricomponent information on the mutual arrangement 8f Y
factors and does not exceed the linewidths of the central and Dy*" ions on the rare-earth garnet sublattice and, hence,
components; note that for the crystals under study they vamn the presence or absence of partial substitutional dfder.
ied from 7 kHz k=0.15) to 19.5 kHz x=1) in a field of = As an illustration, Fig. 3 presents spin packets originating
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samples. For illustration, Fig. 4 presents the calculated and
a experimental line shapes for the centeatomponent for a
mixed garnet withx=1.00 and 0.15. These results permit a
conclusion that mixed yttrium-dysprosium-aluminum garnets
are disordered solid solutions in contrast, for instance, to
mixed yttrium-lutetium-aluminum garnét® It should be
pointed out that this conclusion is in accord with the studies
of mixed yttrium-dysprosium-aluminum garnets matiey
the heat pulse technique. The assumption of the absence of
- ordering in our yttrium-dysprosium-aluminum garnets is in
accord also with the monotonic variation of the quadrupole
coupling constants with dysprosium concentraiisee Table
I). At the same time in mixed yttrium-lutetium-aluminum
, . N ’ garnets one observed sharp minimum in€2qQ/h) (d) at
6,55 6.57 6.59 6.60 a concentrationx=0.75, where structural ordering was
v, MHz found®® to occur in these solid solutions.
Support of the Russian Fundamental Research Founda-
tion (Grants 96-02-19523 and 97-02-1681é4nd of State
b Committee for Higher EducatioiGrant 95-0-7.1-160is
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Spectral migration and decay characteristics of triplet excitations in glassy
benzophenone
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Spectral and kinetic properties of triplet excitons in thin films of glassy benzophenone were
studied at temperatures between 4.2 and 220 K. The influence of the film thickness on the lifetime
and nature of their phosphorescence decay was observed and discussed. It was shown that
studies of spectral diffusion in thin glassy films of benzophenone must take into account the
dependence of the emission lifetime on the recording wavelength and the influence of the
excitation intensity on the phosphorescence decay process, among other factors. The hypothesis
is put forward that the characteristics of the temperature transformations of the spectra
(displacements, changes in band half-widlthse related to phase transitions and relaxation
processes in the glassy benzophenone. 198 American Institute of Physics.
[S1063-78348)02006-1

One of the characteristic properties of disordered conder at temperatures, wherik T>1, is the asymmetry of the
densed systems is the inhomogeneous broadening of theidown”—"“up” transition probabilities. At low tempera-
spectral bands, which generally obey a Gaussian distributionures, where thermally activated up jumps are inhibited, an
At fairly low temperatures, wheRT is considerably smaller ensemble of excitations distributed statistically within an in-
than the inhomogeneous broadenimgenergy relaxation of  homogeneously broadened band with time will become con-
the photoexcitation given by this distribution will take place centrated near the long-wavelength edge of the density-of-
until thermal activation counteracts the energy losses angtates curve. Predicted results include red shifts of the time-
dynamic equilibrium is established. resolved phosphorescence spectra, changes in the half-widths

Various recently published studies have investigategy the spectral bands, and a reduction in the lifetime of the
spectral diffusion and relaxation of triplet excitations in yipjet excitations. Since the number of lower-energy vacant
amorphous gnO! glassy structures of organic moleculafyels to which a stray excitation may jump will decrease
cqmpounds},‘ with the most interesting results being ob- it time, the efficiency of excitation transfer should also
tained by Basler and coworkers:* Time-resolved Spectro- gecrease with time, which will slow the red shift. Some of

scopic techniques at temperatures between 4.2 and 120_tlﬁese effects have been observed experimeritilly. has

were u;ed to mgke detailed stu.dies of the.spectral apd Kinetig, neen showlr? that the nonequilibrium transfer of triplet
properties of thin amorphous films of various organic COM-., citations is described by a time-dependent, ensemble-

pounds(anthraguinone, benzophenone, phenanthrélrip- averaged rate constant for energy transfét) ~ (t/tg)* 1
let energy transfer processes in these systems were describe '

. “Wnere o~ '=(o/kT)2+1 is the time-dependent dispersion
by Monte Carlo computer modeling as well as by analytic has th h il
theory? An arbitrary volume possessing cubic symmetry, parameter. It has thus been demonstrated that triplet energy

consisting of 440X 40 sites, was considered. It was as- transfer processes in disordered condensed media exhibit dis-

sumed that the spread of energy states obeys a Gaussigﬁrslgon(tl_Tet-ﬁ e?en(;iemtbeth?wor. . f1h its. it
distribution and the probability of excitation jumfsansfej espite the fundamental importance of these resutts, it1s

from a particular site to 124 nearest-neighbor sites was caf"® author's view that the studies made in Refs. 1-3 disre-

culated garded various important factors such as the influence of the
The rate constant for transfer of triplet excitation from thickness of thin films on the triplet energy transfer process,

one site to another is caused by exchange interaction and #1d the dependence of the phosphorescence lifetime on the
expressed in the form recording wavelength and the intensity of the exciting light.

In addition, the wider temperature ranG&2-220 K in the
Wij~exp(—2yr)exd (e;—&)/KT], &;>e;, present study allowed observation of various spectral and
kinetic characteristics of glassy benzophenone and yielded
the hypothesis that these are related to phase changes in the
wherey is the overlap parameter of the wave functiansis ~ benzophenone. Thus, the present study considers the influ-
the distance between two sites which have exchanged emnce of these factors on the decay kinetics of triplet excita-
ergy, andg; is the energy of théth state. tions in thin films of glassy benzophenone and we discusses
An important characteristic in the analyses of randompossible mechanisms for the effects caused by them.
exciton motion in amorphous systems having energy disor- Figure 1 shows temperature dependences of the phos-

Wij~exp(—2yrij), &isg;,

1063-7834/98/40(6)/4/$15.00 960 © 1998 American Institute of Physics
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diffusion effect. In the shorter-wavelength range the phos-
phorescence decays as a result of spontaneous decay and as a
result of a red shiff"drift” ) of the emission spectrum away
from the recording wavelength. Ultimately, the phosphores-
cence lifetime observed at a particular wavelength is short-
ened.

Since the probability of theS}~T, intercombination
transition in benzophenone is close to one, there is always a
relatively high concentration of triplet excitations. Thus, the
spectral and luminescence properties of benzophenone are
extremely sensitive to the intensity of the exciting light. Note
that atT=60 K for a 3xm thick film at an excitation power
of ~100 W (LGI-21 laser, the excitation intensity was con-
FIG. 1. Temperature dependence of the lifetime of triplet excitations introlled using neutral and mesh filt¢rexponential decay was
glas_sy benzophenqne fiIr_nk; 1" — film thickness 3um, meagured atband gpserved withr= 2500us (measured at thie/2 poinl). At an
maximum,2, 2 — film thickness 0.5um, measured &t/2 point. excitation power of~1000 W, the decay of (1600us) dif-
fered from exponential as a consequence of nonlinear effects

phorescence lifetime of glassy benzophenone films of dif- caused by triplettriplet annihilatiof.
ferent thickness. An analysis of the experimental results in-  The phosphorescence spectra of glassy benzophenone
dicates that as the films become thinner and the temperatufoth steady-state and time-resolyedt temperatures be-
increases, which enhances the efficiency of triplet excitatioiween 4.2 and 220 K, comprise a series of broad, inhomoge-
migration in glassy benzophenohéhe dimensions of the neously broadened bands with a 1640 é¢ndominant vibra-
samples have an appreciable influence. It was shown that, féional mode typical of the benzophenone molecule. When the
the particular case where the film thickness and temperatut@mperature is increased to 100 K, the spectrum is shifted by
are such that the diffusive displacement lengti the triplet 370 cmi’* in the long-wavelength direction. Interestingly,
excitons is of comparable order of magnitude to the filmwhen the temperature is increased further to 220 K, the spec-
thickness (=D, where D and r are the temperature- trum is shifted back by the same amount, so that at 4.2 and
dependent diffusion coefficient and triplet-excitation life- 220 K the positions of the spectra on the energy scale are the
time), the lifetime 7 decreases abruptly as a result of addi-same. At the same time, the position of the phosphorescence
tional quenching at the surface of the samples. For thépectra of naphthalene impurities in the benzophenone re-
studies presented here, this effect became noticeable for filimained constant over the entire temperature range studied.
thickness of Jum or less, at temperaturds=50 K. Figure 2 gives temperature dependences of the steady-
Figure 1 also gives the lifetime as a function of the state phosphorescence spectra of glassy benzophenone and
wavelength used to record the ded¢thye measurements were the half-widths of their first short-wavelength bands. It is
made at the maximum of the 0—0 band and at its shortnoticeable that an abrupt increase in the half-widths of the
wavelength edge at the point corresponding to the half-widtlspectral bands and a change in the direction of the spectral
of this band —h/2). In particular, aff =60 K for benzophe- shift are observed in the same temperature range. A unique
none films 3um thick, the value ofr at the band maximum “phase transition” takes place in glassy benzophenone in
was 4600us and at theh/2 point, it was 250Q:s whereas this spectral range.
for the 0.5um thick film, these values were 3700 and 2300 A graph of Ing—ay) versus 1T was plotted with a cor-
us, respectively. This substantial reduction infor the  rection for the residual half-widthry (0q=392cm ! at
shorter-wavelength radiation within the inhomogeneouslyT=4.2 K) and the potential barriere=0.60 kcal/mo) im-
broadened phosphorescence band was caused by the spegediing the hindered molecular rotation and flip was deter-

50 100 750 T, K

900
by FIG. 2. Temperature dependences of the phos-
E phorescence specttd) of glassy benzophenone
600 . and of the half-widths of their first short-

wavelength bandg&2).
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FIG. 3. Phosphorescence spectra of polycrystaliibeand glassy(2, 2')
benzophenone for delay times of Qut(1, 2) and 5 mg2').
Z23.3
mined. The linear behavior of this dependence indicates that
a thermal activation process takes place in this temperature
range, accompanied by an increase in the band width in the
phosphorescence spectrum. In this case, it is difficult to 23.2
1 1 i 1 1 1 | i 1 |

specify precisely which degrees of freedom of the molecular 1
motion responsible for the relaxation and phase transitions,
are “frozen out.”
It was shown in Ref. 11 that molecular glasses exhibitri. 4. Time dependences of the phosphorescence spectra at various tem-
two universal types of relaxation caused by the presence gfraturesT (K): 1 — 4.2,2 — 77,3 — 100, and4 — 120.
two regions with a different orderingloose and close-
packed. According to one modéf the structure of glass is
made up of two subsystems: groupsluster$ of close- the phosphorescence spectrum of glassy benzophenone.
packed molecules interspersed by layers with a relatively  Figure 4 gives results of measurements of the shift of the
loose structure. Thus, it may be postulated that the phosphghosphorescence spectra of glassy benzophenone as a func-
rescence spectrum of naphthalene impurity molecules lotion of the delay timery. Attention is drawn to two factors.
cated in regions of loose structure, where short-range order i8s the temperature increases, the rate of displacement of the
conserved over a wide range of temperature, should not urspectra on the energy scale increases sharply. This can be
dergo appreciable shifts in this temperature range, as waadtributed to the fact that the diffusion coefficient of triplet
observed experimentally. The temperature jump of the halfexcitons in glassy benzophenone increases exponentially
widths of the spectral bands is probably caused by relaxatiowith temperaturé.In addition, for each temperature a slow-
motion of the molecules associated with the ordering in théng of the long-wavelength shift is observed with increasing
structure of an amorphous substance. In terms of the corry, which is consistent with similar experimental results ob-
cepts of two-level systents, this ordering may be inter- tained for other materiafs.
preted as the transition of an amorphous system from one To conclude, the most important result in the author’s
potential well to another. view is that the decay of triplet excitations in thin benzophe-
Figure 3 shows phosphorescence spectra of polycrystafione films depends on temperature, since this means that
line and glassy benzophenone obtained for various delaghenomena associated with the surface effect can be taken
times after the exciting laser pulse. The position of the phosinto account.
phorescence spectrum of the polycrystal with the purely elec- With regard to the possible phase changes taking place
tronic transition frequency,_o,=24 053 cm* did not de- in glassy benzophenone at various temperatures, it would be
pend on the delay time and was the same as the spectruimteresting to establish a correlation between the spectro-
under cw excitation. The emission spectrum of the glassgcopic and thermodynamic daspecific heat, entropy al-
benzophenone is shifted toward the red and for a delay timthough very little such data is available in the literature on
of 5ms this shift was 200 cirt. In general, the observed benzophenone at present.
magnitude and direction of the shift are the result of the  The author would like to thank K. I. Nelipovich for as-
interaction between two competing processes. On the ongstance with the experimental measurements.
hand, energy transfer will lead to a red shift while the dis-
persion of the excited-state lifetime caused by its decrease irllR Richert and H. tisler, 3. Chem. Phy8d. 3567(1986
the long-wavelength range produces_ a bl_ue shift. Thus, in theR: Richert and H. Bssler. Chem. p'hys_yL'e}lla 235 (19535).
present case the dominant mechanism is that caused by €Br Richert, H. Basler, B. Ries, B. Movaghar, and M. Grewald, Philos.
ergy transfer within the inhomogeneously broadened band of Mag. Lett.59, 95(1989.

Delay time, ms
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MAGNETISM AND FERROELECTRICITY

Multiple nuclear spin echo in thin polycrystalline ferromagnetic films
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Fiz. Tverd. Tela(St. Petersbung40, 1056—-1061(June 1998

The formation of multiple nuclear spin echo signals has been studied in thin ferromagnetic
polycrystalline films of 3l-metals and their alloys with induced anisotropy at temperatures
between 2.2 and 300 K using two-pulse and three-pulse excitation. A method is proposed

for the experimental determination of the contributions made by different mechanisms to the
formation of spin-echo signals in magnets with strongly inhomogeneous Zeeman and
quadrupole interactions. It is shown that in ferromagnets with a high rf field gain at the nucleus,
the frequency modulation mechanism has a substantial influence in observations of nuclear
spin-echo signals at nuclei with a high magnetic moment, even at liquid-helium temperatures.
© 1998 American Institute of Physids$1063-783#8)02106-9

Most experimental investigations of nuclear magneticleads to the appearance of additional echo sigfiedguency
resonance in magnets use pulsed techniques. The main sigodulation mechanisth The number and amplitude of
nals observed are the two-pulse and three-p(dmulated  these echo signals depends op.
echo. In some cases however, auxiliary signals appear in 3) The casew,~Aw has been studied very little.
addition to the main echo signa(see, for example, Refs. The multiple nuclear-spin-echo technique can provide
1-4) and this effect has been called multiple echo. Towardunique information on the crystal and magnetic structures of
the end of the seventies, various reasons were identified fa substance. However, its use to investigate a wide range of
the appearance of these multiple echo signals: analyses werdhomogeneous magndiscluding thin polycrystalline mag-
made of the influence of indirect interaction of nuclear spinsnetic filmg is severely impeded by the fact that power and
via the electronic subsystérm®and of multiphoton cascade frequency dependences cannot be used because of the sub-
transitions for nuclei with the spih>1/2 (Refs. 1 and 6—8  stantial spread of the hyperfine fields and rf field gains at the

Since the inhomogeneitk w of the hyperfine fields at nuclei. Thus, an investigation of the formation of multiple
the nuclei in real magnets is microscopic and this inhomogeecho in inhomogeneous magnets remains a real problem.
neity considerably exceeds the Suhl-Nakamura broadening,
the influence of the indirect interaction between the nuclear
spins via the electronic subsystem depends strongly on the INVESTIGATED SAMPLES

relation betweemd w and the dynamic frequency shift The main samples investigated in this study were poly-
m, crystalline Fe, Co, FeCo, and fNligy films with induced
wp:Dm—, (1) magnetic anisotropy. These materials were selected for the
0

following reasons: lthe NMR signal is strong over the en-
which characterizes the magnitude of this interactiorhere  tire temperature range studi¢detween 2.2 and 300)K2)
D is the dynamic frequency shift parametar, is the longi-  no phase transitions and related effects, which could impede
tudinal component of the nuclear magnetization, amdis  the interpretation of the results, occur in this temperature
the equilibrium nuclear magnetization. range; 3 a large volume of reference literature is available
1) w,<Aw. The system of nuclear spins may be consid-on the magnetic and crystalline properties of these samples;
ered to be a set of noninteracting oscillators and a formadl) multiphoton effects may be investigated for nuclei with
approach may be used: the resulting spin-echo signal, beirlg>1/2 (1=3/2 for Ni®%, 1 =7/2 for Co®); 5) numerical cal-
amplified by the electronic subsystem, acts as an excitingulations can be made of various NMR parameters such as
pulse, which leads to the appearance of additional echo sidghe rf field gainz at the nucleus and the dynamic frequency-
nals (echo-pulse mechanigm). The relative amplitude and shift parameteD.

number of these signals is proportional@o This approach The main conclusions were checked in films of other
can also be extended to the cdsel/2 (this situation is magnets. Powders of these and other materials were also
analyzed in Ref. 10 used in control experiments.

2) wp>Aw. In this case, the motion of the nuclear spins Al the films studied here were fabricated by condensa-
will be strongly correlated. The equation describing the mo-tion of metal vapor on cold or heated mica substrates. During
tion of the nuclear magnetization becomes nonlinear whictdeposition, a pressure of 10Torr was maintained in the

1063-7834/98/40(6)/6/$15.00 964 © 1998 American Institute of Physics
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TABLE I|. Parameters of films used in this study.

DT/27 MHz-K

MB Me

(Nuclear (Bohr n, oy2m, H, H, ———  5Q,
Film Nucleus |  magneton magneton % MHz kOe Oe Theor. Exp. MHz
Fe F&” 12 0.09 2.22 95 47 332 10 0.039 002 -
FeoNigy,  Nif*  3/2 0.75 0.75 65 58 154 4 1.3 1 0.6
Co(fcc) Co° 712 4.65 1.72 ~50 213 211 30 15 367K 0.4

12(300 K)

FeCo ce® 712 4.65 2.42 50 284 284 40 22 15 1

chamber. The rate of deposition was regulated by varying theecond echo signdfor r>1/6Q and neglecting relaxation

current of the electron beam gun and in most cases was 0.53focessés the ratio of the amplitudes of the first and second

0.6 mm/s. In order to produce uniaxial anisotropy, a mag-echo signals is

netic field of the order of 70 Oe was applied in the plane of E./E-=D 5

the substrate. The parameters of some of the films used are —2'=1~"-Te: 2)

presented in Table I. For the temperature measurements th#us, E,/E; should increase as the echo pulse spectrum

resonator containing the sample was placed in a helium crydecreasesr(, increasep Figure 1 givess,/E; as a function

ostat. In order to vary the coefficient of coupling betweenof r, in Fe,Nig, films with Ni®! nuclei atT=77 K. The

the nuclear and electronic subsystems, a magnetic field @fxperimental results are accurately described by @j.

0-200 Oe generated by Helmholz coils was applied to thevithin experimental error. Similar results were achieved for

sample, parallel or perpendicular to the easy magnetizatioReCo (CG° nuclej and Co (C8°) films in the fcc and hcp

axis. phasegthe ratio of the phases in the film was50/50) at
T=77 and 300 K and for Fe filmgenriched in F&) atT
=4.2 K (control measurements for nuclei with spis 1/2).

2. TWO-PULSE METHOD The experimentally determined values of the parameter
It has been noted that the Zeeman and quadrupole inteR
actions in our samples are strongly inhomogeneous, which 1E,
makes it almost impossible to study the characteristics of the D= — = 3
Te E1

formation of multiple spin echo signals from the NMR spec-
tra. The appreciable inhomogeneity of the anisotropy fieldvere compared with those calculated theoretically for real
(and thusz) also makes it very difficult to use the power film parameters. The calculations were made using the rela-
characteristics. In this case, as we have already shbwn,tion
good results are obtained by studying the dependences of the
echo signal amplitude on the time intervalbetween the D=o 7],U~n(| +1) @n
exciting pulses?! O Bue kgT M
It_qu shown_in Ref. 11 that, at hi_gh tempera?ures forWhere g is the NMR frequency,n=H,/H,, u, is the
qucle| with the spinl >1/2, even echo signalsppearing at nuclear magnetic momeng, is the magnetic moment per
umest=2n7, 2n=21, yvheren s a natural numberdgcay atom, kg is the Boltzmann constant, amg is the concentra-
rapu_dly to zero W'.th a time constant mve_rsely prpportlonal totion of nuclei of a particular species in the sample. The re-
the inhomogeneity of the quadrupole interactié®. The : .
. . . . sults are given in Table I.
values of5Q for our films determined using these relations
are given in Table I. It should be noted that for all the
samples, this time constant was almost independent of tem-
perature. o.08f
As the temperature decreases, the dependence of the in-
tensity of the even echo signdks,, on 7 reveals a second
section where the decay time constant increases with de-
creasing temperature, as is observed for the usual “Hahn”
echo. The appearance of this second section cannot be ex-
plained merely by considering multiphoton cascade
transitions'* The contribution of this section increases with
decreasing temperature. At relatively high temperatures,
whenD is much smaller than the width of the spectrum of 1
excited nuclei 2r/ 7. (where 7, is the duration of the first 0 31: 4
echo, the formation of even echo signals should evidently e P
be described by the “echo pulse” thedty:'* Then, accord- g, 1. Ratio of the amplitudes of the second and first echo signals versus
ing to Ref. 3, under optimum conditions for excitation of the duration of the first echo in an Efig, film at T=77 K.

4

0.04

£ /E,, arb. units
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It can be seen that, whereas good agreement between
theory and experiment is observed fon§fdi g, films, for Fe
and FeCo films the agreement is slightly poorer, and for Co
films a substantial difference is observed between the results
of the measurements at different temperatures: whereas at
room temperature, the experimentally determined value of
is close to the theoretical one, =77 K these differ sub-
stantially. This is because in cobalt films,decreases with
decreasing temperature. Effects of this nature were described
in Ref. 12 and were attributed to a magnetostrictive contri- ] _1;) _1‘5 20 _2'5
bution (in our theoretical calculations this contribution was
neg'ectem In our films the Spin echo Signa' remained a|mostF|G.‘2. Amplitude of echo signals versus power of the exciting pusées
constant at temperatures between 77 and 300 K and Or:}?e first(1), fougrth (2),__e|gﬂ1th(3), and se_venteenthl) echoes in an FeCo

) . i - . Hlm for the Co® nuclei: T=2.2 K, wy/27m=288 MHz.

began to increase with decreasing temperature at liquid-
nitrogen temperatures, as predicted by the theory. Thus, the
theoretical estimate given in Table | is not completely accu-  Figure 2 gives the amplitudes of several additional echo
rate: for T=77 K the value ofz should be reduced by a signalskE, as a function of the exciting pulse power in an
factor of 4 which corresponds tBT/27=5 MHz-K (this  FeCo film atT=2.2 K. The dependences of the amplitude of
agrees fairly well with the experimenfA Permalloy film has the echo signalgappearing at time$=n7) with small n
a nonmagnetostrictive composition and the usual Hahn echisave two peaksgat high and low powegrwhereas for signals
signal increases in inverse proportion to the temperature, i.ewith largen, only one peak is observed at low power. As
7 does not vary. In Fe and FeCo films the gain also varieslecreases, the relative magnitude of the peak increases at
slightly with temperature, although this variation is substan-high powers.
tially less than that in Co films. To explain the reasons for this behavior, we shall again

The temperature dependence of the gain is related to these the dependences of the echo-signal amplitude on the time
film fabrication technology? We selected Co samples for interval between the exciting pulses. Figure 3 shows these
which % depends negligibly on temperature and the parameurves for low exciting pulse powers. The amplitude of all
eterD is close to the theoretical value. the echo signals initially increases with increasingnd then

The dependence d&,/E; on 5 was also investigated. decays as usual. As the power of the exciting pulses in-
To reducey, a static magnetic field was applied parallel to creases, the ascending section has a “shelf,” followed by a
the easy magnetization axis and, to increas¢he field was gently sloping descending section: the curlg(7) ap-
applied perpendicular to the axis, as was done in studies gfroaches exponential. The same behavior is observed with
NMR and FMR frequency matching:'* The ratio of the increasing temperature. Similar effects were observed in Ref.
amplitudes of the second and first echo increased with in13 in studies of relaxation processes in the NMR and FMR
creasingzn(D), as predicted by Eq2). Similar results were frequency matching region for the usual echo signal in non-
obtained for two-layer Co/FeNi films for C® nuclei in  magnetostrictive FeNiCo filmgaccording to our calcula-
which the interaction between the cobalt and Permalloy laytions, when an external magnetic fielti=2H, is applied
ers creates an effective anisotropy, whose magnitude deerpendicular to the easy magnetization axis of the film, we
pends on the thickness of the layers and decreases as thaveDT/27~10 MHz- K).
ratio of the cobalt layer thickness to the Permalloy thickness At low pulse powers the number of echo signals may be
decrease® substantially in excess ofl2(the number of echo signals

On the basis of this reasoning, it may be considered thdbbrmed as a result of multiphoton cascade transitions in these
the formation of even echo signals at relatively high tem-sample$!). For example, in FeCo films (27) atT=2.2 K,
peratures is described fairly accurately by the echo-pulsenore than twenty echo signals were observed, while in Co
theory?® For Fe and FgNig, films this is a good approxi-
mation down to the lowest temperatures reached in our ex-
periments (2.2 K), which is completely consistent with the
theory since for these films we hai®<A . However, for
Co and FeCo films, the value Bf at liquid-helium tempera-
tures becomes comparable with the inhomogeneity of the
Zeeman interactiofsee Table)l so that some characteristics
may appear in the formation of echo signals.

Whereas at high temperatufow values of D), the
maximum number of additional echo signals is observed un- ®evse0c0cce
der near-optimum conditions for the excitation of the first 0 L 1 ‘
echo signal, foD ~Aw the maximum number is observed 10 TZU s 90
when the power of the exciting pulses is much lower than P
that needed to obtain the maximum amplitude of the usuatg. 3. Amplitude of echo signals versus time interval between exciting
echo. pulses. The notation is the same as in FigP2; — 16 dB.
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(Ref. 9. This reduces the influence of the frequency modu-
lation mechanism.Meanwhile, echo signals appear as a re-
sult of multiphoton cascade transitions, which by acting as
refocusing pulses, lead to the formation of additional echo
signals, and so on. This explains the appearance of a second
peak on the power dependen@dg. 2).

Thus, over a wide range of temperature, several mecha-
nisms are involved in the formation of multiple nuclear spin-
echo signals, which gives rise to complex time and power
dependences. It should be noted that similar effects may also
be observed in bulk samples as a result of the high rf-field
gain at the nucleus in domain walls. Such experiments were
carried out as part of the present study but, since they are too
difficult to interpret because it is impossible to estimate the
real » distribution in the samples and to make numerical

b calculations of the main parameters, the results are not given

r here.
\ We shall now summarize some of the main results ob-

tained in this section. It has been demonstrated experimen-
tally that different mechanisms influence the formation of
multiple nuclear spin-echo signals in thin ferromagnetic
| | films. At high temperatures the main contribution to their

l |' formation is made by multiphoton cascade transitions for

L] ST ey

y U 10 ps nuclei with1>1/2. As the temperature decreases, the forma-
i N — tion of echo signals by the refocusing action of the echo
pulses begins to play an important role. Finally at low tem-
T 1 peratures, the frequency modulation mechanism comes into
1 2 play. It was shown that this mechanism must be taken into

. . . account at liquid-helium temperatures when NMR experi-
FIG. 4. Oscilloscope trace of echo signals in a cobalt fifor phasg for . . L .
Co® nuclei at low(a) and high(b) exciting pulse powersl and2 — first ments ar_e carried OL_Jt US'“Q "“{C'e' with a Iarge. magnepc
and second exciting pulses, respectively=2.2 K, wy/2r=212MHz, moment in weakly anisotropic thin ferromagnetic films. This
single trigger. has hardly ever been done before.

3. THREE-PULSE EXCITATION. NONSTANDARD PULSE

films with a weak dependenceg(T) up to thirty signals were CONFIGURATION

observedsee also Ref. 4 In this case, the amplitudes of the
echo signals depend monotonically mnAs the pulse power Particular attention will be paid in this section to the
increases, this dependence becomes nonmonotonic and formation of multiple nuclear spin echo signals in a non-
some casesfor nuclei with | >1/2 and moderate values of standard time configuration of exciting pulses with,
D), the amplitudes of the even echo signals become smaller 7,3, wherer;, and 7,5 are the time intervals between the
than those of the directly following odd signdksig. 4). first and second, and between the second and third exciting
We shall analyze these results. At low exciting pulsepulses, respectively. Of particular interest are the echo sig-
powers when the longitudinal component of the nucleamals formed directly ahead of the stimulated echo which ap-
magnetizationrm, varies little, the dynamic frequency shift pears at the timé= 7., after the third exciting pulse. As we
has a maximum(w,~D, see Eq.(1)). Since the dynamic showed in Ref. 16, these signals are formed as a result of
frequency shift parameter in Co and FeCo films at liquid-multiphoton transitions with a reduction in the eigenvalues
helium temperatures is of the order of the width of the specof the nuclear spin operatdy. In addition, various charac-
trum of excited nuclei, a strong correlation should be ob-teristic features are observed in the formation of these echo
served in the motion of the nuclear spins. This hypothesis isignals.
confirmed by the time and power dependences. According to  The formation of multiple echo signals directly ahead of
Ref. 5, at high values aob, the amplitudes of the echo sig- the stimulated echo cannot be attributed to any combinations
nals should initially increase with increasingand the num-  of radio pulses and echo signals, i.e., the echo pulse mecha-
ber of these signals should increase with increafingghe  nism cannot be responsible for their formation. For the same
system becomes increasingly nonlinedrhis is observed reason, these additional echo signals cannot be obtained at
experimentally. AsD increases, the power of the exciting nuclei with spinl =1/2. If the nuclear spin i$>1/2, these
pulses needed to form echo signals decreases, which is als@nals may appear, as was shown in Ref. 16. In principle,
fully consistent with Ref. 5. By increasing the exciting pulsethese echo signals, acting as refocusing pulses, may influ-
power, we can increase the deviation of the nuclear magnesnce the formation of the following echo signals. However, it
tization from the equilibrium position, thereby reducing is easy to show that, for signals appearing at tirhes;,
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FIG. 5. Oscilloscope trace of echo signals in FeCo
film for Co®® nuclei with a nonstandard time con-
figuration of exciting pulsesi—-3 — first, second,
and third exciting pulses, respectively, St — stimu-
lated echo, T=2.2K, wg/2m=288 MHz, single
trigger.

—NT,3, this influence is smallalthough noticeab)e interval between the exciting pulses is much greater than
The formation of these signals cannot be explained usind/éQ is caused by the interaction of nuclear spins via the

the frequency modulation mechanism. This can be easilglectronic subsystem. By using the echo-pulse formalism, we

demonstrated experimentally. Films of FeCo were cooled taletermined the dynamic frequency shift parameter fairly ac-

T=2.2 K. A static magnetic fielld~H, was applied per- curately in different samplesee the agreement between the

pendicular to the easy magnetization axis to increase the dalculated and experimental data given in TableThe dis-

field gain at the nucleugand thus, the dynamic frequency agreement between some of the calculated and experimental

shift). The number of echo signals directly preceding thevalues can be attributed to the difficulty of making accurate

stimulated echo never exceeded=Z (Cc® nucleu$ calculations of the rf-field gain at the nucleus.

whereas up to fifteen echo signals were observed after the It has been shown experimentally for the first time that

stimulated echdFig. 5). Both the power and time depen- in ferromagnetic substances with a high rf field gain at the

dences showed that the main mechanism for the formation afucleus, the formation of spin echo signals from nuclei with

all the echo signals, apart from those directly preceding tha large magnetic moment is strongly influenced by frequency

stimulated echo, was the frequency modulation mechahismmodulation, even at liquid-helium temperaturése., the dy-

However, as before, the echo signals formed directly aheadamic frequency shift parameter becomes comparable to the

of the stimulated echo were only formed as a result of mullNMR line width). An exception are the multiple echo signals

tiphoton transitions. For,3>1/6Q the amplitude of the sig- observed directly preceding the stimulated echo using a non-

nals observed at time= 7,,— 2n 7,3 was smaller than those standard time configuration of exciting pulses, whose forma-

observed at times=7,—(2n+1) 7,3 (gaps in the serigs tion is attributed to multiphoton transitions, even when the

For all the other signals no gaps were observed in this caséequency modulation mechanism makes the main contribu-
Thus, this study is an experimental attempt to classifytion to the formation of the other echo signals.

the contributions made by the various mechanisms for the
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Experimental and theoretical investigations are made of the magnetization of solidified dielectric
colloids prepared using single-domain magnetite particles with randomly oriented axes of

easy magnetization. A method is proposed to calculate the magnetization curves with allowance
for blocking of the magnetic moments of particles and magnetic-dipole interparticle

interactions. It is shown that magnetic colloids with an extremely low remanent magnetigation
few tens of amps per mejemay be obtained. ©1998 American Institute of Physics.
[S1063-78388)02206-7

The magnetic properties of ensembles of single-domaition magnetization was determined by a standard method, by
particles distributed in a solid matrix have been studied exextrapolating the experimental curi(1/H) to the ordinate.
perimentally and theoretically by many authdr.The the-  Since the solidified colloid contains particles with a
oretical model used in Refs. 1 and 2 is based on dividing all'blocked” magnetic moment, they have a nonzero remanent
the colloid particles into two groupsuperparamagnetic and magnetizatiorM, whose magnitude, however, is small com-
“magnetically hard” particles depending on the Nt relax-  pared with the saturation magnetization. This means that the
ation timery . By fitting the particle size distribution param- remanent magnetization cannot be determined directly from
eters and the effective anisotropy constant, the autfistsc-  the magnetization curve. Thus, this remanent magnetization
ceeded in obtaining a good description of the experimentavas measured with a F191 microweber meter in additional
magnetization curves for cobalt and magnetite colloids atxperiments. In this case, the measuring coil was placed in-
low temperatures but the assumptions made were not justside a long solenoid oriented along the field lines of the
fied. Here we present new results of an experimental investarth’s magnetic field, which was compensated by the sole-
tigation of solidified magnetite colloids. The experimentalnoid field. The particle size distribution was determined by
data were analyzed using the theoretical model from Refs. ineans of a magnetogranulometric analysis of the magnetic
and 2 into which we introduced significant refinements andiquid.” The mean diameter of the particle magnetic nucleus
corrections, mainly resulting from the need to allow for in- (x)=8.1 mm and the relative width of the particle size dis-
terparticle magnetic-dipole interactions and the magnetic antribution A=0.37 were typical of magnetite colloids.
isotropy of superparamagnetic particles. A total of thirteen samples of solidified colloids were
investigated with saturation magnetizations between 15 and
99 kA/m and initial susceptibilities between 0.7 and 8.4
units. In all cases, the remanent magnetization of the colloids
did not exceed 0.07% of the saturation magnetization. By

The samples were prepared using colloidal magnetitevay of example, Fig. 1 presents the magnetization curve of a
obtained by a standard chemical deposition technique. Theoncentrated epoxy-resin-based ferrocolloid. The curve ap-
entire volume of the magnetite was divided into severalpears to be hysteresis-free although this is only so because
parts, each being used to prepare a single sample. This ethe selected scale of the image and the very low remanent
sured that all the samples had the same disperse compositiomagnetization which is simply not resolved in Fig. 1. The
and only differed in terms of the magnetic phase concentrafinite width of the hysteresis loop only becomes clearly vis-
tion and the baséparticle carrier. The carriers were unde- ible when the scale is enlarged several thousand-fold, as in
cane(in this case, an ordinary magnetic liquid was obtajned the inset showing the initial section of the magnetization
3-phenyl-methanémelting point 364 K, and epoxy resin. curve.

Oleic acid was used as the stabilizer. The undecane-based Figure 2 shows the relative difference between the re-
magnetic liquid functioned as a standard against which theluced magnetizations of a magnetic liquig) (and a solidi-
solidified ferrocolloids were compared to assess the role ofied ferrocolloid () with saturation magnetizations of 67
the rotational degrees of freedom of the particles. All theand 61 kA/m, respectively. The reduced magnetization is
samples were solidified in the absence of any external madaken to be that relative to the saturation magnetization. This
netic field so that the easy magnetization axes were randomiyiethod of comparing the data has the obvious advantages
oriented. that curves for samples with different concentrations of the

The magnetization curves of the samples were measuradagnetic phase may be shown on the same scale and small
with a permeameter at a frequency of 0.04 Hz in fields up talifferences in the concentrations have little influence on the
500 kA/m using a technique described in Ref. 6. The saturaform of the curve. As was to be expected, the magnetization

1. EXPERIMENTAL DETAILS AND MAGNETIZATION
CURVES

1063-7834/98/40(6)/5/$15.00 970 © 1998 American Institute of Physics
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FIG. 1. Magnetization curves of a
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~400 -200 U , \ perimental values, curves — calcula-
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of the solidified ferrocolloid is substantially lower than that 3) The effective-field approximation was used to allow
of the liquid and the largest differendep to 50% is ob-  for magnetic-dipole interparticle interactions.

served in weak fields. This difference may be explained Since shape anisotropy predominates, the total magnetic
qualitatively by the blocking of the rotational degrees of anisotropy of magnetite nanoparticles is usually assumed to
freedom of the particles. In the magnetic liquid, a substantiabe uniaxial. In this case, the energy of a particle with the
contribution (tens of percentto the initial susceptibility is volumeV, which depends on the orientation of the magnetic
made by large particles with a Brownian mechanism for thenoment, is given by

rglaxation of magnetiz.ation, Which invoIve_s ro_tatipnal diffu- U=—KV(en)2— uoMsVH(eh), 1)

sion of the particles in the viscous carrier liquid. As the
ferrocolloid solidifies, some of the particlé®r which 7y is
shorter than the measurement tintfemain superparamag- |,
netic and make the same contribution to the magnetization afée ) X i s )
before while the others are converted to a discharge oMs is the saturat_l(gn magnet|z_at|0n of the particle material,
“magnetically hard” particles and do not respond to a weak@nd #o=47x10""H/m. In fields H<2K/u,Ms=Ha,
external field. As the field strength increases, this effect di¥VnereHa is the effective anisotropy field, the magnetic mo-
minishes but the magnetic anisotropy begins to influence thE'€Nt has two orientations, and e, corresponding to the
behavior of the superparamagnetic particles. For this reasoflinima of the function(1) and the orientatiores, corre-

the magnetization of the solidified ferrocolloid still remains SPONding to the saddle point separating these minima. We
substantially lower than that of the liquidther conditions 60+
being equal and the difference only decreases to a few per-
cent in strong fields.

1-160

whereg, n, h are unit vectors in the direction of the magnetic
moment, the axis of easy magnetization, and the external
Id H, respectivelyK is the effective anisotropy constant,

2. CALCULATION MODEL 40

We introduced the following modifications to the theo-
retical model described in Refs. 1 and 2.

1) The magnetization of superparamagnetic particles was
calculated with allowance for the energy of anisotropy, as in
Ref. 8. The low remanent magnetization and therefore the
small deviation of the system from equilibrium justify the
use of equilibrium statistic€Gibbs distribution.

2) Allowance was made for the fluctuations of the mag-
netic moments of magnetically hard particles. The particle
magnetic moment is located in a deep potential well and plm—nat i i
cannot overcome the potential barrier within the measure- 1077 1 10 10°
ment time. Nevertheless, its orientation is not rigidly defined: o kA/m
it can undergo fluctuations near the minimum of the potentiak, 2. pifference between the normalized magnetizations of a magnetic
energy. liquid and a solidified ferrocolloid.

(1° Is/I],) 9 0/9
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shall denote byAU,=U(e;)—U(e,) the energy barrier practice, no significant problems arise since, as the external
which must be overcome by the magnetic moment for a parfield decreases, the number of particles in the second group
ticle to be transferred from the metastable stateto the  and thus, their contribution to the magnetization of the sys-
energetically favorable positiag. If (e,h)>(e,h), the mag- tem, rapidly tend to zero. In this case, the presence or ab-
netic moment must overcome an even higher barier,  Sence of the second group does not influence the magnetiza-
=U(e;) —U(e,) for a return transition. tion. For this reason, the formal classification of the particles
The magnetic reversal of a fixed single-domain particleinto three groups was retained in weak fields but only so that
is characterized by a relaxation time which in théeNe the calculation algorithm was not made more complex.
model? is given by ry= roexp{sU/KT}, wherer, is a char- The contribution of superparamagnetic particles with
acteristic time of the order of 1 mghe Larmor precession fixed-direction easy axes to the magnetization of a ferrocol-
period of the magnetic moment is the Boltzmann con- loid may be expressed in the fofm
stant, andT is the temperature. Equating the magnetization ckT (d P
measurement time to the Nee.I rglaxatioq time, we ot_)tain M,(n, H)= — f 1f(x)—|n Z(n, H)dx
the following approximate criterion to find the maximum Mo Jo oH
barrier height to be overcome by the particle magnetic mo-
ment: AU*/kT=In(/). | _ 7(n, H)=f expl£(eh)+ o(en)2}de, @
For convenience in the following calculations, all the

coII0|_d particles are dl\_/lded into three groups according towherec is the particle number densitg, is the configura-
the size of the magnetic nucleus.

1) Superparamagnetic particles — particles for whichtIonal partition functiong=KV/kT, &= uom(x)H/KT is the

. — 3 . . _
AU <KT In(7/7p) and the distribution of magnetic moments Lar?gevm parameterr,n(x) Msmx°/6 is the particle mag
. . . . .- netic momentx is the diameter of a sphere the same size as
over different orientations can be considered to be equmb;[he article, andf(x) is the particle size distribution func-
rium. The conditionAU,=KT In(#7), solved for the par- P ' P

. . ) . . . tion. A two-parameted” distribution which ratel -
ticle size, determines the critical particle diametierfrom ° o-parameteil” distributio ch accurately ap

which the particle ceases to be superparamagnetic. proximates the disperse composition of the magnetite

2) Magnetically hard particles in the lowest-energy statepartlde§ Is then used as(x)

e, satisfying the conditionAU,<KT In(#/75)<AU;. For

these particles the potential barrigt), is below the critical f(X)=—7 ,

value, the particles cannot be confined for long in the local X T(s+1)

minimum e,, and are transferred to the principal minimum C
. ! wheres andx, are the distribution parameters.

e,. They cannot be transferred backggosince the time taken D L

. o . The contribution to the magnetizatidvi, from the sec-
for this transition is greater than the measurement time. Th(ca)nd roup of particles mav be obtained as in the brevious
conditionAU,=KT In(7/7), solved for the particle size, de- group ot p y P

termines the second critical diametkr from which the par- f:sii’neéﬁi?é t?;};giovgg L?I/a?:: EEE Vz::t%g: ftii%;]s 'tl'hheer-
ticle may be blocked in the metastable state 9 g P )

. . . . . mal fluctuations of the magnetic moments of particles in the
3) Magnetically hard particles with maximum anisotropy _ . . . - .
. . ) . L principal potential minimum are then automatically taken
energies situated either in the principa, X or local ()

minima. The magnetic moments of these particles canno'pto account. The third group of particles can be either in

) . i Statee; or in statee, but the populations of these states will
overcome the energy barrier separating positienande, ,

in either direction. For these particles we havel, diffgr and will depend on the prehistory of the sample. In

SKT In(riy). pa_rncular, as we move alo_ng the upper curve of the hyster-

The particle classification used means that the Gibbs disc~ loop, the relative fractions of particles in the groups are
P 1=1, p,=0. The magnetizatioM 5 of the third group is a

tribution can be 6.\[.)p|.led separately to each group. .In thi inear combination of the contributions of particles blocked
case, the nonequilibrium of the system as a whole is onl){ : o

: : - Jn these two states. We obtain the total magnetization of the
observed in particle transitions between groups and potential

minima. Since the potential barrietsU; and AU, depend system_ by summing the contnbuyons Qf all the fractions and
. . . ; . averaging the result over the orientations of the easy axes,

on the external field, the fractions of particles in a part'CUIarassumin that these are distributed isotropicall

group are not constant and vary with the field strength. The 9 pically

classification of the particles into groups is clearly arbitrary, 1

and the boundaries between the groups are blurred because Mo(H)= Ef (My(n, H)+Mj(n, H)

of the indeterminacy of the magnetization measurement time

7 and the approximate nature of the superparamagnetism +Msg(n, H))dn. 4

condition ry<< 7. However, the blurring of the boundaries is i o ]
small and the critical diameters are determined fairly reliablyln Weak fields, the magnetization depends linearly on the

because of the logarithmically weak dependence of thd€ld strength so that the initial susceptibiligM/dH, ac-
height of the appropriate potential barriers anlt can also ~ €ording to Eq.(4), will be given by

be shown that additional difficulties with calculations of the
magnetization should arise in weak fields whed;~AU,

and the second group cannot be accurately identified. In

x5 exp( —x/Xg)

()

c (d oM
Foz 1 2 f oo dxt o

X0~ 3T Jo | ®

=0
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It is known that the equilibrium magnetization of mag-
netic liquids is strongly influenced by magnetic dipole inter-
particle interactions. In concentrated solutions allowance for
these interactions doubles or trebles the initial o
susceptibility’®1! Solidified magnetite colloids are only
slightly nonequilibrium: in our experiments the contribution 2100
to the magnetization of particles with blocked moments does
not exceed 1%see, for example, Fig.)1Thus, theoretical
models developed for magnetic liquids which can quite sat-
isfactorily describe the effects associated with magnetic-
dipole interactions, can naturally be applied to these
colloids/®? We subsequently use a modified median-field
varianf which is convenient for the calculations and gives a
high accuracy. In this approximation, the magnetic-dipole
interactions between particles distributed in a solid matrix
are taken into account by replacing the field strength in Eq. 0

o
-t 2
(4) by its effective value 10 7 0 70° H, kA/m
_ FIG. 3. Influence of magnetic-dipole interparticle interactions on the mag-
He=H+M 0/3’ (6) netization of a solidified ferrocolloid. Solid curve — calculations using Egs.
whereM is the magnetization in the single-particle approxi- (?—(7). circles — experimental values.
mation determined from Ed4). Formally speaking, expres-
sion (6) used by us for the effective field is merely an ex-

pansion of He as a power series of the concentrationformation of the magnetic properties of ferrocolloids. The
constrained to a linear dependendé; is strictly propor-  only fitting parameter was the effective anisotropy constant
tional to the particle number density. In this respect, it differsyhich was determined from the condition that the calculated
qualitatively from the effective Weiss field for which the remanent magnetization agrees with that measured experi-
correction to the external field is proportional to the magnementally. Since the disperse composition of the particles in
tization M and increases with concentration more rapidlyne samples was the same, the spread of magnetic anisotropy
than linearly. The application of the Weiss model to mag-constants was small. The value Kf was varied between
netic liquids would inevitably result in spontaneous “ferro- 14.3 and 16.6 kJ/f1 The existence of magnetic anisotropy
magnetic” ordering of the magnetic moments of all the par-ang the loss of rotational degrees of freedom by superpara-
ticles. Although such predictions were made in variousmagnetic particles reduces their contribution to the magneti-
studies, known experimental data unambiguously indicatgation of the solid colloid compared with Langevin theory.
that this ordering does not occur in larg@mpared with the  The relative decrease in magnetization is around 10-16%
particle siz¢ volumes. In the effective-field approximation znd reaches a maximum in fields of approximately the same

T
-]

150

(d

we have order of magnitude as the anisotropy field.
1 Allowance for the thermal fluctuations of blocked mag-
M(H)=7— f (My(n, He) +Ma(n, He) netic moments yields corrections of around 1—-2%, which can
be neglected without appreciable detriment. This implies that
+Mjz(n, He))dn, (7)  the directions of the blocked magnetic moments can be ac-

curately assumed to be the same as the directions corre-
sponding to the potential energy minima. The role of the
x=xo(1+ xo/3), (8)  blocking itself (i.e., the departure of the system from equi-
librium) is already significant. In weak fields the correspond-
ing reduction in magnetization is 10—40%. In moderate fields
pe blocking effect and the influence of anisotropy on the
i)ehavior of superparamagnetic particles are added and give a
total reduction in the magnetization of a solidified ferrocol-
loid compared with the liquid, shown in Fig. 2.

The influence of interparticle interactions on the magne-
tization of a ferrocolloid M.,=83 kA/m) is shown in Fig. 3,
whereM is the magnetization in the single-particle approxi-
mation. This influence is measured quantitatively as the rela-
tive increase in magnetization when interparticle interactions

We calculated the magnetization of solidified ferrocol-are “switched on.” Since in real experiments the interpar-
loids using Eqgs(2)—(7) for the particle size distribution pa- ticle interactions cannot be “switched off,” the magnetiza-
rameters determined in experiments using a magnetic liquilon M, was calculated from the concentration of the mag-
for r=100 s at room temperature 293 K. The other paramnetic phase in the sample as a quantity strictly proportional
eters were varied to assess the role of different factors in th® this concentration. The coefficient of proportionality,

and in the weak-field limit £—0)

where x is the susceptibility in the single-particle approxi-
mation calculated using E@5). It can be seen from Ed8)
that o may be considered to be a dimensionless paramet
which determines the degree of influence of magnetic-dipol
interparticle interactions on the magnetization of ferrocol-
loids in a weak field. This influence is small fgp<1 and
doubles the magnetization fgip= 3.

3. RESULTS OF CALCULATIONS AND COMPARISON WITH
EXPERIMENT
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which depends on the field strength, was determined fronmodified effective-field model with simultaneous renormal-
the results of measurements for a weakly concentrated coization of the effective-anisotropy constant. Magnetic anisot-
loid, i.e., for the weakest influence of interparticle interac-ropy of the coarsely dispersed particle fraction is observed in
tions on the magnetization. It may be assumed that the calwveak fields as a result of the blocking of magnetic moments
culated results agree satisfactorily with the experimental datan the local potential minimum. This blocking leads to very
and indicate that the effective field modé) can be applied slight hysteresis and reduces the magnetization by several
to solidified ferrocolloids. It can be seen that in weak fieldstens of percent compared with the equilibrium value. The
and concentrated colloids the influence of these interparticleemanent magnetization of concentrated ferrocolloids is a
interactions approximately doubles the magnetization. Alfew tens of amperes per meter and is three orders of magni-
though this effect is slightly weaker in solidified colloids tude lower than that in strong fields. Magnetic anisotropy of
compared with magnetic liquids, it is still fairly strong and the finely dispersed fraction is observed in moderate fields
clearly cannot be disregarded. comparable with the anisotropy field and reduces the magne-

One of the consequences of interparticle interactions is fization by approximately 10-20% compared with the
nonlinear dependence of the susceptibility on the concentrd-angevin value. The thermal fluctuations of the blocked
tion of the magnetic phase. Since the single-particle suscepnragnetic moments negligibly influence the magnetization of
tibility xo is proportional to the particle number density, in the system.
the selected theoretical model the concentration dependence The authors would like to thank K. I. Morozov and V. I.
of the initial susceptibility should be described by a parabolaStepanov for discussions of the results and useful comments.
(8). A comparison between E¢B) and the experimental data This work was supported financially by the Russian
for different samples revealed good agreement, provided thd&und for Fundamental Resear@roject No. 97-03-32119
the coefficient of proportionality between the volume frac-
tion of the magnetic phase and the single-particle suscepti*R. W. Chantrell, J. Popplewell, and S. W. Charles, J. Magn. Magn. Mater.
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. A. Tari, J. Popplewell, and S. W. Charles, J. Magn. Magn. Mdt&+.18,
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Specific models of domain walls are used to investigate conditions for the single-domain state
and quasi-single-domain states in structures with magnetic materials having a quality

factor higher than one. It is shown that the critical thickness of the magnetic film in a tangentially
magnetized system decreases monotonically as the magnetizing field increases from zero to
the transition from the collinear to the homogeneous angular phase and then increases
monotonically with increasing external field. In a thin isolated magnetic film, the size of the
domains increases exponentially with decreasing thickness. This dependence is logarithmic near
the transition to the single-domain state for a film coated on two sides and obeys a power

law for a film coated on one side. The establishment of a single-domain state and characteristic
features in the asymptotic behavior of the domain structure in magnetic films with and

without coatings can be attributed to differences in the asymptotic behavior of the field of a
single domain wall. ©1998 American Institute of Physid$$1063-783%8)02306-3

1. It is known that ferrites in weak static magnetic fieldsterial. The anisotropy axis, is perpendicular to the devel-
are in an inhomogeneous magnetic stalixceptions to this  oped surface of the film. The system is located in a tangential
are small particles and quasi-one-dimensional sam(sies  external magnetic fieltH,, whereH.<H., (H, is the up-
called “whiskers”) which are single-domain for any homo- per critical field for the superconducjorThe geometry of
geneous external magnetic fiéldhe existence of a domain the symmetric and asymmetric systems is shown in Figs. 1a
structure in a magnetic substance is frequently a harmfuind 1b, respectively.
factor. For example, the existence of domains leads to noise The ground state of the system in a given external mag-
accompanying magnetic reversal and causes increased damigtic fieldH, corresponds to the minimum of the Gibbs po-
ing of spin waves as a result of their scattering by domairnential G
walls. The suppression of domains in fairly large magnetic L
?amples can be used to improve a row of devices which use G:f dvr —HM= ZHpM —277QM§+ E(VM)Z ,
errites. Vi 2 2
The present paper analyzes the conditions for the estab- (h)

lishment of a single-domain state in uniaxial ferromagnetic . L . . .
films coated either on one or on two sides with a type-IIV.VhereN.I IS th.e magnetizationHp, is the dipole magnetic
superconductor, assuming that the coupling between thféeld’ @ |s.the mhpmogeryeogs exchange constant of the fer-
magnetic subsystem and the conduction electrons of the Srgmagnetlc,. ar!d Integration 'S performed over the volume of
the magnetic filmV;. Expression1) has the same form as

perconductor is electromagnetic. he Gibb tential of nsulated uniaxial f "
2. We shall examine the conditions for the suppressiorﬁ. € LIbbs potential of an Insulated uniaxial ferromagnetic
ilm, although the dipole field in Eq(l) also includes the

of magnetic domains in two types of layered systemsa a field ted by th i ts of the
symmetric system and)kan asymmetric system. The sym- €ld generated by the magnelic moments ot the terromag-
netic and the field of the screening Meissner currents in the

metric system is a thin uniaxial ferromagnetic film coated Onsuperconductor
two sides with a thick superconducting layer and the asym- L . . .
P g 1ay y The magnetic fieldH in the superconductor is described

metric system is a thin ferromagnetic film on a thick super- .
conducting substrate. We shall subsequently consider sy?ay the London equation

tems with superconductors characterized by a large 4 )\2 curlcurlH=0, )
Ginzburg—Landau parameter=\/¢>1 (A is the London

depth of penetration of the magnetic field ahis the corre- and the scalar potential of the dipole fieldHy=H—H,
lation radiug. We shall also assume that the Abrikosov vor- =grad¥ is described by the Laplace equation in vacuum
tices in the superconductor are securely anchored at pinning  _,

centers and their displacements make a small contribution to V=0, )
the magnetic susceptibility. The magnetic film possessegnq py the Poisson equation in the ferromagnetic film
magnetic anisotropy of the “easy axis” type with the con-

stantB=47Q>0, whereQ is the quality factor of the ma- V2W=—47 div M. 4

1063-7834/98/40(6)/7/$15.00 975 © 1998 American Institute of Physics
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FIG. 1. Ferromagnetic film with superconducting coating on two sides
and on one sidéb).

Equations2)—(4) together with the conditions for continuity
of the tangential components of the magnetic fidldnd the
normal component of the magnetic inductiBsH+47M

Bespyatykh et al.

(7—K)

A= e—kL/Z
2(7 coshkL/2+k sinhkL/2)

+L/2 k
><J dy’(i—ml; sinhky’ —my’ coshky’),

—L2 k
(t—k)

B= e*kL/Z
2(7 sinhkL/2+k coshkL/2)

+L/2 k
xf dy’(i—m{( coshky’ —my’ sinh ky’),
—LP2 k

1 [+Li2 k oy
=5 f_uzdy’ i me—my’ sgriy—y’) [e” VY
('T_k) k , , _ ’
M m e ky+ys (6b)

where m=my(y), mi=my(y’), ?=k>+\"2. If in Eq.
(6a) the normal component of the magnetizatio¥(y) is
symmetric and the tangential component§*(y) are anti-
symmetric functions of, thenB=0, otherwiseA=0. Using
the expressions for the potential of the dipole fiéb), we
find the Gibbs potential of systefi). We shall not give this
expression here because for an asymmetric system this was
given previously in Ref. 3 and for a symmetric system, it is
cumbersome.

3. The ground state of insulated thin single-domain fer-
romagnetic films depends strongly on the quality fac@or
For magnetic materials with a quality factQ>1 in weak

at the interfaces between the media can be used to calculateternal fields no single-domain state is established. From a
the magnetic field and the induction in the system if thecertain thickness, the equilibrium period of the domain struc-
distribution of the magnetization in the ferromagnetic film is ture increases monotonically as the thickness of the magnetic

known.

film decrease8.An analysis of the single-domain state in

Since the system is homogeneous along the coordinatesystems containing these materials presents considerable dif-
X andz, it is convenient to convert to the Fourier transformsficulties since an essentially nonlinear problem must be

of the magnetizatiom and the fieldH using the relations

— dk ikr — —ikr
M(r)—fMZMk(y)e : Mk(y)—fdrM(r)e :
5

We also introduce the dimensionless quantities
=[47M§(ald4m)®?]71G, m=M/M,, m,=sindcos¢, m,
=cosf, m,=sin@singd, h=H./(47Mp), h=h,n+h,
(hny) =0, hp=Hp/(47Mg), ¢=(4mla) H4mMo) 1V,
and we normalize all the spatial scales t094m)? (we keep

their notation as before, so that this should not give rise t

any confusion

The Fourier transform of the normalized potentigl in
the magnetic for the symmetri@ and asymmetri¢b) sys-
tems is

Y= A sinhky+B coshky

1 J‘+L/2
+> | Ty
2 )-p y

Fem—my’ sgriy—y’) le” VY,

(6a)

solved for the range of magnetizing fields in which domain
walls are formed. On the other hand, for isolated magnets
with a quality factorQ<'1, there is a critical thickness from
which the domain structure becomes energetically unfavor-
able and the ground state of the film will be homogeneous.
In this case, the conditions for the single-domain state in
isolated films as well as films with a superconducting coating
can be investigated comparatively easily since this involves
analyzing the spectrum of small excitations in the systém.
Here we analyze a magnet with the quality facfpr1.

As the thickness of a ferromagnet with the quality factor
Q>1 decreases to the critical value, the period of the do-

Tnain structure becomes infinite but the thickness and struc-

ture of the domain walls vary negligibly. Thus, the condition
for the existence of the single-domain state is the same as the
condition that the total domain-wall energy is zero. An ac-
curate solution of these problems involves cumbersome nu-
merical calculations and thus models of domain walls and
domain structures are generally used in conjunction with
variational methods.

We shall first analyze some characteristics of the domain
structure of uniaxial ferromagnetic films near the thickness
L. for the transition to the single-domain state. Since in this
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case, the period of the domains is large, we shall call this 17>
state of the film quasi-single-domain. Here we merely givegp=— 1 E
the results for a stripe structure: the main qualitative behav- n=1

2
n?

1 27, sinhk,L/2
~ kyL(Kk, sinhk,L/2+ 7, coshk,L/2)

ior is also conserved for grids of bubble domains. (109
We shall assume that the magnetization is uniform in % 1

each domain and over the thickness of the magnetic film. We gp=— 7 > [ 1— H[ 1—e kil

shall also assume that the domain walls are parallel toythe n=1 n

axis, the magnetization is distributed symmetrically relative (1,—Kp)

to the origin, the azimuthal angle for the direction of mag- + m(l—e"‘nL)2 ]Aﬁ (10b)

netization is¢p= /2, and the dependence of the polar angle
0= 0(X) within the half'periOd of the domain structure 0 Wherekn: kn, Tﬁ: kﬁ+)\72, An are the coefficients in the

<x<D/2 is described by the pieceWise'Iinear function Fourier series expansion of the function ws)
0 for x<D"/2, o
(07— 0" )XIA+0" COS B(X) =Ag+ 2, A, COSKyX,
0 = n=1
)=\ (6= 6-)D*/2A for D*/2=x=D*/2+A,
- +
o for x=D7/2+ A 7) Ap={cosf —(cosf —cos6")Y
HereD™* and 6~ are the dimensions of the domains and their N
polar angles, respectively, addis the width of the domain | cosg-—2" g —siné 7
wall. We shall subsequently assume thatare the same as 0~ —0" '
the polar angles for the directions of magnetization in uni-
form angular phases, and we shall determine these using the 2 o
equation An= 1 2226 — 67 )7] —cos#~ sinwnZ
_ Q ~
+_ =, X *_ —0O-— mnZ
h, sin 6 —hy cos =+ 7 sin20=0, Q=Q~-1. +—————(sin §~ cosmnZ—sin 6")|cosmnY
(8) (67—67)
The values oD, D", andA are independent parameters of . -
the model and their values are obtained from the condition +|cosf" —cosf cosmnZ
for a minimum Gibbs potential. Then, the volume-averaged
local contributions to the Gibbs energy subtracting the en- mnZ
ergy of the uniform angular phase with=6", have the BT Y sin ¢~ sinanZ|sinmTnY . (11)
form ( )
gz=[hy(sin 6~ —sin 6)+h, (cos0™ —cos6")]Y Wg ghall now compare the quasi-sing[e—domain states of
uniaxial ferromagnetic films with and without a supercon-
~_ cosf —cosh*t ducting coating, for a tangential external magnetic field not
+| hy| sin 6"+ o exceeding that for a transition from the collinear to the ho-
mogeneous angular phase. For an isolated magnetic film with
sin 6~ —sin 6+ strong magnetic anisotropyA(<L) (we subsequently take
+h, | coso™ — E— ; strong or weak anisotropy to mean the effective anisotropy,
6 -0 which includes the influence of the magnetizing fjelhere
o) kL<1, we have
g,=—|(cos ¥ —cos ¥")Y
T4 cogo* 3 kL2,
gp= > kL In(kL)—E—In 2— -5 +o(k*L?),
_ sin20”—sin 29" m
+|cos ¥ — — Zi, _ 1
2(07—67) , (m=20")[Q . . coso*
B - Af=———— 7 cos¥ +hjsing" ————— ,
(6-—67)%k 2 4 (m—267")
Yo 5 7 C)
21
K 1 m(m—267)2 12
= =D* = i =—exg —————|.
wherek=2#/D, Y=D"/D, Z=2A/D, g, is the Zeeman L AL co2 0

energy,dey is the exchange energy, agd is the anisotropy

energy. The local component of the dipole energy is includegtrom this it can be seen that as the thickness of the magnetic
in the anisotropy energi®) by replacing the quality factd®  film decreases, the size of the domains increases exponen-
with Q. The nonlocal component of the dipole energy for thetially while the width of the domain walls remains almost the
symmetric(a) and asymmetri¢b) systems is given by same.
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Under the same conditions for a film coated on two sided=or A>L expression$15)—(16) are valid if 3/2 is replaced
with an ideal superconductoix &0), the dipole energy is by 2. The domain-wall width in Eqg14), (16), and(18) is

transformed to give

8kL cog 97 & 1
- n E tanh

m?(2n—1)
T n=1(2n—1)3 .

2kL

go=
(13

Using Eq.(13), we can determine the critical thickneks
and the relation betweek and L for films of near-critical
thickness

_ m(m—26")>2
IA cog 6" '
L-L, 1672 1 772)
= exp — —|,
L 7Z(3) (KL) kL,
where

» dx tanhx
I=f —|1-
0o x? X

(14)

=0.82.

It can be seen from Eql14) that the dependence of the

reciprocal period of the domain structuteon the film thick-

described by formul&12).

For magnetic films with a superconducting coating, the
principal term in the expansion of the dipole energy in pow-
ers of the small paramet&l is proportional tokL and the
derivative of the dipole energy with respectkaxhibits no
divergence fokL— 0. The differences in the expressions for
the dipole energy and in the dependenkés) are attributed
to differences in the asymptotic behavior of the induction
and the domain-wall field at large distances from it. For an
insulated magnetic film the field of a domain wall centered at
the pointx=0 for x—« is given by

y 2 1
X~ _ + 7
hp= Trcose 2’ = .

(19

The induction componenit, decays slowly with increasing
x which leads to the appearance doklrin the expression for
the dipole energyl2).

For a film coated on one side we have

8 1
nessL near the transition to the single-domain state is loga- D= - cos 6" —
rithmic. If the London depth for the superconducting mate- m X
rial is large \>L), we have
ge a>L) 8 L1+ (a-ly)
KL bh=— cos 6" ——————, (20)
go=—, cog0™(In|+C—-3/2), I=L/2\, (15) X
4 _ _ S0 thatb), decays rapidly with increasing and the deriva-
and the dependende;(\) is expressed in the parametric tive of the dipole energy with respect koexhibits no diver-
form gence forkL—0. For a film coated on two sides, it has been
(262 noted that these value decay exponentially with increasing
Le=— , distance from the domain wall.
A cos 6% (Int+C—3/2) (16) Using the expressions for the Gibbs ene(@yand(10),
A=L//2t, we also analyzed the quasi-single-domain states and the criti-

whereC is the Euler constant. In this case, the valuekof

cal thickness of uniaxial ferromagnetic films with a super-
conducting coating in an external magnetic field directed at

depends logarithmically oh.—L.. This dependence is @ an angle to the plane of the film. Without giving all the
consequence of the exponential decay of the magnetic indugy|cylated results, we note that as the normal component of
tion and the tangential component of the domain-wall magthe external fieldHn, increases, the region of absolute sta-

netic field with increasing distance from this wall as a resultbi”ty of the angular phase with the magnetization component
of the magnetic charge field being screened by currents neqfyHY~q increases
2 .

the.surface of the superqonducting coating. The screening 4 Quite clearly, the specific type of domain structure is
radius increases monotonically from a value of the ordér of 4t important for determining the critical thickness, and this

for an ideal superconductor to a value of the ordex dér a
superconductor withh> A.

thickness may be obtained from the condition that the total
energies of an insulated domain wall and the homogeneous

For a magnetic film with an ideal superconducting Coat'angular phase are the same.

ing on one sideX=0), we have

We shall calculate the critical thickness of a uniaxial

co2 g+ (KL)? ferromagnet with the quality fact@@>1 in a tangential ex-
go=-2———kLIn2——> +o(k*L%), (170 ternal magnetic fieltH,, assuming the following distribution
™ of magnetization in the domain wall:
S0 that mY=cos 0, tanh(x/A),
-2 +32 1
= m(m=267) , m?=[1-cog 6, tantf(x/A)]*?, (21
2In2 A cog ¢t
where A is the width of the domain wall andd,
(kL)?=4In 2(L—LC). (18 =arcsinh/Q. As above, we shall use normalized variables
¢ Lc and we shall also introduce the notatiom=kL/2, p
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=7A/L, e=7L/2, g=G/(4M3L?). Then, per unit length of

the domain wall, we have the Zeeman energy

0,=Qp sin [ (260¢— 7)Cc0s — 2 sin 6, In sin 6],
(22)

the anisotropy energy, including the local component of the

dipole energy

9a=Qp cog g, (23
the exchange energy

~ 772 S|n2 00 t 9 24

gex—pL2 c0s b, arctan cosd, | , (29

and the energy of the dipole field in the symmetric
gp=—p*cog b,

g sinhv

1= v(e coshv+ v sinhv)

© dy
% jo sinff(pv)
(259

and asymmetric systems

~ » dy 1
—_ 2 - _ A2V
gp=—p? co 6, JO Sinhz(pv)[l 5, (1-e™®)
(e—v) o
x| 1+ 2(8+V)(1—e 2 ))] (25b)

Analytic expressions for the critical thickness can
only be obtained for systems with an ideal superconductor
(A=0) and strongp<<1 or weakp>1 anisotropy of the
film, and also for systems for which the depth of penetration p=

of the field in the superconductor is large-L,A.

For a symmetric system with an ideal superconducting

coating and strong anisotropy<1, we have

To=— 22 o2 gy=—0853 co? d5, (26
w
27? =

L=— _ JRSQ 27

- 7£(3)cog 6,

pc=VS/(RQL2), (28)

where

R=sin 6o[ (26— 7)Ccos Oy— 2 Sin Gy In sin 6;]

+cog 6, (29
5= 2 1- 2% 4rctan cos 30
=1 cos b, arctan cos | . (30

Note that Eqs(26)—(28) are valid for weak external fields

although, as the external field increases and the point of tran-
sition from the collinear to the homogeneous angular phase
is approached, the domain wall becomes broader and the

approximationp<<1 ceases to hold.
For weak anisotropy>1 we obtain

Bespyatykh et al. 979
a b w2 wt
gD:—;+3—p3, a=E;cos2 0, b=%co§ 6o,
(31
L2=S/a, pi=b/(3RQ). (32)

It can be seen from Eq§29)—(32) that the critical thickness
decreases monotonically with increasing external field from
L2=18 forh=0 to L?=15/72 for h=0Q. It can also be seen
from expression$27) and(32) that the critical thickness de-
creases with increasing magnetizing fiéld the range of
validity of these expressiohand its maximum corresponds
to zero field. This behavior is caused by a reduction in the
effective magnetic anisotropy in thez plane and a decrease
in the domain scattering field as the point of transition from
the homogeneous angular to the collinear phase is ap-
proached.

For an asymmetric system with an ideal superconducting
substrate X=0) and strong magnetic anisotropy<l we
have

gp=—21In2cog 6, (33

L O VRSQ (34)

=
In 2 cos 63

pe=VS/(RQLD), (35)

and for weak anisotropy>1

~ a b A
=——+—, a=—_cog 6,
P 2p® 9
3L(3
g; ) cog 6, (36)
L2=S/a, p3=b/(4RQ). (37)

In the opposite case, where the depth of penetration of
the field in the superconductor is large>L,A, for a sym-
metric system with strong anisotropy<1, we have

9gp=c0¢ fg[In(L/\)+C—3/2], (38

andL.(\) andp.(\) are functions of the parameterwhich
varies in the range @t<1

Le=pc (SIRQY2,
pe=cog fo(—In t+3/2—C)(2RQ) 1, (39
A=L/(21).
If the anisotropy is wealp>1, then
gp=—[In(ApL)+1]cos 6, (40)
and the critical parameters are
pc=[cos 65/(4RQ)]IN(4\?RQ/S),
L=(p2RQ/S) 2 (42)

For an asymmetric system with stropg<l and weak
anisotropyp>1, pL/\ <1, the dipole energy and the critical
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<10

g
2 ] 1 ] 1 1 1 |
0 10 Z£ Jo “0 FIG. 3. Critical thicknesd . versus quality facto® for h=0 and\x=0
(1,2 and 35.5(3, 4): 1, 3— coating on two sides?, 4 — coating on one
side.

FIG. 2. Critical thicknesd. . versus London deptih for h=0 and the
quality factorQ=7. 1 — coating on two sides, ar2l— on one side.

a function of the London deptk andQ. It can be seen from

Va|ues|_ and pc are described by formu|d§8) (39), and Flg 2 that for small\ the critical thiCkneStc varies rapldly
(40), (41) respectively, if\ is replaced by +e. with A, and for large\ varies logarithmically as given by
The domain-wall model21) can be used to make fairly expression(39). An increase irL with increasingQ (Fig. 3)

accurate calculations of the critical thickness for a magnetiés caused by an increase in the scattering field and the
film with strong anisotropy in weak fields. However, this domain-wall energy. Figure 4 gives the critical thicknésgs
model cannot be used for fields close to the transition fronas a function of the magnetizing field Over a wide range
the angular to the collinear phase: Q since the distribution of fields, the critical thicknes§ . is almost constant but it

of the magnetization over the thickness of the magnetic bedecreases rapidly as the field tends toward that for the tran-

comes highly nonuniform. Calculations of the critical thick- Sition from the angular to the collinear phase. This is caused
ness for weak anisotropy<00<1 are qualitative by an increase in the width of the domain wall and an asso-

If the tangential external field is larger than the field for ciated decrease in the scattering field. The minimum critical
. . ~ thicknessL} for the calculation parameters is very accu-

the transition from the collinear to the angular phaseq, rately described by formulag2) and(43). The discontinuit
an isolated domain wall does not exist and the critical thick- of thy ‘ my db for th Y ¢
ness, as for films witfQ<0, may be calculated from a lin- e curves forh=Q occurred because for the range o
earized system of equatioh8y analyzing the spectrum of fields h>Q the results are accurate, whereas for the range
weak perturbations in the systefthe discriminants of the h<Q @ highly flawed model was used. o _
systems of linear equatiofs) and(15) from Ref. 7, we can An analysis of the results presented in this section sug-
easily find the critical film thickness for the caae-1, L gests that in these approximations the transition over thick-
<1. For typical type Il superconductors and ferrites we findn€ss from a homogeneous to a domain state in uniaxial fer-
A~10"%cm, aldmr~10 1= 10 2 cn?, so that this case is fomagnetics with the quality fact@@>1 is a second-order
of the greatest interest. The dependehggh) for a symmet-  phase transition for fieldd > Q and a first-order phase tran-
ric system is given by

Lo(K)=4(K2+N"2)%(k2+2N72), sk
o, (42 U
h(k)=Q+k*/(k“+2\"9), = Z —
wherek is a parameter equal to the wave number of the 4
critical mode. The equivalent dependence for an asymmetric —
system is written as follows: i+
Lo(k)y=27(k+1)/(27—k), = F
~ 43 -
h(k)=Q+k3(27—k). “3 s
” . 7 1,2
It follows from Eqgs.(42) and (43) that the critical thickness e 4 ’
and the wave number of the critical mode increase monotoni- i kR
cally with increasing external field. The minimum critical 0 , L | | .
thicknessL} corresponding to the external fiete= Q agrees 0 2 4 6 8
with that obtained in Ref. 7. h

Equa_ti_ons(22)—(25) Were_used fora nume_rical analys_is FIG. 4. Critical thicknesd . versus tangential magnetizing field for \
of the critical parameters. Figures 2 and 3 give the critical-35 5 and values of the quality fact@®=7 (1,2 and 1(3,4: 1,3 —
thicknesd. . of magnetic film coated on one and two sides ascoating on two sides2, 4 — coating on one side.
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sition for H,<Q. The line describing the loss of stability of tially less than that obtained here. Rar A >L . the field is
~ H * ~

the inhomogeneous state fHiL<O is the same as the first- €xponentially smallhg = (8/m)p.exp(-m/pdc), so that no

order phase transition linghese lines may differ if more VOrtex structure exists. The case-L.>A. is of little inter-

complex domain structure models are usethe line de- est since the critical thickness. for large\ is small and the

scribing the loss of stability of the angular phase is notinequalityL ;> A is rarely satisfied. Under conditions where
shown in Fig. 4. inequality (44) is satisfied, a stricter approach is required to

5. We shall assess the validity of these results for th&lescribe the mixed state of a superconductor and this should

case where the external field is zero and no pinning is obform the subject of a special analysis.

served in the superconducting material. Vortices occur in the ~ 1hiS work was supported by the Russian Fund for Fun-
superconductor when the tangential dipole fiel§ at the —damental ReseardiGrant 96-02-17283a

surface of the superconductor exceeds the lower critical field
H.;. However, the magnetic flux structure only varies sub-
stantially if the characteristic size of the regidnin which 1L D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
vortices exist is considerably greater than the London pen- transl. of 1st Russ. edPergamon Press, Oxford, 1960; Russ. original,
etration depth of the field in the superconductor\ and Nauka, Moscow, 1982, 620 pp.

the thickness of the magnetic filh>L (for L>A) or the 22' V. VO.”.SO"IS":E legnlaﬁsm Vo'sl'gizanl%;z[‘]’v”ey’ New York, 1974;
width of the domain wall\>A (for A>L). For a Symmetric sy, | Bespyatykh, V. Vasioveki M. Gadel A, D. Simonov, and

system these conditions are equivalent to the inequality V. D. Kharitonov, Fiz. Tverd. Tel&St. Petersbuig3s, 2983(1993 [Phys.
Solid State35, 1466(1993].

Polytechnic Institute, 26-600 Radom, Poland

hey=Hc/(4mMg) < hB = IhB[y= L/2, 4N. M. Salanski and M. Sh. ErukhimovPhysical Properties and Applica-
tions of Magnetic Filmgin Russiar, Nauka, Novosibirsk1975, 224 pp.
x=max\,L.,A0)]. (44) SA. Holz and H. Kronmuller, Phys. Status Soli8li, 787 (1969.

. . . . 8V. G. Bar'yakhtar and B. A. Ivanov, Zh.k8p. Teor. Fiz72, 1504(1977)
For A<L <A, the field decreases rapidly with increasing [sov. phys. JETRS, 789 (1974)].

wall width h=h{(y=L./2,x=0)=(m/2p), so that vorti-  7Yu. I. Bespyatykh, V. Vasilevskj M. Gadek, A. D. Simonov, and
we haveh’ = — (2/m)Inp,. Then vortices generally appear in  >°1d State36 323(1994].
the superconductor and the critical thickness may be substanmranslated by R. M. Durham



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 6 JUNE 1998

Temperature dependences of the high-field magnetization of dilute frustrated
ferrimagnetic spinels

N. N. Efimova and S. R. Kufterina

Kharkov State University, 310077 Kharkov, Ukraine
(Submitted August 4, 1997; resubmitted December 29, 1997

Fiz. Tverd. Tela(St. Petersbupg40, 1075—-1079June 1998

Results are presented of an investigation of the magnetic properties of dilute frustrated
ferrimagnetic spinels kisFe, 5 ,Ga O, (x=0.8—1.2), which characterize the main parameters
of the ferrimagnetic state and provide evidence of local violation of collinear spin ordering
and frustrations. In particular, measurements were made of the concentration dependences of the
magnetic momenmy(x) and the Curie poinT (x), the magnetization isotherms;(H) at

T=4.2 K andH=<10 kOe, and also the low- and high-field magnetization polytherg(dr). It
was established that for=0.8 in fields exceeding the technical saturation fidld-2 kOe,

the temperature dependences of the high-field magnetizati¢m) between 4.2 and 230 K cannot
be described by the BlocF*? law whereas this law is satisfied for undiluted Li spinel (

=0). Over the entire temperature ran@e2—230 K the experimental curvesy(T) may be
approximated byoy(T)=o0o(1—AT¥?—BT?) for x=0.8—1.0 andoy(T)=0¢[1

— CT*%exp(u(H—Ho)/kgT)] for x=1.1, 1.2, whereuH,~ 15 K is the internal field produced by
competition between exchange interactions and frustrations19€8 American Institute

of Physics[S1063-783%8)02406-X|

Here we report results of investigating the magneticl. SAMPLES AND MEASUREMENT METHOD
properties of dilute two-sublattice ferrimagnetic spinels

Lioghe5-,Ga0, (X:O'S_.l'a with only one species of —1.2) spinels were synthesized by a solid-phase reaction, as
magnetic ions — F¥. Particular attention is pald to identi- i, Ref. 3. The single-phase state was checked by x-ray dif-
fying the temperature dependences of the high-field magng;action.
tization oy, i.e., the magnetization in fields greater than the |4 order to avoid any confusion, it should be noted that,
technical saturation fieltl>H and in particular, to the pos- unlike Ref. 4, we used samples wik+0.9, which do not
sibility of describing these dependences by the BIGéH  exhibit any transition to the ferrimagnetic spin-glass state.
law, which is satisfied for collinear ferromagnets and ferri-  The magnetic properties were investigated using meth-
magnets up to temperatures0.8T, (Refs. 1 and 2 ods and apparatus similar to those used in Refs. 3 and 4. The
For these concentrations of nonmagneticGdons, low-field magnetization polytherms in the temperature
Li—Ga spinels are weakly frustrated Heisenberg ferrimagfa@nges 4.2-200K, 77-300K and 300-950 K were mea-
nets. Forx=0.8, 0.9 the ferrimagnetic state exists over theSUred by an induction technique using three ballistic magne-

. o e 72 2
entire temperature range betwe&r-4.2 K and T, (Curie torPfters W'th. sensitivities of .IG’ 10 "’F”d.w G-cnv
. : - g~ -, respectively. Thert(H) isotherms in fields up to 10
point) while the rangex=1.0—1.2 corresponds to the reen- K d also the hiah-field S vih
[ f thex—T diagram?® In zero or weak magnetic Oe andalsot e high-Tie'd magnetization polyt errp,i_T)_
trant region o gram. 9 were measured in the range 2Z=<230 K using a ballistic

fields two transitions take place successively with decreasm%agnetometer. For the measurementsgfT) the tempera-
temperature: paramagnetic to ferrimagnetic at the Curie poinf;re step was 3—-5 K. The temperature was measured using a
T. and ferrimagnetic to ferrimagnetic spin glass at the freezTSU-2 carbon resistance thermometer.

ing pointT;<T,. Forx=1.0-1.2 the values df; are 10—12
K (Ref. 4.
The influence of competition between exchange interac» cypeRIMENTAL RESULTS AND DISCUSSION
tions and frustrations on the spectrum of magnetic perturba- _ o ] _
tions was initially examined mainly in the context of disor- 1) Influence of diamagnetic dilution on magnetic properties.
dered spin glass statesAlthough the situation has recently The influence of diamagnetic dilution on the macro-
changed and increasing interest has been shown directly Bropic parameters of the ferrimagnetic state is illustrated in
studying various models of frustrated magnefiéshe most ~ Fig. 1, which gives the concentration dependences of the

promising systems for experimental investigations are thos&Urié PointT¢(x) and the magnetic moment &t=4.2 K —

in which a change in the concentration of components i{)O(X)‘ The values off; were determined by two methods:
accompanied by a transition to the spin glass state y the Belov—Arrott methodand by extrapolating to the
’ axis the high-temperature sections of the curag$éT) cor-

Polycrystalline samples of hiFe s ,GaO, (x=0.8

1063-7834/98/40(6)/4/$15.00 982 © 1998 American Institute of Physics
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400
! ) 1 200
0.8 1.0 1.2
X

FIG. 1. Concentration dependences of the Curie pdjik) and the mag-
netic momening(x) of LipsFe 5 ,GaO, spinels.

responding to the maximum of the derivativéo{JT) (Fig.
2). The values ofT, agreed within the experimental error of
both methods £ 2 K).

Table | gives information on the cation distribution cal-
culated using the values of, (Fig. 1), as in Ref. 8. Results
of an investigation of the magnetizatian;(H), similar to
those plotted in Fig. 3 folf =4.2 K, served as the basis for

using this approximation. Fox=0.8—1.1 saturation is RSN WP S |!o°°° lLa L1 %
achieved atH=H,~2 kOe. The low-temperature parapro- o 100 Jao 400 500 600
cess, which is an indication of spin ordering noncollineatity, TK

is only observed foM>Mg in samples withX=1.2. FIG. 2. Low-field magnetization polythermsoy(T) of dilute

However, forx=0.8, nonmagnetic G4 ions have al- LioFes ,Ga0, (x=0.0, 0.9, 1.1, and 1)Zpinels;H =50 Oe.

ready replaced 32 mol.% of the Feions and in weak fields . :
~1 Oe irreversible effects are observed at temperatures be-

or H=0, the macroscopically collinear ferrimagnetic struc—t imately 4.2 4 100K h ¢
ture has local violations — spin canting near magnetic va,VEEN approximately = 4.z —an » whereas for

cancies (G3") (Refs. 3 and 2 Qualitative confirmation of H>100 e, they are only obs_erved fp'.t.l'z at low tem-
the existence of regions of local noncollinearity may be pro_peratures,. On the whole, the irreversibility effects observed

vided by the results plotted in Fig. 2, which gives the low- over the entire range of concentrations-0.8—1.2 (taking

field magnetization polythermsy(T) obtained for different Into gccount. their dependence on T, qnd H) are quite .
sample prehistories: ZFC — precooling To=4.2 K in the consistent with the model for the formation of ferrimagnetic

absence of a field, and FC — cooling with+0. It can be spin-glass statesyhich assumes that regions of local non-
seen that in all cases, except f&=0 (nonsubstituted Li collinearity are formed at the preceding stage of concentra-

spine), the profile of the polytherms is irreversible: t|onS(T=01h0r te.mtperaturﬂ(f[f).t' . iated with
oy T.H) # oeo(T,H). The absence of this effect for Li ince the existence of frustrations is associated with re-

spinel indicates that it is not related to the characteristics of'°"> of I_()coaIBngncoI;lrlwear;ty, the gresefnoe(l.O) ?_r ab-
the polycrystalline structure of the samples. In fields Ofsence(( = 0.8, 0.9 of low-temperature ferrimagnetic spin-

glass states and also the behavior in weak and strong fields

TABLE I. Cation distribution in a system of dilute §.iFe, 5 ,Ga0, spinels =0.8—1.3, the coefficientsA in the Bloch magnetization lal), A, andB
in the Dyson expansiof®), the coefficientC, and the gap\ (3). N, andNg are the numbers of magnetic ions ¢Ep in the tetrahedral and octahedral
sublattices.

X

0 0.8 0.9 1.0 1.1 1.2 Note
N,*0.05 1 0.49 0.52 0.50 0.51 0.47
Ng*+0.05 15 1.21 1.08 1.00 0.89 0.83
A 10°, K32 10.0+0.7 10.0:0.7 18.1+-1.2 17.4-1.4
Ayr- 10°, K32 7.0£0.7 7.0:0.7 10.0-1.2 9.5-1.4 15.50-1.4 1
A-10°, K32 1.4+0.10 8.00+0.11 8.06:0.11 13.06:0.32 13.06:0.30 15.06:0.13 1)
%) 0.202 0.198 0.293 0.396 0.197
A, 10°, K372 11.03+0.36 11.7-0.43 19.76:0.71 17.84-1.12 17.6-0.66 2
B-107, K52 1.58+0.20 1.69:0.24 4.18-0.41 2.710.63 1.15-0.31
) 0.071 0.072 0.060 0.154 0.141
C-10°, K37 8.00£0.75 8.00-0.64 12.06:2.00 12.06:0.46 14.06:0.12 (3)
A, K —9.4+27.3 —16.2+29.6 —5.80+12.02 —15.20+0.13 —14.80+1.23
%) 0.178 0.176 0.259 0.378 0.168
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o 12 FIG. 5. Polytherms from Fig. 4 plotted asversusT?,
H,kQe
FIG. 3. Magnetization isotherms(H) of Li—Ga-spinels withx=0.0 and =1.1 and 1.2, for which the curves,(T) have a plateatat
08-12af=4.2K. T<30 K) or a slightly broadened pedkt T<50 K), respec-

tively, the T2 law is clearly not satisfied. However, at
higher temperatures, as can be seen from Fig. 5, two linear

(Figs. 2 an_d % can be used to classify the samples Intosections with different slopes can also be identified xor
groups having roughly the same level of frustrations. In as-

) X o ) =1. > =1. i i
cending order, this classification will be) x=0.8,0.9; 2 1 1 (T>30 K) whereas fox=1.2, there is only one linear
section, neafl >50 K.
x=1.0,1.1; 3 x=1.2.

The slope of the curves(T%?) is determined by the
coefficientA in the Bloch law

ol(T)=0g(1-AT*), ()

whereoyy and o4(T) are the spontaneous magnetization at
T=0 andT>0 K. In our caseg and oy were taken to be
the values ofoy(T) at H=5 kOe ando,, obtained by ex-
trapolating the curves(T%?) to 0 K, respectively.

Table | gives the values of the coefficiersfrom Eq.
(1) determined from the low- T{<100K) and high-

2) Temperature dependences of the high-field magnetization.

Figure 4 gives the experimental curves(T) measured
at H=5 kOe. Also plotted for comparison is the curve for
nonsubstituted Li spinelx=0).

In Fig. 5 the experimental results,(T) are plotted us-
ing the coordinates,(T%?). These results clearly show that
for x=0.8—1.0 the dependencesg,(T*?) are accurately ap-

proximated by two linear sections which blend smoothly into . 3
each other. The change in profile is observed atl00 K, ~ temperature T>100 K) sections of the curvesr,(T )

i.e., in that region of temperature where, according to thdALT @ndAur, respectively. For comparison this coefficient

results of the low-field studies, effects associated with perlS @S0 given for nonsubstituted Li spinel and also for the

turbed exchange begin to appegf(T) decrease¢Ref. 4 case where Eq(l) with A=const is used over the entire
and the profile of the polytherms becomes irreversistee temperature range. These data show that the samples can be

Part 1 of this section When T—0 K for samples withx g?;}sci,féed into the same groups as beftsee Part 1 of this
The concentration dependences of the coefficiénts
and Ay considered separately are quite regtfah change
in A with temperature, i.e.A +# Ay, would be justified,
for instance, in the presence of a phase transition. However,
in the appropriate temperature range we did not observe any
typical characteristics of the low-field dynamic susceptibil-
ity, whereas forT=T, and T=T; the curvesy’(T) have
characteristic peaks'! The characteristic behavior of
(T3 for these samples also cannot be explained in terms
of the temperature dependencelbfas a result of spin wave
interaction with two-level systent$, since this mechanism
presupposes thdd(T) has a plateau or peak in the range
T.<T<T; and thatD decreases appreciably far—T;.
This behavior is clearly not consistent with the experimental
results. Thus, there are no convincing physical reasons for
FIG. 4. High-field magnetization polytherms in the fielti>Hg t_he approx_lmatlon of/the experimental f:ur\cq$(T) by tW‘?
(H=5 KO8 for LigdFe,s ,Ga,0, spinels k=0.0, 0.8-1.2 Solid curves  linear sectionsoy(T*?). Thus, after using a mathematical
— calculated using Eq2) (x=0.8-1.0) and Eq(4) (x=1.1, 1.2. treatment of the experimental curves(T), we examined
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the possibility of describing these using the same functionalhus, the present results are broadly consistent with avail-
dependences over the entire temperature range. able data obtained for other frustrated systéms’

In summation, the results of an investigation of the mag-
netic properties of dilute kisFe, 5 ,GaO, (x=0.8-1.2)
spinels have shown that this range of concentrations of non-
magnetic G&" ions can be subdivided into regions having

Assuming that the spin-wave approximation is satisfiedjifferent degrees of saturation of the frustration. This factor
for the curvesoy(T), we used the Dyson expanstdn not only determines the type of low-temperature states in

o(T)=0g(1l—A 2T32—BT5?), ) zero magnetic figlolferrimagnet or ferrimagnet.ic spin gla)s§

but also determines the temperature behavior of the high-
and also various approximations to allow for a gap in thefield magnetizations,(T) in fields exceeding the technical
spin-wave spectrurtf The functional approximations to saturation field of the ferrimagnet.
which we paid particular attention were initially selected tak- It has been established that the cureegT) for these
ing into account the values of the correlation coefficiBnt  frustrated ferrimagnets at temperatures between 4.2 and
and also the physical nature of the calculation parameter$30 K do not obey the Blocfi®? law which is satisfied in
especially the gag\. Ultimately, for the analysis, we only the absence of frustratiorisonsubstituted Li spingl If the
retained the Bloch law(1), the Dyson expansiof2), and  collinear ferrimagnetic ordering is restored by application of
relation(3), which assumes the gapin the spin-wave spec-  an external fieldd>Hy, the curvesr,(T) may be described
trum using the Dyson approximation, E(), which includes the

od(T)= oo 1— CT¥2 expl — AlkgT)], 3 terms T32 and T%2. In this case the role of th&%? term

increases with increasing temperature. If local violations of
wherekg is the Boltzmann constant. Correlations coefficientsthe collinear ferrimagnetic structure and frustrations are con-
R>0.99 were obtained in all these cases. Th&™ criterion served in the fieldH>Hg, the curvessy(T) may also be

was subsequently analyzed as the reliability criterion. Adescribed using the spin-wave approximation but with a gap
comparison of the data presented in Tabléaking into ac- A=, (H—H,) in the excitation spectrum.

count they? criterion and thus the error in the determination

of A) shows that preference should be given to the Dyson

equation(2) for x=0.8—1.0, wherey? has a minimum and

the error in the determination & considerably exceeds this

value. Forx=1.1 and 1-2_v the situation is more_complex_: the K. P. Belov, Ferrites in Strong Magnetic Field§in Russiad, Nauka,
values ofx? corresponding to the approximating functions Moscow, 1972, 200 pp.

(2) and (3) are similar forx=1.2 whereas, fox=1.1, they zS- J. Poon and J. Durand, Phys. Revi® 316 (1977. , _
differ more than twofold. However, although the approxima- - N- Efimova, Yu. A. Popkov, and N. V. Tkachenko, ZIksp. Teor. Fiz.
tion of the experimental curves (T) b tf?e D Sogpe ua- 90, 1413(1986 [Sov. Phys. JETB3, 627(1986]; Fiz. Nizk. Temp.186,
_ ! p H Yy ys q 1565(1990 [ Sov. J. Low Temp. Phy<l6, 881 (1990)].

tion givesR=0.99 and the lowest values gf, it clearly  4N. N. Efimova, Yu. A. Popkov, S. R. Kufterina, M. Khalibi, V. A. Per-
does not “work” at low temperatures. At the same time, vakov, V.. Ovcharenko, and N. Yu. Tyutryumova, Fiz. Nizk. Ter@p,
these sections of the curves;,(T) up toT=4.2 K are accu- 64 (1994 [sic].

. 5K. Binder and A. P. Young, Rev. Mod. Phys8, 801 (1986.
rately described by Eq(3). The curvesoy(T) calculated SM. Benakli, H. Zheng, and M. Gabay, Phys. Rev58 278 (1997).

using Eq.(2) for x=0.8 and using Eq(3) forx=1.1and 1.2  7a_E. Feiguin, C. J. Gazza, A. E. Trumper, and H. A. Ceccato, Phys. Rev.
are shown by the solid lines in Fig. 3. Thus, if the experi- B 52 15 043(1995.

. . 8 . H
mental CurveSTH(T) are to be described by a smgle func- °D-J. Hudson, CERN RepdiGeneva, 1964; Mir, Moscow, 1970, 296 pp.

. . (unpublishegl
tional dependence over the entire temperature rafige (o Villain, Z. Phys. B33, 31 (1979.

4.2-230 K, Eq. (3) would be preferable for samples with vy A 1zyumov and M. V. MedvedevMagnetically Ordered Crystals
x=1.1 and 1.2, bearing in mind the low-temperature behav- Containing Impuritie§ Consultants Bureau, New York, 1973; Russ. origi-
ior, and Eq.(2) would be preferable fox=0.8—1.0. nal, Nauka, Moscow, 1970, 271 fp.

Negative val were obtained for th ramter 1N, N. Efimova, Yu. A. Popkov, G. A. TakzgA. B. Surzhenko, and A. M.
egatve values were obtained 10 e gap paramete Dvoeglazov, Fiz. Tverd. Telest. Petersbung36, 490(1994 [ Phys. Solid

similar to the values of the freezing poinis (see above State36, 271(1994)].
This agrees with the results of Refs. 15—-17 where a gap of!. Ya. Korenblit and E. F. Shender, Phys. Rev38 624 (1986.
the type A=u(H—H,) was considered in the excitation 1BYu. A. Izyumov and R. P. Ozerowlagnetic Neutron DiffractiofiPlenum

. . . _ Press, New York, 1970; Russ. original, Nauka, Moscow, 1966, 53R pp.
spectrum. Since in our experimertis=5 kOe, u=5ug for A, 1. Akhiezer, V. G. Bar'yakhtar, and S. V. PeletminskBpin Waves

Fe* and uH~0.3K, the gap is almost completely deter- [North-Holland, Amsterdam, 1968; Russ. original, Nauka, Moscow, 1967,
mined by the internal field, i.eA= — uH,. This type of gap 368 ppl.

is formed because disordering of the spins and frustration isH: V- Lohneysen, R. Berg, G. V. Lekomte, and W. Zinn, Phys. Re81B
conducive to the appearance of gxci'tations in the magnetig?%%iﬁﬁiy H. v. Cbneysen, W. Zinn, and U. Krey, Phys. Rev.38
subsystem, whereas the magnetic field suppresses %ese.3436(193@,

Note that this type of gap was obtained independently of thé’U. Krey J. Phys(France Lett. 46, Z-845(1985.

calculated result using experimental data obtained by ,.G- Gavoille and J. Hubsch, J. Phys4g, 1159(1988.

studying the specific heat in strong magnetic fields for reen- ' - -+ Paulose and V. Nagarajan, Phys. Re\b4314 934(1996.

trant and spin-glass samples (@u—S)S (Refs. 15 and 16  Translated by R. M. Durham

3) Choice of approximating functions.
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An analysis is made of the two-dimensional Heisenberg model 84tl/2, anisotropic

exchange interaction between nearest neighbors, and alternating exchange in two difd€@ns,
and[010] (corresponding to condensation of the, ) mode and in one direction100]
(corresponding to condensation of the,(0) modg. The quantum Monte Carlo method is used
to calculate the thermodynamic characteristics and the spin correlation functions which are
used as the basis to determine the boundary of stability of an anisotropic antiferromagnetic with
respect to alternation of exchange= (1—J*Y/J3%)%#in the (r,7) model ands=(1

—J%Y13%)%3%in the (,0) model. In the r,0) model a disordered quantum state exists in the
range (1-J*Y/3%)%3%< §<(0.3-0.35. The energy E—0.68)=0.3658%®) and

0.2152%0), the energy gap between the ground and excited skhtes) =1.965>(%), 1.8(1)
(6—0.35(3)%¢"( were determined as a function of the alternation of exchange inthe)¢ and
(7r,0) models, respectively. €998 American Institute of Physid$1063-783#08)02506-4

Dimerization of the lattice caused by electron—phononalternation parameter increases. A quantum Monte Carlo
interaction and leading to a spin—Peierls transition in onemethod based on a trajectory algorithm is used to solve these
dimensional systems has been analyzed in detail in theroblemst! The basic idea of the algorithm is to transform
literature® Following the discovery of high-temperature su- the quantum D-dimensional problem to a classical
perconductors, the Peierls instability was investigated using T 1-dimensional one by introducing “time” cutoffs in the
the two-dimensional half-filled Hubbard modé.In the 'Maginary ime space<07j<1fl" and |.mplement|.ng a Monte
strong-attraction limit U/t)>1 of the adiabatic approxima- Carlo procedure in the “imaginary time—coordinate” space.
tion, an exact diagonalization metttodtas used to analyze
the alternating-exchange model which corresponds to the

(7r,7)- and (7,0) phonon modes. According to these calcu-
MODEL AND GROUND STATE OF THE TWO-DIMENSIONAL

lations, dimerization takes place in the0Q] direction.
: o . : . HEISENBERG MODEL WITH ALTERNATING EXCHANGE
The region of stability of antiferromagnetic ordering

with respect to exchange alternation was calculated by nu-  \ye consider a two-dimensional lattice with the spins
merically solving a system of equations for the spin operas=1/2 |ocalized at lattice sites. Exchange alternation will be
tors in the Schwinger representation using &40 lattic€  considered using two models. In the first case, alternation
in the inhomogeneous Hartree—Fock approximafidm all  takes place in one of the directions of the lattier ex-
cases, the long-range antiferromagnetic order disappears fample,[100]) and according to the notation used in Ref. 5, is
a critical dimerization of the lattice, which corresponds to acaused by condensation of ther,0) phonon mode. In the
50% change in volume, when the alternation~i€.5). For ~ second case, alternation takes place in two directions and is
quasi-two-dimensional magnets CuGe@Ref. 9 and caused by condensation of the @) mode, i.e.J; . 1=Jo
Cs;Cr,Br, (Ref. 10, in which a transition takes place to the & Ji+11+2=Jo— & (Fig. 1). This exchange inhomogeneity
dimer state, these estimates are not realistic. Possibly b&2Y be caused by distortion of the lattioR; , 1 = 7y 142
cause of these high estimates of exchange alternation, inteTr:-A (u|—u,+1.)., vyhereu IS the displacement O.f an atom
est in studies of two-dimensional alternating exchange mod o f[he eqU|I|br|um_ po_smo_n, or by anharmonicity of the
els has declined. vibrations. The Hamiltonian in then(,0) model has the form
Three problems are solved here. The first involves deter-
mining which phonon mode, =) or (7,0), gives the larg-
est magnetic energy per alternated bond. The second in-
volves studying the stability of the antiferromagnetic
ordering relative to exchange alternation as a function of the
volume anisotropy. The third involves identifying whether a N
dlso-rdered quantum state exists qr whether the antiferromag- H(—1)IEY)N(STS +S S/ — Z h?s?,
net is converted directly to the dimer state as the exchange ! ! i=1

L
1 f— —
H=—3 X {(I7P0SS+ 3 ™0(s's +575)/2)

i,j=1
L
X m}:)l {9+ (- 1)1 9SS, + (1

N| -

1063-7834/98/40(6)/5/$15.00 986 © 1998 American Institute of Physics
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4 values of the exchange anisotrogy=0, 0.01, 0.05, 0.1,

I8 T8 (g, ) (w,0)  l[o10] 0.15, 0.2, 0.25, 0.3, 0.4, and 0.5. The critical exchange alter-
I+ 8 [700) nation 6. for which the long-range antiferromagnetic order
disappears, is determined from the spin—spin correlation
7 functions (S{S/)—0 at the distance =L/2 calculated for

different lattice dimensions.
Figure 2 gives the spin correlation functions for three
bl values of the exchange anisotropy parametet0, 0.05,

=_
0.25, calculated using the two models of exchange alterna-

tion. The exchange alternation corresponding to the point of

inflection of the dimerization parametg(s) and the forma-

tion of a dimer state coincides with the critical valég for

which antiferromagnetic order is impaired in both the, )

and (r,0) models for the exchange anisotrafpy-0.02. For

the isotropic Heisenberg model, the dependeg(@® is lin-

ear and passes through the origin far,{) dimerization

(Fig. 2b and intercepts thé axis até,~0.3 for (7,0) (Fig.

[ | 2a). The spin correlation functions between the nearest

c neighbors along the longitudinal and transverse components

o o of the spin do not vary significantly as the exchange alterna-

FIG. 1. Distribution of bonds on the lattice in two modelsz, ¢r) (a) and

(77,0) (b), the arrows indicate a solitoft), and the line segments corre- tlf)n m_crea;es fort’w) an,d (77'0) _dlme“_zatlon |n.the§100]
sponds to spin pairs in the singlet state — dimehs direction since an isotropic two-dimensional antiferromagnet

is in the singlet stat&®>*In an anisotropic antiferromagnet

in the direction of exchange alternation the correlation func-
tion along the transverse components increases, which also
indicates dimer formation, whereas in tf@&10] direction in

ol 11

and in the ¢r,7) model

1 & _ _ the (,0) direction,(S; S; ) decreases with increasing
H=—3 > {QF+(=DIHSIS + 3V +(—1)8Y) The correlation radius in the dimer state diverges follow-
R ing a power law as the critical valu®, is approachedFigs.
N 2c and 2¢. For (,7) dimerization the relationé=1/(8
X(S|+Sj_+si_sj+)/2}_izl h*st, —8.)# is satisfied, where the exponent decreases with in-

creasing exchange anisotropy. In the isotropic case, the cor-

where J?*Y<0 is the anisotropic interaction)>J*Y,  relation radius is well approximated b§=1/5>(1 in the
A=1-JY3% 6 is the exchange alternation parameter,(,7) model and by&=4.(5)/(5—0.33(3)°7°*) in the
H=h?J is the external magnetic field, ard is the linear (7,0) model with the critical valu&.=0.333). Thecorre-
dimension of the latticeN=L X L) (Fig. 1a. sponding interpolated dependences are given by the dashed

The algorithm and Monte Carlo method were describedines in Figs. 2c and 2d, and to within the calculation error of
in detail in Ref. 12. The Hamiltonian is divided into clusters ~10% do not depend on the lattice dimensions as shown in
of four spins per square whose commutation is taken intahe figure forL = 48 and 64. The calculated dependences
account using the Trotter equation. Here periodic boundarg(s), £(8), and (S§"S;~)() indicate that alternation of
conditions in the Trotter direction and along the lattice areexchange in two directions in the two-dimensional Heisen-
used in the Monte Carlo procedure. The linear dimension oberg model is accompanied by the formation of a dimer state
the lattice isL =40, 48, 64 andn=16, 24, 32. The number and an anisotropic antiferromagnetic is converted to the
of Monte Carlo steps per spin varied between 3000 andlimer state at a certain critical value of the exchange alter-
10 000. One Monte Carlo step is determined by the flip of allnation parameter. A correlation in terms of longitudinal spin
spins on aL XL X4m lattice. components exists between the dimers in a region of dimen-

We shall determine the order parameter of the dimersions~ £2, shown in Fig. 1c. In the#,0) model an ordered
from the four-spin correlation functio(S8{S;S;Sr. ;) whose  dimer state is formed at the critical valdg = 0.3—0.35. The
dependence on distance is oscillatory and has a differenanergy of an isolated dimer &/J=3/2(1+ 8). When two
between the minimum and the maximum (&{S{S{S;.,)  dimers commute in thE010] direction, as shown in Fig. 1d,
—(S§S1SF, 1S »)- We calculate the pairwise spin—spin cor- the energy is reduced byE/J=334. If this energy is lower
relation functions for the longitudinal and transverse compothan the triplet excitation energ&E/J=1, then for 6< 4,
nents of the spins, between which a relation must be satisfied 1/3 no ordered dimer state exists. In the,@) model the
at distance =1 to establish a singlet state. correlation radius is anisotropic and has a maximum in the

We determine the region of stability of the antiferromag-[100] direction.
netic and dimer states from the spin—spin correlation func- The energy calculated by the Monte Carlo method for
tions, the dimerization parameter, and the correlation radiuthe two models, f,7) and (7,0), and different exchange
calculated for three temperaturesl=0.1, 0.15, and 0.2 as a anisotropies is accurately fitted by the power dependence
function of the exchange alternation parameter for variousE—E(0))=Ad“, where the exponent increases with in-
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creasing exchange anisotropy. In the isotropic limit in theordered quantum state exists in the range of parameters
(7r,7) and (7,0) models, the interpolated dependences red<45,=0.27—0.33 andA<0.02.

spectively have the form H—0.68)=0.366%®) and

0.215%95), For §~0.50(4) the energies calculated using the

two dimerization models and normalized to the number oé‘T i?E-Egﬂfﬁ;&%ND?gOLHDEEzigUSET'\ACTE OP';\E%\EEGNEHC
alternated bonds are the same. B310.50(4), the dimer

) TRANSITIONS
state energy normalized to the number of alternated bonds

has a higher absolute value in the,¢) model compared to Calculations of the specific heat and susceptibility as a
the (7,0) model, and for5>0.50(4) we find E(,) function of temperature reveal two critical regions and two
<E(w,0). In a spin-Peierls transition, the increase in thecharacteristic transition temperaturel;; and T.,. Below
magnetic energy achieved by dimerization should exceed th€;; the temperature dependence of the specific heat and the
energy loss in the elastic system 0536°®=Ku?/2 orA*®  susceptibility is accurately approximated by an exponential
=1.4Ku%2 where\ is the spin—phonon interaction constant, dependence which indicates that there is an energy gap in the
K is the modulus of elasticitw=|ui—uj| is the change in excitation spectrum. In the range;<T<T., the behavior
the distance between nearest neighbors, i.e., as a result of C(T) obeys a power law. At low temperaturés<T.; an
interaction between the elastic and magnetic subsystems fordered dimer state is conserved in both models. The dimer-
6<0.5J, dimerization of the magnetic structure takes placeization parameteq, the correlation radius, and the correla-
preferentially in two directions. For large spin—phonon inter-tion functions along the longitudinal spin components at dis-
action constants, dimers may be formed along one of théancer =1 depend fairly weakly on temperature for< T,
translation vectors of the lattice. Calculations made for smal(Fig. 3). This is because the excitations are spintmgon-
lattices indicate that ¢r,0) dimerization predominates. This cept introduced by Anderso, i.e., the dimer breaks down
may be caused by the finite dimensions of the# lattice.  into two spins separated by a certain distance. This type
For example, the linear dimension of the lattice is equal taof excitation may be represented as a soliton, as shown in
the correlation radius fof=0.7, and for this exchange alter- Fig. 1c. At T.; soliton percolation occurs and in the range
nation the Monte Carlo calculations give-0) dimerization. T <T<T_, a soliton gas forms. With increasing tempera-
The boundary of stability of long-range antiferromag- ture, the soliton density increases, the average distance be-
netic order is accurately approximated by the power depertween them decreases, and the correlation radius is therefore
dence 6= (1—J%Y/J%)%4* in the (m,7) model andé=(1 reduced. Neall ., the temperature dependence of the corre-
—JY13%%3in the (7,0) model. In the ¢,0) model a dis- lation radiusé(T) may change from exponential to a power
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FIG. 3. Temperature dependences of the dimerization parargeterthe [100] direction, the correlation radiug in the [010] direction for A=0.05,
6=0.65(1), A=0.0, 6=0.5(2, 3) for L=64 (1, 2), 48 (3) and the static magnetic structure fac&Q) for Q= in the [010] (1, 3), and[100] (1, 2
direction forA=0.05,5=0.65(2, 3}, andA=0.0, 5=0.35(1) in the dimer state for thes{,0) model.

dependencedFig. 3. The correlation functionS5*S7~),  quantum disorder—paramagneti@D—PM) transition. For
and the static magnetic structure fac&(Q) atQ== have  §=0.3 in the ¢r,0) model,S(Q) has a single point of in-
two points of inflection caused by a transition from the dimerflection atT,, (Fig. 3).

state to a disordered quantum state having short range dimer The dependence of the DS—QD transition temperature is
order and topological excitationsolitong (QD) and by a accurately described by the power law. ;=0.7(5
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(1, 2 and transverse+,—) (3) components of the spiB5 ™Sy ™) in the (7,0) model,A=0.05,5=0.65(1) and in the ¢r,7) model,A=0.0,5=0.45(2, 3
(c) as a function of the external field — Phase diagram of the dimer stéf¥S), the spin flip phas€SH on the field—exchange alternation plane in thex)
(1) and (7,0) (2) models for isotropic exchangke=0.
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—6.)%%°™) in the (7,0) model, where the parametéf,  and the energy gap between the ground and triplet states
shows good agreement with the critical values of exchangeéls(8)=1.965>(1) and 1.8(1)5—0.35(3)°¢"() were ob-
alternation in the isotropic cas®&=0.332). For (7,7) al-  tained for exchange alternation along two translation vectors
ternation of exchang@.;(8)=1.10(7)5>%". or along one of these. The boundaries of stability of an an-

The energy gap between the ground and excited states iisotropic antiferromagnet relative to exchange alternation
determined from the dependence of the magnetization on the (1—J*¥/J%)%4 in the (m,m) model and §=(1
external magnetic field perpendicular to the lattice plane. For-J%Y/J%)%3%in the (7,0) model were determined. The en-
example, for the critical fieldH. the magnetization is ergy per alternated bond has a higher absolute value in the
M # 0, and the correlation radius and dimerization paramete¢s,7) model compared to the=n(,0) model for §<0.5.
decrease abruptly with increasing field in both modéig.  When exchange alternates along one of the translation vec-
4). The correlation functions for the transverse componentsors, an anisotropic antiferromagnet with the anisotropy
vary negligibly. Here we can also identify a range of fieldsA<0.02 is transferred to the dimer state via a disordered
H.<H<H?*, in which an inhomogeneous magnetic state ex-quantum state. This state exists at temperatures between DS
ists which disappears whefi~0. The dependendd (H) is  and PM.
linear in this range of fields. In fieldd>H* a classical spin
flip state is formed. Figure 4 gives the critical fields as a
function of the exchange alternation for the two models in
the isotropic case. In then{ ) and (7,0) models these L. N. Bulaevskii, A. I. Buzdin, and D. I. Khomskii, Solid State Commun.
depend ' lawll = 1.96® and H 21, 501978,
eponTences 2 0%32’2“)” AWBe= . and Hc 2y c. cross and D. S. Fisher, Phys. Revi8 402 (1979.
=1.8(1)6—0.35(3)™ , respectively. When exchange 3s. A Kivelson, D. S. Rokhsar, and J. P. Sethna, Phys. Re35, 865
alternates in two directions, the ratit,/T;;=1.78 does not  (1987. (1987

; ; J. E. Hirsch, Phys. Rev. B5, 8726(1987.

depend on the ex.change alternat!on and in th@®) model a  sg Tang and J. E. Hirsch, Phys. Rev3B 9546(1988.
dependence om is observed which can b? gpproxmately A. Feiguin, C. J. Gazza, A. E. Trumper, and H. A. Ceccatto, J. Phys.
estimated a$d /T~ (6—0.3417. Thus, this is related to  Condens. Mattes, L503 (1994.
the anisotropy of the correlation radius. Asincreases, the 7K1-9\égnemitsuy A. R. Bishop, and J. Lorenzana, Phys. Rev7B8065
magnetic quaS|-qne-d|menS|qnaI|ty increases and the dengltJN. Read and S. Sachdev. Phys. Revi 4568 (1990.
of states of t_he s_mglet and triplet excitations becomes redissp;. Nishi, O. Fujita, and J. Akimitsu. Tech. Rep. ISSP Ser2259 1
tributed, which is observed as a temperature shift of the (1993.
maximum Speciﬁc heat and Suscept|b|||ty In the two- lOJ. R. Fletcher, S. S. Kazmi, K. J. Maxwell, and J. R. Owers-Bradey,

. ) . . _ Physica B165-166, 173 (1990.
dimensional Heisenberg model we fifiktkmax/Tymax=0.5, 114 Raedt and A. Lagendijk, Phys. Re}27, 233 (1985.

and in the one-dimensional MOdBt mau/ Tymax=0.76. In the 125 s Aplesnin, Fiz. Tverd. TeléSt. Petersbung38, 1868 (1998 [Phys.
ranges~ 0.5, where the dimer state energies in the two mod- Solid State38, 1031(1996].

13
els are the same, the energy gaps are also the same. P. W. Anderson, Mater. Res. BuB, 153(1973.

. p_ de Vri H. De Raedt, Phys. Rev4B 7929(1993.
Thus, asymptotic dependences on the exchange alternal- 9¢ Vries and H. De Raedt, Phys. RevaB 7929(1993

tion of the energiesH—0.68)=0.366"8%®) and 0.25%%5),  Translated by R. M. Durham
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Unusual piezoresponse signals have been observed in glycine aminoacid powder at a frequency
near 10 MHz, which exhibited a regular pattern in time determined by a periodic phase

variation in the elastic vibrations of individual powder particles. This phenomenon results from
the formation of spatial structures in glycine powder under the action of a strong rf field.

© 1998 American Institute of PhysidsS1063-783#8)02606-9

Glycine, NH,CH,COOH, is the simplest of the 20 pro- hibit a very specific piezorespongEig. 20 different from
tein aminoacids. Crystalline glycine exists in three modifica-the conventional ringingFig. 2b. The piezoresponse rf sig-
tions, viz. «a, with point groupC,y,, 8, with point groupC,, nal produced in glycine powder exhibits a regular amplitude
and y, with C3 symmetry*™ Thus « glycine crystals are
centrosymmetric and do not exhibit piezoeffect, whereas the
B and y glycines have polar symmetry groups, i.e., are pi-
ezoelectrics, pyroelectrics, and can in principle, be ferroelec- 4|
trics as well.

The objective of this work was to study the electrome-
chanical effects associated with piezoelectric excitation of
elastic vibrations in glycine powder. A Model 1S-2 nuclear 7L
guadrupole resonance spectrometer was used. The signe
were measured with an Al-1024 multichannel analyzer.

The glass ampoule about 1.5 tin volume containing
glycine powder was placed into the capacitor of a circuit
(Fig. 1) fed by 1-6us long rf pulses 10 MHz), with a
pulse repetition frequency of 40 Hz. The maximum voltage
amplitude across the circuit was 6 kV, which corresponde
to a field of about 5 kV/cm in the sample.

In such experiments, each rf pulse is accompanied in ¢ %
piezoelectric powder sample by the so-called ringing, whose-E’
duration is determined by the damping time of elastic vibra-=3
tions in the powder. The glycine powder was found to ex-
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FIG. 2. Piezoresponse signals of a powder sanfpie ringing of powder
after termination of a short rf pulge(a) idealized signal of a sample con-
sisting of particles identical in size, shape, and orientat{bp;signal ob-
tained onL alanine powder, a signal typical of conventional piezopowder
samples. RF pulse length 4/5s, carrier frequency 9.52 MHZr) signal
from a glycine powder. Pulse duration 4u5, carrier frequency 10.41 MHz.
FIG. 1. Capacitor with sample in the oscillator circuit. Modulation periodT =12 us.

&
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modulation, whose period remains constant up to complete
damping of the signal. Consider in more detail the excitation
and detection of the piezoresponse signals. Let the capacitor
of the circuit contain one powder particle. Inverse piezoef-
fect induced by the electric field of the rf pulse excites elastic
vibrations in the particle of the same frequen@pout 10
MHz in our casg¢ with the excitation being most efficient
under resonance, where the patrticle size is equal to one half
the wavelength of the elastic vibrations. After termination of s
the rf pulse, the particle continues to vibrate during the time
determined by the damping time of elastic vibrations in the
given material. For soft crystals like glycine, the more or less 9=0
typical damping rate for a 10-MHz frequency is of the order

of 0.1 dB/us, which yields a particle damping time of the 0
order of 100us (the time in which the vibration amplitude
decreases 2.7 timesThe elastic vibrations of the particle are

-

converted by direct piezoeffect to an electric signal of the

same frequency, which is detected by the measurement sys- 3 M 8=r/2

tem. The resultant signal visualized on the oscillograph E 0

screen will be an exponentially decaying videosignal about '
100 us long(Fig. 2. In actual fact, the sample consists of a iy 2r

very large number of particles (16 10°), but assuming Y

them to be of the same size, shape, and oriented similarly &

relative to the electric field, all particles will vibrate in phase, g

so that the detected signal will have the same shape as that %

due to one particle. A real powder sample contains particles @

differing in size, shape, and orientation, and this should af- ~TF

fect the shape of the detected signal. After termination of the - ‘F

rf pulse, the elastic vibrations of the particles will start to ~.'3

spread in phase, and the vibrations will assume opposite 9=t
phase in a tim&@ =1/(2Af), whereAf is the oscillator fre- -

quency band, which depends on pulse length and is about §\ 0

500 kHz in our case. This is the minimum dephasing time, ~§ '

because the maximum difference in particle vibration fre-
guencies isAf. The dephasing time for particle vibrations
with a smaller frequency difference will be longep to the
damping time. All this should result in irregular signal
variations. Such irregular piezoresponse signals are observed
in powders of the conventional piezoelectrics giO
Bi1,Si0,, KDP, and others. Figure 2b illustrates a piezore-
sponse signal obtained from a powder sample of another
aminoacid,L alanine, NHCHCH;COOH (symmetry group
D,). The signal is indeed seen to have an irregular structure.
Figure 2c presents a piezoresponse signal of glycine
powder. One clearly sees a regular structure, namely, peri-
odic oscillations in signal amplitude with a period of about
12 us superimposed on the overall exponential decay of sig-
nal amplitude with a time constant of about G8. Experi-
ments show that the oscillation period may differ from about !

5 to 50 us (Figs. 3 and 4 These signals were obtained for a g f,lus 572

powder of the 70—-10@.m fraction separated by passing it . , _

through calibrated screens, but the starting, unscreened poy E?afénAen.ﬂﬁﬁrcda?ﬂi??rgﬁiﬁlfgﬂge&npﬁfdﬁggféﬁfﬁgﬁii'?,nf;'.' Pulse
der produced signals of approximately the same shape. It is

essential that in order for such a regular signal to appear, one

had to subject the sample sometimes to a very startl  This suggested that strong rf pulses create some ordered spa-
difficult to contro) action of the rf pulse. It was also found tial structures in the powder, and it is these structures that are
that if the powder in the ampoule was packed fairly denselyresponsible for signals with a regular behavior in time. To

it was virtually impossible to produce such regular signalscheck this assumption, the following experiment was carried

8=3n/2

)

— |
L
"

2
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turned through6é= = and 27 the signal recovered to ap-
2t n proximately the same level. It should be stressed that the

orientation of the ampoule is determined by its original po-
tion, one could obtain a strong signal in this position again
ports the hypothesis that a strong rf field induces the forma-
signals.

sition relative to the rf electric field; indeed, after shaking the

and observe subsequently the same pattern of signal varia-
1} tion with the angled, as in Fig. 3, but with a shift ir9 by

/2.

Figure 4 presents a piezoresponse signal of the same
sample for a somewhat different carrier frequency and pulse
duration. While the signal modulation period is in this case

6=0 longer than that in Fig. 3, the angular relation remains the

0 same.
tion of some spatial structures in a powder, and that it is
v\/\/\ Let us discuss now the results obtained. Because the

~\
T

ampoule(i.e., destroying the structurén the 6= 7/2 posi-

The angular pattern of the signal in Figs. 3 and 4 sup-
these structures that are responsible for the observed regular
piezoeffect is observed in a glycine powder, the modification
involved is eitherB or . According to published data, th&

=n-/,g phase is unstable in air, i.e., our powder contains apparently
the y phase as wellit doesn’t matter for our further reason-

’ ing whether the phase involved gsor vy, the only important
=7t/4 thing is the existence of the piezoeffeciote that glycine

single crystals grown from an aqueous solution of the same
’ powder do not exhibit the piezoelectric effect, which means

<

that they consist of the centrosymmetric modification with
9'”/2 point groupC,;,.> All this permits an assumption that the
1 starting glycine powder is a mixture of two phases, the non-
piezoelectrica and piezoelectri@@ or y (or both.

In this case the following mechanism of the unusual
electromechanical effects in glycine can be proposed. The
strong electric field of the rf pulse produces alignment of the
piezoelectric(polan phase particles in such a way that their
symmetry axes become parallel to the electric field direction,
i.e., perpendicular to the plane capacitor plates. This align-
ment can be related to interaction of the electric field both

77 with the spontaneous electric polarization directed along the
symmetry axis and with the polarization induced by the elec-
tric field along this axis. The interaction of polarized par-

ticles results in particles of the nonpiezoelectric phase stick-

S

Piezoelectric response,arb.unils
S

N
Y

6= ing to the piezoelectric ones. Water molecules adsorbed on

the surface of particlegglycine is fairly hygroscopiccan
g = T also play a certain role in these sticking processes. As a
/ 572 result, the sample acquires a structure made up of field-
t;'/‘s oriented particles of the piezoelectric phase with nonpiezo-

_ _ _ electric particles stuck to them. This structure turns out to be
FIG. 4. Angular dependence of glycine-powder piezoresponse signal. PUISﬁiirly stable; indeed, when the ampoule with the powder is
duration 4.4 us, carrier frequency 9.693 MHz. Modulation period ' ! - . .
T=60 us. turned, the structure turns with it; application of electric field
does not result in rearrangement of the previously formed
structure; and the structure breaks down only under mechani-
out. After a regular signal has been detecteidy. 3, 6=0), cal action(shaking of the ampoule
the ampoule with the powder was turned about its vertical Now how can this structure produce a regular signal? A
axis (Fig. 1) perpendicular to the direction of the rf electric piezoelectric particle with particles of the nonpiezoelectric
field in the capacitor. As seen from Fig. 3, the signal practi-phasgthis can also be only one such partjciuck to it may
cally disappeared after rotation through the anglesm/2  be considered as a system of weakly coupled oscillators.
and 3m/2 with respect to the original position, whereas whenElastic vibrations are excited by an rf pulse only in the pi-
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ezoparticlgland it is this particle that produces the piezoelec-tricritical point), we obtainT=10us for f=10 MHz, which

tric responsg and they are transmitted through the weakagrees in order of magnitude with the experiment. Since the
coupling to the other partic{s). The energy flux between the relative changes in velocity depend also on the orientation of
particles will be determined by the vibration phase differencenonpiezoelectric particles, the period of oscillatiohsnay

A ¢ and will be proportional to siip=sin(Awt), whereAw  vary within a certain range.

is the difference between the resonant frequencies of the The proposed mechanism for the formation of regular
piezo- and nonpiezoparticles. There are many analogs gfiezoelectric response signals in glycine powder is naturally
such weakly coupled systems, from mechanical pendulumBypothetical and requires substantiation.

to Josephson junctions. For particles of the same size, the

difference in frequencies will be determined only by that in

the. velocity of elast.ic wavegsw/szv/v..The time in IR. Marsh, Acta Crystallogrl1, 654 (1958.

which the phase difference changes hyis T=n/Aw 2y, litaka, Acta Crystallogrll, 225 (1958.

=112f(Av/v)]. Assuming the relative difference in veloci- 3Y. litaka, Acta Crystallogr13, 35 (1960.

ties between the piezoelectric and nonpiezoelectric phases - litaka, Acta Crystallogri4, 1 (1962.

be 0.5%(a more or less typical value for second-order phase b- Vasilescu, R. Comnillon, and G. Mallet, Natu#e5, 635 (1970.
transitions, or transitions of first order not very far from the Translated by G. Skrebtsov
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A study is reported of acoustic anomalies in the vicinity of the antiferrodistortive and

ferroelectric phase transitions in nominally pure betaine phosphite crystals and a crystal with 3%
betaine phosphate impurity. The observed anomalies in the velocity and damping rate of
longitudinal acoustic waves propagating along different crystallographic axes are interpreted within
Landau theory. It is shown that the phase transitions in these crystals are characterized by a
relatively weak correlation of the order parameter to strain and by a considerable contribution to
the acoustic anomalies of an interaction higher in order than striction19€8 American

Institute of Physicg.S1063-783#8)02706-3

Betaine phosphitéBPI), (CH3)3NCH,COO- H3;PO;, be-  dynamic features of the relation between a polar or nonpolar
longs to a broad class of complex ferroelectric crystals basedrder parameter and strain, may contribute to understanding
on the betaine aminoaci@CHs)sN*CH,COO . These  the cooperative phenomena in these solid solutions through-
crystals contain quasi-one-dimensional chains extendegyt the concentration range of interest.
along the monoclinico axis and consisting of inorganic This work reports a study of acoustic anomalies in the
HPQ; tetrahedra linked through hydrogen bonds. The betaingicinjty of phase transitions in a nominally pure BPI crystal
molecules are bonded also by hydrogen to each of the inoty, 4 in a BPI crystal containing 3% HBPI(97)BP(3)]. The

ganic groups in the chains and are oriented almost perper\]/'elocity and damping rate 15-MHz longitudinal acoustic

dicular to the latter. BPI crystals exhibit a high-temperature .
- ) ; waves were measured by the echo pulse technique. The ac-
structural phase transition dt;=355 K associated with a

change in space group2,/m(Z=2)— P2, /c(Z=4)23 curacylof the velcicity and damping rate dgtermination was
and a ferroelectric transitioR2,/c— P2, at a temperature approxmately 10% and 0.1 dBZs, rgspectlvely. L”_\'b@
T.,, which is extremely sensitive to the presence of Veryplezotransducers were used to excne_ _the acoustic waves.
small amounts of impuritieéPOZ‘) or crystal defects (224 Measurements close to the phase transitions were carried out
<Tc2<208 K’ Refs_ 2_* Spontaneous po'arization appearsWith the temperature Varied at a rate Of 025 K/mln The
along the monoclinic axi® oriented along the chains. The acoustic wave power was about 1 Wiem
high-temperature phase transition is assigned to ordering of Figures 1 and 2 display the temperature dependences of
betaine moleculésand rotations of the HPQOgroups®  the velocity and damping rate of longitudinal acoustic waves
whereas the transition to ferroelectric state is ascribed to prgeropagated along the monoclinic axigY) in BPI crystals,
ton ordering in hydrogen bond$. Additional anomalies in  and along theb (Y) anda (X) axes in BP197)BP(3) crys-
dielectric susceptibility were also observedTag=177 K tals, measured in the region of the antiferrodistortive phase
and T¢,=140 K17 It was conjectured that these dielectric transition atT,,. We readily see that the high-temperature
anomalies are connected with a very slow motion of;PO phase transition occurs in both crystals at practically the
groups and betaine molecules in the MHz frequency rdngesame temperature, and that the velocity anomalies in the vi-
e o e s S e noae ) of h ansion ars 8o racicly qual, A e
phosphatéBP), (CHs);NCH,COO-: H,PO,. Both these crys- s:non p?lnr: one observes chear(ljy prono;mC(lad phange in :he
tals have the same space group in the paraelectric phase a%gpe 0. the tempgrature ependence o Ve. ocity. Notg a;o
some differences in the temperature behavior of velocity in

a similar quasi-one-dimensional chain structure. It is of in- high-t ; h e T al diff i
terest in this connection to study cooperative phenomena iwe 'gh-temperature phase 10P T¢; along difterent crys-

ferroelectric-BPI—antiferroelectric-BP  solid solutions. A tallographic directions; indeed, while one observes an in-
phase diagram of this system based on measurements of th¢ase of velocity along the monoclinic axsvith decreas-
dielectric constants and pyroelectric coefficients, as well aild temperature, the velocity of the longitudinal acoustic
on x-ray diffraction data, was constructé@ne of the direc- Wwave along theX axis is practically temperature indepen-
tions pursued in investigating such compounds is studyinglent.

their acoustic properties in the vicinity of the phase transi- We shall use Landau theory to describe the anomalies in
tions. Acoustic studies, which permit one to determine alsahe acoustic properties of the crystal at a phase transition.

1063-7834/98/40(6)/6/$15.00 995 © 1998 American Institute of Physics
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The thermodynamic potential will be written in its usual cate that the phase transitionslat T, are very close to the
form tricritical point, which is in accord with dielectric studfes
1 1 1 1 Note the very large contribution of the interaction energy
F:§“Q2+Z/8Q4+§7Q6+dQZS+gQZSZ+§C082+ v (D gQ?s? to the temperature dependence of the elastic con-
) ) ) stants. In principle, this interaction should not contribute to
where Q is the order parametes is .the straln,af)\(.T damping of the acoustic wave. The small damping rate peaks
—T¢1), andB>0. The absence of noticeable negative jJumpS,aan in the region of ., in both crystals(Fig. 1) can be

lun ;]/elcr:cnry atTe dlrn(:ilcait::sththatrtdher cor:tr:rt])u?orn ?\f dlr;itrelra(;-i r?lttributed to a contribution of both a weak striction interac-
on ene gzjy quadratic € order parameter a €ar Mion of the order parameter with strain and to fluctuations in
strain,dQ“S, is small, and that the temperature dependenc

of the longitudinal velocity is dominated by the interaction?he °Tder parameter, or to defects.
energy quadratic in the order parameter and Stg@2S2 Since BP and BPI crystals undergo the same symmetry

This interaction provides a purely static contribution to thechanges, P21/m(z_:§3)_—> le/c(z?_d')’ in  their h|gh-h
temperature dependence of the elastic constant temperature transitio'; it appears of interest to compare the

acoustic properties of these compounds, which reflect spe-
C=Co+29 QS, (2)  cific features of structural transformations in these materials
where Q, is the equilibrium value of the order parameter, connected with ordering of betaine moleculesTgi. The
Taking into account only the interaction energy of the formacoustic anomalies in BP crystals observed atwere stud-
gQ2S?, we use Eqgs(1) and (2) to obtain an expression for ied by the resonance techniguend in deuterated betaine
the change in the acoustic wave velocity in the region of the?hosphategDBP), by ultrasoni¢®*’ These studies permit a

phase transition conclusion that, for longitudinal waves propagating along the
12 monoclinic axish in BP and DBP, the acoustic anomalies are

Avly= 98 {(T°1_T+AT 1|, T<Ty (3y  Practically the same and are characterized by a considerable
2¢o7] AT ’ o negative jump in velocity of about 8% due to striction, as

whereAT= B%/4y\ is a parameter determining the closenesawvell as by a large contribution of the term biquadratic in the
of the phase transition to the tricritical point. order parameter and strain. Table | presents, for comparison,
The experimental data were used to calculate using Eghe thermodynamic potential constants quoted for the phase
(3) the thermodynamic potential constants for BPI andtransition atT., in Refs. 10 and 11. The acoustic anomalies
BPI(97)BP(3) crystals, which are given in Table I. The small in the vicinity of the high-temperature transition in BPI differ
values of theAT parameters obtained for both crystals indi- radically from those in BP and DBP in a considerably
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t FIG. 2. Temperature dependences of the veloc-
» ity of longitudinal acoustic waves propagating
- along theY and X axes in the vicinity of the
antiferrodistortive phase transitionl {;) in a
s BPI(97)BP(3) crystal[solid line — a plot of Eq.
(3) with the parameters listed in Tablé |
a e
A 1 1 1 A
Joo J20 J40 360
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smaller contribution of striction energy to interaction of the Figure 3 plots temperature dependences of the velocity
order parameter with strain, and in a substantially closeof longitudinal acoustic waves propagating along the three
phase transition temperature to the tricritical point. Actually,crystallographic directionX, Y, andZ in BPI(97)BP(3) in

for T<T, the change in velocity in BPI is related to the the vicinity of the ferroelectric transition. Acoustic measure-
temperature behavior of the square of the order parametements were paralleled by studies of the dielectric permittivity
which is determined by the degree of betaine molecule Org, and of tad. Figure 4 displays temperature dependences
der_ing. Exper?ments showed that a_lqlding BP to BPI gffect%f ¢’ ande” measured at a frequency of 1 kHz along the
noticeably neither the phase-transition temperaflye (in  a4is. A slightly diffuse maximum in dielectric permittivity is
contrast to the ferroelectric transition poifify) nor the be-  pserved around 180 K, which is approximately 40 K below
havior of the velocity anomaly dllc,. The qualitative differ- o terroelectric transition point in nominally pure BPI. This
ences between the acoustic anomalies observég, ah BP shift of T, is in agreement with the phase diagram of the

a_md BPI crys_tals are apparently asspuated with the Su.bSta%'P—BPI systeni.As seen from Fig. 3, the velocities of lon-
tial changes in the structure of betaine molecule bonding tq itudinal acoustic waves exhibit anomalies in the same tem-
the PQ and HPQ tetrahedra, respectivelas a result of the 9

absence of one oxygen in the tetrahedron and of its Subs,[i,[lhz)_erature region. Note that while the velocity decreases along

tion by a proton in BPI, only one of the two hydrogen bcmdsdlrectlons perpendicular to the spontaneous polarization axis

coupling the betaine molecule to the inorganic group in BP(X andY) in the phase. trapsmon region, .prop.agatlon -along
remains. the spontaneous polarization akisonoclinic axisb (Y)] is

accompanied only by a change in slope of the temperature
dependence of velocity.
TABLE I. Thermodynamic potential coefficients derived from acoustic While the temperature dependence of dielectric permit-
measurements in DBP and BPI crystals. tivity in the BPI(97)BP(3) crystal in the vicinity of the ferro-
electric transition can be analyzed in terms of the quasi-one-

Crystal T, K Direction AT, K d%gc B/yc . . . .

Y o Po  9BI7% dimensional Ising model, the experimental data can be
DBP9Y0 365 Y 10 0.07 0.17 described with approximately the same accuracy by the
SE:@%BP) 355,2 $ 8'12 ig'ggi 8'8(1); Curie-Weiss law in both the paraelectric and ferroelectric
BPI(3%BP 355 X 016  <0.001 0013 phase, with exception of a few degrees above and below the

maximum in dielectric permittivity T,,,). The Curie—Weiss
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constant thus determined turns out to practically coincidgl) the following expressions for the velocity and damping
with that calculated'?for pure BPI. Besides, the ratio of the rate of acoustic waves, which are due to the electrostriction
slopes of the inverse dielectric permittivity in the ferro- and coupling of the order parameter and strain
paraelectric phases is found to be close to four, which im-
1/21-1]1/2
R

T<Teo,

plies closeness of the phase transition to the tricritical point. [ Teo—TH+AT

The temperature behavior of the velocity of a longitudi- Av/v=|1— 2,2)| ( AT
nal wave propagating along th€ and Z axes is shown 1+ %) !
graphically in Fig. 3. It is characterized by a fairly smooth
decrease of the velocity in the vicinity of the ferroelectric T<Te, ®)
transition and its strong increase with decreasing temperature
to the level in excess of the value in the paraphase. The 1 w’T
temperature of the maximum in dielectric permittivify, is %~ 5 T~ THAT) 172 ;
identified by arrows. Leaving aside the region of diffuseness, (1+ w?7)| 1+ CT }— l}
estimate some parameters of the acoustic anomalies by 1 ©6)
means of Landau theory in the temperature range where the
Curie—Weiss law for dielectric permittivity is approximately WhereAled“/y)\cg is a parameter determining the cou-
satisfied. We shall use the thermodynamic potential in th‘f)ling strength between polarization and strainjs the cir-
form similar to (1) for Q=P, where P is polarization, cular frequency of the acoustic wave, and
a=N(T—T.,), andB>0. Taking into account spontaneous T:Lfl(aZF/apz)al is the order-parameter relaxation time
deformation results in renormalization of the coefficient of(L is a transport coefficient
P* in the thermodynamic potentials* = 8—2d?/c,. The The temperature dependencerofan be written
squared order parameter can now be written

. " B (TcZ—T+AT)1’2_( AT)”Z -t
P2=‘§_y 1- —TCZ_ATT+AT } (@) AT ATy
Teo—THAT\ YL
where AT = 8*2/4y\. x 1+(A—Tl } ’ )

Using the Landau—Khalatnikov equation and the equa-
tion of motion for elastic displacements, we obtain from Eq.where 7o=y/L(8— B*)?.
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To compare the relaxation times for different crystalsphase transition is close to the tricritical point. This conclu-
and for different phase transitions, one can conveniently desion agrees with dielectric measurements, which yield a ratio
termine from Eq.(7) the relaxation time foT=0 K in the  of the slopes of the inverse dielectric permittivity in the

form ferro- and paraphase close to four. The order-parameter re-
ToLAT\Y2 [ AT \M2-1 laxation times derived from the velocity and damping rate
T8 ="To (CZA—T - (ﬁ) } anomalies coincide. As for the paramef€F, describing the
1 1

coupling strength of the order parameter and strain, its value
T AT\ Y272 derived from the velocity anomaly exceeds by a factor of
(A—Tl } (8)  two—three that extracted from the damping rate anomaly. In
both cases thAT, parameter is fairly small. This means that

Taking into account additionally in Eq5) the static poticeable changes in velocity should be observed within a

contribution to the change in velocity due to the interactionngrrow temperature interval close to the phase transition

of the order parameter with strain in the fomP?S*, we  from the side of the ordered phase. As already mentioned,

come to the following expression for the change in velocityhowever, the absence of a clearly pronounced negative jump

X1+

{ T T4 AT V2]-1]12 in velocity at T, and the decrease of velocity above the
Avlv=|1— 1+( c2 -1 temperature of the maximum in dielectric permittivity, i.e.,
1+ w27 AT, actually in the paraphase, distinguishes radically the velocity
gﬁ*[ T~ THAT\ Y2 anomaly frpm the classic_a_l th_ermodyna!'nic behavior for
+ 2697] AT — (99  crystals which do not exhibit piezoeffect in the paraphase,

and requires invoking additional mechanisms. The specific
Using Egs.(6) and (9) and the experimental data, we features of BPI structure, characterized by the existence of
estimatedAT, ATy, 75, and the combination of the con- quasi-one-dimensional chains, imply an essential role of
stantsgB*/cqy. Figure 5 plots the calculated temperaturefluctuations in the order parameter, which can become par-
dependence of the velocity along teaxis obtained from ticularly strongly manifest in such low-dimension systems.
Eq. (9) for the polarization relaxation times;=10"1°s,  On the other hand, the presence of BP, capable of creating
AT=1.6x10"2, AT,=5.2x10"3 and gB*/cyy=5.6 very strong local fields with HPQreplaced by the PO
X 10~4. The small value of paramet&T indicates that the group!® can, in principle, give rise to specific features in
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0.5k As seen from Fig. 3, propagation of longitudinal acoustic
: waves along the monoclinic axi¥{ is not accompanied by
a decrease of velocity at the ferroelectric transition. At the
maximum of dielectric permittivity one observes only a pla-
BPI (97) BP(3) : : )
gHx teau in the temperature dependence of veIouty, and a_sllght
change in the slope because ofg®?S?-type biquadratic
e % relation. No damping rate peak is evident either. The absence
’_7"""'— of a negative jump in velocity and of a maximum in damping
& rate due to the striction energyQ?S for longitudinal acous-
tic waves propagating along the spontaneous polarization
axis (Y) results from the suppression of these anomalies by
o long-range dipole interactidfiin a uniaxial ferroelectric.
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