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Study of the critical current in YBaCuO films under reactor-neutron irradiation
in the low-temperature helium circuit in the 25–300 K range
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Changes in the temperature and dose dependences ofI -V characteristics and of the critical
current j c of YBaCuO films on MgO and SrTiO3 substrates under neutron irradiation has been
studied at 25–80 K. The transport properties of YBaCuO films on MgO~M1! and SrTiO3

~S1! substrates were found to behave differently. It is shown that the M1 films have granular
structure, and their transport properties were considered within the concept of percolation
over weak intergranular links. The S1 are single-crystal films, and their properties are analyzed
within a resistive-state theory associated with thermal activation of Abrikosov vortices. It
is shown that the degradation rate of the critical temperatureTc of S1 films is 3.5 times smaller
than that of the M1 films. The dose dependence ofj c has an exponential character,j c

5 j c (0) exp (2kF), wherek is related to the number of displaced atoms per neutron and is the
same for the M1 and S1 films, irrespective of the irradiation temperature. The pinning
energy has been derived from theI -V characteristics and it has been found that theU/kT ratio
lies within 20–25 and is independent of neutron flux. It is shown that the radiation-
induced disorder changes the pinning mechanism, from pinning at the boundaries of misoriented
crystals to that at spatial inhomogeneities, apparently radiation induced. ©1998 American
Institute of Physics.@S1063-7834~98!00111-7#
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The current-carrying ability and magnetic properties
HTSC materials are known to be governed by interaction
magnetic flux vortices with crystal defects, acting as pinn
centers. Introduction of pinning centers to increase the c
cal current density of HTSC materials is usually done
texturing. At the same time the desired pinning-center c
centration can be reached with a high accuracy by irradia
a material with neutrons, protons, or ions. The extended
ning centers formed in this way exceed in dimensions
coherence lengthj and have therefore a strong pinning forc
which is capable of affecting the critical current densityj c .
The dependence on pinning centers of the current-carr
ability and magnetic properties of HTSC materials perm
one to change deliberately the weak link system by irrad
ing the sample and, in this way, by controlling the degree
disorder in the material through introduction of defects
various types and concentrations, and to study in detail
mechanisms governing the behavior ofj c , and the nature of
the high-Tc superconductivity.

The dependence ofj c on temperature and the magnitud
and direction of an external magnetic field is presently a
lyzed by considering the superconductor as consisting
system of grains weakly linked with one another throu
Josephson junctions. The onset of resistance in such a sy
is caused by destruction of the weak links by external m
netic field. The resistive state can form also through ther
decoupling of Abrikosov vortices from the pinning cente
and their viscous flow. Therefore in order to learn the mec
1771063-7834/98/40(11)/6/$15.00
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nisms of formation and development of the resistive state
HTSC materials and the factors responsible for the beha
and magnitude ofj c , one should carry out studies in th
conditions where one of the mechanisms is dominant. S
conditions can be realized by investigatingj c and the mag-
netic properties under irradiation by neutrons at temperatu
low enough to reduce the thermally activated processes
minimum. We use for this purpose the low-temperature
lium circuit developed and built1,2 at the WWR-M reactor at
the PNPI RAS. The helium circuit permits one to carry o
experiments over a broad range of temperatures~25–300 K!
and neutron fluxes~up to 1019 cm22).

1. EXPERIMENTAL TECHNIQUES

The studies ofj c were performed on YBaCuO films pre
pared by magnetron sputtering on substrates of MgO~M1!
and SrTiO3 ~S1! with thec axis normal to the substrate.1 The
film thicknessd;0.2mm. The I -V characteristics and the
temperature dependence of resistanceR (T) were measured
by the dc four-probe technique on bridges of wid
w5100mm and lengthl 52 mm patterned by photolithog
raphy. The contacts were prepared by vacuum depositio
silver or gold on the M1 and S1 films, respectively. T
contact resistance did not exceed 0.5V. The M1 films had
Tc584 K, DTc>4 K, j c5105 A/cm2, and the S1 films,Tc

>91 K, DTc>1 K, j c553107 A/cm2 at 20 K. The films
7 © 1998 American Institute of Physics
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FIG. 1. I -V characteristic of an M1 film ob-
tained at different temperaturesT~K!: a—
77.1, b—77.9, c—78.4, d—78.9, e—79.4,
f—79.9,g—80.4,h—80.9.
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were studied in the low-temperature helium circuit of t
WWR-M reactor of PNPI~Ref. 1! in a fast neutron flux (E
.0.1 MeV! ;131013 cm22 s21 up to fluxesF;531018

cm22 at temperatures of 25–300 K. TheI -V characteristics
were measured at a temperature maintained to within60.1
K. The magnetic field was normal to the film plane~along
the c axis!.

2. EXPERIMENTAL RESULTS AND DISCUSSION

A. Transport properties of irradiated YBaCuO films

1) Films on MgO substrates.
Figure 1 presentsR ( j c) plots obtained on unirradiate

M1 films at different temperatures. The pattern of theR ( j c)
relation suggests that the M1 films are granular, and
their transport properties are governed by weak intergran
links making up a Josephson-junction array. Energy diss
tion ~and, hence, active resistance! in such a Josephson me
dium sets in when the currents through the intergranu
links exceed their critical values, with the grains themsel
remaining superconducting. An analysis of the percolat
path through a disordered three-dimensional array of su
conductors with different local critical currents character
ing the intergranular weak links~made under the assumptio
of their uniform distribution! yielded the following expres-
sion for theI -V characteristic in the case of low voltages3,4

V>~ j 2 j c!
n , ~1!

wherej is the current density, and exponentn.1 depends on
the dimension of the system and the type of the weak lin
as well as on the temperature and external magnetic field
the temperature and magnetic field increase, parametern de-
creases and approaches the Ohmic valuen>1. A similar
expression for theI -V characteristic in the vicinity ofj c was
obtained also by computer simulation.5 I -V characteristics
at
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described by Eq.~1! were observed experimentally in bot
ceramic HTSC samples6 and in granular films,7 with param-
etern varying within a broad range 1,n,4. Fitting Eq.~1!
to the I -V characteristic of an unirradiated M1 film showe
that this relation approximates the initial portions of the ch
acteristic fairly well. The temperature dependences ofj c and
of parametern obtained from a fit of Eq.~1! are shown in
Fig. 2. Exponentn, which was found to be somewhat larg
(;7) than those quoted in other papers,6,7 decreases as on
approachesTc .

It is known that the temperature dependence of the c

FIG. 2. Temperature dependence of critical-current density and exponen
~in the inset! in Eq. ~1! for an M1 film. j c was derived from a fit of theI –V
curve to Eq.~1!.
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cal current in a Josephson-junction system can be descr
by a relation of the type

j c>~Tc2T!x . ~2!

Parameterx is governed by the actual weak-link typ
~S–I–S, S–N–S, S–N–I–N–S!. For instance, Ambegaokar
Baratoff theory8 yieldsx51 for a S–I–Scontact system. Fo
an S–N–S–type system a relation similar to~2! with x52
was obtained.9 In most experiments, relation~2! is found to
describe appropriately the temperature dependence of
critical current in YBaCuO systems. At the same time so
of the quoted figures forx, e.g. x>3.5 ~Ref. 10!, are in
excess of the values predicted by theory forS–I–S, S–N–S,
S–N–I–N–S–type contacts, which may be due to a mo
complex structure of the intergranular links not included
theoretical models~for example, an asymmetry betwee
N–I–N layers!. In our case the temperature dependence
the critical current for the M1 film~Fig. 3! is likewise fitted
well by relation ~2!, but at the same time the valuex53.3
exceeds those predicted by the above models. The cri
temperatureTc calculated from Eq.~2! agrees well with the
zero-resistance temperature in theR (T) relation~see inset to
Fig. 3!.

2) Films onSrTiO3 substrates.
In contrast to M1 films, theI -V curves of unirradiated

S1 films exhibit for I .0.5 A a switching effect within a
broad temperature interval, which suggests that these fi
are single crystal. The mechanism of destruction of sup
conductivity in such single-crystal systems by current is
lated to the onset of kinetic depairing at film edges,11 and the
critical current itself, to the beginning of vortex flow. Est
mation of the physical limit forj c determined by the condi
tion of the depairing current density at the film edge reach
the level J (w/2)5F0 (3A3 pm0l2j), taking into account
the relation12 J (w/2)5I (2pl2wd) ~whereF0 is the mag-
netic flux quantum,l is the field penetration depth, andj is

FIG. 3. Temperature dependence of critical-current density of an unirr
ated M1 film ~plotted to test Eq.~2!!; x53.3,Tc580.7 K. Inset:R (T)
relation in the region of the transition.
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the coherence length!, yields j c'33107 A/cm2 for
w5100mm, d50.2mm, l5103 Å, and j520 Å, which
agrees in order of magnitude with experimental data. T
values ofj c andJ (w/2) thus obtained permit one actually t
relate the mechanism of destruction by a superconducti
current in grains to the onset of kinetic depairing at the fi
edge.11 All this made possible application to the analysis
I -V characteristics of single-crystal films S1 the continuo
medium model,13 which attributes the resistive state to the
mal decoupling of Abrikosov vortices. Within this mode
the field induced by a vortex pinned at a center is written

E;t215v0exp@2~U2a j !/kT# , ~3!

wheret21 is the time a vortex remains pinned at the cent
v0 is the characteristic vibrational frequency of flux lines,U
is the pinning activation energy, anda j is the work done by
the vortex acted upon by the Lorentz force at a current d
sity j . In a general case, one has to consider a more deta
I -V model including a crossover from occasional depinnin
of the vortex to its practically free flow under the action
the Lorentz force. Taking into account the possibility of vo
tex repinning by the center, we obtain for theI -V
characteristic14

E5BnF11S n

v0l D exp~U/kT!

exp~a j /kT!
2exp~2a j /kT!G21

, ~4!

wheren is the vortex velocity, andB5m0 H is the external
magnetic field, which is assumed to penetrate throughout
film. In the limit where the vortex pinning timet exceeds the
drift time ta (ta!t), and for not too weak current
( j @kT/a), the I -V characteristics follow an exponentia
behavior12

E5Bv0lexp@2~U2a j !/kT#5Bnc , ~5!

wherenc is the flux creep velocity. The quantitiesU anda in
Eq. ~5! do not depend onB. In applying Eq.~5! to descrip-
tion of the I -V characteristic we assume the existence
magnetic fields weak enough to justify neglect of coope
tive effects and consideration of a single vortex. This impl
that the critical current practically does not vary with th
field, and argues for the validity of the independent-vort
approximation. In this region of magnetic fields, theI -V
curves are described by an exponential relation of the t
V}exp (jc /j1), where parameterj 1 is field independent. For
fieldsB.80 mT, theI -V characteristics are no longer exp
nential.

In our experiment, thej c (B) relations were found to be
well approximated by the classical relation

j c~B!5 j c~0!~11B/B0!21 . ~6!

The inset to Fig. 4 plots the temperature dependenc
U/kT derived from a fit of Eq.~5! to the I -V characteristic
~for U/kT@1). The valueU/kT'25 thus found is in agree
ment with the estimate 15,U/kT,50 quoted in Ref. 14.
The temperature behavior ofj c ~determined by a 1mV/mm
criterion! and j 15kT/a ~Fig. 4! are in accord with Eq.~2!. A
relation of type~2! can fit a variety of pinning mechanisms

i-
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For instance, for pinning at normal inclusions and spa
inhomogeneities with dimensions of the order of the me
free pathx52,12 for pinning at boundaries of misoriente
crystallites x51.5 ~Ref. 15!. In our case, the temperatur
dependences ofj c and j 1 before irradiation are well approxi
mated by Eq.~2! with x51.5 and 1.2, respectively. Our ex
perimental relationsj c (T) and the valuex51.5 are appar-
ently appropriate for vortex pinning at plain gra
boundaries, and the weak temperature dependence of the
ning activation energyU/kT indicates three-dimensiona
character of the pinning potential.14

B. Effect of irradiation on the transport properties
of YBaCuO films

1) Films on MgO substrates.
Figures 5 and 6 displayTc (F) and j c (F) relations ob-

tained on the M1 film under irradiation atT525 K by vari-
ous neutron fluxes. The superconducting properties are
to degrade monotonically (Tc and j c decrease! with increas-
ing neutron flux. At a flux of 4.531018 cm22, an Ohmic
region is seen to appear in theI -V characteristic in the low-
current domain, but the nonlinearity typical of the superco
ducting state sets in again as the current increases. The
cal current degradation in this flux region can be associa
not only with a change in the properties of superconduct
grains and of the weak Josephson junctions coupling th
but also with decreasing effective cross section of the su
conducting path for the transport current, whereas degra
tion of Tc and the change in shape of the resistive transit
depend on the change in the characteristics of the grains

FIG. 4. Temperature dependence ofj c and j 1 for an unirradiated S1 film.
Inset: temperature dependence ofU /kT. B550 mT.
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of intergranular links. Figure 5 presents dose dependence
Tc

0.9, Tc
0.1, andTc

0.5 ~the transition onset, end, and midpoi
temperatures, respectively! and of the widthDTc of the su-
perconducting resistive transition. The average degrada
rate of the critical temperatureTc

0.5 for the M1 film,DT/DF,
was found to be 9.2310218 K•cm2. It is known that the
onset of the resistive superconducting transition is identifi
by the onset of superconductivity in the bulk of the grain

FIG. 5. Temperature of~1! the onset,Tc
0.9, ~2! midpoint,Tc

0.5, ~3! end,Tc
0.1,

and ~4! width, DTc , of the superconducting transition in an M1 film as
function of fast-neutron flux.

FIG. 6. Dose dependence of the critical-current density of an M1 film. In
a fit of Eq. ~6! to the dose dependences.
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and its end, by that over the weak intergranular links. He
neutron irradiation affects intergranular links to a larger e
tent than the grain bulk.

I -V curves of the M1 film obtained at different neutro
fluxes were treated by percolation theory using Eq.~1!. Fig-
ures 6 and 7 present dose dependences of the critical cu
densityj c and of exponentn. One clearly sees exponentn to
grow rapidly with neutron flux, which indicates a conside
able modification of the properties of weak intergranu
links by irradiation.

The j c (F) relation follows exponential behavior

j c~F!5 j c~0!exp~2kF! , ~7!

where j c (0) is the critical current density before irradiatio
and coefficientk57310219 cm2. Critical current should
vary with dose in this way if the current-carrying ability of
material is dominated by the fraction of the superconduct
phase. Assuming that the critical current density in the
perconducting region does not depend on irradiat
@ j c

s (F)5 j c
s (0)5 const#, one readily obtains forj c (F) re-

lation ~6!.16 In this case, coefficientk is related to the numbe
of displaced atoms per neutron.

2) Films onSrTiO3 substrates.
The Tc (F) and j c (F) relations obtained for S1 films

under irradiation at 25 K exhibited the same pattern as th
for the M1 film. Note that the increase in transition wid
DTc with neutron flux inS-type films is three times smalle
than that in M films. The average degradation rate of
critical temperatureTc

0.5 for the S1 film was found to be
2.5310218 K•cm2, i.e., a factor 3.5 smaller than that for th
M1 films. Figure 8 shows the fits of the temperature dep
dences of the critical current density obtained for an S1 fi
at different fast-neutron fluxes against Eq.~2!. The critical-
current density was found fromI -V curves based on a

FIG. 7. Dose dependence of exponentn with I -V characteristics of an M1
film approximated by Eq.~1!.
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threshold criterion of 1mV. The j c (T) relation is seen to be
fairly well approximated with a power law, with the expo
nent x>2 being independent of neutron flux~see inset in
Fig. 8!. The j c (F) relation measured on an S1 film at 80
is displayed in Fig. 9. The critical current decreases ex
nentially, ~7!, with increasing flux~see inset to Fig. 9!. The
parameterk51310218 cm2 is slightly in excess of the val-
ues obtained for the M1 films.

FIG. 8. Approximation of thej c (T) relations of an S1 film with Eq.~2! for
different neutron fluxes (F310218 cm22): a—0.3, b—0.64, c—1.4,
d— 1.7. Inset shows the dose dependence of exponentx.

FIG. 9. Dose dependence of the critical-current density of an S1 film
tained atT580 K. Inset shows a fit of the dose dependence to Eq.~6!.
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The I -V characteristics of S1 films obtained at vario
neutron fluxes were treated within the model of resist
state based on thermal activation of Abrikosov vortices13

Calculations made using Eq.~5! showed the pinning activa
tion energyU to be independent of flux, and theU /kT ratio
to lie within the 20–25 interval, as is the case with the M
films. A similar result was obtained when YBaCuO sing
crystals were irradiated by 3-MeV protons.17 One could ex-
pect the collective-pinning theory,18 by which the dose de
pendence of the pinning activation energy should behav
U}1/F, to become valid for high pinning-center densitie
this prediction does not agree, however, with the indep
dence of the pinning activation energy from flux obtained
this experiment, which argues against the model of thr
dimensional collective pinning.

Thus the observed difference in behavior between
transport properties of YBaCuO films grown on MgO~M1!
and SrTiO3 ~S1! films is determined primarily by their crys
tal structure which, in turn, depends on substrate struc
and the preparation technology employed. It has been sh
that M1 films are granular systems, and that their transp
properties are dominated by weak intergranular links, wh
represent an array of Josephson junctions described
equately by percolation theory.3,4 S1 films have a single
crystal structure, and the continuous-medium model,13 ac-
cording to which the resistive state is due to therm
decoupling of Abrikosov vortices, offers a good approxim
tion to their transport characteristics. The differences in
crystal structure between M1 and S1 films accounts also
the different degree of their degradation under lo
temperature neutron irradiation. It has been shown that
order in S1 films changes the mechanism of pinning, fr
that at the boundaries of disordered crystallites in unirra
ated films to pinning at spatial inhomogeneities on the sc
of the mean-free path produced by neutron irradiation. T
change in the pinning mechanism in single-crystal YBaC
films resulted not in the expected growth ofj c with increas-
ing neutron flux but only in a degradation ofj c throughout
the flux variation range studied~from 331017 to 3
31018 cm22). The absence of a maximum in thej c (F)
relation may apparently be due to the high structural per
tion of the films under study.

A nonmonotonicj c (F) relation with a maximum at a
neutron fluxF;231017 cm22 was shown19 to be observed
only in strongly granulated materials, a class into which o
can place ceramic systems, as well as imperfect films
single crystals.
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Thus, in order to increase the critical current in HTS
materials through disorder produced by reactor-neutron i
diation, one should use granular materials with grain s
above 8–10mm.
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The relaxation of the superconducting transition temperatureTc in YBa2Cu3O6.38 is investigated
with increasing oxygen order in the CuOx plane under 1 GPa pressure and with decreasing
oxygen order after the pressure is relieved. It is established that the oxygen disordering process is
more rapid than the pressure-induced ordering process: The ratio of the relaxation times of
Tc in these processestord/tdisord'5. This behavior could be caused by different mechanisms of
the pressure-induced increase in the Cu–O chain length and decrease of this length after
pressure relief. ©1998 American Institute of Physics.@S1063-7834~98!00211-1#
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After the experiment of Ref. 1, which showed a dire
connection between superconducting order and local oxy
order in the oxygen-deficient compound YBa2Cu3O61x , a
large number of works were performed on the problem
oxygen ordering in Y123. These were primarily experime
on aging of samples in which the relaxation of supercondu
ing structural, electronic, and other physical properties w
observed at room temperatureTRT over several days2–8 in
nonequilibrium quenched disordered YBa2Cu3O61x samples
as the equilibrium state was approached by increasing
oxygen order~Cu–O chain length! in CuOx planes. These
time-dependent phenomena are ordinarily interpreted i
charge-transfer model according to which the system Y
is represented by conducting CuO2 layers and insulting CuOx
layers, which are a reservoir for holes. Oxygen orderi
corresponding to an increase in the lengths of Cu–O ch
fragments at the first stage followed by the formation o
two-dimensional superstructure, materializes by diffus
hops of oxygen atoms from O~5! into O~1! positions, as a
result of which some triply oxygen-coordinated Cu~1! atoms
transform into doubly coordinated atoms with their valen
changing from12 to 11. This requires transfer of electron
charge from the CuO2 plane to the CuOx plane. Thus, during
aging, as the system relaxes into the equilibrium state,
CuO2 planes are continuously doped with holes.

A similar charge transfer mechanism is also proposed
explain the experiments on photoinduced superconductiv9

and the effect of an electric field on the properties of sup
conducting films.10

Ordering of Cu–O chains in the system Y123 can a
be induced by external pressure, causing nonequilibrium
decreasing the unit-cell volume.11,12 The degree of order o
the mobile oxygen system in a sample subjected to comp
sion will increase, approaching an equilibrium value cor
sponding to the new volume. This occurs because the
cell volume decreases upon the transformat
1781063-7834/98/40(11)/5/$15.00
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Cu21→Cu11 in the CuOx plane. The effect of oxygen order
ing in Tc is greatest near the metal–insulator transitio
where the state of the system depends most sharply on
current-carrier density. The highest valuesdTc /dP'30 K/
GPa were observed in single-crystal YBa2Cu3O6.4

13 and in
NdBa2Cu3O6.67.14

In experiments studying the aging of quenched samp
only the direct process leading to an increase in oxygen o
can be observed, whereas the pressure method makes it
sible to follow also the reverse process leading to disorde
of oxygen chains after relief~or lowering! of the pressure,
and it also makes it possible to regulate the change in
oxygen order by varying the magnitude of the applied pr
sure for a fixed oxygen content in the sample. In this w
the pressure method is promising for studying oxygen ord
ing processes in Y123.

In a previous work14 we realized a transition into the
superconducting state in an initially nonsuperconduct
NdBa2Cu3O6.67 sample exclusively by pressure-induced ox
gen ordering. The transition between the superconduc
and nonsuperconducting phases was completely rever
with respect to pressure and showed good reproducibi
After pressure relief,Tc relaxed to zero, but more rapidl
than it increased under pressure. This asymmetry of the t
dependence ofTc(T) under pressure and after pressure re
shows that the oxygen ordering and disordering proces
follow different paths. It is known that a O-II superstructu
does not materialize in Nd123,15 since the Nd ion, which has
a large radius, actively influences the oxygen order, chang
the interaction between neighboring O~1! in the CuOx plane.
In the present work we checked the manner in which
ordering and disordering of oxygen occur in the O-II stru
ture in Y123. The measurements of the time depende
Tc(t) were performed under pressureP51 GPa and after
pressure relief~at P50) on a YBa2Cu3O6.38 sample with
Tc'8 K in the equilibrium state at atmospheric pressure
3 © 1998 American Institute of Physics



-

p
e

in

m
ce
th
tu
m
a
e
m

d

i-

t
d
m
er

as
if

iti

ur

su
o

t

e
er

ce
un

ai

e
-

first
f
at

d-

d at
m-
time
t
nt

re

ple
on
c-

1784 Phys. Solid State 40 (11), November 1998 Fita et al.
1. EXPERIMENTAL PROCEDURE

The ceramic YBa2Cu3O61x was prepared by the stan
dard method. A sample with oxygen indexx50.38 was cho-
sen for the investigations. The sample was obtained by ra
quenching in liquid nitrogen after appropriate heat treatm
of an optimally doped sample with indexx50.95, deter-
mined by iodometric titration. After prolonged holding~sev-
eral weeks! at room temperature,Tc'8 K in the equilibrium
sample, which agrees well with the data of Ref. 2, indicat
the appearance of superconductivity in Y123 forx>0.35.

Magnetic measurements under pressure were perfor
at the Institute of Physics of the Polish Academy of Scien
on a PAR model 450 vibrating-reed magnetometer in
temperature range 4.2–100 K. The method used a minia
piston–cylinder container made of a negative berylliu
bronze, in which a hydrostatic pressure up to 1 GPa w
produced at room temperature. A 1:1 mixture of transform
oil and kerosene was used as the pressure-transmitting
dium. The experimental sample (m50.029 g! had a cylindri-
cal shape with diameterd51.1 mm and lengthl 55 mm.
The pressure was determined at low temperatures accor
to the known pressure dependenceTc(P) of pure tin, a
sample of which (m'0.01 g! was placed next to the exper
mental sample of Y123.

In the experiment, the temperature dependences of
magnetizationM (T) of the sample in a 10 Oe field at fixe
pressure 1 GPa were measured. Prior to each measure
the container with the sample was cooled to 4.2 K in z
magnetic field~ZFC!. The time interval during which the
sample was at room temperatureTRT5295 K was measured
between changes ofM (T), whereas the time the sample w
in the cryostat was neglected, since virtually no oxygen d
fusion is observed atT,240 K.2 The total duration of the
experiment under pressure was about 5 days. The trans
temperatureTc with different residence timet under 1 GPa
pressure atTRT and the time dependence ofTc , reflecting the
character of the variation of oxygen order at 1 GPa press
were determined from theM (T,t) data. A similar sequence
of measurements was performed immediately after pres
relief to zero in order to determine the reverse relaxation
Tc to its equilibrium value atP50.

2. RESULTS AND DISCUSSION

Figure 1a displays the temperature dependences of
ZFC magnetizationM (T) of a YBa2Cu3O6.38 sample which
were measured in a 1 mTfield at atmospheric pressure in th
equilibrium state~curve 0! and under 1 GPa pressure aft
definite holding periods atTRT in a period;5 days~curves
1–4!. One can see that the superconducting transition
strongly broadened. This is generally characteristic of
ramic samples because of stresses existing at grain bo
aries, which lead to oxygen-order gradients,2 as well as be-
cause of the high measuring field 1 mT required to maint
adequate sensitivity.

The temperatureTc was determined by extrapolating th
line of maximum slope on theM (H) curve to zero magne
tization. During the experimentTc asymptotically ap-
proached its equilibrium value'21 K at 1 GPa. In the pro-
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cess, the superconducting transition narrowed. The
critical field Hc1, roughly estimated from the deviation o
M (H) from linearity at 4.2 K and normalized to the value
T50 according to Hc1(T)5Hc1(0)@12(T/Tc)

2# varied
from '4 Oe (Tc'8 K! at P50 to '18 Oe (Tc'21 K! at
P51 GPa . The change inTc andHc1 was no longer distin-
guishable, within the limits of experimental error, after hol
ing at 1 GPa for longer than 100 h. Att5118 h the pressure
on the sample was relieved, after which the system relaxe
P50 to the equilibrium state. Figure 1b shows how the te
perature dependence of the magnetization changes in
after pressure relief~curves 5–7! relative to the state a
P51 GPa with the maximum holding time in the experime
~curve4!.

The results of theTc measurements in the pressu
change cycle described 0→1 GPa→0 are displayed in Fig.
2. The relaxational character of the change inTc under pres-
sure and after pressure relief is described well by a sim
exponential function, which was checked quite reliably
the relaxation ofTc , the structural properties, and condu

FIG. 1. Temperature dependence of the magnetization of a YBa2Cu3O6.38

sample measured at 1 mT~ZFC!. a! At P50 in the equilibrium state~curve
0!; under pressureP51 GPa with different holding timest at TRT . t ~h!:
1 — 0.25,2 — 7.7, 3 — 39, 4 — 81. b! After pressure relief with holding
times atTRT . t ~h!: 5 — 0.15,6 — 21, 7 — 52.8, curve4 — same as curve
4 in Fig. 1a.
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tivity in experiments on aging of Y123 samples1–5,8 and un-
der pressure,11–14

Tc~ t !5Tc~`!2@Tc~`!2Tc~0!#exp@2~ t/t!0.5#, ~1!

wheret is the holding time atTRT, Tc(0) is the value ofTc

at the start of the nonequilibrium oxygen ordering~or disor-
dering! process,Tc(`) is the equilibrium value ofTc , andt
is the relaxation time. The parametersTc(0), Tc(`), andt
that best describe the behavior ofTc at 1 GPa and afte
pressure relief~solid lines in Fig. 2! are presented in Table I
We note thatTc(0) is an adjustable parameter, since in o
procedure we could not determineTc immediately after ap-
plying ~or relieving! the pressure. Ordinarily, before coolin
the sample was at temperatureTRT for about 0.2 h. Figure 2
shows ~filled circles! the computed values ofTc(0). The
equilibrium values ofTc(`) were also calculated, since th
duration of the experiment was limited.

The change inTc , which is reversible with respect t
pressure within the limits of error in determiningTc , occurs
mainly as a result of a change in the oxygen order. As fi
shown by Metzger et al.,11 the complicated effect of pressur
on Tc in oxygen-deficient Y123 can be represented by a s
of two contributions that are of different nature: one due
pressure-induced oxygen ordering (dTc /dP)0 and the other
due to the intrinsic pressure (dTc /dP) i . The second term
(dTc /dP) i , is due to changes in the interactions~between
CuO2 planes, electron-phonon interaction, and others!, which

FIG. 2. Time dependence ofTc during restructuring of the oxygen sub
system CuOx in YBa2Cu3O6.38. Open circles — under 1 GPa pressure, op
squares — after pressure relief (P50), filled square — equilibrium value o
Tc at P50. The solid lines were calculated using Eq.~1! with the param-
eters presented in Table I; the filled circles show the computed values oTc

at t50 ~at the start of the oxygen ordering process at 1 GPa! and at
t5118 h ~at the start of oxygen disordering after pressure relief!.

TABLE I. The parametersTc(0), Tc(`), and t for which Eq. ~1! best
describes the relaxation ofTc(t) under 1 GPa pressure and after press
relief ~see curve in Fig. 2!.

P, GPa Tc(0), K Tc(`), K t, h

1 9.56 21.5 27.7
0 18.8 8.55 5.4
r

t

m

are directly responsible for superconductivity, as well as
charge redistribution as a result of a pressure-induced
crease of the lattice parameters. We note that these cont
tions are not completely independent, if the structural rel
ation accompanying oxygen ordering is taken into accou
The quantity (dTc /dP) i , which we estimated with increas
ing and decreasing pressure, is 1.7 and 1.2 K/GPa, res
tively. The values obtained are close to (dTc /dP) i51.8 K
/GPa, measured on a YBa2Cu3O6.4 single crystal.13

Conversely, the effect of oxygen ordering at 1 GP
(dTc /dP)0, is '12 K/GPa, which is two times lower tha
the value obtained in Ref. 13 atP50.43 GPa. The difference
can be due to the influence of grain boundaries and o
microstructural defects in ceramic on the pressure-indu
change of oxygen order. Another reason for the obser
difference could be thatdTc /dP is not constant but rathe
always decreases with pressure and is maximum in the l
P→0. This was recently well substantiated by Gupta et al16

who took into consideration the parabolic dependenceTc

;(nopt2n)2 characteristic for high-Tc superconductors
~wheren is the hole density in the CuO2 plane,nopt50.25
holes/CuO2 is the optimal density atTc5Tc,max).

17,18 In-
deed, dTc /dP5(dTc /dn)(dn/dP);(nopt2n), since
dn/dP' const ~which is valid for not very high values o
P), and thereforedTc /dP decreases under pressure all t
more rapidly, the greater the pressure-induced charge re
tribution dn/dP. This effect, i.e. essentially the nonlineari
of Tc(P), should be easily noticeable near the meta
insulator transition, wheredn/dP due to oxygen ordering is
maximum, and the compressibility is also maximum~for
x;0.3 Y123 is the ‘‘softest’’ material!.19 Thus, we observed
in NdBa2Cu3O6.67 at a pressure-induced metal-insulator tra
sition that values of (dTc /dP)0 at 1 GPa ('30 K/GPa! and
0.55 GPa ('43 K/GPa! differ by approximately a factor of
1.5.20 In reality, this difference is even larger, since the qua
tities (dTc /dP)0 were determined by averaging over the i
dicated pressure intervals, i.e. asDTc /DP. On the basis of
these considerations and the experimental results of Ref
we infer a nonlinear pressure dependenceTc(P) in
YBa2Cu3O6.4 and the difference, originating therefrom, b
tween the effect ofdTc /dP that we observed at 1 GPa an
the value measured at 0.43 GPa in Ref. 13.

The relaxation timet in the oxygen ordering process is
to a first approximation, often associated to the activat
energy of the O~5!→O~1! transition,E'1 eV, according to
the Arrhenius lawt5t0exp(E/kT), wheret0.1.431012 s.2

However, Monte Carlo simulation of oxygen ordering in a
ing experiments21 predicts a more complicated process o
curing in two stages: a relatively fast process leading to
dering of the O~1!/O~5! sublattice, where only transition
between neighboring O~1! and O~5! positions occur, and a
slower process leading to the formation of an O-II sup
structure in which the Cu–O chains elongate so as to m
mize the number of energetically unfavorable chain en
The large variance in the observed values oft in different
experiments on Y123 does not make it possible to determ
accurately which process is observed in reality. Monte Ca
estimates21 show thatt corresponds in aging experiments
the process leading to the formation of an O–II superstr
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ture with a long relaxation time, but it follows from the ex
periment of Ref. 4 that such a process atTRT occurs much
too slowly ~several weeks!. The variance of the experimenta
values oft is associated with the influence of microstructu
defects, Al and Au impurity atoms in the experimen
samples, on oxygen diffusion as well as with the differe
oxygen deficits. Recently,13 a strong dependencet(x) was
observed in a YBa2Cu3O61x single crystal: As the oxygen
content increased,t rapidly decreased fromt'10 h at
x50.4 to t'0.5 h atx50.7. Monte Carlo calculations als
predict a maximum oft due to large fluctuations near
T2O transition ~between the tetra- and orthophases
x;0.35).22

We determined the relaxation time in the process of o
gen ordering atP51 GPa by analyzing the time dependen
Tc(t) in Fig. 2: tord527.7 h~see Table I!. This value oft is
higher than in a YBa2Cu3O6.4 single crystal,13 probably for
the reasons discussed above~due to the influence of defects
boundaries, impurities, and so on in the ceramic! as well as
because in our experiment the pressure was more than
times higher than in Ref. 13. The latter supposition agr
with the Monte Carlo calculations,22 showing that near a
T2O transitiont increases strongly with increasing anne
ing temperatureTa , which fixes the degree of oxygen diso
der at the start of the aging process. In our case the degr
disorder is fixed by the pressureP.

In the reverse process leading to disordering of the o
gen subsystem after pressure relief to zero, we calcul
tdisord55.4 h, i.e., the disordering process is much mo
rapid, tord/tdisord'5. The discrepancy with respect to th
time dependenceTc(t) at P51 GPa andP50 is even no-
ticeable visually~Fig. 2!. We also check the rate of the re
verse process according to the relaxation of the first crit
field Hc1, determined from the dependenceM (H) at 4.2 K in
different nonequilibrium states. Figure 3 shows the variat
of the parameterHc1 accompanying oxygen disordering aft

FIG. 3. Relaxation of the first critical fieldHc1 during oxygen disordering
after relief of 1 GPa pressure to zero. Circles — experimental values ofHc1,
normalized to the values atT50; the solid line was computed using Eq.~1!
with the parametersHc1(t50)515 Oe,Hc1(`)53.55 Oe,t57.8 h.
l
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relief of 1 GPa pressure, starting at timet5118 h~the values
of Hc1 are normalized toT50 according to the relation
Hc1(T)5Hc1(0)@12(T/Tc)

2#). The solid line in Fig. 3 was
calculated according to Eq.~1! with the substitutions
Hc1→Tc and t→t2118 h and the parametersHc1(t50)
515 Oe,Hc1(`)53.55 Oe,t57.8 h, i.e., we obtained tha
in the reverse process the parametersTc and Hc1 relax to
equilibrium values at close rates.

In summary, the pressure-induced oxygen ordering
laxation process and the reverse disordering relaxation
cess after pressure relief occur differently. This follows fro
the large difference between the relaxation timesTc in the
direct and reverse processes. A similar behavior under p
sure ~i.e. more rapid drop ofTc after pressure relief! was
observed at a metal–insulator transition
NdBa2Cu3O6.67,14 which has a different type of oxygen or
der, different from the superstructure O-I, as a result of
strong influence of the large-radius Nd ion.15 We add that in
a YBa2Cu3O6.5 film the disordering of Cu–O chains afte
removal of photoirradiation likewise is more rapid tha
irradiation-induced oxygen ordering,9 i.e. there is an analogy
with the pressure-induced behavior. Asymmetry of t
electric-field-induced oxygen ordering and disordering
Y123 has also been observed.10

From the oxygen-ordering picture presented in Ref. 21
simple inference can be drawn about the nature of the as
metric dependenceTc(t) in the direct and reverse oxygen
ordering processes. As the Cu–O chain fragments increa
length by an oxygen atom attaching to the end of a chain,
average diffusion length of the transition O~5!→O~1! should
be longer than in the case of shortening of Cu–O cha
since in the former case an oxygen atom must travers
longer distance in order to find a vacant location in O~1!
positions. In the reverse chain-shortening process, howe
O~1!→O~5! transitions can be easily accomplished betwe
neighboring oxygen atoms, so that the charge redistribu
process between CuO2 and CuOx planes will be more rapid.
The relaxation will also speed up if the possibility of destru
tion of a Cu–O chain by rupture is taken into account. In t
case the chain lengths and correspondingly the hole den
in the CuO2 plane effectively decrease. This simple schem
however, requires a detailed examination.

In conclusion, we shall note the characteristic featur
investigated here, of the pressure-induced restructuring o
oxygen sublattice in YBa2Cu3O61x near the metal–insulato
transition. The change inTc due to the change in the degre
of oxygen order in the CuOx plane is completely reversible
with respect to pressure, showing that the displacemen
electronic charge between CuO2 and CuOx planes is revers-
ible. However, the process leading to disordering of the o
gen subsystem occurs much more rapidly than the direct
cess leading to ordering, the ratio of the relaxation times
these processes beingtord/tdisord'5. The asymmetry of the
temporal variation of the pressure-induced oxygen order
and disordering processes could be due to the fact that
mechanism leading to an increase of the Cu–O chain len
~by oxygen atom attachments to chain ends! is different from
the mechanism leading to more rapid shortening of the ch
~by removal of oxygen from a chain end to a neighbori
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O~5! position or rupture of a long C–O fragment!.
This kind of behavior is evidently characteristic for th

1–2–3system, since a difference between the rates of
direct and reverse oxygen-ordering processes was obse
earlier in the case of the effect of photoirradiation
YBa2Cu3O61x films9 and in the appearance of pressu
induced superconductivity in NdBa2Cu3O6.67

14 with O-I
structure.

We also note that the present discussion of the resul
based on the model of charge transfer between conduc
CuO2 and insulating CuOx planes, though recently it ha
been asserted that Cu–O chains have conductivity and a
perconducting density exists in CuOx layers.23,24 In any case,
it is urgent to study the character of oxygen ordering in
system Y123.
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15H. Lütgemeier, S. Schmenn, P. Meuffels, O. Storz, R. Scho¨lhorn, Ch.
Niedermayer, I. Heinmaa, and Yu. Baikov, Physica C267, 191 ~1996!.

16R. P. Gupta and M. Gupta, Phys. Rev. B51, 11 760~1995!.
17J. L. Tallon, C. Berbhard, H. Shaked, R. L. Hitterman, and J. D. J

gensen, Phys. Rev. B51, 12 911 ~1995!; M. R. Presland, J. L. Tallon,
R. G. Buckley, R. S. Liu, and N. D. Frower, Physica C176, 95 ~1991!.

18B. W. Veal and A. P. Paulikas, Physica C184, 321 ~1991!.
19K. Suenaga and G. Oomi, J. Phys. Soc. Jpn.60, 1189~1991!.
20I. M. Fita, V. P. D’yakonov, M. Baran, and G. Szymczak, Fiz. Tverd. Te

~St. Petersburg! 39, 1328~1997! @Phys. Solid State39, 1178~1997!#.
21C. Ceder, R. McCormack, and D. de Fontaine, Phys. Rev. B44, 2377

~1991!.
22E. E. Tornau, P. J. Kundrotas, and A. Rosengren, Physica C269, 198

~1996!.
23D. N. Basov, R. Liang, D. A. Bonn, W. N. Hardy, B. Dabrowsk

M. Quijada, D. B. Tanner, J. P. Rice, D. M. Ginsberg, and T. Timu
Phys. Rev. Lett.74, 598 ~1995!.

24G. V. M. Williams and J. L. Tallon, Physica C258, 41 ~1996!.

Translated by M. E. Alferieff



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 11 NOVEMBER 1998
Study of the photovoltaic frequency-response function in thin YBCO films
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The frequency response of the photovoltaic component of light-induced voltages in
superconducting YBCO films having different morphologies has been measured for the first time
over a broad range of 1.5 Hz to 150 kHz. It is shown that the deviation of the high-
frequency response from the conventional relaxation dependence observed in one of the samples
can be due to a spread in parameters of the elementary photoemfs generated in different
regions of the film. The data obtained permitted estimation of a number of quantities characterizing
the photoconducting properties of the nonmetallic regions with extended inhomogeneities
which are responsible for the onset of the photovoltaic signal. ©1998 American Institute of
Physics.@S1063-7834~98!00311-6#
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As shown by our earlier studies1–3 of light-induced in-
plane voltages generated in superconducting YBCO fil
the observed signals are associated with at least three me
nisms, one of which is the photovoltaic effect. The photov
taic effect is assumed to be due to the existence of inte
interfaces~of the type metal–semiconductor–metal! in the
bulk of the superconducting phase, which form at exten
~planar! defects or inhomogeneities~we shall refer to these
regions in what follows as9inhomogeneities9, and under-
stand by the9properties of inhomogeneities9 the correspond-
ing properties of the semiconducting layers!.3 An analysis of
some inhomogeneities of this kind known to exist in YBC
films, made from the standpoint of their possible contribut
to the photovoltaic effect, was reported in Ref. 3.

The main experimental tool capable of separating
various mechanisms for generation of light-induced volta
in YBCO is based presently on measuring the frequency
sponse of the variable signals generated in a film illumina
by an intensity-modulated light beam.1 Because the light
source used in these experiments was a standard hal
lamp, the intensity was modulated by a mechanical chop
which did not permit one to reach beyondf ;1 kHz. With
such a limitation of the frequency range, no full pattern
the behavior of the photovoltaic component which wou
include the frequency-response roll-off region could be
tained. At the same time the significance of such informat
to unraveling the nature of the photovoltaic effect in YBC
films is obvious, particularly if one takes into account t
difficulties involved in spectral measurements of low i
duced voltages. Therefore the main object of this work w
to study the frequency response of light-induced voltage
YBCO films over a considerably broader frequency ran
from 1.5 Hz to 150 kHz.

The measurements were performed on three YB
films with different morphology. The response functions o
tained reveal both some common features and certain di
ences, the most essential of them concerning the h
frequency roll-off of the response. For instance, one of
samples, measured in the conditions where the signals va
1781063-7834/98/40(11)/5/$15.00
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linearly with illumination intensity, exhibited, in place of th
expected frequency relation of the type (11v2t2)21/2

(v52p f , andt is the relaxation time!, a steeper decay o
the signal close tov22. It was shown that this feature of th
response function may be due to the statistical nature of
tected signals, which are actually the results of summation
elementary photoemfs generated by individual inhomoge
ities. For this interpretation to be valid, these photoemfs m
differ not only in relaxation times but in the sign as we
Subsequent treatment of the response function and of o
experimental data pertaining to the photoconducting prop
ties of the samples permitted estimation of a number of
rameters~e.g. the lifetime of minority carriers!, which char-
acterize the semiconducting properties of t
inhomogeneities under study.

1. SAMPLES AND EXPERIMENTAL TECHNIQUES

Light-induced voltages were measured on three YBC
films, two of which were studied earlier1–3 ~the films on
MgO and LaAlO3 substrates were denoted in Refs. 1–3
S2 andS3, respectively! and, therefore, their structural, geo
metric, and physical characteristics were already presen
The third sample, although used for the first time, was one
the lot investigated previously and prepared by laser abla
on NdGaO3 substrates. Considered from the standpoint
morphology, the latter sample, denoted subsequently byS4
~for the other samples the old notation has been retain!,
had the weakest-pronounced texture, but, in contrast toS2
andS3, did not exhibit residual resistivity below the supe
conducting transition point (Tc;90 K!.

The geometry of the experiment and the general sche
for measurement of light-induced voltages were descri
elsewhere.1–3 All measurements were carried out at roo
temperature. A new aspect of the experimental techni
was the use of a He-Ne laser (;1022 W! for sample illumi-
nation, with an electro-optical modulator serving for inte
sity modulation. This permitted broadening substantially
measurement range~from 1.5 Hz to 150 kHz!, as well as
8 © 1998 American Institute of Physics
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to improve the reliability. Besides, by focusing the las
beam properly, one could investigate the spatial distribut
of the photovoltaic effect over the film surface.

2. RESULTS AND DISCUSSION

Figure 1 displays frequency response measurem
made on the samples under study.~Note that the signal inS2
and S3 was measured between the contacts on which
light-induced voltages are the largest.3! The responses of al
the samples are seen to follow the same pattern. Within
initial region (1.5< f <100 Hz!, the signal falls off to reach a
relatively smooth plateau exhibiting one or several steps,
pending on the sample, after which~for f >104 Hz! the in-
duced voltages decay to zero.

The low-frequency roll-off of the frequency respon
was observed earlier1 and was attributed to the signal o
steady-state thermopower superimposing on the photovo
component of the light-induced voltage. This explanat
was supported by measurements of the frequency de
dence of the bolometric responseVb ~i.e. the signal which is
generated by thermal modulation of the resistance of an
minated sample connected to an external current sou!,
which were performed in the same conditions as the stu1

of the light-induced voltages. Similar experiments were c
ried out in this work as well, and their results for one of t
samples (S3) are displayed in Fig. 2. Also shown is th
low-frequency part of the response of the light-induced co

FIG. 1. Frequency response of light-induced voltages (T5300 K! in
samplesS2 ~a!, S3 ~b!, andS4 ~c!. The insets display on standard scale t
response in the low-frequency range.
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ponent, where the reckoning is done from the plateau le
As follows from a comparison of these relations, the char
teristic frequency of the cut-off, which is determined by t
thermal time constantt th of the sample, is practically the
same for both signals.

A comprehensive study of the origin of the steady-st
thermoelectric component of light-induced voltages is b
yond the scope of this work. Therefore we shall limit ou
selves to repeating the conjecture put forward in Ref. 1 t
since the thermopower signal is seen also with the light s
focused symmetrically between the measuring contacts
most probably is due to the presence of spatial inhomoge
ities in the samples.

Turning now to a discussion of the photovoltaic respon
of the light-induced voltage (Eph), one should stress th
practically linear dependence ofEph on the incident light
intensity I (I max;10 W•cm22). Therefore we could expec
the frequency dependence ofEph to follow the standard re-
laxation relation

Eph~v!5Eph~0!~11v2t2!21/2 , ~1!

where t is a certain characteristic relaxation time. An a
tempt at fitting this relation to the experimental frequen
responses~after subtraction from them of the thermoelectr
component! met with success, however, only forS2 andS4
~Fig. 3!. The steeper roll-off of the response of sampleS3
did not permit a satisfactory fit~Fig. 4!.

We believe the reason for such an unconventional
havior of the photovoltaic response inS3 to originate from
an integrated character of theEph component, which repre
sents actually the result of averaging of the contributio
from elementary photoemf’s (ei) generated by individual in-
homogeneities. Obviously enough, parametersei may ex-
hibit a certain spread over a sample, both in their sign a

FIG. 2. Frequency dependence of the bolometric componentVb and of the
low-frequency component of light-induced voltages (Eph) in S3. The solid
line is a fit of relation~1! to the bolometric response with a fitting paramet
t th58.831023 s.
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the magnitude oft. To see how this may affect the frequen
dependence of the resultant signal, consider a few sim
examples.

We start with the case of two photoemfs (e1 ande2) of
the same sign but differing in the relaxation times,t1 andt2.
The frequency dependence of the resultant photoemfeS can
be derived by Fourier transforming the response of our s
tem @u (t)# to a single pulse

u~ t !5u1~ t !1u2~ t !5exp~2t/t1!s~ t !1exp~2t/t2!s~ t ! ,

or

FIG. 3. Frequency response of the photovoltaic component in sample~a!
S2 and ~b! S4 fitted by relation~1! with the fitting parametert of 1.7
31025 and 1.4531025 s for S2 andS4, respectively.

FIG. 4. Frequency response of the photovoltaic component in sampleS3
fitted by relation~1! ~dashed line! and~7! ~solid line!. In the latter case the
curve was obtained with the following fitting parameters:t151.6531025 s,
t251.831025 s, g15g2.
le

s-

U~v!5U1~v!1U2~v!5t1 /~11 ivt1!1t2 /~11 ivt2!

5@~t11t2!1 i2vt1t2#/~11 ivt1!~11 ivt2! , ~2!

wheres (t) is the Heaviside function.
The eS (v) relation is determined by the modulu

uU (v)u:

eS~v!;uU~v!u;@11v2t* 2#1/2/~11v2t1
2!21/2

3~11v2t2
2!21/2 , ~3!

wheret* 52t1t2 /(t11t2).
Fordt5ut12t2u!t1,2, Eq.~3! can be recast, to second

order terms, to an expression of the type~1!:

eS~v!;~11v2tav
2 !21/2 , ~4!

wheretav5(t11t2)/2.
If, however,dt;t1,2, theeS (v) relation may take on a

two- ~in a general case, a many-! step shape. In our opinion
it is this factor, i.e. the presence in a sample of several~at
least two! types of elementary photoemf’s with essentia
different relaxation times that can account for the steps in
frequency response function in the plateau region~Fig. 1!.

Consider now what will happen ife1 ande2 have oppo-
site signs, all the other conditions remaining unchanged.
U (v) we now obtain

U~v!5~t12t2!/~11 ivt1!~11 ivt2! , ~5!

whence it follows that

eS~v!;uU~v!u;@11v2~t1
21t2

2!1v4t1
2t2

2#21/2 . ~6!

We readily see that for frequenciesv@(t1
221t2

22)1/2 the
resultant photoemf should exhibit a steeper decay,;v22.

Obviously enough, this consideration can be extende
any number ofei . To do this, one will have to sum consec
tively the complex amplitudes forei of either sign~after
arranging them in groups close in magnitude ofei and oft i)
and introduce the properly averaged timestav, thus reducing
the problem to the case of two~or several! photoemfs. The
results thus obtained will naturally remain valid, at lea
from the qualitative standpoint. Thus the unusual hig
frequency behavior of the photovoltaic effect in sampleS3
can be accounted for by generation of elementary photoe
of opposite signs, which produce at least two sum signals,eS

1

andeS
2 , which are close in absolute magnitude and differ

statistically averaged relaxation times.
The existence of elementary photoemfs with oppos

signs follows from the model3 of the photovoltaic effect in
YBCO films, which assumes generation at opposite int
faces of an inhomogeneity of counter-streaming photoc
rents. The scatter int likewise does not come as a surpris
particularly since any degree of scatter will, in principle,
sufficient. The need of taking into account experimenta
the statistic nature of photovoltaic signals in our samples
buttressed convincingly by the results of scanning the fi
surface with a focused laser beam~with the spot area;100
3100mm!. All samples exhibited a noticeable variation
Eph in magnitude, with even a sign reversal observ
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in sampleS4 ~a similar result was obtained also in Ref. 4!,
which correlates with the weaker-pronounced texture of
sample.

Thus application of the above results obtained on
samples, in particular, of Eq.~6!, to approximating the fre-
quency response inS3 appears well substantiated. In actu
fact one used in place of Eq.~6! a more general expression
which included weighing coefficientsg1 andg2 to take into
account the spread in other~besidestav) parameters deter
mining eS

1 andeS
2 ~for instance, the number of the eleme

tary component photoemfs!:

Eph~v!5@~g1t12g2t2!21v2t1
2t2

2~g12g2!2#1/2

3~11v2t1
2!21/2~11v2t2

2!21/2 . ~7!

The fitting parametersg1,2 andt1,2 are connected through a
obvious relationEph(0)5g1t12g2t2. The solid line in Fig.
4 is a fit by Eq.~7! to the frequency response ofS3; also
presented are the fitting parameters used.

An analysis of the frequency-response fitting for t
samples under study shows that despite the considerable
ferences in their morphology, the values oft obtained are
fairly close. Taking into account the differences between
inhomogeneities~at least inS2 andS3, Ref. 3! contributing
to the photovoltaic effect, this result, like the nature oft
itself, requires interpretation. One would need for this, ho
ever, information on the electronic properties of the inhom
geneities under study, which are practically lacking
present. Therefore the above results can be analyzed
within the general concepts of the photovoltaic response

It is known5 that the relaxation mechanism of the ph
tovoltaic effect~forming in the region of thep-n junction, or
of the metal-semiconductor contact, as is assumed in
case! depends in a general case on the relation between
width of the space-charge region~SCR! of the rectifying bar-
rier, w, and the diffusion length of minority carriers,l ~which
in our case are generated in the semiconducting layer!. For
w@ l , t is determined by the transit timetd through the SCR
for the slowest carriers. In the opposite case (w! l ), the
photovoltaic effect is dominated by diffusion to the SCR
light-generated minority carriers, and it is their lifetime th
determinest.

As follows from the model of the photovoltaic effect i
YBCO,3 generation of the experimentally observed voltag
requires that the effective inhomogeneity widthd exceed
1025 cm. Application of this criterion to data on the mo
phology of samplesS2 and S3 permitted identifying the
types of the inhomogeneities most likely to contribute to
photovoltaic effect. Their thickness~which does not exceed
few microns! determines the maximum value ofw, which
can then be used to estimate the carrier mobilitym satisfying
the relationtd;w2/mw;t ~herew is the height of the bar-
rier bounding the inhomogeneity!. For w;d;1024 cm,
t;1025 s, and w;1021 V, we obtain m;1022 cm2

•V21s21. Although such a small value ofm is, in principle,
reconcilable with carrier mobility in disordered media, it w
obtained for a clearly overestimatedw. Indeed, a priori one
should expect valuesw;1026 cm. In this case the corre
sponding estimate ofm becomes physically unacceptabl
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which should be considered as an argument for the vali
of the second mechanism of the photovoltaic effect in o
films.

The above estimate ofw follows from the expected high
concentration of free (n) and/or localized (nloc) carriers
making up the SCR. Indeed, using forw the well-known
expression6 for the width of the Schottky-barrier SCR, th
above value ofw is obtained withn (nloc);1019 cm23 ~for
reasonable estimates of the dielectric permittivity!. The exis-
tence of such free-carrier concentrations in these regions
been confirmed to a certain extent by the discovery in
samples of a photovoltaic signal at the double modulat
frequency.

In principle, the presence of higher harmonics in t
photovoltaic signal does not come as a surprise, if one ta
into account the nonlinear dependence of photodiode cur
density on voltageV0 across it.5 The amplitude ratio of the
fundamental to second harmonic,Eph(2v), is determined by
a parametereV0 /kT ~heree is the electronic charge,k is the
Boltzmann constant, andT is temperature!, which in our case
(V0;Eph;331027 V and T5300 K! is, in order of mag-
nitude, 1025. At the same time the experimental values
Eph(2v)/Eph(v) were found to be about four orders o
magnitude larger~Fig. 5!. In the conditions whereEph(I ) is
a linear relation, the only reason for such largeEph(2v)
signals can lie in sample resistance modulation. Note a
that, while for f ,100 Hz the change in the resistance cou
be assigned to heating of the films, at higher frequencie
could be associated only with photoconductivity of the no
metallic regions in the samples. This posturate was suppo
by measurements ofVb in S2 and S3 carried out over a
broader frequency range~Fig. 6!. As seen from the figure, a
f ;1002300 Hz the signal reaches a plateau, and only a
this it decays forf .0.521 kHz. Fitting the points in Fig. 6
with a relation of the type~1! permitted estimation of the
time tph associated with relaxation of photoexcited carrie
(nph). Their concentration can be estimated from the expr
sionnph5baI tph by substituting into it the absorption coe
ficient a;105 cm21 ~which, in order of magnitude, is equa
to the value ofa for bulk YBCO! and incident intensityI
;3 W•cm22;331019 photons/~cm2s! ~the quantum yieldb
is assumed to be one!, which yields

FIG. 5. Ratio of the light-induced signal measured at double modula
frequency to that at the fundamental-frequency plotted vs frequency
samplesS2 andS3.
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nph;1020 cm23. Considering that theEph(2v) signal ob-
served in these conditions corresponds to a change in sa
resistance by about 5–10%, the equilibrium carrier conc
tration in the nonmetallic~photoconducting! regions corre-
sponds ton;1021 cm23.

We are naturally interested in the extent to which t
inhomogeneities under study here contribute to total re
tance@which manifests itself, for instance, in the existence
residual resistance in samplesS2 andS3 belowTc ~Figs. 1
and 2 in Ref. 3! and of photoconductivity in the nonmetalli
volume of the films. In this sense the situation withS2 ap-
pears easier to understand. A comparison of Raman sp
@which show a superconducting phase to be dominant~see
Fig. 5 in Ref. 3!# with electron microscope images ofS2
~Fig. 3 in Ref. 3! suggests that the bulk of the sample
mostly occupied by superconducting microcrystals, wh
are surrounded by nonmetallic layers suppressing super
ducting current through the film. Obviously enough, it
with these layers that one should associate the sample
toconductivity as well. On the other hand, these inhomo
neities were considered3 as the most likely sources of th
photovoltaic effect inS2. In this case one could apply t
them, with good reason, the above estimate ofn arguing for
the validity of w&1026 cm which, as already pointed ou
excludes any connection of the photovoltaic effect inS2
with carrier generation in the SCR and permits identificat
of t with the lifetime of minority carriers. It is unlikely tha
the situation withS3 and S4 is different, and this is sug

FIG. 6. High-frequency behavior of the signal corresponding to the bol
etric component in sampleS2 ~a! andS3 ~b!. The solid line displays the fit
using relation of the type~1! obtained with the fitting parameterstph51.0
31024 s andtph5731025 s for S2 andS3, respectively. The dashed line
correspond to the frequency dependence of the thermalVb component ob-
tained by extrapolating low-frequency data~obtained witht th58.831023 s
andt th51.2531022 s for S2 andS3, respectively!.
ple
n-

s-
f

tra

h
n-

o-
-

n

gested, in particular, by the above-mentioned closenes
the values oft in all the samples studied. It thus appears th
the mechanism of the photovoltaic effect in the YBCO film
under study involves diffusion of minority carriers generat
by light in the nonmetallic regions of the internal interface
which exist in the bulk of the superconducting phase
YBCO.

In conclusion, it appears useful to compare our values
tph with photoconductivity relaxation studies performed
samples of the tetragonal, partially oxidized, YBCO pha
~It should be pointed out that the true lifetimes dominated
the recombination time may differ from the ones obtain
here because of the multiple release and recapture of car
by shallow levels.! For instance, Ref. 7 quotestph;2
31024 s for YBa2Cu3 Ox films (x,6.4). At the same time,
as follows from data8 obtained for YBa2Cu3O6.3 crystals,tph

is of the order of a few microseconds atT5300 K. The
values oftph obtained by us lie in between, which, in prin
ciple, does not exclude the nonmetallic regions in t
samples~including the inhomogeneities under study! to be
close in properties to the insulating phase of YBCO.

Thus our study of the response of light-induced voltag
in superconducting YBCO films performed at frequenc
from 1.5 Hz to 150 kHz has confirmed the existence in th
of photovoltaic voltages assumed3 to be due to the rectifying
barriers at internal interfaces in the bulk of the supercondu
ing YBCO phase, which exist at extended inhomogeneit
The observed deviation of the frequency response cu
from the conventional relaxation behavior is a conseque
of the statistical nature of the signals, which represent a
ally the sum of elementary photoemfs generated by in
vidual inhomogeneities differing both in the sign and ma
nitude of the relaxation times. Measurements of photoe
generated at the double modulation frequency, as well a
the photoresponse of samples connected to an external
rent source, have yielded additional information on the p
toconducting properties of the samples. An analysis of
totality of the experimental data obtained permitted relat
the mechanism of the photovoltaic effect to the diffusion
minority carriers created at the inhomogeneities under stu
and estimation of their lifetime.
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Pressure- and doping-induced interlayer charge transfer in mercury cuprates
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An analysis of the variation of site parameters has permitted determination of the interlayer
charge transfer in mercury cuprates induced by pressure and incorporation of superstoichiometric
oxygen and fluorine anions into HgBa2CuO4. It is shown that the charge transfer is
governed by charge balance between the mixed-valence cations, namely, the mercury in the
charge reservoir and the copper in the conducting layers. ©1998 American Institute of Physics.
@S1063-7834~98!00411-0#
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The crystal structure of mercury cuprates, which ha
the highest superconducting transition temperatures to d
has been studied intensively in recent years, primarily in
simplest compound HgBa2CuO41d . Neutron diffraction
measurements yielded detailed information on the site
rameters of all atoms and on their dependence on stoich
etry and external pressure, as well as on the position of
perstoichiometric oxygen.1–6 The correlations between th
amount of this oxygen and the critical transition temperat
were established, but, in contrast to yttrium-barium cupra
structural data did not provide an unambiguous answer
how this interlayer charge transfer takes place. The objec
of the present work was to determine from high-precis
neutron-diffraction data the in-plane and ionic charge in
mercury cuprates and the amount of interlayer charge tr
fer induced by pressure and incorporation of superstoic
metric anions,2,5–7 using the model8 of Coulomb-induced
layer splitting.

The (HgOd) and ~CuO2) layers in the mercury cuprate
HgBa2Can21CunO2n121d sandwich a~BaO! layer split into
separate Ba12 and O22 sheets~Fig. 1! by Coulomb interac-
tion between the positively charged~HgOd) and negatively
charged~CuO2) layers.

The splitting of the~BaO! layer is connected with the
charge difference between the adjacent layers,Q
5Qm2Qc , through an empirical relation9

D520.04510.2475Q, ~1!

where the splittingD is in Å, and the charge is expressed
units of electronic charge. In accordance with Eq.~1!, a
change in the~BaO! layer splitting implies a change in th
charge on the adjacent layers. Thus one can, based on th
parameters determined from diffraction measurements,
rive direct information on charge transfer from the~HgOd)
reservoir to the~CuO2) conducting layers. This provides
possibility of following the variation of the charge on th
layers and on individual ions, as this was done9 for
YBa2Cu3O72y by changes in the oxygen stoichiomet
(0,y,1).

Diffraction data on the site parameters in various m
cury cuprates obtained at high pressures indicate that
~BaO! splitting in all these compounds varies similarly wi
1791063-7834/98/40(11)/4/$15.00
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pressure~Fig. 2!.6 The splitting atP55 GPa decreases b
more than 10%, whereas the cell dimensions decrease
by 1–1.5%.

This implies nonuniform deformation of the crystal, an
the presence of a ‘‘weak’’ element, which is the spaci
between the Ba21 and O22 layers, is due to a change o
some interactions in the crystal rather than simply to a
crease in volume. The Coulomb model assigns this t
weakening of the coupling between adjacent layers, whic
caused, in its turn, by the reduced difference between
charges of the mercury and copper layers. Because the
cury layer is charged positively, and the copper one, ne
tively, the decrease ofQ may be considered as an unambig
ous indication that application of a high pressure or
reduction of the volume initiates transfer of a positive cha
from the reservoir~the mercury layer! to the conducting cop-
per layers.

The change in the~BaO! layer splitting in mercury cu-
prates isdD/dP>20.02 Å/GPa. According to Eq.~1!, the
pressure-induced interlayer charge transfer in all cuprate
2dQ/dP>0.08/GPa. AtP510 GPa, the charge transferre
from the mercury to the copper layers is 0.8. This means
the ionic charge of mercury changes from close to12 at

FIG. 1. Layer arrangement in mercury cuprate lattice~fragment of the struc-
ture!. Qm — mercury-layer charge,Qc — copper-layer charge~both are
reduced to the area of the unit-cell basal plane!.
3 © 1998 American Institute of Physics
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zero pressure to a value close to11.2. Thus most of the
mercury ions in the reservoir layer are transferred by t
pressure from the12 to 11 state. A similar transfer o
positive charge from the (CuOy) reservoir layers to the con
ducting (CuO2) layers induced by an external pressure o
curs also in the yttrium-barium cuprates,10 although the
transferred charge and the variation of the ionic charge
the latter are smaller. The qualitative changes, however,
the same, namely, in the mercury cuprates a decrease o
mercury ion charge brings about an increase of the io
charge on copper, whereas in the yttrium-barium cuprate
decrease of the chain-copper ion charge results in an incr
of the plane-copper charge.

Neutron diffraction studies of HgBa2CuO41d , the sim-
plest representative of the mercury cuprate family, yield
the site parameters of all atoms for the compositions 0
,d,0.19.2 They were used to construct the dependence
the ~BaO! layer splitting on composition displayed in Fig
3a. One readily sees a decrease of the splitting with incr
ing amount of oxygen doped into the mercury layer. T
indicates a transfer of positive charge to the copper lay
from the mercury reservoir when superstoichiometric oxyg
is incorporated into it. In accordance with the universa
accepted concepts, transfer of a positive charge results i
increase in hole concentration in the conducting layer,
this can be responsible for the change of the superconduc
transition temperature in superstoichiometric mercury
prates.

Incorporation of superstoichiometric oxygen reduces
lattice periods, i.e. reduces the volume. The linear comp
sion induced by oxygen doping is, however, 0.1–0.2%, i.e
is still smaller than that produced by application of pressu
while the~BaO! layer splitting decreases by more than 10
Hence the effect of doping cannot be reduced to a chang
volume only, and instead is due to a change in the io
charges.

To approach quantitative determination of the lay
chargesQm and Qc , one has to take into account, besid
condition ~1!, the charge neutrality condition as well. A
suming the barium ionic charge to be12, and the charge on

FIG. 2. ~BaO! layer splitting in ~1–3! HgBa2CuO41d , ~4,5!
HgBa2CaCu2O61d , and~6! HgBa2Ca2Cu3O81d vs pressure.6
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the oxygen ions,22, we obtain for the charge neutralit
condition

Qm1Qc50 . ~2!

Solving Eqs.~1! and~2! yields the layer charge distribu
tion as a function of composition~Fig. 3b!. For d50.2, the
charge transfer is 0.2 per~CuO2) layer. Hence it is close to
that occurring under a pressure of a few GPa, and this
relates with the observation that application of this press
and incorporation of excess oxygen result in an increase
the critical temperature in HgBa2CuO41d .

Knowing the layer charge@and assuming thatq(O)
522], one can readily find the copper and mercury ion
charges in HgBa2CuO41d . It turns out that the charges o
both ions are slightly larger than12 ~Fig. 3c! and do not
differ much from one another. Thus when excess oxyg
ions are doped into the mercury cuprate, their nega
charge is compensated approximately equally by an incre

FIG. 3. ~a! ~BaO! layer splitting,~b! mercury,Qm , and copper,Qc , layer
charge, and~c! charge on~1! copper and~2! mercury ions in HgBa2CuO41d

vs the content of superstoichiometric oxygen.
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of the charge on the mercury and copper ions. In ot
words, only half of the positive charge produced in ioniz
tion of the superstoichiometric oxygen transfers to
(CuO2) conducting layer, with the other part remaining
the charge reservoir layer. As a result, only a small fract
~about 10%! of ions of both species, copper in the condu
ing layer and mercury in the reservoir, reside in the13 state,
while the state of the others is12. It is universally believed
that copper ions with a charge of13 are present in high-Tc

superconductors. For mercury ions this charge is appare
less typical, but one obtained direct evidence11 for their ex-
istence in HgBa2CuO41d from XPS spectra of this com
pound.

A neutron diffraction study of HgBa2CuO4Fd yielded its
site parameters for compositions 0.24,d,0.32.7 These data
were combined with the results of Ref. 2 to construct
dependence of~BaO! splitting on the amount of fluorine in
the mercury layer~Fig. 4a!. Fluorine incorporation affects
the splitting too, and its decrease reaches the same v

FIG. 4. ~a! ~BaO! layer splitting,~b! mercury,Qm , and copper,Qc , layer
charge, and~c! charge on~1! copper and~2! mercury ions in HgBa2CuO4Fd

vs the content of superstoichiometric fluorine.
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~about 10%! for the excess anion concentration of 0.2 p
formula unit for both fluorine and oxygen. Hence in bo
cases incorporation of superstoichiometric anions results
transfer of positive charge to the copper layers. We used
procedure described above to construct the dependenc
the charge in the layers and on cations of both species
composition~Fig. 4b and 4c!. It was found that the ionic
charge of mercury in the cuprate with excess fluorine
mains12, whereas the charge on copper ions increases
the amount of fluorine. This means that the negative cha
of the fluorine ions is compensated in this case only by
increase of the copper charge.

The above results permit one to describe the ionic cha
balance in mercury cuprates setting in under changes in p
sure and composition in the following way. Application o
an external pressure transfers positive charge from the m
cury layers, which act as charge reservoirs, to the conduc
copper layers. This transfer is realized only through cha
exchange between the mercury and copper ions, in which
charge on the copper ions increases, and that on the mer
ions, decreases. The positive charge created in the ioniza
of oxygen or fluorine atoms when superstoichiometric anio
are incorporated into HgBa2CuO4 becomes redistributed dif
ferently between the mercury and copper layers. While in
case of fluorine all of the charge transfers to the copper
ers, incorporation of oxygen leaves about half of the cha
on mercury ions in the mercury layers. This difference a
counts for the independence of the hole concentration in c
per layers on the charge of superstoichiometric ions poin
out in Ref. 7. Another difference between the cuprates w
excess oxygen and fluorine consists in that incorporation
oxygen into mercury layers, in contrast to fluorine, results
the formation in them of Hg13 ions. It may be conjectured
that the presence of negative ions with a higher charge in
nearest environment favors the Hg12→Hg13 transition.

Interlayer charge transfer induced by doping or a d
crease in volume is made possible by the presence of mi
valence atoms both in the reservoir and in the conduc
layers. While the mixed valence of copper and the p
played by it in carrier generation in~CuO2) layers is being
discussed by most authors, the significance of the mixed
lence of the cation reservoir is recognized to a lesser deg
For instance, the difficulties met in the attempt to explain
structural transformations induced by doping of copper
prates stem from the a priori rejection of the possibility th
the charge on the mercury ions can change.

It appears of interest to compare interlayer charge tra
fer initiated by a change in the anion stoichiometry in m
cury cuprates and in the most intensively studied cupr
YBa2Cu3O72y . In both cases, the interlayer transfer
driven by balance in the cation charge. The positive cha
of 12 released when an additional oxygen ion is doped i
YBa2Cu3O6 is distributed in such a way that two~CuO2)
layers gain a net charge of10.5, and the remainder is ex
pended in increasing the ionic charge of the chain copper.9 In
other words, about a fourth of the charge coming from
excess anions transfers to the conducting layers. When
cess oxygen is doped into HgBa2CuO4, the charge, which is
10.4 ford50.2, divides into two approximately equal part
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with one of them increasing the copper ionic charge in
~CuO2) layers, and the other, increasing the charge on m
cury ions in the layers receiving the excess oxygen. T
charge produced in incorporation of excess fluorine i
HgBa2CuO4 (10.3 for d50.3) increases the charge on th
copper ions, while the charge of the mercury ions in fluorin
doped layers remains unchanged.

The above data on interlayer charge transfer have b
obtained from an analysis of bond lengths and ion layer sp
ting. They stress the need of high-precision determination
structural parameters.

Coexistence in superstoichiometric mercury cuprates
copper and mercury ions with different charges may give
to a variety of effects, such as crystal-field rearrangem
features in the Debye–Waller factor, a change in heat ca
ity, optical, and other physical properties, as this occurs
ionic crystals with charged defects.

Thus interlayer charge transfer in high-Tc superconduct-
ors is dominated by the charge balance between mix
valence cations. Application of a high pressure transf
positive charge from the cations in the reservoir to those
the conducting layers. The actual results of incorporating
tra dopant anions into the reservoir depend on what frac
of the excess positive charge is transferred from the reser
to the conducting layers. In the yttrium-barium cuprates t
fraction does not exceed one fourth, whereas in the merc
cuprates it may be as high as one half to one, dependin
the excess anion species.
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Structural study of thermal-oxide films on silicon by cathodoluminescence
M. V. Zamoryanskaya and V. I. Sokolov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted April 3, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 1984–1989~November 1998!

A study of cathodoluminescence spectra of silicon oxide films grown thermally on silicon is
reported. It has been established that the cathodoluminescence properties of thermal films are
nonuniform in depth and depend on the growth conditions and characteristics of the silicon
substrate. ©1998 American Institute of Physics.@S1063-7834~98!00511-5#
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Growth of thermal oxide on silicon involves a variety
physicochemical processes, whose nature largely rem
unclear. The electrophysical characteristics of the interfa
which determine the parameters of planar devices, howe
reflect the structure of the oxide film.1

Luminescence is one of the most informative tools
probing defects in the structure and composition. Usin
focused, high-energy electron beam for luminescence ex
tion offers a number of advantages over photoluminesce
First, the high-energy of electrons~from 1 keV up! permits
one to excite all luminescence centers existing in the ox
including those excited in the intrinsic-absorption band~6–8
eV!. Second, one can obtain emission spectra from var
depths in the film, because electrons penetrate into
sample to distances depending on electron energy.2 Electrons
of 1-keV energy penetrate into SiO2 to a depth of about
200 Å.

The main objective of this work was to probe by catho
oluminescence the structure of thermally generated S2

films ~defect distribution throughout the film thickness!.

1. EXPERIMENTAL TECHNIQUES

The experimental samples were films of thermally p
duced silicon oxide 0.15– 0.4mm thick, which were grown
by oxidation in dry and humid oxygen at 1050 °C. As su
strates served plates ofn silicon ~BKEF-0.01 and KE´ -100!
and p silicon ~KDB-1 and KDV-0.1! with ~111! orientation
of the operating surface.

The cathodoluminescence studies were carried out o
CAMEBAX electron probe microanalyzer provided with
built-in optical microscope and a cathodoluminescence sp
trometer which permits measurements within the 27
800-nm range.3 To study the variation of cathodolumine
cence spectra with depth, the sample was made we
shaped with a small angle by chemical etching. The spe
were taken at an electron energy of 1 keV. The elect
beam scanned the wedge in steps of a few microns. T
provided a resolution in depth of 40–100 Å, depending
the wedge angle.
1791063-7834/98/40(11)/5/$15.00
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2. MAIN RESULTS AND DISCUSSION

Two emission bands associated with intrinsic structu
defects, at 450 nm~2.65 eV! and 640 nm~1.9 eV!, were
reliably identified in the luminescence spectra of amorph
SiO2 films, glass, and quartz. The blue band~2.65 eV! origi-
nates from the forbidden singlet-triplet transition in th
doubly-coordinated silicon molecular complex, and the r
band~1.9 eV! is due to the presence of nonbridging oxyge4

High-energy excitation gives rise to the appearance of s
trapped exciton emission in the 2.2–2.6-eV region, nam
at 2.6 eV for quartz, at 2.3 eV for amorphous SiO2 , and at
2.2 eV for crystobalite.5

The spectra obtained by us exhibit both bands associ
with intrinsic film defects, at 1.9 and 2.65 eV. The latt
band is the strongest in thermal films. In many spectra
shows an asymmetry on the side of lower energies, wh
could be attributed to exciton emission in the 2.6–2.1-
interval.

A. Cathodoluminescence of films grown in dry and humid
oxygen

Figures 1 and 2 display cathodoluminescence spectra
tained from different depths of films grown in humid~Fig. 1!
and dry~Fig. 2! oxygen onp silicon ~type KDB-0.1!.

The spectra of humid-grown films obtained from the r
gion close to the interface are dominated by a band pea
at 2.2–2.3 eV~spectra1 and2!. The spectra obtained from
central regions of the film no longer contain this band.
spectra3 and 4, a band peaking at 1.9 eV becomes prom
nent, and spectrum 5 exhibits one symmetrical band at 2
eV. On the surface~spectrum6!, a new band at 3 eV appear
which is possibly due to a boron impurity.

The films grown in dry oxygen have a five times high
intensity. The spectrum is dominated by a band peaking
2.65 eV. The emission of the nonbridging oxygen is ve
weak.

The maximum of the ‘‘exciton’’ luminescence shift
from 2.14 eV at the interface to 2.45 eV on the surface.
7 © 1998 American Institute of Physics
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FIG. 1. Cathodoluminescence spectra of a thermally oxidized film grown onp silicon ~KDV-0.1! in humid oxygen.1 — spectrum obtained near the interfac
2,3,4,5— spectra measured from different depths of the film progressively farther away from the interface,6 — near-surface spectrum.
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B. Dependence of film cathodoluminescence spectra on the
silicon type

Figure 3 displays cathodoluminescence spectra obta
near the interface from films grown on different types
silicon: 1 — KDV-0.1, 2 — BKEF-0.01, and3 — KÉ-100 in
ed
f

dry oxygen. The spectra differ primarily in the change of t
2.2–2.4-eV band in position and relative intensity. Films p
pared ofn silicon exhibit this band at 2.2 eV, and the high
is its relative intensity, the lower is the free-carrier conce
tration in the substrate.
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FIG. 2. Cathodoluminescence spectra of a thermally oxidized film grown onp silicon ~KDV-0.1! in dry oxygen.1 — spectrum obtained in the vicinity of the
interface,2,3 — spectra measured from different depths of the film progressively farther away from the interface,4 — near-surface spectrum.
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In the film grown onp silicon, this band is shifted up to
2.4 eV and has a comparatively lower intensity. If it orig
nates from the self-trapped exciton emission, then the
hancement of its intensity in a film with a lower impurit
concentration is only natural. Note that oxidation perform
under our conditions produces on the interface a thin lo
defect SiO2 layer. It is likely that this layer is made up of fin
crystallites.5 The shift and change in intensity of the excito
n-

d
-

band may be associated with a change in the layer thickn
and the size of these crystallites.

C. Effect of boron impurity on cathodoluminescence
spectra

Figure 4 presents a cathodoluminescence spectrum o
oxide film containing borosilicate glass. To study the effe
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FIG. 3. Cathodoluminescence spectra obtained near the interface on films grown in dry oxygen on different types of silicon:1 — KDV-0.1, 2 — BKEF-0.01,
and3 — KÉ-100.



a

1801Phys. Solid State 40 (11), November 1998 M. V. Zamoryanskaya and V. I. Sokolov
FIG. 4. Cathodoluminescence spectra of
thermally oxidized film containing borosili-
cate glass.
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of boron impurity on cathodoluminescence spectra, bo
was diffused into the oxide film. We readily see that t
presence of boron in the film gives rise to an enhancemen
total spectral intensity and appearance of a shoulder on
short-wavelength side of the 2.65-eV band. This can be
garded as the formation of a new band at 3.05 eV. A sim
spectrum was obtained for a film grown on KDB-type silic
~Fig. 2!. This means that the impurities contained in the s
strate enter the growing oxide film under thermal oxidatio
and modify its structure bringing about an intensity increa
of the band peaking at 2.65 eV and appearance of a
band at 3.05 eV.

To sum up,~1! films grown on silicon by thermal oxida
tion differ in cathodoluminescence properties through
n

of
he
e-
r

-
,
e
w

t

their thickness, and~2! oxides grown on different substrate
exhibit different cathodoluminescence spectra for all exc
tion conditions used by us.
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5A. N. Trukhin and A. É. Plaudis, Fiz. Tverd. Tela~Leningrad! 21, 1109
~1979! @Sov. Phys. Solid State21, 644 ~1979!#.

Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 11 NOVEMBER 1998
Exchange and correlation interactions and band structure of non-close-packed solids
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The electronic properties of solids are calculated by the Green’s function method taking account
of the deformation of the atomic spheres to atomic ellipsoids by the crystal field. It is
shown that the ratio of the correlation and exchange interactions in the crystal influences the
nature of the band structure in non-close-packed solids. ©1998 American Institute of Physics.
@S1063-7834~98!00611-X#
is
e

e
ca
m
so

en
th
an
on
e
e
r-

is
m
ro

ee
nd
lid

l,

y
om

th
e

ib
o
an
th

ch
l-
the
he-
to

ic

ere
ron
re-
ter-
ng
d is

n

lf-
-
is

of
he-
ic
In
Modeling of the electrophysical properties of solids
topical in connection with the appearance and use of n
materials with high structural anisotropy~for example,
graphite composites1!. However, a correct description of th
crystal-field-induced correlations, which lower the spheri
symmetry of the atomic potential, is absent. At the sa
time, exchange in such materials likewise is highly ani
tropic.

In the Hartree–Fock approximation the exchange pot
tial can be interpreted as the appearance of a ‘‘hole’’ in
halo of positive charge of an electron interacting with
electron whose spin is parallel to that of the first electr
The correlation potential, which is neglected in the Hartre
Fock approximation, can be interpreted as the appearanc
a ‘‘hole’’ in the halo of positive charge of an electron inte
acting with an electron possessing antiparallel spin.2

An analysis employing a Heisenberg Hamiltonian
used for the total exchange energy. It is known that the co
petition between exchange and correlations plays a large
in the theory of the magnetic properties of materials.2 On the
other hand, polarization effects due to correlations betw
electrons determine the dielectric properties and the co
tions of absorption of electromagnetic radiation in a so
The complex permittivity« can be written in the form

«~p,z!512V~p!P~p,z!,

whereV is the Fourier transform of the Coulomb potentia
P is the polarization operator,p is the momentum, andz is
the complex frequency. This suggests that the electroph
cal properties should also depend substantially on the c
petition between exchange and correlations.

Thus the nature of the band structure depends on
characteristic features of the correlation potential. Howev
it is not enough to know the correlation potential to descr
the electrophysical properties of a solid as a whole. The
jective of the present work is to show how the exchange
correlation interactions influence the characteristics of
band structure.
1801063-7834/98/40(11)/4/$15.00
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1. GREEN’S FUNCTIONS METHOD

We employed the method of Green’s functions to rea
our stated goal.3 The electronic properties of solids are ca
culated taking into account the nonspherical nature of
distribution of the electron density in an atom. The nonsp
ricity of the electron density distribution in a solid is due
the crystal field, which deforms atomic spheres to atom
ellipsoids.

The characteristic features of electron scattering w
studied taking into account the nonsphericity of the elect
density distribution in the crystal. The self-consistent cor
lation potential is determined by the value of the charac
istic correlation energy due to polarization effects, includi
taking account of the ellipsoidal shape of the atoms, an
found by the method of Green’s functions.3 The peturbed
Green’s functionG1(1,2) was found from Dyson’s equatio

G1~1,2!5G1
0~1,2!1E d1̄d2̄G1

0~1,1̄!S~ 1̄,2̄!G1~ 2̄,2!,

where G1
0(1,2) is the free~unperturbed! Green’s function

andS(1̄,2̄) is the self-energy operator.
The Fourier–Laplace transform of the electron se

energySHFSP, which is the correlation part of the Hamil
tonian in the self-consistent Hartree-Fock approximation,

SHFSP~p,z!5E E V~p2k!G1~z2v!dkdv

12V~p2k!P~p2k,v!
.

HereV is the Fourier transform of the Coulomb potential,P
is the polarization operator,k andp are momenta, andz and
v are complex frequencies.

The polarization operator describes the contribution
polarization effects calculated taking account of the nonsp
ricity of the potential and the electron density of the atom
shells in a crystal which are deformed by the crystal field.
the random-phase approximation it has the form4
2 © 1998 American Institute of Physics
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FIG. 1. One-electron density of statesn in a unit cell of germanium. a — Self-consistent correlation potential:aX52/3, ac51; b–d — non-self-consisten
correlation potential: b —aX52/3, ac51(1600p); c — aX52/3, ac51/16p; d — aX51, ac51/16p.
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PARPH~q,z!5E dp
f ~En ,p!2 f ~En ,p1q!

2\z1En~p!2En~p1q!

2~C20,20
20 !2(

n9

4b0

3e2«0

ecudn9,nu2cos2~Qqr!

3E dp1

f ~En ,p!2 f ~En9 ,p11q!

2\z1En~p!2En9~p11q!
. ~1!

HereEn(En9) are the eigenvalues of the Hamiltonian of t
problem,n is the band index,f (En ,p) is the Fermi distribu-
tion of the electron energies and momenta,e is the electron
charge,«0 is the permittivity,b0 is the semiaxis of the ellip-
soid used to model the atoms of clusters of a solid in fi
 t-

principles calculations,ec is the eccentricity of the ellipsoid
C20,20

20 is a Clebsch–Gordan coefficient,dn8,n is the dipole
moment, andQqr is the angle between the dipole mome
dn9,n and the wave vectorq. The first term in Eq.~1! de-
scribes the local polarization contribution of Bloch electron
The second term in Eq.~1! describes polarization effect
which appear as a result of the nonsphericity of the int
atomic potential and are due to the dipole moments of
electric charges.

The self-energy is the Fourier transform of the corre
tion potential of the interatomic interaction obtained from
series expansion in terms of the periodic Bloch functio
un(q). For this reason, the correlation potential of the int
atomic interaction is found from the equation
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FIG. 2. N1 ,N2 , and the one-electron density of statesn of graphite versus energyE taking account of the correlation interactions of rotated and nonrota
layers. a! N1 — for graphite taking account of correlations determined by the rotated layers,N2 — energy dependence of the number of one-electron st
for two-dimensional graphite; b! one-electron density of statesn for graphite neglecting correlations; c! one-electron density of statesn for graphite taking
account of correlations determined by the rotated layers.
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E uun~q!u2Sn

HFSP~q,z!eiq–rdq.

~2!

The plasmon frequencies, at which resonance occurs, m
the main contribution to the integral. The plasmon frequ
cies were found numerically from the expression

12~2s11!V~q!Pn
ARPH~q,z!50,

wheres is the electron spin. In what follows, the dependen
of the plasmon frequency on the wave numberq, z5z(q), is
used as the dispersion relation.
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In summary, in the random-phase approximation,
correction for the nonsphericity of the interatomic interacti
potential changes the self-consistent potential of the e
trons in a Wigner–Seitz cell. The change in the potential
electrons in the Wigner–Seitz cell is directly related to t
phenomena giving rise to a change in the band width and
appearance of a band gap.

2. NUMERICAL MODELING

At the present time, the Kohn–Sham density function
theory is the most widely used theory for performing se
consistent calculations of the band structure of a solid~see,
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for example, Refs. 5–7!. In principle, an exact theory re
quires approximations of the exchange-correlation ene
However, the existing approximations, such as the local s
density and gradient approximations,8 neglect the deviations
from sphericity of the electronic density of an atom d
formed by the crystal field. Taking account of the electro
correlations~2! of the electrons in the atoms of a crysta
which are modeled by atomic ellipsoids, we found the eig
functions of the Kohn–Sham equations for a density fu
tional in the form of an expansion in linear muffin-tin orbi
als. The HamiltonianH of the system was represented in t
form

H5H01wsc1Vx1Vc , ~3!

where H0 is the Hamiltonian of the free valence electro
and atomic cores,wsc is the self-consistent potential calcu
lated using the Poisson equation,Vx is the exchange poten
tial, and Vc is the correlation energy~2!. The calculations
were performed using the SlaterXa-exchange potential fo
spin-unpolarized single-electron states. The following res
were obtained.

The energy distribution functionn of one-electron state
in a unit cell of germanium has an energy gap 0.0536
~0.73 eV!, which is in good agreement with the experimen
data~Fig. 1a!. The gap localizes a system of eight electro
Subsequently, to investigate separately the contribution
exchange and correlations to the behavior of the electro
subsystem for germanium, the correlation potential was c
sen to be non-self-consistent but with a correction factorac .
For ac51/(1600p) the distribution functionn of single-
electron states is shown in Fig. 1b. An energy gap of 0.0
Ry is present, and the charge density remains qualitativ
the same as before. The exchange constantaX in the Slater
potential equals 2/3. Figure 1c shows the result of increas
the correlation energy by a factor of 100. One can see
the gap closes. Increasing exchange to 1 results in the
pearance of a gap which separates a subsystem of four
trons ~Fig. 1d!. Therefore increasing the exchange ene
leads to the appearance of a gap in the band structure,
the location of this gap is determined by the magnitude of
correlation energy. The effective exchange is underestim
by the amount of the correlation energy, which the init
exchange increases by localization. It can be concluded
the electrophysical properties of solids are determined by
ratio of the correlation interaction of antiparallel spins a
the exchange interaction of uncompensated spin magn
moments of the atomic electrons in the crystal. In additi
weak exchange strives to localize a subsystem of ato
electrons.

We shall study graphite as a real non-close-packed st
ture where it is important to take account of the nonspher
distribution of the electron density in atoms. Since graph
has a layered structure, the exchange interaction betw
layers is weak. Neglecting the correlation interaction b
tween layers, graphite can be treated in a two-dimensio
approximation. This was implemented numerically by calc
lating the structure of graphite with nonrotated layers. F
three-dimensional graphite it is then necessary to solve
two-dimensional Dyson equation for the Green’s functio
y.
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of an electron in graphite with layers rotated by660° with
respect to one another, treating the correlation potential a
external potential. The calculation was performed fors andp
electrons. The computational results show that tw
dimensional graphite is an insulator~Fig. 2!. The highest
valence band is separated from the lowest conduction b
by an energy gap of 0.063 Ry~0.85 eV!. It is interesting that
the exchange is so strong that besides localization of
entire electronic system of eight electrons of a crystal cel
graphite, localization of an electronic subsystem of four el
trons also occurs. For three-dimensional graphite, layers w
the same orientation are separated by layers rotated by
Calculation of the numberN of one-electron states~Fig. 2a!
shows that correlations, as a counterbalance to the exch
interactions, decrease the gap in the band structure and
to overlapping of the energy bands. For two-dimensio
graphite the peaks in the single-electron density of staten
form two groups~Fig. 2b!, and taking account of the inter
action with rotated layers leads to the formation of thr
groups of peaks~Fig. 2c!.

Thus the lifting of degeneracy forpx,y electrons, which
results in doubling of the corresponding peak in the elect
density of states, is due to narrowing, right up to compl
vanishing, of the exchange energy gap as a result of
correlation interaction of atomic electrons belonging to d
ferent layers of the crystal structure of graphite. The lat
forms the semimetallic properties of graphite.

So, the proposed method of numerical modeling of
electrophysical properties of non-close-packed systems
be used to investigate the ratio of the correlation interact
for antiparallel spins and the exchange interaction of unco
pensated spin moments of electrons and their influence
the nature of the band structure.
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Model of the pair phosphorus atom–interstitial silicon atom
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Interstitial defects in silicon implanted with P and Si ions are investigated by x-ray diffraction. It
is established that the interstitial complexes formed by implantation and in subsequent heat
treatment do not contain a P atom. A model is proposed for the pairPI: P atom–institial Si atom.
The pairPI consists of P and Si atoms at the same interstice which are not bound to one
another by a covalent bond. The pair model accounts for the characteristic features of the diffusion
of implanted phosphorus in silicon. ©1998 American Institute of Physics.
@S1063-7834~98!00711-4#
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It is now thought that the anomalous diffusion of pho
phorus implanted in silicon occurs via the pair P atom
interstitial Si atom.1–3 However, in the literature there is sti
no information about the structure of this pair.

The following features are observed in the diffusion
implanted phosphorus: 1! anomalously high values of th
effective diffusion coefficient: with rapid thermal annealin
~RTA! with a duration of the order of 10 s at 900 °C it
1000 times larger than the intrinsic value~i.e., the value for
ordinary thermal diffusion from an external source!; 2! as the
annealing time increases, the diffusion coefficient a
proaches the intrinsic value; 3! for RTA the effective phos-
phorus diffusion coefficient is temperature independent
the range 800–1050 °C; and, 4! as a result of annealing, th
maximum of the phosphorus distribution shifts toward t
surface.

The experimentally established temperature indep
dence of the effective diffusion coefficient indicates that d
fusion occurs by means of a complex. As temperature
creases, the exponential growth in the migration rate of
complex is compensated by a similar decrease in the lifet
of the complex. At the same time, the diffusion activati
energy of the complex must equal the annealing activa
energy of the complex.3

As assumed earlier,4–6 the following data attest to the
fact that this complex must be interstitial and not anE center
~a complex consisting of a P atom and a vacancy!. The phos-
phorus diffusion coefficient increases if the silicon surfa
oxidizes in the process of diffusion.7 It is known that in
silicon excess interstitial atoms are generated in the pro
of oxidation. Conversely, the implanted-phosphorus dif
sion coefficient can be considerably decreased~by a factor of
1003,8! by predoping the layer with group-IV elements~Ge,
C!. According to the data of Refs. 9 and 10 , these impurit
are traps of interstitial Si atoms operating by the Watk
substitution mechanism.

The structure of a number of interstitial complexes h
been established by electron spin resonance~ESR! in irradi-
ated silicon. However, the literature contains no data on
interstitial complex containing a P atom.

In Refs. 1 and 12 it was shown that interstitial com
1801063-7834/98/40(11)/3/$15.00
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plexes can be investigated by studying the Watkins effec
displacement of group-III elements out of the lattice sites
interstitial Si atoms. Interstitial Si atoms arise as a result
the decomposition of complexes during heat treatment
irradiated samples. The process of displacing group-III e
ments was monitored by observing the change in the lat
period of the crystal. In the present work we used t
method to investigate interstitial defects in silicon irradiat
with Si1 and P1 ions.

1. EXPERIMENTAL PROCEDURE

The x-ray diffraction investigations were performed wi
a two-crystal spectrometer with parallel arrangement of cr
tals, using CuKa1 radiation, in fourth-order reflection from
~111! planes. The lattice period was determined from t
angular distance between the reflection maxima from the
planted layer and substrate to within6131026 nm.

Samples of p-type silicon lightly doped (r0510
V-cm) and strongly doped (r050.005V-cm) with boron
and irradiated with different ions were investigated. The e
ergy of the P1 and Si1 ions was 200 keV and the energy o
the B1 ions was 100 keV. The effective density of the sca
ning ion beam was 0.2mA•cm22.

Isochronous annealing for 15 min was performed
evacuated quartz ampuls. The temperature was maintain
within 62 °C.

2. RESULTS AND DISCUSSION

Ion implantation increases the lattice period~LP! of sili-
con. The restoration of the LP in lightly doped silicon (r0

510 V-cm), irradiated with Si1, P1, and B1 ions, during
isochronous annealing is presented in Fig. 1. Similar cur
for silicon lightly doped with boron~Si:B! are shown in Fig.
2. Curve3 in Fig. 2 shows the restoration of the LP in Si:B
irradiated with Si1 ions, in the process of isochronous a
nealing with simultaneous irradiation with 10 keV electro
with current density 2mA•cm22.

In the silicon layers irradiated with Si1 ions ~curve1 in
Fig. 1!, the first stage~100–280 °C! is due to annealing of
predominantly divacancies.11 At the second stage~380–600
6 © 1998 American Institute of Physics
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°C! multiple-vacancy complexes are annealed, for exam
five-vacancy~Si–P1 centers! and others still unidentified.13

In silicon irradiated with P1 ions ~curve2 in Fig. 1!, besides
divacancies,E centers are also annealed at the first sta
phosphorus is present in the multiple-vacancy complex
increasing their annealing temperature by 100 °C. An ann
ing stage with 700–900 °C~curve3 in Fig. 1! is characteris-
tic for silicon crystals irradiated with B1 ions.

In silicon heavily doped with boron, ‘‘reverse’’ annea
ing stages are superposed on the LP restoration curves. T
stages are due to the displacement of boron atoms from
tice sites in silicon by interstitial Si atoms freed as a resul
the decomposition of interstitial complexes. The boron ato
located in sites compress the silicon lattice. The tetrahe
covalent radius of boron~0.08 nm! is shorter than that of the
Si atom~0.1175 nm!. When boron atoms leave the sites, t
LP of silicon increases. The two stages of ‘‘reverse’’ anne

FIG. 1. RestorationDa of the lattice period during isochronous annealing
silicon irradiated with ions.1 — Si1 (131014 cm22), 2 — P1 (1
31014 cm22), 3 — B1 (131015 cm22).

FIG. 2. RestorationDa of the lattice period during isochronous annealing
silicon heavily doped with boron and irradiated with ions.1 — Si1 (1
31014 cm22), 2 — P1 (131014 cm22), 3 — Si1 (131014 cm22, anneal-
ing with simultaneous electron irradiation!.
e,

e;
s,
l-

ese
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s
al
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ing with 120 and 480 °C centers are the same as the ann
ing temperatures of the paramagnetic centers Si–P614 and
Si–B3,15 respectively. The Si–P6 and Si–B3 centers are split
di-interstitial complexes. The complex Si–B3 is more sym-
metric and stable, and according to ESR data15 it forms dur-
ing heat treatment as a result of restructuring of Si–P6 de-
fects. These centers are both observed in a positively cha
state.

In P1 irradiated Si:B crystals, the boron displaceme
stages lie at higher temperatures: 160 and 560 °C~curve2 in
Fig. 2!. These stages coincide with the annealing tempe
tures of Si–A516 and Si–O217 paramagnetic centers, respe
tively, observed in a neutral charge state. The authors of R
16 assumed that the Si–A5 defect consists of two interacting
split di-interstitial complexes separated by 0.9 nm. The pa
magnetic center Si–O2 is, according to ESR data, an inte
stitial complex but its structure has still not been determin
The concentrations of all interstitial centers identified
ESR are two to three orders of magnitude lower than
concentrations of divacancies. However, estimates obta
from data on the displacement of boron from lattice si
show that the concentrations of interstitial complexes
comparable to the divacancy concentrations.11 The disparity
is evidently due to the fact that interstitial complexes a
concentrated predominantly in regions of defect accumu
tions and, because of high local concentrations, the c
plexes interact with one another and their individual prop
ties are not manifested in the ESR spectra.

The differences in the annealing temperatures of inter
tial complexes in silicon irradiated with Si1 and P1 ions
~curves1 and2 in Fig. 2!, at first glance, admit the idea tha
P atoms are constituents of Si–A5 and Si–O2 complexes,
especially since according to ESR data these centers w
observed in phosphorus-doped silicon.16,17 However, these
differences in the annealing temperatures could be due to
charge states of the defects. In silicon heavily doped w
boron and irradiated with Si1 ions, the interstitial defects ar
in a positively charged state. The densities of radiation
fects estimated from the magnitude of the change in the
and the displacements of atoms near the predominant de
@0.02 nm~Ref. 18!# are of the same order of magnitude as t
initial charge carrier density (431019 cm23) in Si:B crys-
tals. Correspondingly, the annealing temperatures of the
terstitial defects are identical to the annealing temperatu
of the paramagnetic centers Si–P6 and Si–B3. In Si:B crys-
tals irradiated with P1 ions, the defects are in a neutr
charge state. It is known that even during implantation
substantial fraction of the phosphorus~up to 70%19! occupies
lattice sites, and as a result charge compensation occurs.
assumption is confirmed by experiments on annealing of
fects with simultaneous irradiation by low-energy electro
in Si:B crystals irradiated by Si1 ions ~curve3 in Fig. 2!. In
this case the annealing temperatures of the defects are
same as in silicon irradiated by P1 ions. This is explained by
the fact that the interstitial defects Si–P6 and Si–B3 trap
nonequilibrium electrons and are transferred into neu
charge states Si–A5 and Si–O2 with their characteristic an
nealing temperatures. It is interesting that the lo
temperature~120 °C! ‘‘reverse’’ annealing stage~curve1 in
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Fig. 2! is weak. When defects are transferred into a neu
charge state, however, the boron displacement stage~160 °C!
is much more intense~curve3!. The small amplitude of the
‘‘reverse’’ annealing at 120 °C can be explained by the f
that during heat treatment the Si–P6 defects are rearrange
predominantly into Si–B3 complexes. This agrees with th
ESR data.15 As follows from our data, in the case of th
neutral state Si–A5 these defects decompose during h
treatment and mobile Si atoms are freed and participat
the substitution process.

It follows from our experiments that the pairs Si–P6 and
Si–A5 as well as Si–B3 and Si–O2 are one and the sam
defects but in different charge states. It also follows fro
these experiments that the interstitial complexes do not c
tain a P atom. If stable interstitial complexes with a P atom
are not formed, then what is the pairPI which gives rise to
the anomalous diffusion of phosphorus? We think that
pair arises when P and Si atoms occupy the same inters
The P and Si atoms are not bound to one another by a c
lent bond. The bond is determined by the potential relief
the crystal~Fig. 3!. In this scheme, the barrier for migratio
of an individual phosphorus atom isEm

P . For the pairPI this
barrier Em

PI is, evidently, lower. This determines the high
mobility of a PI pair compared with an isolated P atom. F
this pair, as follows from experiment, the annealing acti
tion energy of the complex equals its diffusion activati
energy. When the pairPI acquires energy above the barri
Em

PI, it can hop into a neighboring interstice as a whole or
atoms P and Si can hop into different interstices~decompo-
sition of a pair!. The probabilities of these processes do n
depend on temperature.

The pairsPI can form not only as a result of two atom
randomly occupying the same interstice. This process
and must occur if P atoms are present in lattice sites in
crystal and excess interstitial Si atoms arise. A P atom at a
lattice site in silicon, just as any other substitution atom w
a covalent radius different from that of the matrix, creates
elastically deformed region around itself. According to t
ideas developed in Ref. 10, an interstitial Si atom wh
enters a distorted sphere of radiusR moves in a directed

FIG. 3. Energy barrier for migration of a phosphorus atom and a pair,Em
P

andEm
PI , respectively, in a silicon lattice.
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manner in the field of the elastic deformations toward th
source. For a P atom in silicon the radiusR is 4 nm. If two Si
atoms enter this sphere, both atoms move toward the P a
One of them displaces the P atom into an interstice, and
other Si atom is found in the same interstice. API pair arises
as a result. The concentrations of defects in the implan
layer are sufficiently high for this mechanism to materializ
For a P1 dose of 131014 cm22 and an energy of the order o
100 keV, the volume density of phosphorus atoms in
layer is about 1019 cm23 and the defect density is of th
order of 1020 cm23.3 The PI pairs are formed in appreciabl
concentrations as long as an excess concentration of inte
tial Si atoms exists. As the pairs are annealed, their conc
tration decreases and the effective diffusion coefficient
proaches the intrinsic value.

In summary, the experimental results obtained and th
comparison with published ESR data allow us to conclu
that as a result of implantation and subsequent heat treatm
stable interstitial complexes containing a phosphorus a
do not form in silicon. The pair P atom–interstitial Si ato
forms when P and Si atoms appear at the same inters
The P and Si atoms are not bound to each other by a cova
bond. The bond is determined only by the potential relief
the crystal. The proposed model of the pair corresponds to
characteristic features of the diffusion of implanted pho
phorus in silicon.
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Nonlinear propagation of light in semiconductors in the presence of two-photon
excitation of biexcitons
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The steady- and nonsteady-state passage of light through a ring resonator in the presence of two-
photon excitation of biexcitons from the ground state of the crystal is studied. The values
of the parameters for which complicated nonlinear temporal formations are possible in the system
are found. The possibility of observing the predicted effects experimentally is discussed.
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In the last few years a great deal of attention has b
devoted to cooperative processes in the excitonic regio
the spectrum. In Refs. 1 and 2, a theory of optical bistabi
and dynamic chaos in the excitonic region of the spectrum
constructed in the ring-resonator geometry on the basis o
Keldysh equations. In Ref. 3 it is predicted that the obser
tion and breakdown of dynamic optical chaos are possibl
a system of coherent excitons and photons exposed to
external periodic force. Reference 4 is devoted to the st
of steady- and nonsteady-state optical bistability~OB!, mul-
tistability, optical switchings, and self-pulsations in a syst
of coherent excitons and biexcitons in semiconductors,
ing account of the exciton-photon interaction and opti
conversion of excitons into biexcitons. In Ref. 5 a theory of
OB and autooscillations in condensed media with the par
pation of excitons and biexcitons is constructed. A Cu
crystal, for which convincing experimental proofs of the e
istence of a biexciton are available, is chosen as the mod
is shown that both regular and stochastic self-pulsations w
formation of complicated limit cycles and strange attract
in phase space are possible depending on the paramete
the system.

Biexcitons, predicted by Moskalenko6 and Lampert,7 are
widely used to interpret new absorption and luminesce
bands in semiconductors. Biexcitonics has essentially
come an independent field of condensed-state physics.
most convincing experimental proofs of the existence
biexcitons are based on observations of two-phonon exc
tion of biexcitons from the ground state of the crystal~CuCl,
CuBr, and others!.8–11Moreover, Hanamura12 was the first to
show that the process of two-photon excitation of biexcito
from the ground state of the crystal is characterized b
gigantic oscillator strength. As a result, the method of tw
photon excitation of biexcitons is now widely used for t
experimental investigation of biexciton states. Here the
sorption band has a narrowd-function-like shape. The direc
creation of biexcitons on account of the giant two-phot
1801063-7834/98/40(11)/4/$15.00
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absorption of light in CuCl crystal was first observed by Ga
and Mysyrowicz.13–15

The present work is devoted to the study of the stea
and nonsteady-state passage of light through a ring reson
in the presence of two-photon excitation of biexcitons fro
the ground state of the crystal. The values found for
parameters for which complex nonlinear temporal form
tions are possible in the system are found. The possibility
observing the predicted effects experimentally is discuss

Let us consider the phenomenon of optical se
organization in the simplest model of a ring resonator. T
photons of the propagating pulse excite biexcitons from
ground state of the crystal as a result of the two-photon
sorption process.

The Hamiltonian of the problem consists of a sum
Hamiltonians of free biexcitons and the field and the Ham
tonian describing the interaction of the field with a system
coherent biexcitons. In the model adopted the interact
Hamiltonian has the form

H int52h̄m~E2E2b1b1E1E1!, ~1!

whereb1 is the biexciton creation operatore andm is a con-
stant characterizing two-photon excitation of biexcitons fro
the ground state of the crystal,12 andE1(E2) are the positive
~negative!-frequency component of the electric field of th
electromagnetic wave.

The equation of motion for the amplitude of the biexc
ton waveb has the form

i
]b

]t
5vbiexb2 igmb2mE1E1, ~2!

whereh̄vbiex is the biexciton formation energy andgm is the
biexciton decay constant, which determines the rate at wh
quasiparticles leave the coherent mode into incohe
modes and was introduced into the equation of motion p
nomenologically.
9 © 1998 American Institute of Physics
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Since the photon mode is coherent and its amplitud
macroscopically large, the problem can be solved semic
sically using the wave equation

c2
]2E1

]z2
2

]2E1

]t2
58ph̄m

]2E2b

]t2
. ~3!

We shall represent the solutions of Eqs.~2! and~3! in the
form of a product of slowly varying envelopes and rapid
oscillating components

E15e1exp~ ikz2 ivt !, b5B̃exp~2ikz22ivt !, ~4!

wherev is the frequency of the electromagnetic wave.
For the subsequent analysis we shall use the approx

tion of slowly varying envelopes, which is valid if

U]e1

]t U!vue1u, U]e1

]z U!kue1u . . . .

This means that the envelopes are quite smooth funct
compared with the rapidly oscillating part.

Since the study of OBs, optical switchings, and se
pulsations presently is characterized by the fact that th
phenomena are studied for specific optical devices with
appropriate experimental geometry, we shall study biex
tons in the ring-resonator geometry. Let a sample of lengtL
be positioned between the entrance and exit mirrors of
resonator, which are characterized by a transmission co
cient T. The two other mirrors are assumed to be idea
reflecting~Fig. 1!. The boundary conditions for the ring res
nator have the form

E~0,t !5ATEI1RE~L,t2Dt !eiF , ET5ATE~L,t !,

where EI is the field amplitude at the resonator entran
~pump!, ET is the field amplitude at the resonator exit,R
512T is the reflection coefficient of the mirrors1 and2 of
the resonator,Dt is the delay time due to feedback,Dt
5(L12l )/c0 , c0 is the speed of light in vacuum,F5kL
1k0(2l 1L) is the phase shift of the field in the resonato
andk0 is the wave vector of the field in vacuum.

Substituting the expressions~4! into Eqs.~2! and ~3! in
the slowly-varying-amplitudes approximation, neglecting
fects due to spatial dispersion of the biexcitons, which in
essential region of the spectrum are of no consequence,
switching to the dimensionless quantities

FIG. 1. Diagram of the ring resonator.E1 , ER , andET — amplitudes of the
incident, reflected, and transmitted fields, respectively.
is
s-

a-

ns

-
se
e
i-

e
fi-
y

e

,

-
e
nd

d5
2v2vbiex

gm
, C5

aL

T
, a5

4ph̄vgm

kc2m
,

t5tgm ,

s5
c2kT

Lgm
, D5

v22c2k2

2vgm
, B5

B̃

Bs
, Bs5Agm

m
,

we obtain the following shortened equations:

]X1

]t
5sC~X2B12X1B2!2

s

T

]X1

]Z
2DX2 , ~5!

]X2

]t
5sC~X1B12X2B2!2

s

T

]X2

]Z
1DX1 , ~6!

]B1

]t
52dB22B122X1X2 , ~7!

]B2

]t
5dB12B22X2

21X1
2 , ~8!

whereX15Ree1, X25Ime1, B15ReB̃, andB25ImB̃.
The system of nonlinear differential equations~5!–~8!

describes the spatiotemporal evolution of coherent biexcit
and photons in condensed media in the approximation
smooth envelopes and is the basis for the subsequent a
sis. Finding the exact analytical solutions of a system
nonlinear partial differential equations is a very difficu
problem. However, the main features of the nonlinear p
sage of light can be found in the mean-field model, wide
employed in the theory of optical bistability. Mathematicall
it corresponds to replacing*0

LE(X)dX by E(L)L.
In this approximation, Eqs.~5! and~6! can be integrated

over the coordinate

dX1

dt
5sS C~X2B12X1B2!2

X1

T

1
R

T
~X1cosF2X2sinF !2DX12YD , ~9!

dX2

dt
5sS C~X1B11X2B2!2

X2

T

1
R

T
~X2cosF1X1sinF !1DX1D , ~10!

where boundary conditions were used for the normaliz
amplitudes

TY1R@X1~L,t2Dt !cosF2X2~L,t2Dt !sinF#5X1~0,t !,

R@X2~L,t2Dt !cosF1X1~L,t2Dt !sinF#5X2~o,t !,

E15YS gm

m D
1
4
, ET5XS gm

m D
1
4
.

The equations~7!–~10! describe the dynamical evolutio
of coherent photons and biexcitons in the mean-field
proximation. In the stationary case (dX1 /dt5dX2 /dt
5dB1 /dt5dB2 /dt50) we obtain an equation of state th
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determines in the mean-field approximation the amplitu
Xst of the output radiation as a function of the amplitudeYst

of the incident radiation:

Yst
25Xst

2S 12RcosF

T
1C

Xst
2

11d2D 2

1S RsinF

T
1

D

s
2C

Xst
2d

11d2D . ~11!

Figure 2a displays the steady-state dependence of
amplitudeXst on the amplitudeYst for low intensities of the
incident signal. As one can see from the plot, this dep
dence is single-valued.

An important and fundamental question is to investig
the stability of stationary states. The investigation of the s
bility of stationary states with respect to small perturbatio
is determined by the characteristic equation for the Jaco
of the system~7!–~10!. If all roots of the characteristic equa
tion have a negative real part, then the corresponding sta
ary solutions are stable with respect to small disturban
The stability of the stationary state for different values of t
parameters and with different intensities of the incident
diation was investigated using the Routh–Hurwitz criterio
As one can see from Fig. 2a, all stationary points are sta
for low incident-radiation intensities.

As a rule, in an experiment, pulses having differe
shapes are fed into the resonator and their deformation a
exit is analyzed. Such an experiment was first performed
Bischofberger and Shen.16 The behavior of a nonlinea
Fabry–Perot interferometer, filled with a Kerr medium, u
der the action of pulses of different shape was studied th
retically and experimentally. The authors obtained excell
agreement between theory and experiment. We perform

FIG. 2. Steady-state dependence of the amplitudeXst of the radiation exiting
from the resonator on the amplitudeYst of the incident radiation for the
parametersC52, F5p/212pn, d52, s50.1,T50.1 ~a!, parabolic shape
of the external pulseY ~b!, shapeX of the pulse at the resonator exit~c!, and
the dynamical dependenceX(Y) ~d!.
e
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computer experiment in which the system of nonlinear d
ferential equations~7!–~10!, which describes the dynamic
of coherent photons and biexcitons, taking acount of
boundary conditions for a ring resonator is solved nume
cally with the external pumpY(t) being a parabolic function
of time ~Fig. 2b!. The result of the experiment is presented
Figs. 2b–d. A deformation of the initial pulse is observ
~Fig. 2c!, and the system tends toward stationary behav
~Fig. 2d!. The result of the computer experiment can be co
pared with the experimental results of Refs. 17–19.

For high incident-radiation intensities there appears
section where the stationary states are unstable~Fig. 3a!. The

FIG. 4. Temporal evolution of the system with a constant pump and par
etersF52pn, C52, d52, s51, T50.1. a—Y560, evolution of the point
A ~Fig. 3a!, b—Y565, evolution of the pointB ~Fig. 3a!.

FIG. 3. Steady-state dependenceXst(Yst) with parametersF52pn, c52,
d52, s51, T50.1 ~a!, parabolic shape of the external pulseY ~b!, pulse
shapeX at the resonator exit~c!, and dynamical dependenceX(Y) ~d!.
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dynamics of the process, where an unstable section is pre
in the system, is displayed in Fig. 3b–d. Nonlinear se
pulsations arise on the unstable section in the presence
constant pump, and intime the phase trajectory reache
stable limit cycle~Fig. 4a! ~evolution of the pointA, shown
in Fig. 3a!. As the image point moves toward the right, t
oscillations become more complicated, newer and newer
monics appear in the spectrum~Fig. 4b!. A period doubling
bifurcation occurs and a chaotic regime appears. At the s
time, it is necessary to increase the intensity of the incid
radiation, which results in a rapid increase in the density
quasiparticles.

In conclusion, we shall discuss the possibility of obse
ing self-pulsations of biexcitons experimentally. Our mod
is best suited to CuCl-type crystals, where the biexci
binding energy is of the order of 40 MeV, the sample leng
L5900 Å, gm51012 s21, andT50.1. Then, we obtain tha
the critical power at which the nonlinear phenomena un
study can be observed is of the order of 7 mW/cm2, while
the biexciton density is of the order of 1015 cm23, which
corresponds to the values of our parameters:F52pn,
C52, d52, s51, andT50.1.

In summary, our numerical estimates allow us to co
clude that it is actually possible to observe self-pulsations
a system of coherent biexcitons in condensed media.
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Resonance states of the continuous spectrum of a bounded crystal near the critical
points of volume bands
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The conditions for the existence of resonance electronic states near the critical points of volume
bands are obtained. It is shown that resonances of this type are qualitatively different from
surface resonances associated with states induced by an image potential. The manifestation of such
‘‘volume’’ resonances in the scattering of very slow electrons by a TiS2 surface is studied.
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It is important to study the manifestations of the ele
tronic energy bands of an unbounded crystal in the cont
ous spectrum of a semiinfinite crystal, in the first place, fr
the stand point of general theory in order to clarify the ‘‘a
rangement’’ of the states of the continuous spectrum o
bounded crystal, this ‘‘arrangement’’ being in may respe
very different from that obtained in the often employed fre
electron model.1–4 In the second place, this information
necessary in order to interpret the experimental data corre
because states of this type are directly involved in electro
scattering processes~low-energy electron diffraction
~LEED!! or photoelectronic emission. Specifically, the e
trema of volume bands that fall within the energy range
the continuous spectrum are responsible for the peaks o
effective cross section of phototransitions from surfa
states.5 The position of the critical points of the volume di
persion law of electrons is clearly correlated with the fi
structure of the energy dependence of the very-low-ene
electron-reflection coefficient of a crystal surface.1,6 This cir-
cumstance is now used successfully to determine experim
tally the final states of the photoemission process. In com
nation with photoelectron spectroscopy this opens up
possibility of reliable experimental reconstruction of the e
ergy bands in the near-Fermi region.7

The source of the connection between the states in
continuous spectrum of a bounded crystal and the state
an infinite crystal is the asymptotic behavior of the wa
function of the scattering electron in the interior of the cry
tal, or in the language of the dynamical theory of diffractio
the relation between the transfer matrix and the ‘‘matchin
matrix.8 It is known that, in principle, the quasistationa
~resonant! states can strongly influence the scattering am
tude and the wave functions of the continuous spectrum3,9

However, their manifestation in a concrete physical situat
is by no means always clear. An example is the discuss
that took place at the beginning of the 1980s of the role
surface resonances in the formation of the LEED fine str
ture near diffraction thresholds.10–12As a result, the point of
view developed that interference processes play the lea
role and the contribution of surface resonances to
‘‘threshold’’ effect is negligibly small.
1811063-7834/98/40(11)/4/$15.00
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The extension of this view to all situations of electron
scattering by the surface of a crystal is not justified, eith
theoretically2–4,10 or experimentally. The latter is demon
strated by recent investigations of surface states
polarized-electron spectroscopy13 or by the method of Ref.
14, where selective adsorption and desorption of low-ene
electrons in the scattering by the surface of a crystal w
first observed and it was shown clearly that capture of e
trons into quasistationary Rydberg-type states does ind
take place and is responsible for the observed effect.

In the present work the conditions for the appearan
and the character of long-lived resonances near the cri
points of volume bands are investigated.

1. MODEL

For mathematical convenience we shall consider t
semiinfinite crystals~SICs!, occupying the spacesz<2L/2
and z>L/2. The widthL of the vacuum gap is assumed
macroscopically large, so that the crystals do not inter
with one another. If the source of electrons lies near
right-hand SIC (z>L/2), then the observation time
t,2L/uVzu, whereVz is the velocity component of the re
flected electrons that is perpendicular to the surface, the
hand crystal does not contribute to the measurement re
and the wave packet of the scattered electron in this sys
is the same as the wave packet corresponding to only the
occupying the half-spacez>L/2.

The quasistationary states satisfy the Lippma
Schwinger equation, not containing the incident wave, w
complex energyE.9 In the unit cellV of the SIC we have

C~r;k ,E!52E
V

Gk~r,r 8;E!@V1~r 8!

1V2~r 8!#C~r 8;k,E!dr 8,

C~r1Rn ;k,E!5exp~ ik–Rn!C~r;k ,E!, ~1!

wherek is a two-dimensional reduced quasimomentum,Rn

is the translation vector of the Bravais lattice of the SI
Gk(r,r 8;E) is a Bloch Green’s function in the variableu
5(x,y) for free electrons
3 © 1998 American Institute of Physics
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Gk~r,r 8;E!5
i

2S(gm

ei ~k1gm!•~u2u8!
eiAE2~k2gm!2uz2z8u

AE2~k2gm!2
,

~2!

S is the area of a section of the cellV by the surface plane o
the crystal,gm is a two-dimensional reciprocal-lattice vect
of the SIC, andV1(2)(r ) is the potential of the right-~left!
hand SIC.

Of course, the solutions of Eq.~1! with zero and nonzero
V2 are not the same. The wave packets of the scattered s
corresponding to the two formulations of the problems
equivalent only in the sense indicated above. When vacu
absorption, which is always present in real experiments
is taken into account below by introducing the appropri
optical potential, is taken into account, there is actually
limit on the measurement time for macroscopically largeL.

We represent the potential of the SIC in the form

V6~r !5@V~`!~r !1 isB#Q~6z2L/2!

1 isnQ~7z1L/2!1U6~u,L/26z!, ~3!

whereQ(x) is the Heaviside function,V(`)(r ) is the poten-
tial of an unbounded crystal,sB,(n).0 is the imaginary part
of the optical potential15 that describes absorption in th
three-dimensional~vacuum! region, sn!sB ; U6(u,L/2
6z) is the surface-screening function, which is zero su
ciently far from the crystal surface. We assume that the
part of the optical potential is included inV(`) andU6 .

2. CONDITION FOR THE EXISTENCE OF RESONANCES
NEAR THE CRITICAL POINTS OF VOLUME BANDS

It follows from Eq. ~1! that

@11Ĝk~E!~V11V2!#C

[Ĝk~E!Ĝk
~`!21

~E2 id!@11Ĝk
~`!~E2 id!W#C,

~4!

whereĜk andĜk
(`) are the Green’s operators of a free ele

tron and an electron in an infinite crystal with the Ham
tonian

Ĥ ~`!52D1V~`!~r !,

andd5sB2sn.0. The function

W~r ;sB ,sn!5@V~`!~r !1 i ~sB2sn!#@Q~z2L/2!

2Q~z1L/2!#1U1~u,z!1U2~u,z! ~5!

vanishes for sufficiently largeuzu.
Therefore if a solution of the equation

@11Ĝk
~`!~E2 id!W~r !#Ck~r ,E!50, ~6!

exists, then a solution of Eq.~1! also exists.
Let us consider the conditions under which a nontriv

solution of Eq.~6! exists. At the critical point of then-th
band of an unbounded crystal]E(K c)/]kz50, where K c

5(k,kz
(c)), while En(k,kz) is the volume dispersion law fo

electrons. Then, nearK c the Green’s function of an infinite
crystal can be represented as16
tes
e
m
d

e
o

-
al

-

l

G~`!~r,r 8;k,kz
~1! ,E2 id!5

idfn~K c ,r !fn~K c ,r 8!

~kz
~1!2kz

~c!!]2En~K c!/]kz
2

1G̃~r,r 8;k,kz
~1!, E2 id!,

~7!

where d is the interplanar spacing in the SIC,fn are the
wave functions of an infinite crystal, andkz

(1) is a solution of
the equation

En~k,kz!5E2 id, ~8!

such that Im(]En(k,kz
(1)(E,d))/]kz),0, which gives the

‘‘correct’’ ~increasing!9,16,17asymptotic behavior of the qua
sistationary states in the limituzu→`; G̃(r,r 8;k,kz

(1) ,E
2 id) is an analytic function ofkz

(1) .
Using Eq. ~7!, we write Eq. ~6! for the function

F(r ;k,E)[AuW(r )uCk(r ,E) as

F~r;k ,E!5K̂~k,kz
~1!~E,d!F~r;k ,E!!

1
idfn~r,K c!AuW~r !u

~kz
~1!~E,d!2kz

~c!!]2En~K c!/]kz
2

3E
V

fn* ~r 8,K c!AW~r 8!F~r 8;k,E!dr 8, ~9!

where K̂ is an integral operator with the kerne
AuW(r )uG̃(r,r 8;k,kz

(1) ,(E2 id))AW(r 8) which is analytic as
a function of kz

(1) and, by virtue of Eq.~5!, vanishes for
sufficiently large uzu and uz8u. Under these conditions th
bounded inverse operator (12K̂)21 exists,18 and Eq.~9! be-
comes

kz
~1!~E,d!2kz

~c!5
bn~k,kz

~1!~E,d!!

1/2]2E~K c!/]kz
2

, ~10!

where

bn~k,kz
~1!!5

id

2 EV
AW~r !fn* ~r,K c!~12K̂ !21

3AuW~r !ufn~r,K c!dr .

The condition for Eq.~10! to be solvable is the condition fo
the existence of a resonance.

If the z component of the reciprocal effective mass te
sor is large at the critical point, more precisely, if

S m0

m*
D

z

5
1

2

]2En~K c!

]kz
2

@bn~k,kz
~1!!, ~11!

then, as follows from a theorem due to Rouche´,19 Eq. ~10!
has as many zeros as the functionkz

(1)(E,d)2kz
(c) , i.e. one.

Hence, for fixedk andE there is precisely one quasistatio
ary solution.

In the opposite case of large effective masses, sm
changes inW(r ) will take the root of Eq.~10! out of the
vicinity of the critical point. This indicates that the probab
ity for resonance features to appear in the scattering of
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electron beam with momentump'(k,AEc2k2) is low on
account of the short lifetime of the quasistationary state
this case.

We note that because the solution of Eq.~10! is a con-
tinuous function ofk the resonance states~in any case lo-
cally! form a bandER5ER(k,d) which is imbedded in the
continuum of the states of the continuous spectrum of
SIC.

3. COMPARISON WITH EXPERIMENT

In the context of the present work, we shall exami
experiments on the diffraction of very-low-energy electro
(E<10215 eV), where the critical points of volume band
appear explicitly1 and therefore resonances associated w
them can also appear.

Figure 1, which is taken from Ref. 20, displays the e
ergy dependence of the absorbed currentI (E) in the 1T
phase of TiS2 for different polar angles of incidence of th
initial beam, propagating in the directionḠ2M̄ of the two-
dimensional Brillouin zone~Fig. 2!.

FIG. 1. ]I /]E spectrum of 1T-TiS2 . The polar angles of incidence of th
primary beam are indicated near the curves. The bars mark the diffra
thresholds corresponding to the vectorsg1 , g2(g28), g3(g38), g4 , and2g1 in
Fig. 2.

FIG. 2. Surface and volume Brillouin bands of the compound 1T-TiS2 . gi

— two-dimensional vectors in the reciprocal lattice of a semiinfinite crys
n

e

s

h

-

Three types of peaks can be clearly seen in the struc
of ]I /]E: 1! a dominating structure, corresponding to pea
in I (E) with half-width greater than 1 eV~the distance be-
tween the nearest extrema in the curve]I /]E); such a width
of the peaks shows that the electrons penetrate quite de
into the crystal and this, together with the elastic characte
the interaction, manifested in the clearly expressed dep
dence onk, indicate that the peaks are associated with
volume band structure;20 2! narrow peaks, which are ver
sensitive to the surface state, near the diffraction thresh
(A, A8, B, andC in Fig. 1!; these peaks are entirely justifi
ably attributed in Ref. 20 to the threshold defect,10–12 which
the authors, following convention, sometimes term a surf
resonance; and, 3! the third type of structure, lying in Fig. 1
to the left of the lower diffraction threshold, corresponds
peaks inI (E) with width less than that of the type-I peak
but much greater than that of the type-II peaks. In Ref.
this structure is hypothetically interpreted as a surface re
nance with large electron penetration into the interior of
crystal.

It is evident from Fig. 1 that the type-III peaks lie next
the maxima or minima of the type-I structure of]I /]E, i.e.
they are located near the critical points of volume ban
According to Eq.~10!, for a definite character of the volum
bands (m* b!1), a quasistationary state with a compar
tively long lifetime t exists in a small neighborhood of th
real energyEc5En(K c) ~the energy of the resonanceER is
close toEc and therefore Im(ER);1/t is small!. This situa-
tion is probably develops in the experiment under study.

It is important to note that according to Eq.~10! the
energy (Re@E(k,kz

(c) ;d)#) and width (Im@E(k,kz
(c) ;d)#) of

the resonance peak are determined by the quantities
characterize the volume band structure, though, of cou
according to the derivation of Eq.~10!, the presence of the
crystal surface is necessary. This qualitatively distinguis
resonances of this type from surface resonances, which
pend strongly on the form of the potential barrier. Followin
Ref. 21, it should be called a ‘‘volume resonance.’’ The h
pothesis that such resonances could exist was advance
Ref. 22 on the basis of an analogy with single-center scat
ing under the condition that the resonance falls within
neighborhood of the branch point of the scattering amplitu
of a SIC, which the critical point of the volume bands is.16

If the splitting betweenER andEc is not too small, then
the intensity of the resonance peak has the Breit–Wig
form3

I R~E!5
b~E,d!

~E2ER~k!!21G2
, ~12!

where b(E,d) depends weakly on the energy,ER(k)
5Re@ER(k,d)# is the real projection of the dispersion law o
quasistationary states,3 and G5Im@ER(k,d)# is small. This
situation is closest to the case of normal incidence of e
trons on the TiS2 surface~Fig. 1!. In Fig. 3, the contribution
extracted from the experimental curve to the structure
]I /]E at E'4 eV is compared with the energy derivative

on

l.



t

h
e
th
th

n

le

di
re

in

er
of

to
-
ion
is-

0,

-

nd

J.

tic

ing,

ing,

f

m-

or

1816 Phys. Solid State 40 (11), November 1998 G. V. Vol’f and Yu. P. Chuburin
the intensity calculated from Eq.~12! in the approximation
thatb(E,d) is constant. The theoretical curve corresponds
b50.37, d50.67 eV, andER(0)54.3 eV.

The qualitative agreement of the results is obvious. T
quantitative differences between the computed and exp
mental curves are due both to the error in extracting
resonance contribution from the experimental data and to
facts that the energy dependence ofb(E,d) was neglected
and the isolated-resonance approximation was used.

In summary, the following results were obtained: 1! For
a definite character of the dispersion law (m* b!1) of the
excited bands of an unbounded crystal, comparatively lo
lived resonances arise near the critical points; 2! the energy
and lifetime of such resonances are determined by the e
tronic states in the volume of the crystal; 3! these ‘‘volume
resonances’’ are manifested in very-low-energy electron
fraction as a fine structure of intermediate width compa
with the surface resonances and peaks associated with
critical points of volume bands; 4! sufficiently far from a
critical point, the resonance contribution to the scattering

FIG. 3. Contribution of a low-energy resonance to]I /]E for normal inci-
dence of the primary beam. Solid line — experiment, dashed line — the
o

e
ri-
e
e

g-

c-

f-
d
the

-

tensity is escribed by the crystal analog of the Breit–Wign
formula; and, 5! it follows on this basis that resonances
the indicated type must be taken into account in order
extract the structure of]I /]E that is associated with the criti
cal points of volume bands in the experimental determinat
of the dispersion of the final states of the photoelectron em
sion process1 and reconstruction of the occupied bands.
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Recombination kinetics in nonlinear defective LiB 3O5 crystals
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A study of recombination kinetics in LiB3O5 ~LBO! crystals by time-resolved luminescence and
absorption spectroscopy is reported. An investigation of the kinetics of transient optical
absorption~TOA! and luminescence under ns-scale electron-beam excitation performed within a
broad temperature range of 77–500 K and a 1.2–5-eV spectral interval has established that
the specific features in the recombination kinetics observed in LBO involve electronic, B21, and
hole, O2, trapping centers. The TOA and luminescence kinetics, as well as their temperature
dependence, are interpreted by a model of competing hole centers. Relations connecting the
kinetics parameters and the temperature dependence to the parameters of the main LBO
point defects are presented. ©1998 American Institute of Physics.@S1063-7834~98!01011-9#
a

e
he
s

a
is
h-

y

se
rit
34

he
ic
an
nc
ts
a

ct
all

of

ab
T
tr

i-
t in
ra-
ri-

y
n
O
ef.

at
th

een
tes
ni-
h

on

t
o

s
sti-
the

ent
l
en-
ki-

e
ials
ude
The very first publications reporting development of
technology for growing massive lithium triborate LiB3O5

~LBO! crystals of optical quality, and investigation of th
main physical properties of this compound, have establis
LBO as one of the most promising optical materials for u
in present-day nonlinear and integrated optics.1 Indeed, this
crystal combines unique characteristics, such as comp
tively high nonlinear coefficients, a broad optical transm
sion band~159–3500 nm!, a high surface-destruction thres
old ~24.6 J•cm2 for a laser pulse durationtex51.3 ns and 25
GW•cm2 for tex50.1 ns!, chemical and mechanical stabilit
and moisture resistance.2,3 Not the least in this list is the
large width of the angular and temperature pha
synchronism ranges; for example, the conditions for nonc
cal phase synchronism for wavelengths from 1025 to 1
nm are reached within a temperature region from250 to
180 °C.4 At the same time our knowledge of the nature of t
radiation hardness and optical stability of LBO, electron
excitation dynamics, electronic structure, point defects,
recombination processes is still inadequate. For insta
Ref. 5 reports a preliminary investigation of point defec
broad-band UV luminescence was revealed and its m
properties studied,6–8 and the electronic structure of perfe
and defective LBO crystals were examined experiment
and theoretically.9–12 Transient optical absorption of LBO
was detected, and its study begun.13

The objective of this work was to study the kinetics
recombination processes in LiB3O5 crystals by time-resolved
luminescence and absorption spectroscopy.

1. EXPERIMENTAL DETAILS

The study made use primarily of luminescence and
sorption spectroscopy with nanosecond-scale resolution.
excitation was provided by an accelerated ns-scale elec
beam with Eex50.25 MeV, t1/2532130 ns, andj max52
1811063-7834/98/40(11)/6/$15.00
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3103 A•cm22. The shortest time resolution in these cond
tions was 4 ns. The measurements were carried ou
vacuum within the 1.2–5.0-eV spectral interval at tempe
tures from 77 to 500 K. A detailed description of the expe
mental set-up is presented elsewhere.14

LiB3O5 crystals of high optical quality were grown b
Ol’khovaya and Maslov by a modified melt-solutio
method.15 The main crystallographic parameters of the LB
crystals produced were in close agreement with those in R
16.

2. EXPERIMENTAL RESULTS

Irradiation of LBO crystals with an electron beam
77 K results in a build-up of induced optical density wi
increasing number of excitation pulses~Fig. 1!. No decay of
the optical density at 77 K on the time scale studied has b
found. At the same time the induced optical density satura
with electron flux increasing by less than an order of mag
tude ~Fig. 1!. Above the temperature interval within whic
carriers are released from the main trapping centers~130–
240 K, Ref. 17!, one observes transient optical absorpti
~TOA! assigned13 to electronic transitions from LBO
valence-band states to a local level of the hole O2 center. It
was proposed13 to approximate the TOA decay of LBO a
298 K within the 0.1ms–10-ms range with a sum of tw
exponentials in thems range and one exponential in the m
range. To test the validity of this approach, we have e
mated the effect of excitation density and temperature on
TOA kinetics. Indeed, variation of the electron beam curr
~excitation density! from 12.5 to 23% of the maximum leve
changes not only the magnitude of the induced optical d
sity but, to a certain extent, the parameters of the decay
netics~Table I!. The best fit to the TOA decay curve in th
ms range is obtained by using a sum of two exponent
whose time constants are comparable in order of magnit
7 © 1998 American Institute of Physics
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to the carrier lifetimes for the trapping centers involved. B
sides, while the parameters of the exponentials in thems
range depend to some extent on excitation density~see Table
I!, they exhibit noticeable stability. Therefore in the study
the temperature dependence of LBO TOA decay in thems
range we used an approximation of the form

D~ t !5D10exp~2t/ta1!1D20exp~2t/ta2!1D3 , ~1!

whereD10 and D20 are the initial values andta1, ta2 are the
time constants of the LBO TOA decay components, andD3

is the constant component~of the ms-range exponentia
which do not decay significantly on the time scale und
study!. Table I presents these values for room temperat
The initial TOA level, D05D (t50), decreases with in
creasing temperature in the 298–500 K range. One can s
rate three characteristic portions in theD0 (T) curve:
298–370 K, 370–440 K, and above 440 K. The first of the
exhibits insignificant change inD0 (T). Within the second
and third portions,D0 (T) decreases by a few times, with th
rate of this decrease increasing considerably forT.440 K.
The corresponding activation energies for these portions
estimated as 60 and approximately 400 meV, respectiv
~Fig. 2!. The fitting parameters likewise exhibit a depe
dence on temperature. For instance, the initial intensitie
the D20 and D3 components decrease with increasing te
perature, with an activation energy of about 60 meV. T
intensity of the fast componentD10(T) varies within the
280–370 K interval in opposite relation withD20(T). As the
temperature is increased still more,D10(T) andD20(T) be-
gin to vary in a similar way~Fig. 2!. The characteristic tem

FIG. 1. ~1! Build-up of induced optical density in LBO in the 3.8-eV regio
measured at 77 K vs excitation pulse numberN at 23% beam power,~2!
variation of initial TOA intensityDD with beam power at 298 K, and
characteristic TOA decay kinetics pattern obtained in the 3.8-eV band a~3!
77 K and~4! 298 K.

TABLE I. Effect of excitation power on LBO TOA decay kinetics at 298 K

Pex ,% D1 D2 D3 ta1 , ms ta2 , ms

12.5 0.03 0.06 0.06 1.2 10
23.0 0.11 0.11 0.12 1.5 15

Note: Pex — excitation power;D1 , D2 — initial values, andta1 , ta2 —
time constants of the exponential TOA decay components;D3 — constant
component of the ms-range exponentials.
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perature intervals near 440 and 500 K are not acciden
Indeed, trapping centers with delocalization temperature
450 and 510 K were found to exist.18 The time constants o
both TOA decay components decrease monotonically w
increasing temperature with close activation energies
about 200 meV~Fig. 2!. At the same time the prefactors fo
the fast and slow components are different, 1.0 and 0
GHz, respectively. This indicates a complex decay patt
for TOA centers, with more than one type of defects
volved in recombination.

Excitation of the LBO crystal within the 77–350 K in
terval was shown19 to produce a fairly strong pulsed catho
oluminescence. One could expect that its manifestation
this experiment, with the sample excited by a heavy-curr
electron beam, would be still stronger. An additional con
bution to the detected light signal due to pulsed cathodo
minescence could affect considerably the TOA kinetics.
estimation of this contribution showed, however, that even
the short-wavelength region of the spectrum it does not
ceed a few percent of the probing light beam and, theref
cannot affect noticeably the observed TOA kinetics. Figur
presents pulsed-cathodoluminescence spectra measure
rectly after the end of the excitation pulse and 1ms later.
One observes a certain broadening of the spectrum of the
component compared to that of the slow one. At the sa
time their spectral profiles are basically similar and consis
the same main elementary bands of Gaussian shape,G1 and
G2, with maxima at 3.5 and 4.2 eV. Their amplitude rat
I m (G1)/I m (G1)50.23, and the degree of polarization at 3

FIG. 2. Temperature behavior of~1,2! time constants and~3–5! initial in-
tensities for~1,5! the first,~2,4! the second components, and~3! experimen-
tal TOA decay kineticsD (t). Symbols — experimental data, solid line —
assumed relation.
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eV is 60%. The observed luminescence is close in its spe
characteristics to that obtained20 under synchrotron excita
tion of LBO. At the same time an analysis of the pulse
cathodoluminescence kinetics under heavy-current excita
revealed additional details, which are essential for und
standing the recombination decay in LBO. For instance,
sides the fast exponential with a characteristic decay t
shorter than the excitation pulse (t1/257 ns! one observed
ms-range components. Figure 4 shows graphically the ki
ics of pulsed-cathodoluminescence decay at 3.8 eV meas
at different temperatures in the above time range. These
netics are characterized by a region of a particularly fast r
whose parameters depend on temperature. A formal ana
of these kinetics fitted them to a relation

I ~ t !5I 0 @12I 1exp~2t/t1!#exp~2t/t2! , ~2!

FIG. 3. Normalized LBO pulsed-cathodoluminescence spectra measur
298 K ~1! immediately after the excitation pulse and~2! 1 ms later.

FIG. 4. Pulsed-cathodoluminescence decay in the 3.8-eV band at~1! 298 K,
~2! 348 K, ~3! 398 K, ~4! 448 K, and~5! 493 K. Inset shows the temperatur
behavior of the fitting parameters~6! t1, ~7! t2, and~8! I 0.
ral
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wheret1 andt2 are the cathodoluminescence rise and de
time constants, which at 298 K are 1.5 and 25ms, respec-
tively, andI 0 andI 1 are parameters characterizing the init
pulsed-cathodoluminescence intensity and the relative am
tude of the rise in absorption. The temperature depende
of the experimental@ I (0)5I (t50)# and calculated param
eters (t1 , t2 , I 0) plotted in Arrhenius coordinates ar
straight lines~Fig. 4! with activation energies of 130 meV
@ I (0)#, 310 meV (t1), 400 meV (t2), and 90 meV (I 0).
ParameterI 1 does not exhibit any particularly pronounce
temperature dependence, namely, it increases from 0.4
room temperature to 0.60 at 400 K, to decline thereafte
0.50 at 490 K. The prefactors fort1 andt2 were found to be
34 and 140 GHz. Close to 440 K the pulse
cathodoluminescence intensity reaches a maximum, an
further increase of temperature brings about its falloff.
should be pointed out that the position of the luminesce
maximum has a tendency to decrease with decreasing e
tation power; indeed, it is 440 K in this work, 330 K whe
excited with a low-current electron beam,19 and 240 K under
x-ray excitation.6 This may indicate the existence of an e
ternal mechanism of thermal luminescence quenching.

3. DISCUSSION OF RESULTS

An analysis of available experimental results on the d
namics of electronic excitations and defects in LBO, bo
published earlier~see, e.g., Refs. 13 and 17–21! and pre-
sented here, indicates participation of the main intrinsic
tice defects, B21 and O2, in energy transport to lumines
cence centers and a possible involvement of the radia
annihilation of defect-bound excitons in the luminescen
This accounts for the pronounced effect of localized states
the luminescence kinetics. A similar pattern of luminescen
processes has recently been established for some other
linear crystals~for example, forb5BaB2O4, Ref. 22!. Re-
calling the experimentally observed correlations between
main kinetics parameters of the luminescence and TOA
LBO, it appears reasonable to conjecture that both phen
ena originate from the same recombination processes inv
ing the main point defects in LBO, namely, the B21 and O2

centers and, probably, trapping centers annealing at 440
510 K. One of the most noticeable features in the kinetics
recombination in LBO observed in this work is the existen
of a rising portion in the pulsed-cathodoluminescence dec
Basically, one could propose a number of different expla
tions for this process~see, e.g., Refs. 23 and 24!. At the same
time the absence of such a rising portion in the TOA dec
as well as the available additional experimen
material,13,17–21narrows substantially the range of accepta
hypotheses. We note also that the luminescence and T
decay time constants are comparable, and that the pul
cathodoluminescence rising component is comparable to
first component of TOA decay. At the same time the activ
tion energies derived from the temperature dependence o
luminescence and TOA do not coincide in most cases w
those obtained for the main LBO defects and take on so
intermediate values. This suggests that the luminescence
TOA decay kinetics cannot be adequately described wit

at
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simple model concepts based on independent elementar
laxation processes and isolated trapping centers. One sh
consider instead a system of balance equations for the ca
several local levels.

Figure 5 presents a qualitative energy-level diagram
the assumed recombination processes in LBO. The bala
equations describing this system were augmented b
charge neutrality condition to give

¦

dn1

dt
52v1n11A1~n12n1!N12Amn1N2,

dn2

dt
52v2n21A2~n22n2!N1,

dn3

dt
52v3n31A3~n32n3!N2,

dN2

dt
5v3n32A3~n32n3!N22Amn1N2,

dN1

dt
5(

i 51

2

@v ini2Ai~n i2ni !N
1#,

n11n21N15n31N2,

~3!

wheren i andni are the concentrations of defects and carri
trapped by them~in cm23), with ni (t50)5ni0 being the
initial carrier concentration,Ai are electron and hole trappin
coefficients for thei th level (cm23

•s21), Am is the recom-
bination coefficient,v i5v i0 exp (2Ei /kBT), v i0 and Ei are
the frequency factor and activation energy,kB is the Boltz-
mann constant,N2 andN1 are the carrier concentrations
the conduction and valence bands, respectively, andi labels
the trapping center~Fig. 5!.

According to this level diagram, local centers of thr
types can be operative here: a shallow electronic trapp
center B21 and two moderately deep hole centers. One of
latter, the paramagnetic O2 center, was studied earlier b
EPR.21 As follows from Ref. 13, the observed optical absor
tion in LBO in the transmission band is due to electron
optical transitions from valence-band states to a local leve
the hole O2 center. Therefore, the TOA kinetics were ide
tified with the n2 (t) relation. Within the concept being de

FIG. 5. Energy level diagram for the recombination processes in LBO~see
text!.
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veloped here, the pulsed-cathodoluminescence decay is
primarily to electronic recombination at the hole centers,n1.
It is known that competition between the main,n2, and ad-
ditional,n1, trapping levels may in certain conditions initia
a rise in the luminescence kinetics.23,24Consider this point in
more detail.

Assuming Amn1N2!uv1n12A1n1N1u, we use the
solution24 of the problem of two competing trapping center
which in the notation of Fig. 5 can be written

n1~ t !5~n102A!exp~2l1t !1A exp~2l2t ! , ~4!

n2~ t !5~n202B!exp~2l1t !1B exp~2l2t ! , ~5!

wherel1 , l2 are constants determined from the relations24

l15a11a2 , l25a12a2 , ~6!

a15
1

2
@v1~12d1!1v2~12d2!# , ~7!

a25F1

4
@v1~12d1!2v2~12d2!#21v1v2d1d2G1/2

, ~8!

dk5Aknk Y (
i 51

2

Ain i . ~9!

The coefficientsA andB are functions of the trapping-cente
parameters

A5@v2d1n202~v1~12d1!2l1!n10#/~l12l2! , ~10!

B5@v1d2n102~v2~12d2!2l1!n20#/~l12l2! . ~11!

Recalling that TOA is proportional to the trapping-cent
concentration,n2 (t), we obtain

D~ t !5ga@~n202B!exp~2l1t !1Bexp~2l2t !# , ~12!

wherega is a coefficient of proportionality. As evident from
Eq. ~12!, the TOA decay kinetics contain two exponenti
components with time constants

ta15l1
21, ta25l2

21 . ~13!

The initial TOA intensities are found from Eq.~12! for
t→0

D05gan20, D105ga~n202B!, D205gaB . ~14!

The pulsed-cathodoluminescence kinetics are gover
within this model by the relation

I ~ t !5gAmn1N2 , ~15!

whereg has the meaning of the quantum yield of recom
nation luminescence. To findN2(t), we use the third and
fourth equations of~3! under the assumption thatn i@ni , and
dN2/dt→0. One readily sees that

dn3

dt
52l3n3 , where l35~12d3!v3 . ~16!

The relative trapping coefficientd3 is defined similar to~9!.
Integrating~16! from t50 to t and substituting the result into
the fourth equation of~3! yield

N25Cexp~2l3t ! , whereC5n30v3 /~A3n3! . ~17!
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Substitutingn1 andN2 in their explicit forms from Eqs.~4!
and~17!, respectively, into Eq.~15!, we obtain a relation for
the pulsed-cathodoluminescence kinetics as a sum of
exponentials

I ~ t !5gC@~n102A!exp~2l1* t !1A exp~2l2* t !# ; ~18!

l1* 5l11l3 , l2* 5l21l3 . ~19!

The condition for the observed rise to occur isA.n10. By
comparing Eq.~18! with experimental curve~2! one can ob-
tain expressions relating the corresponding coefficients:

I ~0!5gn10C, I 05gCA, I 1512n10/A ; ~20!

t15~l12l2!21, t25~l21l3!21 . ~21!

The position of the maximum of the rising portion in th
pulsed-cathodoluminescence kinetics is determined from
condition of the extremum of function~18!

tm5~l12l2!21 lnS I 1

l11l3

l21l3
D . ~22!

Summing up, we can conclude that the theoretical re
tions ~12! and~18! provide an adequate interpretation for t
appearance of two exponentials in the TOA decay and
rise in pulsed cathodoluminescence within the time ra
under study~Fig. 6!, as well as establish dependence of t
kinetics parameters on point defect characteristics and
perimental conditions. In particular, a comparison of E
~13! and ~20! suggests that the theoretical time constants
TOA and pulsed cathodoluminescence should differ so
what,t1.ta1 andt2,ta2. It is this relation that is observe
in experiment.

Having established an approximate analytic form for
TOA and pulsed-cathodoluminescence decay, one can
discuss their temperature dependence. For constantga and
n20, the initial TOA intensityD0 should not depend on tem
perature, whereas theD10 andD20 components should var

FIG. 6. Model decay kinetics for pulsed cathodoluminescence and T
obtained forE15300 meV,E25400 meV,E35130 meV,v1528.5 GHz,
v251000 GHz, v350.005 GHz, d150.4, d250.1, d350.5, Am55
31027 cm3

•s21, n15n25n35531014 cm23, n15n35109 cm23, n2

51010 cm23.
o

e

-

e
e

e
x-
.
f

e-

e
w

in opposite relation with increasing temperature asB
5B (T). Below 400 K, this prediction is seen to agree wi
experiment~Fig. 2!. As the temperature is raised still mor
however,D0 andD10 decrease following the same course
the D20 component. Thus the kinetics at 400 K are clea
seen to be dominated by some thermal fluctuation proc
with an activation energy of about 60 meV, which accou
for the decrease of induced optical density with increas
temperature.

A more satisfactory agreement with experiment is o
tained by simulating the temperature dependence of
pulsed- cathodoluminescence decay. Indeed, assuming
quantum yield of recombination luminescenceg and the ini-
tial concentrationsn10 and n30 to be temperature indepen
dent, the factorC5C (T) will dominate the temperature de
pendence of the initial pulsed-cathodoluminescence inten
I (0). As follows from Eq.~17!, an Arrhenius plot ofC is a
straight line with a slope2E3 /kB . The experimental value
of the activation energy of the process~130 meV! agrees
well with that of the electronic trapping center B21 in LBO,
which is identified in our model withn3. At the same time
the deviation from a straight-line relation at temperatu
above 440 K~Fig. 4! suggests that at these temperatu
eitherg, or n10, or n30 are no longer constant. This may b
due both to thermal quenching of the luminescence and
some deeper trapping centers becoming active. As follo
from Eq. ~20!, the temperature dependence of the puls
cathodoluminescence parameterI 0 is close to that of the ini-
tial intensityI (0), but I 0 (T) should have a somewhat lowe
activation energy, exactly what is observed in the expe
ment. An analysis of the temperature dependence of par
eter I 1 (T) @Eq. ~20!# shows that, for constantn10, I 1 (T)
should vary in opposite relation toI 0 (T). At the same time
one cannot expect a noticeable change inI 1, becauseA
@n10. For temperatures below 400 K, this is in good agre
ment with experiment. The temperature dependences of
time constantst1 and t2 estimated from~21! have thermal
activation energiesE15300 meV andE25400 meV and fit
well to the experimental relations~Fig. 4!.

Thus a combined study of the kinetics of transient a
sorption and luminescence of LBO crystals excited by
electron beam suggest that the TOA and luminescence
LBO are produced in the same recombination processes
volving the main point defects, namely, the electronic B21

and hole O2 centers. The specific features in the TOA a
luminescence kinetics, their interrelation and dependence
the point-defect parameters, temperature, and excitation
ditions can be described within the model of competing h
centers. The most satisfactory numerical agreement with
periment has been reached in simulation of the luminesce
kinetics and of its temperature dependence. At the sa
time, some of the features observed in the temperature
pendence of the TOA decay kinetics cannot be accounted
by this model and require further investigation of the optic
and luminescence transitions in TOA centers and of the
minescence of lithium triborate.

The authors express gratitude to V. A. Maslov for pr
viding LBO crystals for the present study.
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Build-up of F and M color centers in KCl single crystals under combined electron
and proton irradiation
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The F andM color-center build-up kinetics in KCl crystals under combined irradiation with
electrons of energy 15 and 100 keV and 100-keV protons have been studied in the flux range of
101321015cm22 and at a flux density of 331011cm22 s21. It is shown that consecutive
irradiation with electrons and protons produces results not obtainable under electron or proton
irradiation alone. ©1998 American Institute of Physics.@S1063-7834~98!01111-3#
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Studies of the degradation of optical properties of sol
under combined irradiation by low- and medium-ener
electrons and protons, which are the major component
cosmic rays in the Earth’s radiation belts and other regi
of space, are of interest for both basic and applied resea
Because of the very complex composition of the mater
used in space technology, investigation of the effect of co
bined action of various radiations should preferably be d
on model objects such as alkali halide crystals.

It is known that proton irradiation of alkali halide crys
tals produces defects both by ionization by a below-thresh
mechanism~similar to irradiation by electrons! and through
elastic displacement of atoms from their lattice positions1,2

Therefore, for comparable energies released in irradiat
protons can be expected to create higher absorption-ce
concentrations in alkali halides than electrons.

The objective of this work was to study the build-u
kinetics of simple~F! and complex~M! color centers in KCl
single crystals under irradiation only by electrons and o
by protons, as well as consecutively, by 15- and 100-k
electrons and 100-keV protons.

1. EXPERIMENTAL TECHNIQUES

The study was carried out on a SPEKTR set-up~Ref. 3!
provided by an additional source of protons with energy
up to 140 keV. The crystals were 15-mm dia. discs w
thickness of 1.0 to 2.5 mm, with an aluminum layer opaq
to light deposited on one of the sides in vacuum. Up to
samples could be fixed on the stage at one time, and
were irradiated by 15- and 100-keV electrons, 100-keV p
tons, or consecutively first by electrons, and then by prot
of the same particle energies. The incident particle flu
was 101321015 cm22, and the flux density, 331011

cm22 s21. Irradiation was carried out in vacuum better th
1025 Pa at room temperature. The hemispherical reflectiv
(rl) of samples in the 300–900-nm range was measu
directly in vacuum both before and after the irradiation. T
values ofrl were converted to the transmissivitiestl . Then
difference spectra of diffuse reflectivity (Drl) or transmis-
sivity (Dtl) were obtained by subtraction of the correspon
ing spectra taken before and after irradiation, and they w
1821063-7834/98/40(11)/4/$15.00
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compared with the induced absorption spectra. The spe
thus obtained were subsequently treated by the ORANG
gram which included the parameters of all known element
bands to deconvolute theF andM absorption features.

The halfwidth and positions of the maxima of the ban
were taken equal to 0.35 and 2.23 eV (F band! and 0.12 and
1.49 eV~M!.4

2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

Figure 1a,b presents the build-up kinetics ofF and M
centers in samples irradiated only by electrons of energy
and 100 keV, only by protons of energy 100 keV, and co
secutively first by electrons, and after that by protons of
same energies. Figure 2a,b compares the sum of conce
tions of these centers produced by irradiation only with el
trons and only with protons with the results of consecut
irradiation first by electrons, and then by protons. The os
lator forcef was accepted equal to 0.8 for theF centers,4 and
to 2/3 of f for theM centers~Ref. 5!. Table I lists the values
of the additivity coefficientA calculated from the expressio

A5nF,M
e→p/~nF,M

e 1nF,M
p ! , ~1!

where nF,M
e→p is the concentration of theF and M centers

created in consecutive irradiation by electrons and proto
and nF,M

e and nF,M
p are theF and M center concentrations

produced in irradiation by electrons or protons only, resp
tively.

These data lead to the following conclusions:
1! For fluxesF<1014 cm22 (t<330 s!, the concentra-

tion of F andM centers produced by protons is higher th
that created under electron irradiation. For largerF, the
quasi-stationary concentrationsnF and nM of these centers
are higher than those generated by 15-keV electrons
lower than those due to 100-keV electrons~curves1–3 in
Fig. 1a,b!;

2! The concentrations ofF and M centers produced in
consecutive irradiation with 15-keV electrons and proto
within the flux range studied are higher than those due
electrons or protons only~curves1,3,4 in Fig. 1a and 1b!;
3 © 1998 American Institute of Physics
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FIG. 1. Dependence of the concentration of~a! F centers and~b! M centers in KCl on irradiation time~flux! by ~1! 15-keV electrons,~2! 100-keV electrons,
~3! 100-keV protons,~4! consecutively by 15-keV electrons and 100-keV protons, and~5! consecutively by 100-keV electrons and 100-keV protons.
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~3! For fluxesF<1014 cm22, the sum of theF center
concentrations ((nF) produced separately by electrons~15
keV! and by protons is less than thenF observed under con
secutive irradiation first by electrons, and thereafter by p
tons of the same energy. As the flux increases,(nF becomes
larger than nF generated under consecutive irradiati
~curves1 and2 in Fig. 2a!;

~4! The sum of theM center concentrations ((nM) cre-
ated under separate irradiation by electrons and protons~15
keV! within theF range studied is larger than that produc
under consecutive irradiation~curves3 and4 in Fig. 2b!;

~5! The additivity coefficientA for F centers decrease
from 1.2 to 0.7 with the flux increasing from 1013 to 1015

cm22. For M centers,A,1 ~Table I!;
-

~6! In the case of consecutive irradiation by 100-ke
electrons and, after that, by protons the concentration oF
centers produced forF<1014 cm22 and that ofM centers
created forF,531014 cm22 are larger than those produce
only by electrons and only by protons~curves2,3,5 in Fig.
1a,b!. At the same time forF.531014 cm22 the values of
nF and nM practically coincide with those obtained und
irradiation with 100-keV electrons~curves2 and 5 in Fig.
1a,b!;

~7! The sums of the concentrations(nF and (nM cre-
ated only by electrons~100 keV! and only by protons are
initially, for F,(122)31014 cm22, smaller than theF and
M center concentrations produced under consecutive irra
tion by electrons and protons of the same energies, but
FIG. 2. Dependence of~a! the sum ofF center concentrations and~b! the sum ofM center concentrations in KCl on irradiation time~flux! by ~1! 15-keV
electrons and 100-keV protons,~3! 100-keV electrons and 100-keV protons, and ofF andM center concentrations under consecutive irradiation~2! by 15-keV
electrons and 100-keV protons and~4! by 100-keV electrons and 100-keV protons.
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TABLE I. Additivity coefficient A for combined irradiation of KCl crystals by electrons and protons.

Irradiation regime Centers

F, cm22

131013 331013 731013 131014 231014 431014 731014 131015

Electrons 15 keV F Centers 1.20 1.06 1.02 1.00 0.88 0.83 0.76 0.7
Protons 100 keV M Centers 0.70 0.80 0.84 0.82 0.79 0.70 0.67 •••

Electrons 100 keV F Centers ••• 1.34 1.12 0.98 .084 0.69 0.66 •••
Protons 100 keV M Centers ••• 1.60 1.25 1.12 1.10 0.80 0.72 •••
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come larger with increasingF ~curves3 and4 in Fig. 2a,b!;
~8! The additivity coefficient for theF and M centers

decreases with increasing flux and approaches one foF
5(122)31014 cm22 ~Table I!;

~9! M centers start to form already at low fluenc
(;1013 cm22), both under separate and consecutive irrad
tion by electrons and protons.

The above features in defect formation observed un
irradiation of KCl crystals both separately by electrons a
protons and consecutively, first by electrons, and therea
by protons, are apparently due to differences in the slowi
down parameters of these particles in solids. Table II p
sents the first two moments of the distributions of spec
energy losses,Rp andDRp , integrated energy losses for ion
ization, (dE/dx) i , and KCl atom displacement, (dE/dx)d ,
integrated cross sections for ionization,s i , and displace-
ment, sd , as well as integrated concentrations of ionize
Ni , and elastically displaced,Nd , atoms calculated taking
into account the average number of displacements
atomn.

s i was calculated from the expression

s i5~N0ZI !21~dE/dx! i , ~2!

whereN0 is the atomic concentration (3.231022 cm23), Z is
the effective atomic charge~18!, and I is the hydrogen ion-
ization potential.

As seen from Table II, the layer thicknessa (a5Rp

1DRp) in the case of irradiation by 100-keV protons pra
-

er
d
er
-
-

c

,

er

tically coincides with that for 15-keV electrons, while bein
considerably less than that for 100-keV electrons. The val
of s i and Ni calculated in different approximations for th
case of proton irradiation differ from one another by n
more than a factor three. These values exceed, howeve
two to three orders of magnitude the ones obtained for i
diation by 15- and 100-keV electrons.

The values ofsd and Nd for protons differ from one
another by about an order of magnitude and are less than
corresponding values for ionization by two to three orders
magnitude. It thus follows that the integrated energy los
of 100-keV protons in KCl are due primarily to ionization

Based on the data of Table II, our experimental resu
can be explained by assuming the existence of additio
recombination channels associated with surface local lev
as well as with defects which form in elastic displacement
atoms under proton irradiation. Surface recombination
most effective in the case of irradiation by 15-keV electro
and 100-keV protons, because the electronic excitations
the associated defects lie close to the surface. For this re
the F andM center concentrations observed in these con
tions are lower than those produced by 100-keV electron

For low proton fluxes, the defect concentration is co
paratively small, thus making surface recombination dom
nant. The concentration of electronic excitations in this c
is higher than that obtained under 15-keV electron irrad
tion, and this favors production ofF andM centers in higher
concentrations. The recombination rate via defects increa
n

TABLE II. Slowing-down parameters for KCl irradiation by electrons and protons.

Electrons Protons

Parameter 15 keV 100 keV 100 keV Method of calculatio

Rp , cm 2.831025 131023 1.431024 Refs. 6 and 7
DRp , cm 9.431025 331023 1.931025 Refs. 6 and 7
(dE/dx) i ,eV/cm 2.13107 4.63106 1.83109 Ref. 8
(dE/dx)d , eV/cm ••• ••• 2.43106 Refs. 6 and 7
s i , cm2 2.7310218 5.9310219 2.3310216 Ref. 8

5.8310216 By Lindhard1,2

2.1310216 By Firsov1,2

sd , cm2 ••• ••• 5.6310219 By Rutherford1,2

7.6310218 Refs. 6 and 7
Ni , cm23 8.83104F 1.93104F 6.73106F By Firsov1,2

1.93107F By Lindhard1,2

7.43106F Ref. 8
Nd , cm23 ••• ••• 6.23104F By Rutherford1,2

8.43105F Refs. 6 and 7
n 3.46 Ref. 9
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with increasing proton flux. However, if the electronic exc
tation level is high, theF and M center concentration wil
remain higher than that produced by 15-keV electrons.

The decrease of the additivity coefficientA with increas-
ing flux can be assigned to recombination-stimulated
struction of defects. In the case of nonradiative recombi
tion at defects, the released energy directly transforms
lattice vibrations. Localized initially near the recombinatio
center, this vibrational energy dissipates in the form
phonons. An increase in vibrational energy can result in
struction of the complexM centers, as well as in annihilatio
of vacancies and interstitials~destruction ofF centers!.

This mechanism should be more efficient for compara
thicknesses of the defected layers produced by 15-keV e
trons and 100-keV protons, and this is confirmed by the
periment.

The above results can be summed up as follows.
1! The concentration ofF andM centers produced unde

consecutive irradiation of KCl crystals by electrons and p
tons is not equal to the sum of the concentrations of th
centers when using electrons or protons only;

2! For F51310132(122)31014 cm22, the additivity
coefficientA for F andM centers~15- and 100-keV electron
-
-

to

f
-

e
c-
-

-
e

and 100-keV protons!, as well as forM centers~electrons
and protons of 100 keV!, exceeds one, while forF5(1
22)3101421015 cm22 it is less than one. ForM centers
~15-keV electrons and 100-keV protons!, A,1 within the
flux range studied.

The authors express their gratitude to M. I. Dvorets�
and E. V. Komarov for assistance in measurements, an
M. V. Belyakov for calculation of the absorption spectra.
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First-principles calculations of the electronic structure of fluorite-type crystals
„CaF2, BaF2, SrF2, and PbF 2… containing Frenkel defects. Analysis of optical
and transport properties
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The electronic structure of the alkali-earth fluorides CaF2, BaF2, SrF2, and PbF2 with Frenkel
defects is investigated in the tight-binding approximation by the LMTO method. The
defect formation and migration energies are calculated. The electronic structure and optical
excitations of aH center in a defective fluorite structure are examined. It is shown on the basis of
calculations of the binding energies that CaF2, BaF2, and SrF2 are ionic compounds, while
the chemical bond in PbF2 is partially covalent. Possible methods of displacement of interstitial
fluorine atoms that lead to the observed optical spectra of anH center are investigated.
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The fluorides of alkali-earth~AE! elements posses
anomalously high ionic conductivity1,2 and are promising op
tical materials for the vacuum ultraviolet range.

Anionic Frenkel defects~anti-Frenkel defects—AFDs!
—interstitial ions F2 and vacancies bound with them—pla
the dominant role in the formation of ionic transport in A
fluorides.3 It has also been established experimentally thaF,
Vk2 , andH centers are present in the fluorides CaF2, BaF2,
and SrF2 which have undergone special treatment.4–6 In in-
vestigations of ionic conductivity, theH center, whose struc
ture is close to that of the AFD structure, is of most intere
According to ESR and optical spectroscopy data,7 theH cen-
ter is a molecular ion F2

2 oriented along the@111# direction.
A series of investigations of ionic transport has be

conducted by classical molecular dynamics~MDs!.8,9 Spa-
tiotemporal modeling of ionic conductivity by MD was pe
formed in Ref. 10 for CaF2, in Ref. 11 for BaF2, in Ref. 12
for SrF2, and in Ref. 13 for PbF2. The classical MD method
permits calculating a variety of thermodynamic characte
tics of crystals. However, the applicability of the MD metho
is considerably limited by the need to fit empirical pair p
tentials for the interionic interaction, which presents subst
tial diffculties for compounds where the chemical bond h
partial covalent character.

In Refs. 14 and 15 the semiempirical methods of qu
tum chemistry were used to study the electronic structure
defects in alkali-metal and AE fluorides. These methods h
a number of well-known drawbacks which limit their acc
racy and sphere of application.

Systematic calculations of the electronic structure of
fluorides by nonempirical computational methods were in
ated in the 1970s,16–19 but there are no earlier attempts
calculate the electronic structure of defects in AE fluorides
the characteristics of ionic transport by nonempirical me
ods. An exception is Ref. 19, where calculations of the f
mation energy of defects in MgO were performed by a n
1821063-7834/98/40(11)/6/$15.00
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empirical Hartree–Fock method using the clus
approximation. We have made the first ab initio investigat
of the band structure of defective fluorides CaF2, BaF2, SrF2,
and PbF2 by the linear muffin-tin orbitals method~LMTO!.
In the present paper it is shown that this method perm
calculating in reasonable agreement with experiment the
ergy of formation and migration of Frenkel defects, to det
mine the reason for the different stability of cationic a
anionic sublattices, and to determine the possible atomic
placments that occur in an anti-Frenkel defect.

1. CRYSTAL STRUCTURE

The structure of fluorite consists of a superposition
two cubic sublattices formed by cations and anions~Fig. 1!.
Anions form a primitive cubic sublattice, while cations o
cupy positions at the centers of cubes formed by eight an
~i.e. they occupy locations only in half of all anionic cubes!,
forming a face-centered cubic sublattice. The fluorite u
cell consists of four formula units MF2, where M is a cation.
A face-centered cubic sublattice formed by empty positio
~interstices! can also be distinguished in the fluorite lattic
In our calculations, a so-called extrasphere—a pseudoa
with zero nuclear charge and a basis of self-consistent ato
orbitals—is placed in each interstice. This quite ‘‘loose
structure makes possible ionic transport in fluorite crysta
The lattice periods for CaF2, BaF2, SrF2, and PbF2 crystals
are, respectively, 5.45, 5.78, 6.18, and 5.93 Å.20

As a result of thermal excitations, some interstices
occupied in a disordered manner by cations~Frenkel defects
— FDs! or anions~anti-Frenkel defects!. At low tempera-
tures the concentration of Frenkel defects is low, but th
are experimental and theoretical indications that in the su
rionic phase the degree of occupation of interstices can re
0.3.3

At present there are no accurate nonempirical meth
for calculating the total electronic-nuclear energy of dis
7 © 1998 American Institute of Physics
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dered solids. To be able to use the band methods devel
for periodic crystals to calculate the electronic structure,
employed the supercell method. The 23232 rhombohedral
supercell~Fig. 1! which we employed is obtained by doub
translation along primitive vectors. Thus, the atomic base
the present calculations have the form M8F16E8, where M5
Ca, Sr, Ba, and Pb, while E is an extrasphere. An AFD
such a cell is obtained by transferring a fluorine ion into
neighboring interstice; in so doing, a vacancy is formed
the anionic sublattice. The dimensions of the supercell m
it possible to place an interstitial fluorine ion in the first
second coordination sphere relative to the lattice vacanc

In our calculations the Frenkel defects are separated
distance of at least two primitive-translation vectors. W
shall present below data showing that the interaction
tween defects at such distances can be taken as negli
small, at least for the structure of single-electron states,
the defects can be assumed to be isolated from one ano

2. COMPUTATIONAL METHOD

The calculations of the electronic band structure
CaF2, BaF2, SrF2, and PbF2 were performed by the linea
muffin-tin orbitals method in the tight-binding approxim
tion ~LMTO–TB!, the mathematical principles of which ar
expounded in Ref. 21. The computational method as a wh

FIG. 1. Fragment of the crystal structure of fluorite~a! and a 23232
supercell used in the LMTO calculations~b!.
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corresponds to that described in Ref. 22, so that we s
only describe the computational details that permit choic

The set of atomic orbitals~AOs! which are employed for
constructing the Bloch functions of the crystal included t
valencens-AOs of the Ca, Sr, and Ba atoms,n54, 5, 6; the
np and (n21)d AOs of Ca, Sr, and Ba were not included
the basis of Bloch functions and were included in the co
struction of the Hamiltonian matrices by down-folding,23

based on the Lo¨wdin perturbation theory.24 The s states of
the extra spheres were also included in the atomic ba
while thep andd states of the extraspheres were taken i
account only as part of the down-folding procedure. Thes
6p, and 5d AOs of the lead atoms were included in th
atomic basis. The 2p AOs from the fluorine atoms were
included in the basis, while the 2s and 3d orbitals of fluorine
were taken into account of the basis of the down-foldi
model.

The calculations were performed for 64k vectors per
Brillouin zone ~eight k vectors for its irreducible part!. The
radii of the atomic spheres were determined by an autom
procedure described in Ref. 22, from the condition that th
spheres fill the volume of a defect-free crystal. The valu
obtained by this procedure for the radii of AE atoms a
extra spheres differ by 5–15%, while the radii of the ex
spheres and fluorine atoms differ by 37–41%. The corr
choice of the radii of the extraspheres and the real ato
which change places, forming an AFD, plays an import
role in obtaining results of adequate accuracy for the de
formation energy. We assumed that a real atom occupy
the position of an extra sphere acquires its radius and, c
versely, the radii of the atoms and the extra spheres tha
not participate in defect formation remain unchanged. It
known that in the LMTO method the errors due to overla
ping of atomic spheres grow as the cube of t
overlapping.25 Since in our work the differences of the tot
energy of an ideal crystal and a crystal with a defect
analyzed, the indicated scheme for calculating the ato
radii makes it possible to reduce the error to a minimu
Other methods of determining the atomic radii for cryst
with defects give defect formation energies which are two
three times higher than the values presented below.

3. ELECTRONIC BAND STRUCTURE OF IDEAL AE
FLUORIDES AND CRYSTALS WITH DEFECTS. STRUCTURE
OF H CENTERS IN AE FLUORIDES AND THEIR
OPTICAL SPECTRA

Calculations of the band structure of ideal CaF2, SrF2,
and BaF2 crystals show that the 2p states of fluorine form
the valence band and thes states of the cation form the
conduction band. In the case of a PbF2 crystal the valence-
band bottom consists of the 2p orbitals of fluorine, while the
6p AOs of lead correspond to the conduction band. T
typical total density of states for CaF2 for the present calcu-
lations is displayed in Fig. 2. The total densities of states
the other fluorides differ mainly by the band gap (Eg), which
is compared in Table I with the experimental data of Re
26–28. One can see that the calculations to decrease the
gap from CaF2 to SrF2 and then increase to BaF2. A PbF2

crystal is characterized by a small band gap. The compu



a
a

a
ca
it
iti
d
ti
e

s
n-

s
f
in
r
o

o

e

s,
of

n-
va-
at
pti-
ring

the
e
to

in-
ne

re-
ttice
an
tra
is
the
d a
f

e-
al
oth
l
en
is-

u-
es
by
f
v-
of

ing
he
the

d to

1829Phys. Solid State 40 (11), November 1998 V. P. Zhukov and V. M. Za nullina
values of the band gap are lower than the experimental d
This is a systematic error of electron-density-function
methods.

When FDs and AFDs appear, the calculations show
appreciable narrowing of the band gap. On this basis it
be expected that as temperature increases, especially w
sharp increase in defect density near the superionic trans
temperature, the energy of the fundamental absorption e
should decrease. However, an intense excitonic absorp
peak is superposed on the fundamental absorption edg
fluorides.28 Moreover, the AFD density in AE fluorides i
low, which makes it difficult to check this result experime
tally.

One can see from Fig. 2 that the appearance of AFD
an AE fluoride crystal also results in the appearance o
peak ~to which an interstitial fluorine ion makes the ma
contribution! in the density of states in the band gap. Inte
estingly, the width of this peak is very small and does n
exceed the step size, 0.005 Ry5 0.068 eV, used in our
calculations to construct the histogram of the density
states. The very weak dispersion with respect to thek vector
of the states of this peak shows that the interaction betw
anti-Frenkel defects in amounts of one per 32-atom cell~the
degree of filling of interstices by defects is 0.125! leads to
very small errors in analyzing the electronic excitations.

FIG. 2. Total density of states for an ideal CaF2 crystal ~a! and a crystal
with an anti-Frenkel defect~b!.

TABLE I. Band gapEg in CaF2, SrF2, BaF2, and PbF2 crystals.

Eg , eV

Crystal Exp. Theory

CaF2 12.10 6.11
SrF2 11.25 6.02
BaF2 10.57 6.37
PbF2 3.00 3.64
ta.
l
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Although the AFDs are high-temperature formation
numerous investigations have shown that stabilization
AFD-like defects is possible. Thus, in Ref. 29 impurity ce
ters were stabilized by doping rare-earth elements with tri
lent ions, followed by x-ray irradiation. It was shown th
impurity centers have ESR spectra and quasimolecular o
cal spectra. These spectra were interpreted by compa
with the results of Hartree–Fock calculations of the F2

2 ion.
However, this approach, which neglects the interaction of
ion with its surroundings, is limited. Specifically, the fin
structure of optical spectra is ignored; it is impossible
determine the type of atoms~site or interstitial! on which the
unpaired electron is localized; and, the orientation of the
terstitial ion relative to the vacancy bound to it in the fluori
sublattice cannot be determined.

It follows from the fact that only one ‘‘impurity’’ level is
observed when an interstitial fluorine ion is localized p
cisely at the center of the cube of the nearest-neighbor la
fluorine ions that displacements of interstitial ions play
important role in the formation of the quasimolecular spec
of a H center. One can see from Fig. 3 that if an axis
drawn from the center of the above-mentioned cube in
direction of the interstitial vacancy, then it can be assume
priori that a molecular ion F2

2 can form by a displacement o
an interstitial fluorine ion both along the axis~axial displace-
ment a) and perpendicular to the axis~tangential displace-
ment t). Calculations performed for a set of such displac
ments in CaF2 show that the impurity level splits into sever
quasimolecular levels even for small displacements of b
types. The optimal~for agreement with optical experimenta
data! values of the electron transition energies betwe
quasimolecular levels are obtained with a tangential d
placementt50.1 from the F–F axis in an ideal cube. Ne
tron diffraction investigations of powder fluoride sampl
confirm the displacement of an interstitial fluorine atom
0.07a (a — lattice period! from the position at the center o
the cube.3 The position of the computed quasimolecular le
els with such a displacement is shown in Fig. 4. The types
symmetry of the levels here were obtained by construct
charts of the spatial distribution of the wave functions for t
center of the Brillouin zone. One can see that the order of

FIG. 3. Possible displacements of an interstitial fluorine atom which lea
the formation of a molecular ion F2

2 : a — axial, t — tangential.
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levels with increasing energy corresponds to that obtai
for the F2

2 ion without exact calculations and taking accou
of only the spatial orientation of the lobes of the 2p valence
orbitals of the fluorine atoms~Fig. 5!.

The construction of the total density of states for a p
of fluorine atoms, forming anH center, in the low-energy
range shows~Fig. 4b! that an interaction of a F2

2 ion with the
crystal environment results in splitting of thepg level into
two levelspg8 and pg9 , symmetric and antisymmetric with
respect to a plane passing through the axially-displaced fl
rine ion and the nearest site atoms, marked by asterisk
Fig. 3. At the same time the splitting of the high-energy le
pu is very small.

The computed excitation energies are presented in T
II together with the types of transitions that follow from o
calculations and from the experimental work in Ref. 2
Comparing them shows that the identification of the lo

FIG. 4. Total density of states for a CaF2 crystal with AFDs with displace-
ment of an interstitial fluorine atom byt50.1 ~a! and the sum of the den
sities of states for the fluorine atoms in a F2

2 molecule~b!.

FIG. 5. Qualitative scheme leading to the formation of the energy level
a F2

2 molecule.
d
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energy excitation 1.65 eV, made in Ref. 29 on the basis
the molecular Hartree–Fock calculations, is wrong. T
work in Ref. 9 also has the drawback that the splitting of t
pg level is ignored, which results in a not entirely corre
interpretation of the high-energy excitation at 3.87 eV. At t
same time, the optical spectra presented in Ref. 29 cle
show the complicated character of the high-energy exc
tion.

Comparing with the experimental data the energies
the optical excitations with a variable axial displacement
the interstitial atoms also makes it possible to estimate
probability of the presence of such displacements. Spe
cally, as the axial displacementa increases from 0 to 0.2, th
energy of the low-energy excitation remains too low, eq
to 1.36 eV ata50.2. However, ata50.2 the computed
energy of the next excitation~4.15 eV! is now higher than
the experimental values. Therefore the good agreement
experiment that obtains for tangential displacement can
be obtained by varying the axial displacement. An additio
argument in favor of tangential displacement is that for
values of the axial displacements the total energy of a su
cell is appreciably higher than in the case of tangential d
placements~for a50.2 by 2.08 eV!.

According to the experimental data and their interpre
tion of the basis of Hartree–Fock calculations, the interm
lecular levelsu , to which electrons are transferred in optic
excitations, is occupied in the normal state by an unpai
electron, which gives rise to an ESR spectrum~the second
electron is captured by the rare-earth dopant atom!. Accord-
ing to the data of Ref. 7, the unpaired electron is delocali
between a pair of fluorine atoms, forming aH center, in the
ratio 6:4. Our calculations show that the contributions
interstitial and site fluorine ions to the maximum of the ele
tronic density of states in the range of the peaksu are 698
and 407 Ry21, respectively, i.e. the calculations show del
calization of the unpaired electron between the atoms ofH
center in a ratio close to 6:4 in favor of the interstitial flu
rine ion.

4. CHEMICAL BOND AND CHARACTERISTICS OF THE
IONIC CONDUCTIVITY IN AE FLUORIDES

One of the predominant views concerning the mec
nism of ionic conduction in AE fluorides is that cation
sublattice is more stable than the anionic sublattice, wh
‘‘melts’’ at high temperatures, giving rise to ionic condu
tion. Simulation of ionic conduction by classical molecul
dynamics completely confirms this view.8–13 However, the
reason why the cationic sublattice is more stable rema
f

TABLE II. Optical excitation energies for anH center in CaF2 according to
LMTO calculations.

Computed Type Experimental Identification of
excitation of excitation excitation according to
energy, eV transition energy,29 eV Ref. 29

1.77 pu→su 1.65 pg→su

3.34, 3.20 pg→su 3.87 sg→su

3.78 pg→su
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unclear. Specifically, their arises the question of whethe
not there exists a chemical bond inside the cationic sub
tice.

We checked the validity of such assumptions by estim
ing the strength of the chemical bond. More accurately,
estimated its covalent component in the binding ener
which is determined for a pair of atomsR andR8 as

URR85EEF
d« (

lmPR
(

l 8m8PR8
HRlm,R8 l 8m8DRlm,R8 l 8m8~«!.

HereHRlm,R8 l 8m8 are the matrix elements of the Hami
tonian, andDRlm,R8 l 8m8 are the density matrix elements. O
bitals with quantum numbersl and m belong to atomR,
while orbitals with quantum numbersl 8m8 belong to the
atom R8. The integration extends over the entire ener
range of the valence states, up to the Fermi level. Previou
similar calculations were used to investigate the chem
bond in refractory transition-metal compounds.30

As an example, we shall present typical results for Sr2.
Here the energy of the chemical bond for the Sr–Sr pair
atoms is20.037 eV, while the energy of Sr–F is20.028
eV. The very low values of these energies ascompared
their coupling energy or thermal atomization energy sh
that the chemical bond Sr–F is almost purely ionic, while
Sr–Sr bond is essentially absent. PbF2 is an exception. While
the Pb–Pb bond is negligible, the covalent component of
Pb–F bond is20.58 eV.

Thus, the calculations show that the higher stability
the cationic sublattice in AE fluorides cannot be explained
the presence of any chemical bond in this sublattice, i.e.
stability of the crystals as a whole is determined by the e
trostatic interaction between the sublattices. Nonetheless
calculations show that the sublattices differ greatly with
spect to the formation of Frenkel defects with their parti
pation.

In Table III we compare with experimental data o
computed values of the FD energy~transfer of a cation into
an interstice! and the AFD energy~transfer of an anion!.
There is a large variance in the experimental values of
AFD formation energies. The computed values are syst
atically higher than the experimental values by a factor
1.5–2, but they correctly reproduce the fact that the A
formation energy decreases from Ca to Ba. The FD form
tion energies are approximately two times higher than
AFD formation energies. The experimental value, availa

TABLE III. Formation and migration energies of defects in CaF2, SrF2,
BaF2, and PbF2 crystals.

CaF2 SrF2 BaF2 PbF2

AFD energy, Theory 4.37 3.57 2.55 2.58
eV Exp. 2.223.1 1.722.3 1.621.9 1.1

FD energy, Theory 9.47 8.56 4.40 9.79
eV Exp. 6.0 ••• ••• •••

Migration Theory 0.84 0.66 0.45 0.37
energy, eV Exp. 0.52 0.47 0.58 0.2320.33
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only for CaF2 ~6.0 eV31!, also confirms that the probability o
FD formation is low compared with that of AFD formation

The somewhat large size of the supercell employed
the calculations also makes it possible to estimate the po
tial barriers for migration of anions in AE fluorides. Th
lattice vacancy formed with the transition of a fluorine ion
an interstitial position could be located in the first or seco
coordination sphere with respect to an interstitial atom
distances of 2.72 and 4.72 Å, respectively, for the case
CaF2. According to calculations, for all crystals studied, th
total crystal energy with the vacancy in the second coordi
tion sphere is higher than the energy with the vacancy in
first coordination sphere.

Since the transfer of a vacancy from the first to the s
ond coordination sphere is equivalent to the opposite mo
of fluorine ions, the potential barriers at the first step of m
gration of fluorine ions can be estimated as the difference
the total energies for the two indicated variants of the relat
arrangement of an interstitial ion and the corresponding
cancy. The potential barriers estimated in this manner
presented in Table III. The experimental values of the mig
tion energy are most often obtained from measurement
the ionic conductivity.31 In so doing, two possible ion-
conduction mechanisms are distinguished: motion of vac
cies formed with the appearance of AFD and motion of
terstitial ions. The results of both analysis of th
experimental data and molecular-dynamic simulation32,33

show that the first ion-conduction mechanism, characteri
by lower migration energies, dominates. The experimen
values of the vacancy migration energy33 are also presented
in Table III. Just as our calculations, experiments show t
the migration energy decreases from CaF2 to SrF2 and PbF2.
A discrepancy exists only for BaF2: The experimental value
of the migration energy is too high.

We note that the discrepancy between our computatio
characteristics and their experimental analogs is on
whole systematic: The formation energies of defects and
migration energies are typically too high by a factor of 1.3
1.6. This casts doubt on the reliability of the experimen
value of the migration energy in BaF2.

The data obtained correspond to ionic conductivity
creasing from CaF2 to SrF2 and BaF2 in a wide temperature
interval.31 The lowest computed value of the migration e
ergy corresponds to the highest ionic conductivity, obser
for PbF2.33

In summary, the following results have been obtained
this work: 1! The electronic structure of CaF2, SrF2, BaF2,
and PbF2 crystals with Frenkel defects was calculated for t
first time by a nonempirical method; 2! it was shown that the
chemical bond in the compounds CaF2, SrF2, and BaF2 is
ionic, covalence effects are important only for PbF2, and
there are no bonds between the AE atoms; 3! the formation
and migration energies of defects have been calculated
the first time by a nonempirical method, and AFD formati
occurs preferentially in the series of compounds investiga
4! the preferred direction of displacement of an interstit
fluorine ion accompanying the formation ofH centers was
determined and it was found that localization of an unpai
electron on an interstitial fluorine ion in anH center pre-
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dominates; and, 5! the errors made in identifying bands
the optical spectra ofH centers on the basis of molecul
Hartree–Fock calculations were exposed.

The results obtained indicate that investigations of
properties of defects in ionic crystals and characteristics
ionic conduction by electronic density functional methods
combination with the supercell method hold promise. O
reason that the values of the AFD formation energies are
high is that in our work the interaction between AFDs w
neglected. It is assumed that this interaction, which likew
can be analyzed on the basis of our approach, at high t
peratures lowers the AFD formation energy, which u
mately results in a transition to the superionic state. It
known, for example, that lead fluoride undergoes a transi
to a superionic state starting at 500 K, while the phase tr
sition temperature of other fluorides is about 1200 K. For t
reason, a higher concentration of anti-Frenkel defects ca
expected for PbF2 at the temperatures at which the condu
tivity is estimated, and for this reason the formation ene
of defects should be larger because of the interaction
tween defects. This can explain why our computed value
the FD formation energy is too high. It is also necessary
take account of the fact that the interstitial ions can occu
not only interstices with octahedral symmetry but also po
tions in directions with three- and two-fold symmetry.7 On
the other hand, the too high values of the computed de
formation energies and migration energies can be expla
in part by the fact that the nonspherical components of
potential inside the atomic spheres and the relaxations
ions in the first coordination sphere of an interstitial ato
were neglected. This is impossible in the LMTO method
the tight-binding basis, which is not intended for calculati
interatomic forces. But it is entirely possible to take acco
of these effects in more laborious methods, for example
the total-potential LMTO34 or LAPW methods.35 The main
advantage of nonempirical approaches over molecular st
or dynamics methods36 is that there is no need to fit empir
cal parameters, which makes it much more difficult to u
semiempirical methods for systems with a partially coval
or metallic chemical bond.
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Effect of Mo 31 ions on Nd 31 spin-lattice relaxation in Y 3Al5O12
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The content of Mo31 ions in YAG:Nd garnet samples prepared by different technologies has
been studied, and the spin-lattice relaxation rate of these ions at temperatures of 4–5 K
measured. It is concluded is drawn that Mo31 ions can play the part of rapidly relaxing centers
mediating the Nd31 spin-lattice relaxation at liquid-helium temperatures. This may account
for a number of features in the spin-lattice relaxation of rare-earth ions in garnets, observed earlier
at low temperatures. ©1998 American Institute of Physics.@S1063-7834~98!01311-2#
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Nd31-doped YAG (Y3Al5O12) crystals find broad appli-
cation in quantum electronics.1 These crystals were studie
in considerable detail by various techniques, including E
and electron spin-lattice relaxation~SLR!.2–5

Relaxation occurring at liquid-helium temperatures w
found to exhibit a number of features. The relaxation r
was reported to depend nonlinearly on temperature, and
monotonically on Nd31 concentration.3 The relaxation rates
measured in samples grown in different ways were obser
to differ noticeably even at nominally equal Nd31 concen-
trations.4,5 This permits a conclusion that the9anomalous9
behavior of relaxation at low temperatures is due to cry
defects which may not be directly associated with the Nd31

impurity ions themselves. Such active defects may be lo
ized vibrations, two-level systems, and foreign ions pres
in the crystal.

In some technologies, crystals are grown in molybden
crucibles,3 which enables incorporation of molybdenum io
into the crystal matrix. A comprehensive study of the EP
spectrum of Mo31 ions in YAG revealed that molybdenum
substitutes for aluminum in the octahedral position, and t
the lowest levels of Mo31 are two doublets with an initia
splitting of 8 – 10 cm21.6 It thus appears reasonable to a
sume that at least some of the features in the SLR of N31

ions in garnets are being affected by Mo31 ions. The presen
work was aimed at testing this hypothesis. With this purp
in mind, we studied the Mo31 content in various YAG:Nd
samples, as well as measured the SLR time of these ion
helium temperatures and made simple theoretical estima

1. EXPERIMENTAL RESULTS

We continued our investigation of YAG:Nd31 crystals
grown by different methods, namely,A and A8 were
YAG:1 at.%Nd31 samples grown by horizontal directe
crystallization~HDC!, and theB sample~YAG:1 at.%Nd31)
was pulled by the Czochralski method. Besides the ab
samples ~used in our earlier spin-lattice relaxation tim
measurements4,5!, we studied also HDC-grownA9 samples
~YAG:0.1 at.%Nd31). EPR and spin-lattice relaxation me
surements were performed on an IRE´ S-1003 spectrometer
1831063-7834/98/40(11)/3/$15.00
R

s
e
n-

d

l

l-
nt

at

-

e

at
s.

e

relaxometer at a frequency;9.25 GHz. The temperatur
was varied within the 4–50 K interval. We also present t
results of our measurements on sampleA carried out within
the 1.5–10 K interval on a custom-built relaxometer, whi
likewise operated at;9.25 GHz.

The actual Nd31 concentration in sampleA9 was found
to be substantially lower than 0.1 at.%. The Nd31 EPR in-
tensity of this sample was low enough to permit observat
of the EPR spectrum of foreign impurities. The characte
tics of this spectrum~the g factors, the number of magnet
cally inequivalent centers, hyperfine structure! argued unam-
biguously for the presence in crystalA9 of a Mo31 impurity.
The effective g factors of the lowest Mo31 doublet are
gi51.967,g'53.91.6 The principal value ofgi corresponds
to theC3 axis of the nearest neighbors. We may recall th
the Nd31 SLR measurements reported in Refs. 4,5 w
made in the Hi@100# orientation. The resonant magnet
fields for the Nd31 ion measured at 9.25 GHz in thi
orientation areH51685 Oe~twofold-degenerate line! and
H54480 Oe ~fourfold-degenerate line!. The Mo31 EPR
spectrum taken in this orientation consists of one fourfo
degenerate line in a magnetic fieldH51950 Oe.

The Mo31 concentration in sampleA9 was found to be
1.231017 cm23, or ;0.0013% of octahedral Al31 ions. The
concentrations were obtained by comparing the intensity
the Mo31 EPR spectrum with that of a reference sample w
a known paramagnetic-center concentration.

We needed data on foreign impurities in samplesA, A8,
and B containing 1 at.% Nd31, whose EPR spectrum is s
strong as to mask the presence of small amounts of o
impurities. Therefore the search for foreign impurity cente
in these samples was done atT;40250 K, where the EPR
spectrum of Nd31 is not observed because of the fast SLR
these ions. The results obtained are as follows. In sampleA
and A8, the Mo31 EPR spectrum is observed. The Mo31

concentration in sampleA is ;2.231017 cm23, or
;0.002% of the Al31 ions. In sampleA8, the Mo31 con-
centration is somewhat higher than that inA. No Mo31 ions
~or other impurities! were found in sampleB.

It is in the Mo31-containing samplesA andA8 that one
3 © 1998 American Institute of Physics
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observes a faster spin-lattice relaxation of Nd31 ions which
depends anomalously on temperature, while sampleB did
not exhibit any anomalies. It appears natural to assume
the anomalies are caused by cross relaxation via the M31

ions. For this to occur, the SLR rate of Mo31 ions should be
high enough. Because information on the SLR of Mo31 ions
in YAG is lacking, we made an attempt at performing su
measurements. The timeT1 was measured by the pulse
saturation technique. We took for this purpose sampleA9,
which did not contain Nd31 ions. Because the Mo31 concen-
tration was low, the YAG crystal chosen had a large enou
volume (;100 mm3). The resonator design permitted EP
~and relaxation! measurements of such a large sample o
for one fixed orientation of the external magnetic field in t
horizontal plane.

The timesT1 of Mo31 ions turned out to be very sho
(T1;3031026 s at T;4.2 K). The measurements, whic
are presented in Fig. 1, were carried out within a narr
temperature interval of 4–5 K, because the IRE´ S-1003 set-up
does not permit studies forT,4 K, while for T.5 K the
Mo31 timesT1 turned out to be shorter than 1025 s and also
could not be measured. In the presence of an excited dou
with energy;10 cm21, relaxation of the Mo31 ion in this
temperature interval should occur in a process of the typ
resonant fluorescence. It appears reasonable, therefore,
scribe the temperature behavior of the relaxation rate by
exponential. The experimental data presented in Fig. 1
fitted well by the relation

T1
2151.13106 exp~21031.44/T! . ~1!

2. DISCUSSION OF RESULTS

The effect of cross relaxation on SLR was considered
detail, for example, in Refs. 3,7–9. As follows from the
studies, the recovery ofa spin magnetization to the equilib
rium level via cross relaxation through theb spins is de-

FIG. 1. Spin-lattice relaxation of Mo31 ions in Y3Al5O12 single crystals.
The straight line is a plot of Eq.~1!.
at
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scribed by a sum of two exponentials with two time para
eters. Assuming theb spin concentration to be small (Na

@Nb), these parameters are

l2>T1a
211

T12
21~T1b

212T1a
21!

T12
211T1b

212T1a
21

Nb

Na
, ~2!

l1>T1b
211T12

21 . ~3!

Here T1a
21 is the relaxation rate of thea spins under study,

T1b
21 is that ofb spins, andT12

21 is the cross-relaxation rate
In experiments one measures, as a rule, the9long9 relax-

ation time corresponding to the ratel2 .
We used Eq.~2! to calculate the temperature dependen

of the Nd31 relaxation rate in the YAG sampleA, for which
the measurements ofT1 were made within a broader tem
perature range, and where the relaxation follows an ano
lous pattern. We identified the9true9 relaxation rateT1a

21 of
Nd31 ions in YAG with the relaxation in sampleB ~where
no Mo31 impurity was detected!, which can be described b
the relation@see Eq.~6! in Ref. 4#

T1a
2151.5T13.131011exp~212831.44/T! . ~4!

The relaxation rate of rapidly relaxing centers,T1b
21 , is de-

termined by that of the Mo31 ions and given by Eq.~1!.
The cross-relaxation rateT12

21 is estimated as the width
of the resonant line ofa spins multiplied by the overlap
function f (va2vb).7 Assuming f to be a Lorentzian~cf.
Ref. 9! for a Nd31 concentration of 1 at.%, we obtainT12

21

;105 s21 for the largest possible separation between
Mo31 and Nd31 resonant lines ~the Nd31 fourfold-
degenerate line for HiC4). Thus at low temperatures one ca
use the approximationT12

21>T1b
21@T1a

21 , with

l2>T1a
211T1b

21 Nb

Na
. ~5!

FIG. 2. Spin-lattice relaxation of Nd31 and Mo31 ions in Y3Al5O12 single
crystals.1 — Nd31, sampleA; 2 — Nd31, sampleA8; 3 — Nd31, sample
B; 4 — Mo31, sampleA9. Solid lines I–III are plots of Eqs.~1!, ~6!, and
~4!, respectively. Dashed line is a plot of Eq.~7!.
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The Nd31 ion concentrationNa was taken equal to
1.431020 cm23, which is 1 at.% of Y31 ions in the crystal.
Nb;2.231017 cm23 is the Mo31 concentration in sample
A. This yields the following expression for the9anomalous9
spin-lattice relaxation of Nd31 ions in sampleA occurring by
way of cross-relaxation via Mo31 ions:

T1
2151.5T13.131011exp~212831.44/T!

11.733103 exp~21031.44/T! . ~6!

Figure 2 shows experimental data on the SLR of Nd31

ions ~for the fourfold-degenerate line! in YAG samplesB,
A, andA8, and of Mo31 ions in YAG sampleA9, as well as
their fitting with Eqs.~4!, ~6!, and~1!.

We readily see that Eq.~6! describes fairly well the SLR
of Nd31 ions in samplesA, which argues for the anomal
being due to cross-relaxation via the rapidly relaxing Mo31

centers. One can achieve a practically perfect fit to the
perimental data by taking the quantitiesT12

21 , the Mo31

excited-doublet energyD, and the relative ion concentratio
Nb /Na as fitting parameters. The dashed line in Fig. 2 i
plot of the fitting relation
x-

a

T1
2150.64T13.131011exp~212831.44/T!

11.73104 exp~21631.44/T! . ~7!

The authors express their gratitude to G. A. Ermak
E. V. Antonov, and G. A. Denisenko for providing the sing
crystals, and to R. Yu. Abdulsabirov and M. R. Gafurov f
assistance in measurements.
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Optical spectra of octahedral cubic and trigonal Yb 31 impurity centers
in KMgF 3 and KZnF 3 crystals
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Groups of lines corresponding to octahedral cubic and trigonal impurity centers have been
isolated in complex many-center luminescence and excitation spectra of Yb31-doped KMgF3 and
KZnF3 crystals. The crystal-field potentials derived from the spectra are in good agreement
with those of similar centers in CsCaF3:Yb31 crystal studied earlier. ©1998 American Institute
of Physics.@S1063-7834~98!01411-7#
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1. Luminescence spectra of the impurity centers of cu
and trigonal symmetry produced by incorporating Yb31 ions
in the octahedral positions of the doubly charged cations
KMgF3 and KZnF3 were first studied in Ref. 1. The crysta
field parameters were derived in Ref. 1 from the experim
tal 2F5/2, 2F7/2 Stark multiplets andg factors of the lowest
Yb31 Kramers doublets. Our EPR and optical-spectrosc
studies2 of similar impurity centers in the somewhat loos
but cubic crystal CsCaF3, combined with their interpretation
within crystal-field theory,3 revealed that the crystal-field po
tential of this compound differs substantially from those
ported in Ref. 1. Some of the crystal-field parameters co
cide neither in sign nor in magnitude, and these differen
cannot be assigned to the lattice constant changes involve
the transition from the KMgF3 and KZnF3 matrices to
CsCaF3.

We also noticed that the experimental energy-le
schemes presented in Ref. 1 are not complete, indeed,
do not contain the upper Stark levels of the excited-s
2F5/2 multiplets of Yb31 ions. Besides, the assignment of t
cubic impurity-center lines is wrong. In particular, one of t
lines observed at liquid-nitrogen temperature was assigne
a transition from an excited level of the2F5/2 multiplet
~which is distant from the lowest level of this multiplet b
approximately 1000 cm21) to a level of the2F7/2 ground-
state multiplet. Obviously enough, such a transition is har
likely to occur at nitrogen temperature.

This stimulated us to carry out a more comprehens
study of the luminescence and excitation spectra of octa
dral cubic and trigonal Yb31 impurity centers in KMgF3 and
KZnF3 crystals using modern experimental and theoret
methods of analysis of many-center spectra. This study
produced a more complete experimental information co
pared to Ref. 1, and it was subsequently employed to de
mine for both impurity centers their crystal-field paramete
which agree with those of similar centers in the CsCa3

crystal.
2. Optical spectra were measured with a spectrom

described elsewhere.2,4 Because Yb31 ions allow only reso-
nant excitation, the luminescence and excitation spectra w
1831063-7834/98/40(11)/6/$15.00
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obtained by the gating technique. The separation of spec
lines according to the types of impurity centers was achie
by the phase modulation method.4

Figures 1a and 2a display, respectively, the complex
minescence spectra observed in KMgF3 and KZnF3 crystals
in the near IR region at liquid-nitrogen and helium tempe
tures. These spectra are similar to the luminescence sp
of cubic (aI type! and trigonal (aII type! impurity centers in
the isostructural matrix CsCaF3.2 The phase modulation
technique made possible separation of the spectral lines
lating to cubic~Figs. 1d and 2d! and trigonal~Figs. 1c and
2c! impurity centers. This permitted us to construct empiric
schemes of the Stark ground-state multiplet2F7/2 of the im-
purity centers under study, and to assign the observed s
tral lines to transitions from the lowest state of the excite
state2F5/2 multiplet to the corresponding levels of the2F7/2

multiplet ~see insets to Fig. 1c,d!. As seen from this assign
ment, the lowering of the point-group symmetry toC3v in-
volved in going from a cubic to a trigonal impurity cente
brings about an insignificant line splitting for the cubic im
purity center. For instance, line1 splits into lines6 and10,
line 2 into lines7, 8, 11, 12, and line3 into lines9 and13
~Figs. 1 and 2!. This experimental observation allows th
following conclusions. First, the trigonal distortion of th
cubic crystal-field potential involved in going from anaI to
aII impurity center is insignificant. This conclusion is sup
ported also by the weak anisotropy of theg factors.1,5 Sec-
ond, the luminescing level and the first excited Stark leve
the ground-state multiplet2F7/2 of Yb31 cubic-impurity cen-
ters are quartets.

The luminescence spectra~Figs. 1 and 2! have permitted
construction of the complete energy-level scheme only
the ground-state multiplets of the impurity centers und
study. Determination of the structure of the excited-st
multiplets of these centers would require the knowledge
the absorption spectra of these crystals. We did not, h
ever, succeed in measuring the corresponding absorp
spectra because of the low concentration of the Yb31 impu-
rity ions. We used, therefore, the excitation spectra of
crystals in which, in contrast to the absorption spectra
6 © 1998 American Institute of Physics
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FIG. 1. ~a, b! Luminescence spectra of KMgF3:Yb31; ~c, d! spectral lines of predominantly octahedral trigonal and cubic Yb31 impurity centers, respectively
isolated by phase modulation. Here and subsequently, the line number refers to the number of the transition between the energy levels to which
assigned. Asterisk identifies the lines interpreted in Ref. 1 as belonging to the octahedral cubic impurity center.
c
a

io
ri ul-
was found possible to isolate by the phase modulation te
nique the spectral lines belonging to the octahedral cubic
trigonal Yb31 impurity centers~Figs. 3 and 4!.

We were able to determine the absorption and emiss
transitions connecting the same energy levels of the impu
h-
nd

n
ty

centers from a comparison of the luminescence spectra~Figs.
1 and 2! with excitation spectra~Figs. 3 and 4!. For the cubic
center, these are lines3, and for the trigonal one, lines9 and
13 ~Figs. 1–4!. Spectral line5 ~Figs. 3a and 4a! is radiated in
the transition from the ground state of the excited-state m
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FIG. 2. ~a, b! Luminescence spectra o
KZnF3:Yb31; ~c, d! spectral lines of pre-
dominantly octahedral trigonal and cubi
Yb31 impurity centers, respectively, iso
lated by phase modulation.
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tiplet 2F5/2 of the cubic Yb31 impurity center, and line14, in
that of the trigonal center~Figs. 3b and 4b!.

The experimental level energies and theg factors mea-
sured in Refs. 1 and 5 are listed in Table I.

3. To assign the experimental optical and EPR spe
produced by transitions between the states of the2F term of
ra

4 f 13 configuration, an energy matrix including spin-orb
coupling of the Yb31 ion and its interaction with the crysta
and external magnetic fields was constructed. The crys
field potentials were constructed in the standard way thro
Vk

q harmonic polynomials.6 The Cartesian coordinates of th
4 f hole in cubic impurity centers were reckoned from t
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FIG. 3. ~a! Excitation spectra of KMgF3:
Yb31; ~b! spectral lines of predomi-
nantly octahedral trigonal Yb31 impurity
centers isolated by phase modulation.
u
th
lie

in
e

at
n
n
t

b
a

ne
in

hi
e

F

r

d in

ic
in
he
e

t-
or

ers

ters
en-
cubic axes of the crystal. For trigonal centers, thez axis of
the frame was aligned with the symmetry axis of the imp
rity center, and the other two were oriented so that one of
ligands in the nearest-neighbor octahedral environment
within the 2xz quadrant in thezx plane.

The parameters of the crystal-field potential and sp
orbit interactionj were obtained from the best fit to th
experimental energy-level diagrams andg factors by the pro-
cedure described in Ref. 3. Table I presents the calcul
level energies andg factors together with the wave-functio
symmetry characteristics. The quality of fit to the experime
tal Stark energy-level schemes is seen from the fact that
rms deviations did not exceed 3 cm21 for all four types of
impurity centers. The calculated crystal-field and spin-or
coupling parameters are listed in Table II. Also presented
the crystal-field parameters for the KMgF3 and KZnF3 crys-
tals obtained in Ref. 1 and for the CsCaF3 matrix, which is
isomorphic with the matrices under study here.

Our crystal-field potentials~see Table II! for the Yb31

impurity centers in all three matrices agree well with o
another and follow the general trend to decrease with
creasing lattice constant. The slight deviations from t
trend observed for theB2

0, B6
0, and B6

3 parameters increas
-
e
s

-

ed

-
he

it
re

-
s

somewhat in absolute magnitude in going from the KMg3

to KZnF3 matrix.
As seen from Table II, our crystal-field potentials diffe

noticeably from those quoted in Ref. 1, particularly theB6
0

andB6
6 parameters. The signs of the parameters obtaine

the two works coincide, with the exception of that ofB2
0. The

negative sign ofB2
0 was, however, confirmed by microscop

calculations.7 The crystal-field characteristics obtained
Ref. 7 agree satisfactorily with our empirical parameters. T
only exception is theB2

0 parameter, which is smaller than th
value obtained by us.

Note also that our theoretical values of theg factors for
the typeaII trigonal impurity centers agree considerably be
ter with experiment than the ones obtained in Ref. 1. F
example, the deviation of the experimentalg factors from the
calculated values is 0.031 in our case~see Table II!, whereas
in Ref. 1 it is 0.15.

Thus we have obtained reliable crystal-field paramet
for octahedral cubic and trigonal Yb31 impurity centers for a
number of perovskite-type cubic crystals. These parame
can be used in spectral assignments for similar impurity c
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FIG. 4. ~a! Excitation spectra of KZnF3:
Yb31; ~b! spectral lines of predomi-
nantly octahedral trigonal Yb31 impurity
centers isolated by phase modulation.

TABLE I. Energy levels~in cm21) andg factors of Yb31 impurity centers in KMgF3 and KZnF3 crystals.

J Symmetry characteristics

KMgF3 KZnF3

Experiment Theory Experiment Theory

1 2 3 4 5 6

Type aI cubic impurity center

5/2 2G7
2 11179 11176 11145 11145

2G8
2 10409 10409 10403 10401

7/2 1G7
2 1100 1103 1084 1082

1G8
2 433 433 443 442

G6
2 0 0 0 0

gG6
2 22.584~Ref. 5! 22.667 22.582~Ref. 1! 22.667

Type aII trigional impurity center

5/2 5G4 11131 11133 11118 11119
2G56 10421 10418 10412 10412
4G4 10376 10374 10368 10366

7/2 3G4 1062 1058 1044 1041
1G56 402 401 374 373
2G4 383 383 366 366
1G4 0 0 0 0

gi1G4 21.844~Ref. 5! 21.844 21.82 ~Ref. 1! 21.824
gu1G4 22.896~Ref. 5! 22.928 22.90 ~Ref. 1! 22.931



n
d
ed a

1841Phys. Solid State 40 (11), November 1998 Kazakov et al.
TABLE II. Crystal-field and spin-orbit interaction parameters~in cm21) of Yb31 octahedral impurity centers in
KMgF3, KZnF3, and CsCaF3 crystals.

Matrix

Type aI cubic impurity center TypeaII trigonal impurity center.

j B4 B6 j B2
0 B4

0 B4
3 B6

0 B6
3 B6

6

KMgF3 ~Ref. 1! 311 9 40 2185 26050 210 290 30
KZnF3 ~Ref. 1! 318 8 35 2188 26200 29 270 20
KMgF3 ~Ref. 7! 263 2176 25568 42 2246 389
KMgF3 2900 334 4 2903 2278 2221 25450 242 2220 490
KZnF3 2897 325 7 2905 2282 2218 25351 250 2246 454
CsCaF3 2905 293 22 2906 2232 2203 25004 234 2112 352

Note: 1. The signs of parametersB4
3 and B6

3 calculated7 with inclusion of lattice strain were reversed i
accordance with our choice of the axes of the typeaII impurity center. 2. The difference of the crystal-fiel
parameters for CsCaF3 from the corresponding figures quoted in Ref. 3 is due to the fact that we reach
better fit to experimental values owing to a better convergence of the variational procedure.
e

.

i-

z.

t.

v.

e

.

ters with other rare-earth ions injected into fluoride matric
of perovskite structure.

1A. A. Antipin, A. V. Vinokurov, M. P. Davydova, S. L. Korableva, A. L
Stolov, and A. A. Fedii, Phys. Status Solidi B81, 287 ~1977!.

2V. F. Bespalov, M. L. Falin, B. N. Kazakov, A. M. Leushin, I. R. Ibrag
mov, and G. M. Safiullin, Appl. Magn. Reson.11, 125 ~1996!.

3V. F. Bespalov, B. N. Kazakov, A. M. Leushin, and G. M. Safiullin, Fi
Tverd. Tela~St. Petersburg! 39, 1030 ~1997! @Phys. Solid State39, 925
~1997!#.
s4B. N. Kazakov, A. V. Mikheev, G. M. Safiullin, and N. K. Solovarov, Op
Spektrosk.79, 426 ~1995! @Opt. Spectrosc.79, 392 ~1995!#.

5M. M. Abraham, C. B. Finch, J. L. Kolopus, and J. T. Lewis, Phys. Re
B 3, 2855~1971!.

6S. A. Al’tshuler and B. M. Kozyrev,Electronic Paramagnetic Resonanc
@in Russian# ~Nauka, Moscow, 1972!, 672 pp.

7M. L. Falin, M. V. Eremin, M. M. Zaripov, I. R. Ibragimov, and M. P
Rodionova, J. Phys.: Condens. Matter2, 4613~1990!.

Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 11 NOVEMBER 1998
Anisotropy of the Faraday effect in crystalline quartz
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The anisotropy of the Faraday effect in crystalline quartz was measured for the first time. The
optical-wedge method was used to investigate the Faraday effect under conditions of
strong linear birefringence and optical activity. ©1998 American Institute of Physics.
@S1063-7834~98!01511-1#
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Most experimental works on the Faraday effect~FE! in
anisotropic crystals without magnetic ordering concern
simplest case, where light propagates along the optic a
This is due to the fact that it is very difficult to observe t
FE for other directions when a large natural linear birefr
gence ~NLB! is present. The picture becomes even m
complicated in anisotropic optically active crystals. In Ref
it was shown experimentally that in anisotropic crystals
FE in combination with optical activity~OA! result in a non-
reciprocal optical effect similar to the magnetochiral effe
~nonreciprocal linear birefringence!, first measured experi
mentally in an optically active lithium-iodate crystal in
transverse magnetic field under conditions with no FE.2 In
the longitudinal configuration with the light propagating pe
pendicular to the optic axis, the above-mentioned combi
manifestation of FE and OA makes it difficult to observe th
new effect in pure form. In this case the value of the FE a
the OA under conditions of a large NLB is very important.
is well known that in this case the FE will be manifested n
as nonreciprocal circular polarization~rotation of the polar-
ization plane!, but rather as nonreciprocal elliptical bire
fringence.3,4 Under these conditions the effect of the FE
the polarization of light which has passed through the cry
has a very complicated dependence both on the polariza
of the incident light and on the length of the crystal and
magnitude of the linear birefringence, as a result of wh
the effect is very weak. In the conventional procedure, wh
the FE parameters are studied using crystal samples in
form of plane-parallel plates, not only do serious experim
tal difficulties arise because of the weakness of the effect,
the parallelism of the plate faces, the divergence and w
of the radiation spectrum, and the stabilization of the sam
temperature must all satisfy exacting requirements wh
creates additional problems. For this reason, at the pre
time there are essentially no experimental data on the an
ropy of the FE constants in paramagnetic and diamagn
crystals. In the present work, to solve these problems, we
a modulation method and a wedge-shaped sample to mea
the FE parameters in the presence of large NLB. The we
angle is chosen to be large enough so that the ordinary
extraordinary rays in the wedge would not spatially over
at the exit. Then it is obvious that all information about t
FE will be contained in the ellipticity of these waves at t
exit. The present work is devoted to the experimental inv
1841063-7834/98/40(11)/2/$15.00
e
is.
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tigation of the anisotropy of the FE in crystalline quar
(a SiO2) with the corresponding parameters measured i
longitudinal magnetic field with light propagating both alon
and perpendicular to the optic axis.

For crystals in a constant external magnetic field, tak
account of only the linear terms, the reciprocal-permittiv
tensor can be represented as5

« i j
21~v!5«0i j

21~v!1 iei jmgmk~v!Hk~0!, ~1!

where «0i j
21(v) is the reciprocal-permittivity tensor for th

undisturbed crystal,ei jk is the completely antisymmetric un
tensor,gmk(v) is a polar tensor, andH(0) is the constant
magnetic field vector. In the absence of absorptiongmk(v) is
a real tensor. For crystals of different symmetry the form
the tensorg i j is presented in Ref. 6. For trigonal quartz cry
tals ~32!

gmk5Aeiej1Be3e3 . ~2!

In Eq. ~2! an invariant method is used to express tensors
rank 2,7 whereej are unit vectors along the crystallograph
axes andeiej is a dyadic product of two unit vectors.

Using the results of Ref. 6 we can obtain an express
for the ellipticity ~the ratio of the semiaxes of the polariz
tion ellipse! of light for ordinary and extraordinary rays fo
an uniaxial quartz crystal~32!

a5
n0

2ne
2

~ne
22n0

2!@12~s–c!2#
@A~s–H~0!!1B~s–c!~c–H~0!!#.

~3!

Heres is a unit vector in the direction of propagation of th
light andc is a unit vector in the direction of the optic axis

In the case of a longitudinal magnetic fieldH(0)
5s–H(0) with light propagating in a direction normal to th
optic axis (s'c)

a5
n0

2ne
2

ne
22n0

2
AH~0!. ~4!

Equations~3! and ~4! were obtained in an approximatio
where the natural birefringence is large compared with
anisotropy associated with the FE. In the case that the l
propagates along the optic axis (n1

05n2
05n0), the following

expression can be obtained for the rotation angle of the
larization plane of the light in a longitudinal magnetic field6
2 © 1998 American Institute of Physics
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u5
p

l
n0

3~A1B!H~0!l , ~5!

wherel is the wavelength of the light andl is the length of
the crystal.

In the experiment, a single-pass optical arrangement
measuring the FE with al/4 phase plate~Fresnel rhomb!
was used in the experiment~see Fig. 1!. The crystals inves-
tigated were cut out in the form of a wedge, which made
possible to separate the ordinary and extraordinary rays
LGN-302 helium-neon laser (l50.63mm) served as a ra
diation source. A differential detection scheme, construc
on the basis of a Wollaston prism~W! and two photodiodes
(PD1 and PD2), was used to compensate the amplitu
noise of the source. The magnetic field was modulated s
soidally with frequency 65 Hz. Its amplitude was equal
1–3 kOe. The signal was recorded with a synchronous
tector. For a 1 mWlaser the sensitivity of the apparatus w
1026 rad with an averaging timet53 s.

After passing through the crystal the laser radiation
comes ellipticity-modulated. Thel/4 plate converts the el
lipticity modulation into modulation of the rotation angle o
the polarization planeDu5a.

It can be shown that for this optical measureme
scheme the signal at the output of the differential ampli
will be

DJ;2J0Du, ~6!

whereJ0 is the light intensity,Du5u0cos(Vt), andV is the
modulation frequency of the magnetic field of the elect
magnet. In the experiment the dependence ofu0 on the mag-
netic field amplitude was measured. As expected, this de
dence is linear. To increase the measurement accuracy

FIG. 1. Experimental arrangement.
or

it
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e
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the

magnitude of the signal was normalized to that of the sig
due to the FE in a fused quartz plate of known thickness. T
magnitude of the FE along the optic axis of quartz was m
sured without thel/4 plate.

The measured parameters for quartz crystals were

A5~2.1460.09!310211Oe21,

A1B5~2.3360.05!310211Oe21.

Thus the anisotropy of the FE for crystalline quartz is qu
small

A

A1B
50.9260.06.

It is interesting to compare the magnitude of the anisotro
of the FE with the anisotropy of other physical properties
this crystal, specifically, the anisotropy of the magnetic s
ceptibility. They should be quite close to one another. Ho
ever, we were not able to find any published experimen
data on the anisotropy of the magnetic susceptibility for cr
talline quartz.

In conclusion we note that the study of the anisotropy
the FE in crystals is undoubtedly of interest from the sta
point of gaining a deeper understanding of magnetoo
processes. We hope that the method proposed in the pre
paper for measuring the Faraday constants will make it p
sible to measure these quantities with adequate accuracy
wide class of anisotropic crystals.

This work was supported in part by the Russian Fund
Fundamental Research~Grant 95-02-05653!.
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Photorefractive effect in sillenite crystals with shallow traps in a sign-alternating
electric field
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The results of a theoretical analysis of the photorefractive response in crystals with shallow traps
to in a sign-alternating, square-wave electric field are presented. The numerical analysis
method developed imposes no restrictions on the frequency of the external field and the period
of the photorefractive grating. The parameters characterizing deep donor and shallow trap
centers are estimated on the basis of investigations of two-beam interaction in a Bi12SiO20:Cd
crystal with the application of a sign-alternating, square-wave electric field. ©1998
American Institute of Physics.@S1063-7834~98!01611-6#
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Photorefractive effects in sillenite crysta
Bi12SiO20, Bi12GeO20, and Bi12TiO20 have been under inten
sive investigation for more than 20 years.1–11These phenom-
ena are associated with the formation of a space charge
in the crystal under the action of nonuniform illuminatio
and with modulation of the refractive index of the mediu
by this field as a result of the linear electrooptic effect. T
comparatively small electrooptic constants of the silleni
(;5 pm/V! require the application of external electric field
to the crystals in order to increase the photorefract
response.3–6 From the technical standpoint it is simpler
use a sign-alternating field.3

In Refs. 8 and 9 it was demonstrated that the amplitu
of the photorefractive grating in sillenite crystals depends
the frequencyf 0 of the external sign-alternating field. In
theoretical analysis of the photorefractive response, tak
account of the dependence of the response on the ext
field frequency,8–12 an elementary model of charge transp
in a crystal with single partially compensated donor level
as a rule, employed.13 In Ref. 14 it was noted that a quit
complete analysis of photorefractive effects in sillenite cr
tals is impossible without taking into account their charact
istic features, such as the complicated structure of the im
rity levels in the band gap.15,16 In Ref. 17 a model of a
photorefractive crystal including deep donor and shall
trap levels was used to explain the dark erasure of phot
fractive gratings in a Bi12SiO20 crystal. Reference 18 is de
voted to a detailed theoretical analysis of photorefractive
fects on the basis of this model of a crystal in the absenc
an external field and in the approximation of low light inte
sity. In Ref. 19 the amplitude of the photorefractive grati
in the presence of a high-frequency external square-w
field in a crystal with deep donor and shallow trap levels w
found on the basis of a probabilistic approach. However,
results obtained there are applicable only to gratings wh
1841063-7834/98/40(11)/6/$15.00
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spatial period is much greater than the diffusion and d
lengths.

In the present paper we present the results of a theo
ical analysis of the space charge field of a photorefrac
grating in a crystal with shallow traps, placed in an exter
electric field of a square-wave form, with no restrictions
the spatial period of the interference pattern. The experim
tal investigations of the efficiency of two-beam interacti
were performed on a sample of acadmium-doped cry
Bi12SiO20:Cd, in which in previous work generation of spa
tial subharmonics of a photorefractive grating20 and a depen-
dence of the coefficient of two-beam amplification on t
light intensity, tentatively attributed to the presence of sh
low trap centers,21 were observed.

1. THEORY

A model of the energy levels of a photorefractive crys
for the dominating electronic photoconductivity, includin
deep donors and shallow electronic traps, was studied in
18. This model is described by the material equations

]ND
i

]t
5sDI ~ND2ND

i !2gDnND
i , ~1!

]M

]t
52~sTI 1b!M1gTn~MT2M !, ~2!

]

]t
~ND

i 2M2n!1
1

e
¹• j50, ~3!

j5emnE1mkBT¹n, ~4!

¹•E52
e

«
~n2ND

i 1NA1M !, ~5!

where ND , MT , and NA are the total densities of donors
shallow traps, and acceptors;ND

i , M, andn are the densities
of ionized donors, filled shallow traps, and electrons;j is the
4 © 1998 American Institute of Physics
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electronic current density;E is the electric field;sD , sT and
gD , gT are the photoionization cross sections and the rec
bination constants for deep donors~D! and shallow traps
(T); b is the coefficient of thermal excitation of shallo
traps;m is the electron mobility;kB is Boltzmann’s constant
T is the temperature;e is the elementary electric charge; an
« is the static permittivity of the crystal.

Let us examine the space-charge field of the photoref
tive grating formed in a crystal in the presence of an int
action of two beams with intensitiesI 1 and I 2. For the light
interference pattern

I 5I 0@11mcos~Kz!#, ~6!

whereI 05I 11I 2 is the average intensity andm is the degree
of modulation, we assume that the grating vectorK5Kz0

and the applied fieldE05E0z0 are directed along theZ axis
of the coordinate system. If the degree of modulation is sm
(m!1), then Eqs.~1!–~5! can be linearized by representin
the solutions for the functionsND

i (z,t), M (z,t), n(z,t), and
E(z,t) in the form18

F5F0~ t !10.5@F1~ t !exp~2 iKz!1F1* ~ t !exp~ iKz!#.
~7!

Representing the average density of the ionized don
asND0

i 5NA1N0 we employ the approximation of low ligh
intensity I 0, where the average electron densityn0 satisfies
the inequalitiesn0!N0 andn0!M0. In this case the electron
recombination time is much shorter than the relaxation ti
of shallow traps, and the condition of charge conservat
N05M01n0 simplifies toN0'M0, while the average den
sities of filled traps and electrons can be obtained in
form18,21

M05
1

2d
@~ND1MT2NAd!

2A~ND1MT2NAd!224~ND2NA!MTd#, ~8!

n05
sDI 0~ND2NA2N0!

gD~NA1N0!
, ~9!

whered512sTgD /(sDgT)2bgD /(sDgTI 0).

2. DYNAMICS OF GRATINGS IN AN EXTERNAL ELECTRIC
FIELD

The character of the temporal behavior of gratings
space charge on deep donors and shallow traps will be in
enced by the dynamics of the establishment of the ave
values of these quantities. For incoherent beams~main and
signal beams! the analysis can be limited to stationary valu
for n0 , N0 , andM0. After the stationary state is reached f
n0 , N0 , andM0, we can restore the coherence of the bea
to ensure a two-beam interaction.22

In this case, using the expansion~7!, we obtain from
Eqs. ~1!–~5! a system of differential equations for the fir
spatial harmonics of the space charge

dN1

dt
52

N1

t1
2

n1

tR8
1mI0sD~Nd2NA2N0!, ~10!
-

,

c-
-

ll

rs

e
n

e

f
u-
ge

s

dM1

dt
52

M1

tT
2

n1

tD
2mI0sTM0 , ~11!

dn1

dt
52N1S 1

t I
2

1

tdi
D2M1S 1

tdi
2

1

tT
D2n1S 11R

tR8

1
1

tD
D 1mI0$sD~ND2NA2N0!1sTM0%. ~12!

The solutions of Eqs.~10!–~12! and ~5! with a constant
external field have the form

F1~ t !5F101DF1 exp~p1t !1DF2 exp~p2t !

1DF3 exp~p3t !, ~13!

E1~ t !5 i
e

«K
~N1~ t !2M1~ t !2n1~ t !!. ~14!

The functionF1(t) represents the amplitudes of the first sp
tial harmonics ofN1(t), M1(t), and n1(t). The stationary
values of the charge densitiesN10, M10, andn10 are deter-
mined by the expressions

N105mI0t I

3
sD~tR8tT1tditDR!~ND2NA2N0!2sTtTtDM0

tD~tdiR1t I !1tR8tT

,

~15!

M105mI0tT

3
tR8t IsD~ND2NA2N0!2sTtD~tdiR1t I !M0

tD~tdiR1t I !1tR8tT

,

~16!

n105mI0tR8tD

sDt I~ND2NA2N0!1sTtTM0

tD~tdiR1t I !1tR8tT

, ~17!

where ED5KkBT/e, Eq85e(NA1N0)(12(NA

2N0)/ND)«K, tR851/gD(NA1N0), tD51/gT(MT2M0),
t I51/(sDI 01gDn0), and tT51/(sDI 01b1gTn0). The
complex constantsp1 , p2 , andp3 have a negative real par
they determine the dynamics of the space charge grati
and they are determined by the equation

p31p2H 1

t I
1

1

tT
1

1

tD
1

11R

tR8
J

1pH R

tR8
S 1

t I
1

1

tT
D1

1

tR8
S 1

tT
1

1

tdi
D

1
1

tD
S 1

t I
1

1

tdi
D1

1

t ItT
J

1H S R

t I
1

1

tdi
D 1

tTtR8
1

1

t ItditD
J 50, ~18!
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whereR5(ED /Em8 1 iE0 /Em8 1tR8 /tdi), Em8 51/(KmtR8 ), and
tdi5«/(emn0) is the dielectric relaxation time. The coeffi
cientsDM1,2,3, Dn1,2,3, andDN1,2,3 are related by

DM1,2,35F2
tR8 ~1/t I1p1,2,3

tD~1/tT1p1,2,3!
GDN1,2,3,

Dn1,2,35@2tR8 ~1/t I1p1,2,3!#DN1,2,3 ~19!

and can be found from the initial conditions.
When the beams are coherent and an external squ

wave fieldE0(t) is applied to the crystal, space-charge gr
ings build-up in the crystal until a quasistationary state
established. We shall consider only the quasistationary
gime, in which the grating amplitudes are periodic functio
of time. Using the low-known method of matching the so
tions for the positive and negative half-periods of the fie
E0(t), we obtained on the basis of the conditions of contin
ity and periodicity7 and the relations~19! a system of six
linear equations for the coefficientsDN1

6 , DN2
6 , andDN3

6 ,
which we then solved numerically for each desired point

III. ANALYSIS OF THE FREQUENCY DEPENDENCES OF
THE AMPLITUDE OF THE SPACE-CHARGE FIELD

As is well known,3,4 the imaginary part of the space
charge field of a photorefractive grating determines the tw
beam gain

G5
2p

l
nc

3r eff

Im ~E1!

m
, ~20!

wherel is the wavelength of the light,nz is the refractive
index of the crystal, andr eff is the effective electrooptic con
stant.

Figure 1 shows the frequency dependences of Im(E1)/m
for crystals with one deep donor level~curves1–3! and for
crystals with a deep donor and shallow trap levels~curves
4–8! with external field amplitudeE0510 kV/cm and pho-
torefractive grating periodL515 mm. In the calculations the
material parameters referring to a deep level corresponde
those used in Ref. 11:ND51025 m23, NA51022 m23, m
5331026 m2/~V•s!, gD51.65310217 m3/s, and sD52

FIG. 1. Frequency dependences of the space-charge field of a photor
tive grating in a crystal with one photoactive level~1–3! and in a crystal
with a deep donor and shallow trap levels~4–8!. The curves correspond to
average light intensityI 0 (W/m2): 1, 4 — 2; 2, 5 — 100;3, 7 — 1400;6 —
500; 8 — 4000.
re-
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to

31025 m2/J. The parameters describing the shallow le
weresT5sD , gT5gD , b55 s21, andMT50.831022 m23.

As noted in Refs. 10 and 11, which are devoted to
analysis of the frequency dependences of the photorefrac
response on the basis of a single-level model, here there
two distinct resonance regions: low- and high-frequency.
the average light intensityI 0 increases, the low-frequenc
resonances shift to higher frequencies, but the hi
frequency resonances are unaffected. Characteristic
there exists an intermediate frequency range with an alm
constant amplitude of the space-charge field, which expa
as the light intensity decreases. In this region both the lo
and high-frequency oscillations of the space-charge field
small and the well-known approximate relations6 for a crys-
tal with one donor level are valid:

E15 imEq

E0
21ED~ED1Em!

E0
21~ED1Eq!~ED1Em!

. ~21!

In a crystal with shallow traps, in contrast to a singl
level crystal, the field amplitudeE1 in the intermediate re-
gion depends on the average light intensityI 0. The character
of this dependence is determined by both the material par
eters of the crystal and the conditions of interaction~the spa-
tial periodL of the grating and the external field amplitud
E0) and will be discussed in greater detail below.

The resonances in the frequency dependence of the
torefractive response at high and low frequencies are rel
with the oscillatory character of its dynamics in an extern
electric field.9,12 The imaginary parts of the constantspk (k
51,2,3) characterizing these oscillations could be com
rable to the frequenciesvk of the waves of charge-transfe
on traps,23,24 studied in Refs. 12 and 25 in application to th
photorefractive response of a crystal in the low-frequen
region. The quality factorQk of the waves of charge transfe
on traps, which equals the ratio of the frequencyvk to the
real part of the constantpk ,12 determines the sharpness
the observed resonances. Table I gives the values of the
stantspk for the conditions considered above for the analy
of the frequency dependences presented in Fig. 1. The
stantp1 in this case describes the low-frequency oscillatio
of the space-charge field, which are due to charge transfe
deep donor centers. TheQ of this wave of charge transfer o
traps in a crystal with one photoactive level does not dep
on the average light intensity and assumes the valueQ1

'3.6. In a crystal with shallow traps the quality factor
minimum for I 05100 W/m2 (Q'2.4) and is essentially in-
dependent of the intensity forI 0.500 W/m2 (Q'3). A
lower quality factor leads to less pronounced resona
peaks in the low-frequency region for a two-level crys
than for a one-level crystal~Fig. 1!.

The position of the resonances in the high-frequency
gion depends on the imaginary part of the constantp2 and
can be found from the relation

v2T0/252pn, n51,2,3. . . . ~22!

The frequencyv2 of the high-frequency wave of charg
transfer on traps does not depend on the light intensityI 0 and
is same for both one- and two-level models of a crys

ac-
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TABLE I. Characteristic constants for crystals with deep donor centers and shallow traps and with one
active level with different values of the average light intensity.

MT50.831022, m23 MT'0

I 0, W/m2 p1 p231026 p3 p1 p231026

2 20.0941 i0.289 20.3112 i1.257 24.992 i0.274 20.0821 i0.294 20.1792 i1.257
100 28.531 i20.8 20.3112 i1.257 25.031 i0.255 24.131 i14.9 20.1792 i1.257
500 229.31 i87.0 20.3112 i1.257 210.91 i0.042 220.51 i73.7 20.1792 i1.257
1400 272.31 i220 20.3122 i1.257 221.61 i0.0097 257.61 i206 20.1802 i1.257
4000 21941 i591 20.3132 i1.257 251.31 i0.00167 21661 i588 20.1832 i1.257
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However, the quality factorQ2 and the sharpness of the res
nances at high frequencies decrease when shallow trap
present in the crystal. The constantp3 characterizes the pro
cesses which are associated with the contribution of sha
traps to the photorefractive response and have a very
quality factor Q3!1 in the case at hand. For this reaso
here no resonances associated exclusively with shallow t
are observed.

4. SPACE-CHARGE FIELD IN THE INTERMEDIATE
FREQUENCY RANGE

At intermediate frequencies2Re(p2T0/2)@1, i.e. the
high-frequency oscillations rapidly decay after each swit
ing of the external field and their contribution can be n
glected. In this case in Eq.~12! we can set]n1 /]t50 and in
Eqs. ~13! DN250 andDM250. The equation~18! for the
constantspk can be reduced to a quadratic equation an
system of four linear equations for determining the consta
DN1

6 andDN3
6 can be obtained from the conditions of co

tinuity and periodicity. Moreover, in the intermediate fr
l
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quency range of the external fieldup1,3T0/2u!1, and the am-
plitude of the steady oscillations of the space-charge fiel
much smaller than the average value of the amplitude of
field. This makes it possible to expand the exponential fu
tions in the solutions~13! for N1(t) and M1(t) in a series
and to retain only the first two terms of the expansion, a
the solution can be sought for any convenient momen
time in the period of the external field.

The amplitude of the first spatial harmonic of the elect
field at time t50 on the basis of these assumptions can
represented as

E1~0!5
E10p1p32E10* p1* p3*

p1p31p1* p3*
, ~23!

whereE105 ie(N102M10)/(«K). Using below the analytica
expressions for the rootsp1 and p3, the approximation of
low light intensity, and the relations~15! and ~16! for N10

andM10 and neglecting small terms of ordertR8 /tdi!1, we
obtained an expression for the amplitudeE1(0) in the form

E1~0!5Im Eq8
$ED@ED1Em8 ~11tR8 /tD!#1E0
2%~11tR8tT /~tDt I !sTI 0 /~b1sTI 0!!

$@ED1Em8 ~11tR8 /tD!#@ED1Eq8~11tR8tT /~tDt I !!#1E0
2%

. ~24!
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The expression~24! for the amplitude of the first spatia
harmonic of the space-charge field in a crystal with shall
traps placed in a square-wave field with an intermediate
quency reduces, as the densityMT of the shallow traps ap
proaches zero, to the well-known expression~21! for a crys-
tal with a single deep trap level.7 The presence of shallow
traps leads mainly to renormalization of the recombinat
time tR851/gD(NA1N0), the drift field Em8 51/KmtR8 , and
the saturation field of the trapsEq'e(NA1N0)/«K. This is
due to the increase in the average density of ionized do

ÑD
15NA1N0 as a result of electrons settling on shallo

traps when the crystal is illuminated. Moreover, the relat
~24! takes account of the influence of the thermal genera
of electrons from shallow traps into the conduction band
-

n

rs

n
n
n

the space-charge field and the redistribution of the recom
nation rates of electrons on shallow and deep levels as s
low traps are occupied.

5. EXPERIMENTAL PROCEDURE

The investigations were performed on a sample with
dimensions 10.138.137.9 mm along the@110#, @11̄0#, and
@001# axes. The sample was cut out of a Czochralski-gro
Bi12SiO20:Cd crystal. The generation of spatial subharmo
ics of the photorefractive grating20 and the dependence of th
two-beam gain in the absence of an external field on the l
intensity21 have been observed in this crystal. This depe
dence was attributed to the presence of shallow trap cen
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He–Ne laser radiation with wavelengthl50.633 mm
and maximum power;50 mW was used in the experiment
The experimental setup is shown schematically in Fig. 2. T
laser beam was divided into two beams of equal power
half-transmitting mirror1. Neutral light filters2 attenuated
the signal beamI S by a factor of 100–2000. The mirrors3
and4 ensured that the signal and reference beams conve
in the crystal. The mirror3 was glued to the dynamic head5,
making it possible to produce a signal beam which is in
herent with the reference beamI p by applying to it a sinu-
soidal voltage with frequency;400 Hz. The power of the
signal beam after passage through the crystal6 was mea-
sured with a calibrated photodiode7.

The spatial period of the grating was regulated by va
ing the convergence anglebe of the beams. In so doing, th
bisector of this angle was oriented in the direction norma
the entrance face~110! of the sample, while the photorefrac
tive grating vector was parallel to the@001# axis. A high
square-wave voltage was applied to the~001! faces of the
crystal using copper electrodes. Two generators, givin
square-wave voltage amplitude from 2.5 to 8 kV, were u
to investigate the frequency dependences of the photore
tive response in the range from 100 Hz to 5 kHz.

Signal and reference beams which are incoherent
tween one another were used in the preparation of the
periment. These beams illuminated the crystal for a time
terval during which the average densitiesN0 , M0 , and n0

reached stationary values. Then the acoustic generator
switched off to stop the mirrors and the interacting bea
became coherent, i.e. they formed in the crystal a station
interference pattern. Formation of a grating, whose am

FIG. 2. Diagram of the experimental apparatus.
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tude reached a stationary value in;200 s, occurred from this
moment. The intensitiesI IN(d) and I CO(d) of the signal
beam at the exit from the crystal with incoherent and coh
ent pump beams, respectively, after the stationary level
reached were used to find the two-beam gain22

G5
1

d
lnS I CO~d!

I IN~d! D . ~25!

VI. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 3 shows the experimental curves of the two-be
gain versus the external field frequency that were measu
with a spatial period of the gratingL57.3 and 42mm and
average light intensityI 058800 W/m2. The main problem in
fitting the theoretical curves presented here to the experim
tal data was the lack of information about the material p
rameters of the experimental crystal in the two-level mod
We took as a basis the parametersND51025 m23 and m
5231026 m2/(V•s) and the conditionNA!ND , which are
characteristic for a nominally pure Bi12SiO20 crystal,11 and
equal photoionization cross sectionssT5sD . In this case we
obtain from the experimental value of the absorption coe
cient a050.15 cm21 the value sD5a0 /(\vND)54.8
31026 m2/J. The remaining material parameters were de
mined by fitting: acceptor densityNA5231021 m23, total
number of shallow trapsMT5231021 m23, recombination
constant on deep donorsgD50.83310217 m3

•s21, recom-
bination constant on shallow trapsgT54.95310217 m3

•s21, and thermal excitation rateb58 s21. We also call
attention to the variance in the values employed for the e
trooptic constants ranging fromr eff50.64 pm/V atE058.9
kV/cm to r eff50.74 pm/V atE053.1 kV/cm (L542 mm!.
These differences could be due to both uncontrolla
changes in the state of polarization of the light beams
different experiments and the dependence of the effec
electrooptic constants on the external field.26

Except for the frequency range below 600 Hz for t
curve 4 in Fig. 3, the theoretical frequency dependenc
agree well with the experimental data. The discrepancy no
for curve4 could be due to an incorrect choice of the ma
rial parameters.
ain
FIG. 3. Frequency dependences of the two-beam g
with a spatial period of photorefractive gratingL57.3
~1–3! and 4.2mm ~4, 5!. The curves1–5 correspond to
external electric fieldsE053.1, 5.2, 8.9, 3.2, and 8.9
kV/cm.
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FIG. 4. Two-beam gain versus the average light inte
sity. 1 and2 — calculation using the exact method wit
MT5231021 m23 andMT50; 3 and4 — calculation
using the approximate Eqs.~24! and ~21!.
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The main argument for the existence of shallow traps
the experimental crystal is that, as observed previously,12 the
two-beam gain depends on the light intensity in the abse
of an external field. Analysis of the dependences of the p
torefractive response on the external-field frequency, wh
are presented in Fig. 1, shows that at intermediate frequ
cies the amplitude of the space-charge field of the phot
fractive grating is essentially independent of the average
tensity I 0 in a crystal with one photoactive level (MT'0).
Conversely, in crystals with shallow traps, forMT'NA ,
such a dependenceE1(I 0) should be quite strong. We inves
tigated experimentally the dependence of the two-beam
on the total intensityI 0 of the beam for an external field wit
frequency f 052.025 kHz and amplitudeE058.9 kV/cm
with a spatial period of the gratingL542 mm. The experi-
mental data presented in Fig. 4 agree well with the compu
dependence~curve 1!, obtained for a crystal with shallow
trap densityMT5231021 m23. The variance of the experi
mental points forI 0.1000 W/m2 is due to the measuremen
errors in the intensity of the amplified signal beam as a re
of the substantial photoinduced scattering of the light.

We note that the calculations predict a weak intens
dependence of the two-beam gain even in crystals with
shallow traps also, withMT50 ~curve2!. The curves1 and
2 were calculated using the above-described method of
merical analysis on the basis of the relations~15!–~19! and
the crystal material parameters used to calculate the
quency dependencesG(F0) ~Fig. 3!. The curve3 was calcu-
lated using the approximate formula~24!. This approach is
valid for low light intensity I 0 and only for intermediate
frequencies of the external field. Analysis shows that in
experimental range of light intensities the frequencyf 0

52.025 kHz at which the experiment was performed fa
outside the intermediate region. For this reason, the curv3
gives too high values of the two-beam gain, qualitative
agreeing with the results of an exact calculation~curve 1!
and the experimental dependence. The straight line4 in Fig.
4 corresponds to a calculation performed using Eq.~21! for a
crystal with one photoactive level.

In summary, in the present work we studied the pho
refractive gratings formed in sillenite crystals with shallo
traps in the presence of a sign-alternating external elec
field in the form of square wave.
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The production of complexes, which are thermally stable at room temperature, withF2
1 centers

in radiation-colored LiF crystals by the combined action of different fields is investigated.
The half-life of these laser centers produced by, specifically, hard UV radiation and a shock wave
increased by almost two orders of magnitude. ©1998 American Institute of Physics.
@S1063-7834~98!01711-0#
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Colored alkali-halide crystals, specifically, LiF withF2
1

centers, are widely used to produce tunable color-ce
lasers.1,2 The main drawback of these centers is their lo
thermal stability. At room temperature the half-life of the
centers does not exceed 12 h. An important role in increa
the thermal stability ofF2

1 centers is played by ions of
divalent metal or products of hydroxyl decomposition,3,4

which together with the formation of stable electronic tra
and additional anionic vacancies stimulate, by virtue of th
proximity to F2

1 centers, the appearance of various pertu
ing defects.

One method of obtainingF2
1 centers which are stabl

at room temperature is irradiation of crystals containing
sufficiently high concentration of hydroxyl ion
(.50 ppm).3–5 At high irradiation doses, reaching almo
complete radiolysis of OH2 ions, a substantial density ofF2

1

centers stabilized by oxygen ions can be obtained.
However, it is necessary to take account of the fact t

high irradiation doses~especially reactor irradiation!, just as
high impurity concentrations, can lead to undesirable effe
which degrade the lasing characteristics of active center
is known, for example, that the energy characteristics of
sers with stabilized centers are at present worse than tho
unstable centers: One reason for this fact could be due
strong distortion of the lattice as a result of a high impur
content or an effect of the radiation. For this reason, in st
ing to obtain high densities of stableF2

1 centers the lattice
should be perturbed as little as possible so as to avoid ha
ful ancillary effects.

In Refs. 6 and 7 a new method was proposed for gen
atingF2

1 centers stable at room temperature, in LiF crysta
that does not require preliminary doping of the crystals w
stabilizing impurity ions: lithium fluoride single crystal
were preloaded in the region of the yield stress andg irradi-
ated in the loaded state. Despite the fact that even in
case, just as in Ref. 3 and 4, the increase in the ther
stability of a center is due to the association of anF2

1 center
with a doubly-charged oxygen ion, this method has the
vantage that comparatively low concentrations of the
1851063-7834/98/40(11)/6/$15.00
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droxyl ions (,10 ppm) and lowg-ray doses~0.5 Mrad! are
adequate.1! These are almost ideal conditions for producing
stable active element based on an alkali-halide crystal, e
cially since the combined action of radiation and mechan
stress greatly increases the resistance of LiF crystals to p
erful laser radiation.

It is known that one of the mechanisms leading to t
production ofF2

1 centers is two-step ionization of aF2 cen-
ter (F21hn→F2* 1hn→F21e). This is ordinarily accom-
plished by irradiating precolored LiF crystals with UV radi
tion. However, UV radiation alone is unable to obta
thermally stableF2

1 centers.
In the present work it is shown that the generation ofF2

1

centers, which are stable at room temperature, in radiat
precolored crystals irradiated in a reactor with doses at wh
neitherF2

1 centers~in the observed amount! nor their stabi-
lized complexes are formed, is possible under the combi
action of UV radiation and a pulsed electric field or a sho
wave.

The investigation of such a complex effect is of intere
not only from the standpoint of searching for new possib
ties for increasing effectively the thermal stability ofF2

1 cen-
ters, but also from the standpoint of determining the char
teristic features of processes leading to the formation
stable configurations ofF2

1 centers accompanying radiatio
coloring of stressed crystals even with ‘‘reverse’’ proces
— bleaching and decay of complicated complexes into s
pler formations.

1. EXPERIMENT

The crystals investigated were divided into two ba
groups, which were subjected to, respectively, 1! the com-
bined action of UV radiation and a pulsed electric field a
2! the action of a hard UV-radiation pulse accompanied b
shock wave.

A single-crystal block of lithium fluoride was anneale
isothermally at a temperature not less than 700 °C for 3 h and
then cooled slowly to room temperature. Samples with
mensions of 1031030.5 mm were pricked out of this block
0 © 1998 American Institute of Physics
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along the$100% cleavage surfaces, once again annealed un
the same conditions and then irradiated in a free state
the channel of an IRT-M reactor at the Institute of Phys
of the Georgian Academy of Sciences. The differen
flux of thermal neutrons incident on the crystal w
(2.560.3)31012 n/cm2

•s and the integrated dose wa
2.431014 n/cm2. The absorption spectra were measured
ter the induced radiation decayed. Together with aF band
~250 nm!, an intenseF2 band~450 nm! was also observed
The variance in the values of the densities ofF andF2 cen-
ters for samples cleared from the same single-crystal in
and subjected to identical radiation actions was of the or
of 3 and 5%, respectively.

The total amount of uncontrollable impurity ions of d
valent metal~Au, Sb, Fe, Zn, Co, Ni, Sc! in the crystal did
not exceed several ppm~method of activation analysis!. Here
nickel ions predominate. According to our estimates,
concentration of divalent magnesium ions, which are m
easily incorporated into the LiF lattice, was about 10 pp
The concentration of single hydroxyl ions, estimated fro
the infrared absorption spectra (3720 cm21 band!, was of the
order of 100 ppm. Besides the indicated band, bands w
also observed at 3635, 3650, and 3670 cm21 ~metal-
hydroxyl complexes!. After irradiation the intensities of al
these bands decreased. At the same time, a band appea
1970 cm21, due to interstitial hydrogen ions.9

Visible-range and infrard absorption was measured
room temperature using SF-26 and Specord 75 IR spectr
eters, respectively. A DRSH-250 high-pressure mercu
quartz lamp was used for UV irradiation. The repetition fr
quency of the electric field pulses was 100 Hz, the durat
and magnitude of the pulses were 200 ns and 20 kV.

The colored LiF crystals were treated with hard puls
UV radiation and a shock wave in an apparatus in whic
creeping discharge on the surface of a dielectric~modifica-
tion of the ‘‘plasma plateau’’! was used as the source of U
radiation.10 The experimental range of discharge voltag
was 10–30 kV~15 kV — threshold for the appearance of
shock wave in this apparatus!.

2. RESULTS

1! UV radiation and pulsed electric field.When UV ra-
diation and a pulsed electric field are applied separatel
the radiation-colored LiF crystals, anF2

1 band of almost
identical intensity arises in both cases with maximum
sorption near 645 nm. A gradual decrease of theF2 band~a
result of ionization! is observed as a result of the UV irra
diation. TheF2 center density (5.831017 cm23) decreased
by 20% over the total irradiation time. When a pulsed el
tric field was applied, however, no changes were observe
the density ofF2 centers. This attests to the fact that in th
case the formation ofF2

1 centers is due to a mechanism th
does not include ionization ofF2 centers~see Sec. 3!. De-
spite this difference, the absorption spectra near theF2

1 band
are almost completely identical to one another. For this r
son, as an illustration we present only the optical absorp
spectra~500–1000 nm! for the case of a pulsed electric fie
~Fig. 1!. In this figure the curves 1 and 2 are, respective
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the optical absorption spectra of a colored crystal before
after the action of a pulsed electric field. The application
UV radiation and a pulsed electric field on the crystal w
accomplished in two stages. The optical absorption spe
were measured after each stage. TheF2

1 bands~in the case of
LiF crystals these bands were nearly Gaussian11! were ex-
tracted from the complex spectra, and the densities of theF2

1

centers produced were determined~with an error ;15%)
from the areas of these curves~Table I!.

The values obtained are essentially of the same sc
The accumulation of the indicated color centers already s
rates at the first stage. Subsequent small changes in the
sity in one or another direction can be explained by rand
superposition of partial decoloration and restoration of
experimental centers under repeated actions. In the
when an electric field is applied, a small but pronounc
peak appears at 380 nm, which corresponds toF3(R2) cen-
ters. This peak is also observed subsequently up to mer
with the F2 band, giving rise to broadening of the latter
the short-wavelength direction of the spectrum. For U
irradiated crystals, this peak appears after the last~fourth!
stage of external treatment.

In both cases the thermal stability of theF2
1 band was

found to be equally low: The optical absorption spectra
the experimental crystals after storage for two weeks in
dark at room temperature~curve3! are close to the spectra o
the initial colored crystals~curve1!.

The combined effect of UV radiation and a pulsed ele
tric field ~for a period of 2 h! on radiation-colored LiF crysta
producesF2

1 centers with an appreciably longer lifetim

FIG. 1. Optical absorption spectra of colored LiF crystals before~1! and
after ~2! the action of a pulsed electric field and after subsequent two-w
storage in the dark at room temperature~3!.

TABLE I. Density of F2
1 centers in colored LiF crystals at different stag

of the corresponding actions.

Stage Stage After UV irradiation, After action of an
No. duration, h 1016 cm23 electric field, 1016 cm23

1 1.5 4.0 3.7
2 2.0 3.3 3.2
3 3.0 3.2 4.1
4 5.0 4.8 3.5
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~Fig. 2!. For almost the same storage period as above,
density of F2

1 centers in this crystal decreased negligib
from 3.731016 ~curve 2! to 3.031016 cm23 ~curve 3!. The
maximum at 645 nm was observed to vanish two mon
after this action on the experimental crystal, though a siza
continuous absorption remains for a quite long time~curve
4!. In this experiment, together with the formation ofF2

1

centers, a negligible decrease in the density ofF2 centers
was observed, after which this density no longer chan
during the storage period investigated. Formation ofF3(R2)
centers occurred during storage of the crystal in the dark

As noted in Sec. 1, hydroxyl ions are the predomin
impurity ions in the experimental crystals. The decompo
tion products of hydroxyl, as is well known, are stabilizin
factors forF2

1 centers. For this reason, to clarify their role
the effect observed above, similar experiments were p
formed on control LiF crystals, where the number of imp
rity hydroxyl ions was much smaller than in the samp
investigated here~of the order of 10 ppm!. In other respects
~content of divalent metal ions, dose of preliminary reac
irradiation, and so on! the control samples did not diffe
much from the experimental samples. The combined ef
of UV radiation and a pulsed electric field on the cont
crystals did not make theF2

1 centers thermally stable a
room temperature. The corresponding absorption bands
ish in less than one day after they are formed. In all ca
~combined action of UV radiation and a pulsed electric fie
applied in different crystallographic directions@110# and
@100#; only UV radiation; electron flux! the maxima of the
optical absorption bands of unstableF2

1 centers in the con-
trol LiF crystals are located near 620 nm.

Figure 3 shows the optical absorption spectra of a cr
tal, which in contrast to the cases described above was
jected to radiation coloring in a stressed state. The app
stress was of the order of the yield stress (;2.33106 Pa).
According to Refs. 6 and 7, the uniaxial compression wh
we applied to the crystal during the irradiation process
creases the relatiave number of aggregate centers and
rise to the formation ofF2

1 centers which are stable at roo
temperature. As expected, aF2

1 band which is stable at room
temperature was also formed in the present case~curve 1!:

FIG. 2. Optical absorption spectra of colored LiF crystals before~1! and
after ~2! the combined action of UV radiation and a pulsed electric field a
after subsequent two-week~3! and two-month~4! storage in the dark at
room temperature.
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The density ofF2
1 centers was 3.231016 cm23. Besides a

F2
1 band, a band with a maximum at 770 nm, belonging

R2
2 centers, also appeared in this part of the absorption s

trum. Thus, stabilized states ofF2
1 centers were already pro

duced in the experimental crystal prior to the combined
ternal action~UV radiation plus a pulsed electric field!. After
the indicated combined action~1 h, UFF-1 filter2!! the den-
sity of the centers investigated increased to 4.331016 cm23

~curve2!. In the process, the density ofF2 centers decrease
from 8.931017 to 6.831017 cm23. Increasing the time of the
external action by another 1.5 h, but this time without us
a filter, thereby increasing the intensity of the UV radiatio
we observed a substantial growth of theF2

1 band: The den-
sity of F2

1 centers reached 7.131016 cm23 ~curve3!, while
the intensity of theF2 band dropped strongly. An appre
ciable broadening of theF2 band into the long-wavelength
side of the spectrum also occurred — this is a result of
formation of F3

1 centers. However, the observed increme
to the number ofF2

1 centers vanishes during the first tw
days after the final action~the corresponding optical absorp
tion spectrum is identical to curve1!. It can be inferred that
the number of stabilized states ofF2

1 centers remains un
changed.

Completing the discussion of the first group of expe
ments, we can draw the following preliminary conclusion
1! A pulsed electric field3! is capable of producingF2

1 cen-
ters in a radiation-colored lithium fluoride crystal; 2! the
combined action of UV radiation and a pulsed electric fie
on radiation-colored LiF crystals increases substantially
room-temperature thermal stability of theF2

1 centers pro-
duced, and the decomposition products of hydroxyls sho
play a large role in this; 3! the number of stabilizing states o
F2

1 centers formed in a LiF single crystal by the combin
action of (n,g) radiation and an applied mechanical stress
not change much by the subsequent combined action of
radiation and an alternating electric field on the crystal.

2! Hard UV radiation and shock wave.The largest ac-

d

FIG. 3. Optical absorption spectra of colored LiF crystals before~1! and
after the combined action of a pulsed electric field and UV radiation thro
a filter ~2! and without a filter~3!.
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cumulation of room-temperature stableF2
1 centers in~radia-

tion! precolored LiF crystals occurs after the crystals are
posed to pulsed UV radiation accompanied by a shock wa
The corresponding optical absorption spectrum of the exp
mental crystals is presented in Fig. 4. The curve 1 refers
sample irradiated in the reactor channel: There are noF2

1

centers. The curve 2 corresponds to the same sample
exposure to UV radiation and a shock wave. The discha
voltage was 15 kV. A band with a maximum at 645 nm c
be seen in this curve — this band is a result of the format
of F2

1 centers. The maxima at 678 and 786 nm correspon
F3

2(R1
2 ,R2

2) centers. The latter centers accompanyF2
1 cen-

ters in almost all cases~see Figs. 1–3!, but the indicated
maxima are sharpest in the present experiment.

Exposure to only pulsed UV radiation~through a quartz
plate, which protects the sample from the shock wa!
sharply decreases the efficiency of generating stableF2

1 cen-
ters ~curve3!.

The largest increment to the absorption coefficient,
the largest number ofF2

1 centers (1.331017 cm23) which
are stable at room temperature is observed with a disch
voltage of 15 kV. As the discharge voltage increases to
kV, the formation efficiency of these centers decrea
~when the voltage drops below 15 kV, a discharge is
formed!. The accumulation efficiency of stableF2

1 centers in
radiation-colored LiF crystals also decreases under the
peated combined action of hard UV radiation and a sh
wave on the experimental crystals with a constant discha
voltage. The optical absorption spectra attest to this —
curves 1–3 in Fig. 5, which correspond to crystals subjec
to one-, two-, and four-time action of UV radiation and
shock wave~discharge voltage — 20 kV!.

The thermal stability of theF2
1 centers obtained by th

described method was found to be quite high. Despite
fact that half of the centers decay during the first 1.5 wee
the density of the remaining centers changes slowly du
the course of a year and longer~Fig. 6!.

Summarizing the results of the second group of exp
ments, the following can be concluded: 1! The combined
action of hard UV radiation and a shock wave on radiatio

FIG. 4. Optical absorption spectra of colored LiF crystals before~1! and
after the action of pulsed UV radiation and a shock wave directly on
sample~2! and through a quartz plate~3!.
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colored LiF crystals leads to substantial accumulation of s
bilized F2

1 centers; 2! there exists an optimal regime for th
combined action~discharge voltage, number of times the a
tion is repeated! for which the largest accumulation ofF2

1

centers which are stable at room temperature obtains.

3. DISCUSSION

Optical characteristics of a center, such as the wa
lengths of the absorption and luminescence maxima,
width of the luminescence band, and the Stokes shift, in
cate that we are dealing with the complexF2

1 :O22. Evi-
dently, this model is indeed the most appropriate one
representing a stabilizedF2

1 center as compared with th
variants with OH2, O2

2 , or O2 ions.12

According to Ref. 13, oxygen ions formed as a result
radiolysis of single OH2 ions participate most effectively in
the process leading to stabilization ofF2

1 centers~formation
of the complexesF2

1 :O22). It can be estimated from the
intensity of the corresponding band that at t
(n,g)-irradiation dosages used in our experiments only 1
of the total number of OH2 ions were subjected to radioly
sis. Our estimates show that the total concentration of hyd

e

FIG. 5. Optical absorption spectra of colored LiF crystals after one-~1!,
two- ~2!, and four-time~3! action of pulsed UV radiation and a shock wav

FIG. 6. Density ofF2
1 centers versus storage time of a crystal in the dark

room temperature.
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gen products of radiolysis (Hi
2 , Hi

0 , Hs
2 , Hs

0) did not ex-
ceed 15 ppm. Therefore the concentration of oxygen i
which are potential stabilizers ofF2

1 centers is approxi-
mately the same, but no higher.

The concentration of stabilizedF2
1 centers, formed in

irradiated crystals after the complex actions described ab
completely corresponds to this value. However, it must
underscored that the presence of the indicated amoun
oxygen ions andF2

1 centers in the crystal in itself is stil
insufficient for the formation of the experimentally observ
quantity of stableF2

1 :O22 complexes, while the combine
action of UV radiation and a pulsed electric field or a ha
UV pulse and a shock wave leads to the production of th
mally stableF2

1 centers (F2
1 :O22), ‘‘using’’ almost com-

pletely the store of doubly-charged oxygen ions. The abse
of stableF2

1 centers in the control samples can be eas
explained on the basis of these ideas by a deficien
(,1 ppm) of oxygen ions.

In Ref. 7, to explain the effect produced by the combin
action ofg irradiation and mechanical stress on a LiF cryst
it was suggested that the factor giving rise to the format
of stableF2

1 centers is an anisotropic mechanical-stress fi
with a sharply distinguished direction, produced in the cr
tal by a uniaxial load. If it is assumed that the formation
the complexF2

1 :O22 requires overcoming an energy barrie
then it has not been ruled out that in an asymmetric st
field in some directions the barrier to formation of a co
plex, which in itself is a formation with an anisotropic intrin
sic elastic field, decreases to such an extent that dyna
overcoming of the barrier in the radiation-perturbed latt
becomes much easier. This will increase the efficiency of
reaction whereby aF2

1 center combines with an oxygen io
and can lead to the formation of an appreciable quantity
F2

1 :O22 centers even if the concentration of oxygen io
themselves is so low that it is impossible to determine
formation of these centers as a result of only ionizing ir
diation without an external stimulating force.

We believe that the pulsed electric field and a sho
wave which act on colored LiF crystals during UV irradi
tion play the same role as an external load applied to
irradiated crystal, producing in the crystal the required
isotropy. This supposition is supported by a correlation
tween other results of these combined actions.

The effect of asymmetric stresses produced by a unia
load can be considerable only if they exceed the inter
stresses, which may exist in a crystal because of the pres
of structural defects, especially dislocations. The inter
stress level near dislocations is substantially higher than
of the stresses that could be produced by external loads,
in certain regions these stresses themselves could stim
stabilization of F2

1 centers, as should happen in reali
However, in annealed crystals, because of the low dislo
tion densities (;1010 m22), the relative fraction of the vol-
ume with such stresses is too small, and the average lev
internal stresses in a crystal as a whole is very low.

If a crystal is loaded above the yield stress, plastic
formation starts and the dislocation density increases rap
This increases the level of the internal stresses. Howe
s
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since they are a superposition of fields produced by dislo
tions randomly distributed in both space and over orien
tions of the axes and Burgers vectors, these stresses a
most isotropic and, not having the required directionali
they cannot give rise to the formation of stable complex
On the other hand, because of their high level they c
weaken the effectiveness of an external field and decre
the accumulation ofF2

1 centers. Indeed, the curve of th
absorption coefficient at the maximum of theF2

1 band versus
the applied load~see Fig. 4 in Ref. 8! passes through a max
mum when the applied stress equals the yield stress of
sample. Subsequently, as the applied stress increases, th
cumulation of stabilizedF2

1 centers becomes much less e
ficient. As noted above, a decrease of the number of st
F2

1 centers was also observed with increasing discharge v
age, i.e. with increasing intensity of the combined action
hard UV radiation and a shock wave. Apparently, an app
ciable increase in the internal stress level also occurs in
case. This explains the dependence of the accumulatio
F2

1 centers on the multiple action of the UV radiation a
shock wave~Fig. 5!.

The curve of the decay ofF2
1 centers~Fig. 6! shows that

we are dealing withF2
1 centers of two types: 1! unstableF2

1

centers which decay mainly during 1.5–2 weeks after
UV radiation with a shock wave have acted on the crys
and 2! stabilized configurations withF2

1 centers which re-
main in the crystal for more than one year.

According to Ref. 14, when an electric field is applied
a crystal, vacancies of both types and their clusters
formed. An anionic vacancy, appearing under the acton o
electric field and combining with an existingF center, can
form an F2

1 center. However, an electric field alone is n
sufficient for thermal stabilization of the center. Apparent
an anisotropic mechanical-stress field, produced by an e
tric field in the lattice, with a fixed density ofF2

1 centers is
insufficient to form an appreciable number of complex
with stabilizing defects.4! As the F2

1 center density is in-
crease~by switching on UV radiation!, the rate of self-
trapping of a center and a perturbing defect should incre
and thereby the density of thermally stable configurations
complexes should increase. Indeed, UV irradiation in co
bination with a pulsed electric field, as seen above, app
ciable increase the density of complexes ofF2

1 centers with
a perturbing defect which are stable at room temperature

As perturbing defects, doubly charged oxygen io
(F2

1 :O22) as well as cationic vacancies (F2
1 :Vc

2 in the case
of a crystal with divalent metal ions!, together with increas-
ing the thermal stability ofF2

1 centers, give rise to a dis
placement of the corresponding absorption and luminesce
bands. Table II shows that the displacements of the max
of the absorption bands, according to data obtained by
ferent groups of investigators, differ not only in magnitu
but also in direction, even for the same system of alka
halide crystals. For example, according to Ref. 15, for N
they are strongly shifted into the long-wavelength side of
spectrum relative to the absorption band of unperturbedF2

1

centers, while in Ref. 16 the maximum of the absorpti
band ofF2

1 :O22 centers is shifted in the direction of sho
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wavelengths~by only 15 nm!. For the LiF system, the maxi
mum of the absorption band ofF2

1 :Vc
2 centers is shifted no

in the long-wavelength direction, as in the case of NaF,15 but
rather in the direction of short wavelengths3 down to 580 nm,
and so on. The luminescence bands mainly follow
optical-absorption bands.

This table is incomplete, but it correctly reflects the si
ation existing at the present time. In the crystals investiga
the absorption band ofF2

1-like centers (F2
1 :O22), both

stable and less stable, always lies in the interval 640–
nm, as, for example, in Ref. 13. We think that in our case
O2 ion is always present in the environment around anF2

1

center, while the lifetime is determined by the configurati
of the complexF2

1 :O22. In the control crystals, where th
number of impurity hydroxyl ions is very small, primaril
undisturbedF2

1 centers are produced and, as expected, v
ish in approximately one day. The absorption bands co
sponding to undisturbedF2

1 centers are located at 620 nm
The methods which we have proposed~besides the

present work, we also have in mind Ref. 7! for stabilizing the
laser color centers investigated, as remarked above, do
require high impurity concentrations and therefore spe
doping of the crystal. This is an advantage of these meth
since doping has a bad effect on the laser properties of
active element. For example, according to Ref. 18, an im
rity strongly degraded the lasing characteristics of crys
and decreased their radiation resistance.

In closing, comparing the effects obtained using diffe
ent complex actions it can be concluded that stabilizedF2

1

centers remain for a long time~the effect does not vanish fo
one year and longer! in irradiated LiF crystals subjected t
the combined action of hard UV radiation and a shock wa
just as in crystals irradiated in a mechanically stres

TABLE II. Absorption bands ofF2
1 and similar centers in alkali-halide

crystals (lmax, nm).

Centers

Crystals F2
1 F2

1 : O22 F2
1 : Vc

2 References

NaF 750 906 870 15
NaF 740 725 – 16
NaF 750 – 880 17
LiF 640 640 580 3
LiF 640 620 – 16
NaCl 1050 1090 – 12
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state,6,7 while F2
1 centers produced by UV irradiation in a

electric field vanish comparatively quickly~mainly within
two months!.

This work was supported by a grant from the Georg
Academy of Sciences and additional financing from t
Georgian Department of Science and Technologies.

a!E-mail: tlk@physics.iberiapac.ge
1!A number of characteristic curves from this group of results have b

published recently in Ref. 8.
2!The transmission interval is 220–420 nm.
3!A constant electric field of the same magnitude was found to be

effective in the phenomena observed in the present work.
4!We note that the strength of the electric field that we used in combina

with UV radiation is 1–2% of the breakdown field in an ionic crystal
room temperature.
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The temperature dependence of isobaric heat capacity and@411# interplanar spacing in lanthanum
and samarium hexaborides have been determined experimentally within the 5–300 K
region. The variation of the lattice parameters and thermal expansion coefficientsa (T) with
temperature has been calculated. ©1998 American Institute of Physics.
@S1063-7834~98!01811-5#
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This work reports an experimental study of the tempe
ture dependence of the heat capacity and lattice period
lanthanum and samarium hexaborides within the region fr
helium to room temperatures~4.2–300 K!.

The temperature dependences of the heat capacity
electrical resistivity of lanthanum hexaboride were inves
gated earlier~see, e.g., Refs. 1,2!.

Data on the temperature dependence of the phys
properties of SmB6 can be found in Refs. 3–5 and referenc
therein.

At the same time no systematic low-temperature x-
diffraction measurements of interatomic distances in La6

and SmB6 have thus far been made.
In the low-temperature domain, SmB6 exhibits a specific

change in the valence state of samarium ions, the chara
of interatomic interaction, in particular, a transition fro
semiconducting to metallic conduction, which account
anomalies in the temperature behavior of some of its ph
cal characteristics. This stresses the need for investigatin
properties.

Single-crystal and powder samples were prepared
low-temperature calorimetric and x-ray diffraction measu
ments.

The calorimeter copper ampoule used to measure
heat capacityCp (T) was filled with pieces of SmB6 single
crystals. The sample for x-ray diffraction measurements w
prepared from a single crystal ground to powder.

The temperature dependence of the heat capacity
SmB6 was measured in a Nernst-Strelkov–type lo
temperature calorimeter.6 The measurements were perform
adiabatically with a periodic heat injection by a techniq
described previously. Within the 5–20 K interval, the me
surements were made in 0.5–1 K steps, and from 20 to
K, in steps of 2–5 K. The measurement error in the 5–20
interval was about 1%, and at higher temperatures, 20–
K, it did not exceed 0.3%.

Figure 1 plots the temperature dependence of the
capacity of SmB6 and identifies the experimental points. Th
scatter of experimental points with respect to the smoothe
curve is smaller than the calculated error. Also shown is
1851063-7834/98/40(11)/3/$15.00
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temperature dependence of the heat capacity of lantha
hexaboride obtained by us earlier.1

The molar heat capacity of SmB6, Cp (T), was extrapo-
lated to absolute zero using the relationCp.Cv53.6
31022 T12.6131024 T3, which corresponds to a charac
teristic temperature at absolute zerou05374 K. Ultrasonic
measurements yielded for samarium hexaborideu05373 K.7

In contrast to theCp (T) curves obtained for the hexaboride
of praseodymium,7 neodymium,8 and most other rare earths
SmB6 does not exhibit a clearly pronounced magnetic tra
sition within the 5–20 K interval.

The x-ray measurements were carried out in a lo
temperature chamber by the technique described elsewh9

The samples were preliminarily tested for being single ph
and having no texture. The interatomic spacing was deri
from the center of gravity of the~411! reflection. The mea-
surement error did not exceed 631025 Å throughout the
temperature range covered, 4.2–320 K. The experime
scatter relative to the smoothened curved411(T) for LaB6

and SmB6 was less than the calculated error. Each value
d411(T) was determined in Å to the sixth digit after th
decimal point.

Figure 2 displays the experimental values ofd411(T) for
LaB6 and SmB6 obtained in the 4.2–320 K range.

FIG. 1. Heat capacity of SmB6 ~points! and LaB6 ~solid line!.
6 © 1998 American Institute of Physics
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Table I lists the lattice constanta of LaB6 and SmB6 and
volume thermal expansion coefficients calculated for
temperature range studied.

LaB6 and SmB6 have similar crystal structures with
CsCl-type cubic unit cell, and the tensor surface of th
linear thermal-expansion coefficient has spherical shape
a radius independent of direction.

FIG. 2. Interplanar spacingd411. 1—LaB6, 2—SmB6.

TABLE I. Lattice parametersa and volume thermal-expansion coefficien
b of lanthanum and samarium hexaborides.

LaB6 SmB6

T, K a, Å b•106, K21 a, Å b•106, K21

4.2 4.15112 0.15 4.13281 20.24
10 4.15112 0.27 4.13280 21.50
20 4.15114 0.72 4.13276 23.15
30 4.15116 1.44 4.13267 27.98
40 4.15118 2.16 4.13254 211.13
50 4.15121 3.21 4.13237 213.44
60 4.15127 4.26 4.13216 213.80
70 4.15134 5.43 4.13199 211.88
80 4.15143 6.75 4.13187 29.60
90 4.15153 7.92 4.13174 27.38

100 4.15168 9.09 4.13165 25.91
120 4.15193 10.89 4.13155 23.30
140 4.15228 12.66 4.13148 20.93
160 4.15265 13.77 4.13149 0.99
180 4.15305 14.43 4.13153 2.76
200 4.15345 14.70 4.13163 4.53
220 4.15384 14.85 4.13178 5.91
240 4.15427 15.00 4.13195 6.78
260 4.15471 15.12 4.13216 8.37
280 4.15510 15.30 4.13240 10.08
300 4.15553 15.54 4.13284 13.44
320 4.15597 15.72 4.13305
e

ir
th

Figure 3 displays the temperature behavior of the lin
thermal-expansion coefficient a (T) of the above
hexaborides determined from the~411! reflection. We
readily see that the interplanar spacingd411 and the linear
thermal-expansion coefficient of LaB6 increase throughou
the temperature range of 4.2–320 K, witha.0 everywhere.
Above 250 K,a (T) grows more slowly with temperature.

In contrast to lanthanum hexaboride, the interatom
spacingd411 and, accordingly, the lattice constanta of SmB6

decrease starting from 8 K, the lattice contracts, and the
cell volume decreases up to 150 K, after whichd411 starts to
increase. It is only close to 300 K thatd411 becomes equal to
its value forT→0.

The linear thermal-expansion coefficient of SmB6 be-
comes negative starting from 4 K to reach a minimum at
55 K. At 145 K, a (T) becomes zero, reverses sign, a
approaches the value for LaB6 at about 300 K.

The considerable difference between the temperature
pendences of the linear thermal-expansion coefficientsaLaB6

andaSmB6
is due primarily to the differences in interatom

chemical bonding in these hexaborides. As seen from a c
parison of the temperature dependences of the electrical
ductivity of LaB6 and SmB6, lanthanum hexaboride exhibit
metallic conduction, whereas samarium hexaboride is a
nor semiconductor at low temperatures.2

The decrease of unit cell volume with increasing te
perature and the negative thermal-expansion coefficien
low temperatures shown by SmB6 is a typical feature of
compounds with covalent bonding, including semicondu
tors of the type of diamond, Si, Ge, III-V, II-VI, and othe
compounds.10

1N. N. Sirota, V. V. Novikov, V. A. Vinokurov, and Yu. B. Paderno, Zh
Fiz. Khim. ~in press!.

2Yu. B. Paderno, V. V. Novikov, and E. S. Garf, Porosh. Metall. No. 11,
~1969!.

3E. S. Konovalova, Yu. B. Paderno, V. E. Yachmenyov, and E. M. Dudn
Izv. Akad. Nauk SSSR, Neorg. Mater.14, 2191~1978!.

4A. Tamaki, T. Goto, S. Kunii, M. Kasaya, T. Suzuki, T. Fujimura, an
T. Kasuya, J. Magn. Magn. Mater.47–48, 496 ~1985!.

5S. Nakamura, T. Goto, S. Kunii, T. Fujimura, M. Kasaya, T. Suzuki, a
T. Kasuya, J. Magn. Magn. Mater.76–77, 312 ~1988!.

6N. N. Sirota, A. M. Antjouchov, V. V. Novikov, and V. A. Fyodorov
Cryst. Res. Technol.17, 279 ~1982!.

FIG. 3. Linear thermal-expansion coefficient.1—LaB6, 2—SmB6.
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The drift mobility of photogenerated electrons and holes in Bi12GeO20 crystals with different
degrees of doping is investigated experimentally. ©1998 American Institute of Physics.
@S1063-7834~98!01911-X#
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There are a number of time-of-flight studies of the m
bility of photogenerated charge carriers in germanium a
silicon sillenites.1–4 In Refs. 5–7 charge transport is inves
gated by direct measurement of the distribution of the e
tric field intensity using the transverse electrooptic effect
very wide spectrum of values is observed: fro
1025 cm2/(V2s) in samples with empty traps2 up to values
>10 cm2/(V2s), obtained in Ref. 3 using a technique wi
high temporal resolution under conditions of band-band g
eration. Most investigations studied electron transport. In
present work we report some results of measuring the mo
ity of photogenerated electrons and holes in Bi12GeO20 crys-
tals, both nominally pure and doped with vanadium ions.

The investigations were performed on Czochrals
grown crystals. Doping was performed by introducing in
the charge V2O5 in quantities of 0.2, 0.5, and 1 mole%. Th
mobility was measured both by the method of steady spa
charge-limited currents~SCLCs! and by the time-of-flight
~TOF! method. Samples in the form of plane-parallel pla
with thicknessd<1 mm were used. In the SCLC measur
ments the polished end of a sample was illuminated withl
5400 nm light with intensity;10 mW/cm. In the TOF in-
vestigations single light pulses from an ISSH-400 lamp us
The pulses passed through a glass light filter with a transm
sion maximum athn'3.4 eV, which is close to the ban
gap in Bi12GeO20. To obtain a reproducible signal in th
TOF measurements the sample was first held in the dark
shorted electrodes for 5 min, and a measuring field was
plied for not more than 1 min. In this case, the phototransp
signal stopped changing appreciably after the sample
illuminated with several flashes. In measuring the curre
voltage characteristics~IVCs!, each experimental point wa
1851063-7834/98/40(11)/2/$15.00
-
d

-

-
e
il-

-

e-

s
-

d.
s-

th
p-
rt
as
t-

recorded 600 s after the light was switched on, when a ste
photocurrent was established. In this time a nonuniform fi
distribution is formed in the interior of the sample.6,7 Thus,
in both cases the measurements were performed in a sta
the crystal with filled traps.

Analysis of the IVCs shows8,9 that in the case of mo-
nopolar and with double injection~DI! a quadratic section o
the voltage dependence of the current, described by the e
tion

j 5
9

8
«mef

U2

d3
, ~1!

whered is the sample thickness andmef is the effective car-
rier mobility, can be observed. In the case of DI, for clo
values of the electron and hole mobilities,mef characterizes
ambipolar drift. A quadratic voltage dependence of the c
rent is observed in the experimental IVCs, obtained w
uniform illumination, after the section of quite rapid growt
The relation~1! gives mobilitiesm>1023 cm2/(V2s) ~see
Table I!.

Both Gaussian and dispersion transport signals were
tained in the TOF investigations.10 The latter was observed
in pure Bi12GeO20 at temperature above 60 °C. In crysta
with vanadium at temperatures below 80 °C transport
Gaussian. The pulses obtained~see Fig. 1! contain two sec-
tions with a decaying photocurrent. We took as the time
flight Tn the time at which the flatter section terminated. T
plot Tn

215 f (U) is a straight line, attesting to the field
independence of the mobility. On the second section the
nal I (t) drops off exponentially. This makes it possible
determine the lifetime of photogenerated charge carriers
TABLE I. Values of the phototransport parameters in Bi12GeO20 .

Sample m, 1023 mn , tn , 1024 Emn , mp , tp , 1024 Emp ,
cm2/(V2s) cm2/(V2s) s eV cm2/(V2s) s eV

BGO 1 3.631022 6.5 0.32 1.131022 4.5 0.52
BGO 1 0.2 6.8 1.3731021 1.8 0.2 1.9531021 1.94 0.2
mole% V2O5

BGO10.5 1.5 6.9731022 1.55 0.31 1.1231021 1.8 0.29
mole% V2O5

BGO11 1.2 431022 1 0.36 931022 1.3 0.32
mole% V2O5
9 © 1998 American Institute of Physics
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the case of dispersion transport, the timeTn was determined
from the kink in the plot logI2log t. The mobilities deter-
mined from both types of signals fall on the same strai
line in the Arrhenius plot ofm(T).

Transport signals for both photogenerated electrons
holes were obtained in all experimental samples. The e
tron (mn ,tn) and hole (mp ,tp) mobilities and lifetimes are
presented in Table I. In undoped Bi12GeO20 the productmt
for electrons is somewhat larger than for holes, remain
close in order of magnitude for both types of carriers. T
values ofmn andtn agree well with the published data ob
tained for samples with filled traps.1,2,4 The introduction of
vanadium leads to the reverse relation (mt)p.(mt)n . In all
cases the difference between (mt)n and (mt)p does not ex-
ceed one order of magnitude. As the vanadium concentra

FIG. 1. Time dependence of the photocurrent in a crystal Bi12GeO20

11 mole% V2O5 at voltages~in V!: 1 — 300, 2 — 500, 3 — 600 ~tem-
perature 60 °C!.
t

d
c-

g
e

on

increases, the mobilities and lifetimes of both electrons a
holes decrease. As temperature increases, the mobilit
photogenerated charge carriers increases exponentially
activation energyEmn andEmp .

The fact that the mobilitiesm obtained by analyzing the
IVCs for all crystals are less than the values ofmn and mp

determined by the TOF method could be an indicat
that under uniform illumination both electrons and hol
move simultaneously in the sample. Thenm is the ambi-
polar drift mobility.11 Mobilities of the order of
102121022 cm2/(V2s) are characteristic for hopping con
duction in the tails of the density of states.12 This agrees with
the fact that sillenite crystals have a well-developed optic
absorption shoulder.13

1S. L. Hou, R. B. Lauer, and R. E. Aldrich, J. Appl. Phys.44, 6, 2652
~1973!.

2V. Kh. Kostyuk, A. Yu. Kudzin, and G. Kh. Sokolyanski�, Fiz. Tverd.
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Scattering of spin waves by a rectilinear edge dislocation
A. N. Kuchko and M. V. Chernyshëva
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The propagation of volume spin waves in an unbounded easy-axis magnet containing a
rectilinear edge dislocation is studied theoretically. The spin-wave scattering amplitudes are
calculated in the Born approximation. It is shown that the spin-wave scattering amplitude vanishes
for certain values of the scattering angle. The dependence of the scattering angle on the
angle of incidence of the spin waves is found for this case. The transport scattering cross section
of spin waves is found. ©1998 American Institute of Physics.@S1063-7834~98!02011-5#
s
en
no
s
to
se

ei
rs

s
a

u
a

o-
a-
r

th
p
lo

e
an
a

y
t o

t-
ly;
on
and

ag-

ate
e
or

ill
to

ti-

the
by
a-
Recently, there have appeared a number of papers~see,
for example, Refs. 1–3! on travelling exchange spin wave
~SWs!. In these papers, specifically, the methods of SW g
eration and detection and SW propagation processes in
uniform materials are examined, mechanisms are propo
for converting electromagnetic oscillations and magne
static waves into travelling SWs, and so on. This increa
interest in this subject is due to the possibility of using SW
in spin-wave microelectronics devices, obtaining with th
help information on the local properties of magnetic laye
and so on.

Extended lattice defects—dislocations,4,5 which produce
in a material deformations which decay slowly with increa
ing distance from a defect, are always present in real m
netic crystals~propagation medium for SWs!. The presence
of an interaction between the elastic and magnetic s
systems~magnetostriction! results in the appearance of
nonuniform magnetization distribution in the field of disl
cation deformations6,7 and strongly influences the magnetiz
tion dynamics.8–10 Moreover, the presence of such an inte
action also influences the dynamic properties of
dislocation itself. In the present paper, the scattering am
tude of volume SWs scattered by an individual edge dis
cation will be calculated.

We shall study the propagation of SWs in an unbound
easy-axis magnet, in a constant uniform magnetic field
containing a single rectilinear edge dislocation. We shall
sume that the axis of easy magnetization~AEM! and the
constant uniform external magnetic fieldH are parallel to
one another, and we orient thez axis of the coordinate in this
direction. In such a coordinate system the energy densit
the ferromagnet can be written as follows taking accoun
the smallness of the deformation:7

w~m!5
a

2

]mi

]xj

]mi

]xj
2

b

2
mz

22hmz2gs i j ~x,y,z!mimj ,

i , j 5x,y,z. ~1!
1861063-7834/98/40(11)/3/$15.00
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Herea, b, andg are exchange interaction, uniaxial aniso
ropy, and magnetostriction constants, respective
s i j (x,y,z) are the components of the tensor of dislocati
deformations, whose form depends on the orientation
type of dislocation;h5H/Ms ; and, m„r ,t)5M „r ,t)/Ms is
the dimensionless magnetization distribution.

We shall assume the material in its ground state is m
netized uniformly along thez axis. We shall describe the
small deviations of the magnetization from the ground st
by the variablesm65mx6 imy . We shall consider an edg
dislocation with axis parallel to the AEM and Burgers vect
directed along thex axis. In this case, only thexx, yy, and
xy components of the tensor of dislocation deformations w
be different from zero,5 and the expression for the energy
within terms quadratic inm6 will assume the form

w~m1 ,m2!5
a

2
¹m2¹m11

b1h

2
m1m2

1
g

4
$syy@m12m2#22sxx

3@m11m2#21 isxy@m1
2 2m2

2 #%. ~2!

We shall obtain the equation of motion of the magne
zation using Eq.~2!. If m6(r ,t);exp$ivt%, wherev is the
SW frequency, then the desired equations describing
propagation of linear SWs against the background formed
the uniformly magnetized material assume the following m
trix form:

~Û1«V̂!X50. ~3!

Here

X5S m2

m1
D , Û5S 2D2k2 0

0 D1k2D ,

V̂5S V0 V11 iV2

2V11 iV2 2V0
D ,
1 © 1998 American Institute of Physics
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where the wave numberk is determined from the dispersio
law for SWs in a homogeneous material~far from a
dislocation!:11 v\/2m0Ms5ak21b1h (\ is Planck’s con-
stant,m0 is the Bohr magneton!, «5gb/4pa(12n2) (n —
Poisson’s ratio,b—modulus of Burgers vector!, while the
components of the operatorV̂ in polar coordinates
(x5rcosw, y5rsinw), taking account of the explicit form o
the componentss i j ,5 satisfy the relations

V052~12n22n2!
sinw

r
,

V154~11n!
sinw cos2w

r
, V25

cosw cos 2w

r
. ~4!

Equation~3! is analogous to the stationary Schro¨dinger
equation. This makes it possible to use the well-develo
apparatus of quantum mechanics to solve the equati
Since« is a small parameter of the problem, we shall emp
the Born approximation,12 according to which in the case o
a cylindrically symmetric potential the scattering amplitu
can be written, to within the constant phase factor, as

F~ka ,kb!5
«

2A2pk
E X̃kb

1 V̂X̃ka
dr. ~5!

Here X̃k are the solutions of the unperturbed equation~3!
with «50, which are monochromatic plane waves with
coordinate part

X̃k~r!5S exp~ ik–r!

exp~2 ik–r!
D , ~6!

ka andkb are the wave vectors of the incident and scatte
waves, respectively, andr is a coordinate vector in thexy
plane. Substituting the expressions~4! and ~6! into Eq. ~5!,
we find

F~p,q!5
«

Apk
E

0

`E
0

2p

@V0 cos~q–r!2V1 sin~p•r!

1V2 cos~p–r!#dwdr, ~7!

whereq5ka2kb andp5ka1kb . We shall assume that th
scattering of a SW by a dislocation is elastic. In this ca
ukau5ukbu5k, p52kcos(Q/2), and q52ksin(Q/2), where
Q is the scattering angle~the angle between the wave vecto
of the incident and scattered waves!.

Next, integrating Eq.~7! with respect tor and w, we
obtain finally for the scattering amplitude of a SW scatte
by an edge dislocation the expression

F~Q,F!5
gb

A8p~12n!ak3/2F4 sin~F1Q/2!

3cos~2F1Q!cos~Q/2!

2~122n!
cos~F1Q/2!

sin~Q/2! G , ~8!

where F is the angle of incidence of the SW~the angle
between the direction of the incident wave and Burgers v
tor of the dislocation!. Expressions can be obtained similar
d
s.

y

d

e

d

c-

for the scattering amplitudes in other cases of the rela
arrangement of the Burgers vector, the AEM, and the dis
cation axis.

Let us analyze the expression obtained. A plot of t
modulus of the scattering amplitude~8! as a function of the
scattering angle is displayed in Fig. 1.

Analysis of the function~8! and Fig. 1 shows that the
scattering amplitude vanishes for certain scattering ang
Taking account of Eq.~8!, such scattering angles must sa
isfy the equation

tan~F1Q/2!cos~2F1Q!sinQ5
1

2
2n. ~9!

This transcendental equation as a function of the an
of incidence and the Poisson ratio can have up to six dif
ent real roots. A plot of the functionQ(F), obtained by
solving Eq.~9! numerically, is shown in Fig. 2.

Let us calculate the total transport SW scattering cr
section of a dislocation. Substituting into the expression
the transport cross section

VT5E
0

2p

uFu2~12cosQ!dQ

FIG. 1. Modulus of the scattering amplitude versus the angle for differ
angles of incidence of the spin wave (n50.3).

FIG. 2. Scattering angle versus the angle of incidence of the spin wav
which the scattering amplitude is zero.
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the expression~8! for the scattering amplitude and carryin
out the integration, we find

VT5
g2

4~12n!2

b2

a2k3 F1

2
1~122n!21sin22F G . ~10!

As one can see from Eq.~10!, SWs are most efficiently
scattered by a dislocation for angles of inciden
F5(2n11)p/4 (n — integer!. Numerical estimates for the
transport cross section in the case of yttrium iron gar
show that it can reach values of the order of several na
meters near the threshold of SW activity.

Let us discuss the applicability of the expressions
tained above for the scattering amplitudes of spin waves

One can see from Eq.~8! and Fig. 1 that the spin-wav
scattering amplitude grows without bound asQ→0. This is
due to the fact that in the present paper the scattering am
tude was obtained on the basis of perturbation theory u
the method of successive approximations in the station
case~Born approximation!. The wave functions correspond
ing to monochromatic plane waves~6! were used to calculate
the matrix elements~5!. However, if the scattering potentia
is long-range, then the wave is distorted at infinity and
stationary states will no longer correspond to monochrom
plane waves. Nonetheless, for Coulomb-type fields, wh
decrease at infinity as 1/r ~which happens in the presen
case!, such a distortion gives only a phase shift of the wa
function that depends logarithmically on the coordinate12

which is of no consequence for calculating matrix eleme
appearing in the scattering amplitude for scattering ang
sufficiently different from zero. Thus, the expressions o
tained for the scattering amplitudes are inapplicable for sm
scattering angles.

Since the expressions for dislocation deformations
inapplicable for distancesr,a, where a is the lattice
t
o-

-

li-
g

ry

e
ic
h

e

s
s

-
ll

e

constant,4,5 the range of applicability of the expressions f
the scattering amplitudes is limited above with respect
wave numbers at least by the relationk!kmax51/a, which is
identical to the condition of applicability of the continuum
approximation for SWs. The condition of applicability of th
exchange approximation for SWs~absence of magnetostat
terms in the expression~1!! is k@kmin5A4p/a.2 Therefore
the expression~8! for the SW scattering amplitude is appl
cable for wave numberskmin!k!kmax.

These investigations were performed as part of a pro
financed by the Ukrainian Ministry of Education.
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Equilibrium configurations of partial misfit dislocations in thin-film heterosystems
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The energy characteristics of orthogonal rows of partial misfit dislocations withV-shaped
stacking faults in thin-film heteroepitaxial systems are analyzed theoretically. It is shown that they
should appear only in very thin epitaxial films of nanoscopic thickness and for high values
of the mismatch exceeding a definite value. Under these conditions partial misfit dislocations
associated withV-shaped stacking faults are typical elements of the defect structure of
nanolayer heterosystems. For smaller mismatches and larger films thicknesses total misfit
dislocations should form. ©1998 American Institute of Physics.@S1063-7834~98!02111-X#
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After nearly three decades the problem of the defecti
ness of thin-film systems obtained by different heteroepit
methods is still a key problem of semiconductor materi
science. Diverse defect structures, whose appearance
effective channel for relaxation of intrinsic elastic stress
~mismatch stresses!, due to the mismatch of the structure a
properties of the joined materials, form at the fabricati
stage of the heterosystem and often result in the degrada
of the basic characteristics of micro- and optoelectron
devices.1–6 The most common method of relaxation of mi
match stresses is formation of total or partial misfit dislo
tions ~MDs! which form two-dimensional dislocation ne
works near heteroboundaries. The formation of networks
total MDs is ordinarily preferred, since on the one hand th
possess larger Burgers vectors and therefore accommo
more efficiently the lattice mismatch of the contiguous m
terials while, on the other hand, stacking faults are
formed in the process in the interior of the materials, i.e.
from heteroboundaries the materials possess a higher de
of structural perfection. However, in heterosystems with
large mismatch there often arise situations where the exis
sources of total dislocations are inadequate for the degre
accommodation of the initial mismatch that is energetica
preferred here. In such cases so-called ‘‘secondary’’ re
ation mechanisms come into play7 and lead to the appearanc
of a network of partial MDs~PMDs!. One of the main
mechanisms of nucleation of MDs likewise leads to the f
mation of PMDs — nucleation on a free surface of a grow
epitaxial film and gliding of half-loops of dissociated disl
cations toward a heteroboundary.8–12

Despite the fact that PMDs are now a frequent objec
experimental investigations, their theoretical description
not nearly as detailed as that of total MDs. This perta
specifically to the problem of determining the equilibriu
density of MDs and the critical parameters of a heterosys
~critical thicknesshc of an epitaxial film and the critical mis
matchf c for which the formation of MDs becomes energe
cally favorable ~correspondingly, for arbitrary mismatchf
and for a monolayer film!. For total MDs this problem is
most easily solved on the basis of a macroscopic quasie
librium approach,1,13–27, the basic idea of which is to calcu
1861063-7834/98/40(11)/6/$15.00
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late the total energy of a heterosystem with MDs and
minimize this energy with respect to the density of a dis
cation ensemble. For this reason, this approach is also sa
be an energetic approach.

A review of previous works that are devoted to th
analysis of the equilibrium density of total MDs on the ba
of the energy approach is contained in Ref. 1. These wo
all have the drawback that the expression for the total ene
does not contain terms describing the energy of interactio
MDs with the elastic field of the initial mismatch, with th
free surface of the epitaxial film, and with one another. F
an infinite discrete row of edge MDs with Burgers vecto
lying in the plane of the heteroboundary, these terms w
first taken into account comprehensively in Refs. 14 and
the main results of which are also presented in Ref. 16.
macroscopic energy approach was further elaborated in R
17–27. Misfit dislocations of a mixed type with Burgers ve
tor tilted with respect to the plane of the heteroboundary a
orthogonal networks of MDs were studied, and the elas
anisotropy of the film and substrate and small differences
their elastic moduli were taken into account.26 The results
obtained in Refs. 17–27 taken together made it possible
apply the energy approach to the analysis of dislocat
structures in specific heterosystems taking account of the
ometry and the type of MD exactly. Nonetheless, the res
did not change qualitatively, and the discrepancy in the t
oretical estimates and experimental data was found to b
the same order of magnitude.

It was found that there were significantly fewer theor
ical calculations for PMDs. We call attention to Ref. 2
where the formation of a row of parallel PMDs was inves
gated theoretically using Matthews’ simplified ener
approach,13 which neglects the energies of interaction of t
dislocations with the stress field of the initial mismatch a
with the free surface of the epitaxial film as well as with o
another. At the same time, in the case of total MDs th
terms have a large effect on the equilibrium density of M
and on the values of the critical parameters.14–16 It is natural
to expect that similar corrections will also be important f
the case of PMDs.

One formation mechanism of PMDs is nucleation on t
4 © 1998 American Institute of Physics
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FIG. 1. Partial misfit dislocations withV-shaped stacking faults. a — Diagram of the formation of a single PMD; b — orthogonal network of PMDs.
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surface of a film and gliding of mixed-type partial disloc
tions toward the film–substrate interface. For a sufficien
high density of surface sources, these dislocations, reach
heteroboundary, enter into a reaction with analogous di
cations gliding along neighboring planes, and often fo
‘‘sessile’’ PMDs of the Lomer–Cottrell barrier type.29 The
PMDs formed in this manner are located at the vertices
V-shaped stacking faults~Fig. 1a!. This has been observed i
experiments on heterosystems with diamond and sphal
lattices.8–12,30

Thus, our main goal in the present work is to analy
theoretically the energy characteristics of an ensemble
PMDs with V-shaped stacking faults, taking account of t
indicated components of the total energy and the forma
of orthogonal rows of such PMDs. Epitaxial gallium arseni
films on silicon substrates are studied as an example
specific heterostructure.

To investigate the qualitative differences in the energ
ics of the formation of total and partial MDs, we shall exam
ine a very simple model — a thin, elastically isotropic film
of thicknessh obtained by epitaxial growth on a semiinfinit
elastically isotropic substrate. We shall assume the ela
constants, the shear modulusG, and the Poission ration to
be the same for the film and substrate materials.

The initial coherent~or pseudomorphous! state of the
system is characterized by elastic strain«152 f , where f
5(a22a1)/a1.0 is the initial two-dimensional mismatc
between the lattice constants of the substrate and the film
a1 anda2 , respectively. The density of the elastic mismat
self-energy~per unit area of the interface! is given by the
expression1

Wf52G
11n

12n
f 2h. ~1!

As h increases to some critical valuehc , relaxation of
the initial mismatchf starts in the film by nucleation of a
orthogonal network of PMDs on the boundary with the su
strate: The system passes into a semicoherent state~Fig. 1b!.
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This new state is characterized by a residual uniform ela
strain«252( f 2«d),0, where«d5b/ l is part of the initial
mismatch accommodated by the introduction of PMDs;b is
the magnitude of Burgers vector of the PMD; and,l is the
distance between the PMDs. The total energy density of
system in such a semicoherent state can be written in
form ~by analogy with the calculation in Refs. 14 and 15!

W5Wf1Wel
d 1Wn

d1Wint
f d1Wg, ~2!

whereWel
d is the elastic energy of PMDs, which is obtaine

by taking account of their interaction with the free surface
the film and with one another;Wn

d5Gb( f 1«2)/@2p(1
2n)# is the energy of the nuclei of the PMDs~in the expres-
sions given below we omit the index 2 in«2); Wint

f d

524G f( f 1«)(h2b)(11n)/(12n) is the energy of inter-
action of PMDs with the elastic field of the initial mismatc
Wg54gh( f 1«)/(b cosa) is the energy ofV-shaped con-
figurations consisting of bands of stacking faults;g is the
energy of a stacking fault; and, 2a is the opening angle o
the V-shaped configuration.

The elastic energy of a dislocation system consists of
self-energies of each row of PMDs and their interaction
ergy

Wel
d 5Ws1Wint . ~3!

The self-energy of a dislocation row can be calculated as
work required for its nucleation in its elastic self-field.14,15

Let one row of PMDs lie along the 0y axis of a Cartesian
coordinate system (x,y,z), and let a second row lie along th
0y8 axis of a Cartesian coordinate system (x8,y8,z8) rotated
relative to the first one by the anglep/2 so that the corre-
spondencesx8→x, y8→2z, and z8→y holds ~Fig. 1b!.
Then the self-energy of two orthogonal rows of PMDs c
be written in the form

Ws5
Nb

2 E
0

h2b

syy
~x,y,z!dx1

Nb

2 E
0

h2b

sy8y8
~x8, y8, z8!dx8, ~4!
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whereN51/l is the number of PMDs per unit length of
row, syy

(x,y,z) was found in Refs. 14 and 15 and is taken he
with the opposite sign of the component of the stress field

the first row in the coordinate system (x,y,z), andsy8y8
(x8,y8,z8)

is a component of the stress field of the second row in
coordinate system (x8,y8,z8). Switching to the coordinate

system (x,y,z), we havesy8y8
(x8,y8,z8)

5syy
(x,y,z) , and the ex-

pression~4! becomes

Ws5NbE
0

h2b

syy
~x,y,z!dx. ~5!

The interaction energy of the rows can be calculated
the work required for nucleation of the first row in the elas
field of the second row

Wint5NbE
0

h2b

sz8z8
~x8, y8, z8!dx5NbE

0

h2b

szz
~x,y,z!dx. ~6!

Integrating, taking account of the coordinates of t
PMDs y56nl, where n50,1,2,. . . , which gives
cos(2py/l)51 in the expressions fors i j

(x,y,z) , we find

Ws5
Gb

2~12n!
~ f 1«!2H S 2h

b
21DC111

S1
2

C211

S2

2
h

bS h

b
21D4p~ f 1«!

C121
2

1

2p~ f 1«!
ln

C221

C121 J , ~7!

Wint5
Gbn

2~12n!
~ f 1«!2H 4

h

bS C111

S1
2

C311

S3
D

2
1

p~ f 1«!
ln

C221

C121 J , ~8!

where

C15cosh@2p~ f 1«!~2h/b21!#, C25cosh@2p~ f 1«!#,

C35cosh@2p~ f 1«!h/b#,

S15sinh@2p~ f 1«!~2h/b21!#, S25sinh@2p~ f 1«!#,

S35sinh@2p~ f 1«!h/b#.

Substituting the expressions~7! and~8! into Eq. ~3!, we
obtain

Wel
d 5

Gb

2~12n!
~ f 1«!2H S 2~112n!

h

b
21DC111

S1

2
C211

S2
24n

h

b

C311

S3
24p

h

bS h

b
21D f 1«

C121

2
112n

2p~ f 1«!
ln

C221

C121 J . ~9!

The resulting expression obtained for the total energy~2!
was analyzed numerically taking account of Eqs.~1! and~9!
with parameter values characteristic for the heterosys
GaAs/Si ~001!: G532.5 GPa,n50.31, 2a'70°, and g
50.06 J/m2.28,31 For example, in a heteroboundary wi

~001! orientation, a Burgers vector of the PMDb5 a
6 @11̄0#

can be formed by combining two partial 30° Shockley dis
e
f

e

s

m

-

cations, one of which glides in the film along the~11̄1! plane
and can have a Burgers vectorb15 a

6 @ 1̄2̄1̄# or a
6 @211̄# while

the other glides along the plane~1̄11! and can haveb2

5 a
6 @211# or a

6 @ 1̄2̄1#. Herea is the interatomic distance in
the direction @001#, equal to, for example, 0.5635 nm i
GaAs. As a result of the dislocation reaction, the screw co
ponents of these partial dislocations annihilate, which res
in the formation of a sessile purely edge PMD, whose l
lies in the plane of the interface~001!. In the case of a GaAs

film, the standard formulaubu5 a
6Ah21k21 l 2 with b

5 a
6 @hkl# give b50.133 nm andb15b250.23 nm for the

values of the Burgers vectors of the partial dislocations p
ticipating in these reactions.

Figure 2 displays the functionW(«) for a fixed film
thicknessh5400b and different initial mismatchesf as well
as for a fixed mismatchf 50.04 and different thicknessesh.
The dashed lines show the straight linesW(«52 f ), corre-
sponding to a coherent state of the heterosystem — abs
of PDMs in it. One can see that for smallf andh ~curves1 in
Fig. 2! the energy of the coherent state is less than the en
of the relaxed state,W( f ),W(«), i.e. the formation of
PMDs is energetically unfavorable. For some critical valu
of f and h ~curves2 in Fig. 2! there appear on the curve
sections whereW(«).W( f ) — nucleation of PMDs be-
comes energetically favorable. The strain«5 «̄ , correspond-
ing to the minimum on the curveW(«), is an equilibrium

FIG. 2. Total energy densityW of a heterosystem versus the residual h
mogeneous elastic strain« in the film. a! h/b5400 andf •10250.5 ~1!, 1
~2!, 1.5 ~3!, 2 ~4!, 3 ~5!, 4 ~6!; b! f 50.04 andh/b53 ~1!, 5 ~2!, 10 ~3!, 15
~4!, 20 ~5!, and 30~6!. The horizontal dashed lines correspond to the valu
of W(«52 f ) for a coherent state of the system.
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residual elastic strain which is uniform over the cross sec

of the film. Then the sumf 1 «̄, representing the part of th
initial mismatch that is removed when the PMDs are form

determines the equilibrium distance between theml̄ 5b( f

1 «̄). As f and h increase further, the values ofu«̄u and l̄
decrease: The ensemble of PMDs becomes more dense
accommodates a larger part of the initial mismatchf .

The curvesW(«) ~Fig. 2! describing the energetics of
heterosystem with PMDs agree qualitatively well with t
similar curves obtained in Refs. 14–16 for total MD
~TMDs!. However, the quantitative discrepancies are v
large. Settingg50 in Eq. ~2! and takingb50.385 nm~the
Burgers vector of a total 90° MDaSi/2^110&, lying in the
~001! heteroboundary along the directions@110# or @11̄0#12!,
we obtain an expression for the total energy of a system w
two orthogonal rows of TMDs. Analysis of the curvesW(«)
for PMDs and TMDs makes it possible to compare the ch
acteristic features of the formation of their ensembles.

Figure 3 shows«̄ and l̄ versus the mismatchf for a fixed
film thicknessh5400b'53.2 nm~hereb50.133 nm — the
Burgers vector of the PMDs! and versus the thicknessh for
fixed f 50.04 ~characteristic for the heterosystem GaAs/S!.
The solid lines show the curves for PMDs and the das
lines show the curves for TMDs. One can see that for sm

values off the functions«̄( f ) are linear («̄( f )52 f , Fig. 3a!,

while for smallh the equilibrium strain«̄(h) is constant and
likewise equals2 f ~Fig. 3b!, which corresponds to purel
elastic accommodation of the mismatch and absence of M

on the heteroboundary (l̄ 5`). As soon asf or h reaches its
critical value f c or hc ~for fixed h or f , respectively!, plastic
relaxation — nucleation of MDs — occurs and the equil

rium uniform elastic strainu«̄u decreases sharply forf . f c

~Fig. 3a! and forh.hc ~Fig. 3b!. Correspondingly, the equi

librium distance l̄ between MDs becomes finite and d
creases. It is important to note that for the chosen thickn
h'53.2 nm the critical mismatchf c is five times smaller for
TMDs (;0.002) than for PMDs (;0.01). The decreasing

curves «̄( f ) ~Fig. 3a! rapidly saturate, the modulus of th
saturation level being almost two orders of magnitu
smaller for TMDs (;1•1024) than for PMDs (;85
•1024), i.e. for such a film thickness the TMDs give muc
more complete accommodation of the mismatch than
PMDs. It is interesting that in this case the equilibrium d
tances between TMDs are approximately two times gre
than between PMDs.

In turn, for a chosen mismatchf 50.04 the critical film
thicknesshc ~Fig. 3b! is approximately 1.6 times smalle
than for PMDs (;0.6 nm) than for TMDs (;0.96 nm).
This means that as an epitaxial film grows with such a m
match~for example, a GaAs film on a silicon substrate!, first
PMDs and then TMDs should nucleate. This sequence
appearance of PMDs and TMDs has been observed in
heterosystems GaAs/Si11,12 and Pd/Au (f '0.046).32,33

The diagram in Fig. 4, obtained using the functio
hc( f ) for TMDs ~curve1! and PMDs~curve2!, gives a more
complete picture of the possible regimes of filling of het
oboundaries of PMDs and TMDs in a wide range of m
n
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matchesf and thicknessesh. The intersecting curves1 and2
divide the phase space (f ,h) into four regions with different
defect structure of the heteroboundary. Region I, bounded
the upper part of the curve1 and the lower part of the curve
2, corresponds to a coherent state of the system with no M
present. The region II, bounded by the upper parts of
curves1 and2, corresponds to the presence of TMDs on t
heteroboundary. The region III, bounded by the lower par
the curve1 and the upper part of the curve2, corresponds to
the simultaneous existence of TMDs and PMDs. Finally,
region IV, bounded by the lower parts of the curves1 and2,
is the region where PMDs form. One can see that the cur
1 and 2 are considerably different: The functionhc( f ) for
TMDs ~curve1! has no asymptotes, while for PMDs~curve
2! it has a vertical asymptote at the pointf '9•1023. This

FIG. 3. Equilibrium uniform elastic strain«̄ of a film and the equilibrium

distancel̄ between misfit dislocations versus the initial mismatchf with h
5400b'53.2 nm~a! and versus the thicknessh of the epitaxial film with
f 50.04 (b). The solid lines show the curves for partial and the dashed
total misfit dislocations.
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means that in the case of TMDs there should always exi
critical thicknesshc for any, however small,f , i.e. in any
heterosystem it is possible to grow a film on a semiinfin
substrate up to a thickness such that nucleation of TM
becomes energetically favorable. However, this is not so
the case of PMDs: There exists a limiting mismatchf l ( f l

'9•1023 for the chosen working parameters! such that for
f , f l the formation of PMDs will remain energetically unfa
vorable for any film thicknesses. We also note that the ra
Dh of film thicknesses for which nucleation of PMDs
more favorable than nucleation of TMDs is found to be e
tremely narrow —Dh<0.3 nm. For this reason, it should b
extremely difficult to observe accommodation of the m
match by formation of only PMDs. In most cases eith
PMDs or PMDs and TMDs simultaneously should be o
served, and the larger the mismatch and the thicker the fi
the lower the relative fraction of PMDs should be. Such
observation is contained in the experimental work Ref.
where the percentage fractions of TMDs and PMDs~and also
60° MDs, which we do not study here! are presented as
function of the film thickness. This is explained both by t
low efficiency of PMDs from the standpoint of the degree
relaxation of the initial mismatch as a result of the sma
magnitude of their Burgers vector~Fig. 3! and by the large
contribution of the stacking-fault energy to the total ener
of the system.

Figure 5 displays the equilibrium total energyW̄ of the
system as a function of the misfitf for a system with TMDs
(W̄(1)( f ), curve1! and with PMDs (W̄(2)( f ), curve2! with
film thicknessh5100 nm. The initial part of the curve2 for
f < f c5 f l'9•1023 is completely determined by the expre
sion ~1!, and the differenceW̄(2)( f )2W̄(1)( f ) characterizes

FIG. 4. f 2h diagram obtained using the functionshc( f ) for total ~1! and
partial ~2! misfit dislocations. Four regions are distinguished: I — coherent
state of the system, II–IV — total, total and partial, and partial misfit d
locations at a heteroboundary, respectively.
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here the energy gain as a result of the introduction of TMD
In the regionf . f c5 f l'9•1023 this difference shows the
energy gain from formation of TMDs instead of PMDs.

this case it is'0.06 Ga'1.1 J/m2, andW̄(2)( f ) is more than

an order of magnitude greater thanW̄(1)( f ).
In summary, our model of PMDs, located at the vertic

of V-shaped stacking faults that penetrate through the en
film from heteroboundary to the free surface, gives an
tremely low probability of observing such defective config
rations in quite thick films (h'10 nm and thicker!. The cal-
culations performed show that they should appear only
very thin epitaxial films of nanoscopic thickness and f
large mismatches (f .0.01). Under these conditions th
PMDs associated withV-shaped stacking faults are typic
elements of the defective structure of nanolayer heterost
tures observed expermentally in Refs. 11 and 12. For sma
values off and larger values ofh TMDs or PMDs, associated
with stacking faults with partial dislocations located in th
interior of the film outside the heteroboundary, should for
The investigation of the role and location of such formatio
in mismatch accommodation processes in heteroepitaxy
subject of our further investigations.

This work was supported in part by the Russian Fund
Fundamental Research~grant 98-02-16075! and the Russian
Scientific Council on the Interdisciplinary Science and Tec
nology Program ‘‘Physics of Solid-State Nanostructure
~Grant 97-3006!.

-

FIG. 5. Equilibrium total energyW̄ of a system versus the mismatchf for a
system with total~1! and partial~2! misfit dislocations with film thickness
h5100 nm.
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Reversible and irreversible magnetic-field-induced changes in the plastic properties
of NaCl crystals

Yu. I. Golovin, R. B. Morgunov, D. V. Lopatin, A. A. Baskakov, and Ya. E. Evgen’ev

Tambov State University, 392622 Tambov, Russia
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It is established that a weak magnetic field with inductionB;1 T gives rise to irreversible
changes in NaCl crystals without freshly introduced dislocations, while a strong magnetic field
with induction 16,B,35 T gives rise predominantly to reversible changes. It is inferred
that there exist two different channels whereby a magnetic field influences the state of point
defects. ©1998 American Institute of Physics.@S1063-7834~98!02211-4#
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Dislocation motion stimulated by a weak constant ma
netic field ~MF! with inductionB<1 T in unloaded crystals
with paramagnetic impurities was first reported in Ref. 1.
such a field the energyE imparted to a paramagnetic cent
with magnetic moment equal to one Bohr magnetonm is
E'mgB!kT, where T;300 K is the experimental tem
perature,g'2 is the Lande´ factor, andk is Boltzmann’s
constant. Later it was established that one reason why d
cations move in a MF is that the field influences electro
processes occurring in a subsystem of structural defect2–4

At the present time the nature of this ‘‘weak-field’’ effect
not known in detail, but there are strong grounds for beli
ing that a MF stimulates spin-dependent intercombinat
transitions in complexes of paramagnetic defects.2–5 This
speeds up the relaxation of the complexes out of a metas
state6 and gives rise to depinning of dislocations from sto
and subsequent motion of the dislocations in the long-ra
field due to the internal mechanical stresses of the crysta3,7

In MFs, which we shall conventionally term strong
what follows, such thatE'mgB;kT, additional channels
whereby a field can influence the state of structural defe
and in consequence the plastic properties of materials
arise. Our objective in the present work was to create exp
mental conditions for observing and investigating differen
between the effects of weak and strong MFs on the plasti
of NaCl crystals.

Two characteristics of plastic properties were chosen
the response to the action of MFs: the microhardness
MF-induced runs of individual dislocations. The experime
were performed on 33335 mm NaCl single crystals
quenched in air from 700 K, with Ca impurity-ion conce
tration of 0.01 at.%. The microhardness of the crystals w
measured using a PMT-3 microhardness meter. Each poi
the plots is the result of averaging 30–50 individual mic
hardness measurements performed under identical co
tions. In experiments investigating the mobility of edge d
locations introduced by the standard method of mak
scratches on the surface of the sample, the MF-induced
placementL of a dislocation was measured. The displac
ment was determined by averaging 100–150 values of
travel distances of individual dislocations, measured
1871063-7834/98/40(11)/3/$15.00
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double chemical etching. The procedure of double etching
the absence of external actions produced a background tr
distance, identical in all experiments, for freshly introduc
dislocationsL051061 mm, evident from etch pits at the
surface.

Square pulses of a weak field lasting 20 s, leading e
3 s, and amplitudeB52 T were produced with an electro
magnet. Strong MF pulses with the shape of one-half per
of a sinusoid of 140ms and amplitude up to 35 T wer
generated in a solenoid by discharging a capacitor bank

In the first series of experiments the influence of a we
MF on the microhardness of crystals was investigated. N
samples with no freshly induced dislocations were pretrea
with a MF and then, after 1 min, the microhardnessH was
measured. The value obtained forH was less than the micro
hardnessH0 of crystals which were not treated with a M
~Fig. 1!. Just as in Ref. 8, the value ofH, decreased as a
result of the preliminary treatment of crystals with a MF, w
restored to a value close to the initial valueH0 as the dura-
tion t of the pause between the field pulse and the mom
when the microhardness is measured increased~Fig. 1!.
However, this fact alone cannot be the only evidence of
versibility of the changes produced by a field in a system
structural defects. For this reason, the NaCl samples, held
t52•104 s after the first exposure in MF, were exposed
an additional field pulse~amplitudeB52 T, duration 20 s!
which was applied just before the microhardness was m
sured. It was established, to within the limits of the expe
mental error, that this additional pulse did not change
position of the level reached byH(t) for t.2•104 s ~Fig.
1!, i.e. despite the fact thatH was restored, the crystal was n
longer sensitive to a MF. Therefore the state of crystals w
not restored to the initial state even a long time after the fi
MF pulse during which the microhardness returned to
value close toH0 .

The experiments in the second series differed from
periments in the first series only in that the MF pulses
plied to the crystals before indentation had a duration
140mm and an amplitude of 20 T. The effect of one su
pulse was to decrease the microhardness of the crystal
the same degree as in the case of the crystals exposed
0 © 1998 American Institute of Physics
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weak MF ~Fig. 2!. It was also observed thatH was restored
to the valueH0 when the pauses between the MF treatm
and indentation increased. However, this restoration
curred approximately 20 times more slowly than in the fi
series of experiments~see Figs. 1 and 2!. Moreover, switch-
ing the MF on repeatedly once again decreasedH to the
same value that existed immediately after the field w
switched on the first time~Fig. 2!. Therefore a strong MF
induced reversible changes in the crystals.

In summary, depending on the conditions of exposure
quenched crystals in MFs, qualitatively different chang
arose in the crystals: irreversible in a weak field and reve
ible in a strong field. In what follows, we shall call crysta
in which a weak MF influenced the microhardness NaCl-I
weak MF did not produce any changes in the microhardn
of crystals held at 290 K for one year after quenchi
~NaCl-II crystals!.

Both types of crystals were used in the third series
experiments, where the dependence of the dislocation tr
distanceL on the amplitude of a MF pulse with duratio

FIG. 1. MicrohardnessH of crystals versus the pause durationt between the
first measurement~performed before treatment of the crystals in a MF a
denoted by the open square! and subsequent measurements of the mic
hardness. The arrows show the switching on and off of the MF pulse~du-
ration 20 s and amplitudeB52 T), performed between successive micr
hardness measurements. The dot-dashed line shows the microhardnessH0 in
crystals which have not been exposed to a MF. Inset: Sequence of p
dures:B — MF pulse, triangles — moments at which microhardness m
surements were preformed.

FIG. 2. Same as Fig. 1 with MF pulse amplitudeB520 T and duration
140mm.
t
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140mm was investigated. In Ref. 7 it was established t
virtually the entire run induced by a short MF pulse occu
after the pulse ends and not during the pulse, so that di
cation travel distances actually characterize the aftereffec
a MF, just in measurements of the microhardness. In Na
crystals the dependenceL(B) was nonmonotonic: It was an
increasing dependence only up toB51662 T, while for B
.16 T it became a decreasing dependence~Fig. 3!. In
NaCl-II the dependenceL(B) was monotonic, and, to within
the experimental accuracy, MFs right up toB51761 T did
not increase the dislocation displacements above the b
ground valueL0 ~Fig. 3!. A field with B.1 T initiated dis-
locations displacements which increased monotonically w
the field induction. Therefore, to within the limits of th
experimental error, the value ofB at which a maximum of
L(B) in NaCl-I was observed is the same as the thresh
value of the field at which stimulation of dislocation di
placements in NaCl-II is first observed.

In NaCl-I crystals it was also possible to observe
monotonic field dependenceL(B), if the samples are ex
posed for 15 min to monochromatic light with waveleng
350 nm before dislocations are introduced and a MF is
plied ~Fig. 3!. In Ref. 4 it was established that such treatme
of crystals suppresses the sensitivity of point defects t
weak MF. It follows from Fig. 3 that suppression of th
‘‘weak-field’’ magnetoplastic effect results in the fact th
the ‘‘strong-field’’ part of the field dependenceL(B) ~for
B.16 T) is no longer decreasing, but rather is increasi
Thus photoexposure of NaCl-I makes the dependenceL(B)
closer to that observed in NaCl-II without photoexposure

Switching now to our discussion, we note that t
change in the state of the crystals in a weak MF, in princip
could be explained by depinning of growth dislocations fro
stops and redistribution of internal mechanical stresses in

-

ce-
-

FIG. 3. Average dislocation travel distanceL versus the amplitudeB of the
MF pulse.1 — in NaCl-I, 2 — in NaCl-II, and3 — in NaCl-I, exposed to
light with wavelength 350 nm before dislocations were introduced. T
dot-dashed line shows the value of the travel distanceL0 , produced in the
crystals by etching in the absence of a MF. Inset: Sequence of procedur
experiments of different types:B — MF pulse, arrow — introduction of
dislocations, asterisk — etching,Ph — photoexposure.
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crystal ~as described in Ref. 3! or by the influence of a MF
on the state of complexes of point defects~for example, on
the degree of their association!. Evidently, in the first case
one would expect that the microhardness likewise w
change irreversibly. However, according to Fig. 1, the va
of the microhardness is restored after the MF pulse ends.
decrease inH in a MF and an increase inH after the field is
switched off can hardly be due to the same cause—relaxa
of internal stresses. This shows that in a MF the microha
ness changes because of the influence of the MF on the
of point defects.

In a weak MF the state of point defects changes irreve
ibly, since in the opposite case switching on an additio
field pulse should put point defects into the same state as
existing immediately after the first MF pulse, which in tu
would once again decreaseH. The fact that the crystal lose
its sensitivity to repeated weak MF pulses~Fig. 1! shows that
the a field withB,16 T initiates in a subsystem of poin
defects a multistage relaxation process, which causes
crystals to become insensitive to subsequent exposures
MF. Therefore the apparent ‘‘restoration’’ of the state
point defects after the MF is switched off is apparently t
second stage of the field-induced relaxation process, w
the first stage proceeds in the MF.

The irreversible character of the changes initiated in
subsystem of point defects by a weak MF attests to meta
bility of magnetically sensitive states of point defects a
means that the role of a MF reduces only to speeding up
relaxation process, which proceeds slowly in the crystal e
in the absence of a MF.

In strong MFs, primarily irreversible changes in th
states of point defects occur in NaCl-I crystals~Fig. 2!. This
could be due to the difference in the micromechanisms of
effect of a MF on point defects atB52 and 20 T. The fact
that the pause durationt required to restoreH after treatment
in strong and weak fields with the same initial value
DH5H2H0 ~Figs. 1 and 2! likewise shows that the strong
and weak-field channels whereby a MF incluences the s
of point defects are different. The reversibility of the micr
hardness changes after the action of a strong MF shows
in a strong MF, in contrast to a weak field, enough energ
imparted to point defects so that the defects are transfe
into excited states. Therefore the weak and strong field m
netoplastic effects are thermodynamic opposites of one
other.

The nonmonotonic dependence of the dislocation tra
distances on the amplitude of the MF pulse, varied from 0
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30 T, shows that a superposition of two very differe
mechanisms of the effect of a MF on the state of point
fects is observed in NaCl-I crystals. One is the weak-fi
mechanism. In NaCl-I crystals it gives rise to irreversib
changes in the point defects. The other is a strong-fi
mechanism. It becomes effective in fieldsB.16 T and is
characterized by reversibility of the changes introduced b
field into the subsystem of point defects. Apparently, on
the strong-field channel of the effect of a MF on the state
point defects materializes in NaCl-II crystals, since a mon
tonic dependenceL(B) is observed in them. This point o
view is also confirmed by the fact that the ‘‘bleaching’’ o
point defects which are sensitive to a weak MF by lig
eliminates the nonmonotonicity of the dependenceL(B)
~Fig. 3!.

In summary, a weak MF with inductionB;1 T gives
rise to an irreversible change in the metastable states of p
defects, initiating a multistage relaxation process accom
nied by a change in the microhardness of the crystal
strong MF with inductionB.16 T reversibly changes th
state of point defects. This attests to the fact that in a str
MF energy comparable to the average energy of ther
fluctuations is imparted to point defects. Further investig
tions are required in order to determine the mechanism of
redistribution of the energy imparted to point defects in
strong MF and the type of these magnetosensitive defec

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 97-02-16074!.
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Phase separation in degenerate magnetic oxide semiconductors
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A theory of mixed electronic-impurity phase separation in degenerate magnetic oxide
semiconductors, including high-Tc superconductors and materials with colossal magnetoresistance
~CMR!, is developed. Such a separation can occur in materials with excess oxygen, if they
are simultaneously doped with an acceptor impurity whose atoms are frozen in position. Oxgyen
acts as an acceptor, which can diffuse through the crystal. Then, for example, manganites
can break up into ferromagnetic and antiferromagnetic regions with all holes and oxygen ions
concentrated in the former and with no holes or oxygen ions in the latter. Such two-
phase systems can possess CMR and anomalous thermoelectric power, and they can make a
transition from an insulating into a highly conducting state as temperature increases. The reverse
insulator–metal transition is also possible. ©1998 American Institute of Physics.
@S1063-7834~98!02311-9#
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It has been known for a long time that in the ground st
of a number of strongly doped magnetic semiconduct
thermodynamically equilibrium phase separation occurs
that the minimum energy of the crystal corresponds to a s
where different magnetic phases are mixed with one anot
Similar phenomena are also possible in high-Tc supercon-
ductors related to them.

Two basic types of magnetic phase separation are dis
guished: electronic1 and impurity2 ~see the monograph Ref.
and the review Ref. 4!. The first type occurs with fixed po
sitions of the dopant atoms and consists in concentratio
all charge carriers in definite regions. In antiferromagne
~AF! semiconductors the initial order is replaced by fer
magnetic~FM! order in which the carrier energy is lowe
The rest of the crystal remains AF and insulating. Toget
with phase separation, charge separation also occurs
since both phases are positively charged~excess carriers in
one and excess ionized donors or acceptors in the other!.

Phase separation of the second type occurs in the m
rials where donors or acceptors are quite mobile at temp
tures below the magnetic-ordering point. For this reason,
only charge carriers but also the defects engendering t
and becoming ionized concentrate in one of the phases.
result, the charge separation and the associated increa
the Coulomb energy of the system vanish. For example,
is the situation in a number of high-Tc superconductors with
perovskite structure, where oxygen, playing the role of
acceptor, collects in a definite part of the crystal and make
superconducting. The rest of the crystal becomes an AF
sulator. Impurity AF–MF phase separation with oxygen co
centrated in the FM phase is also possible in materials w
colossal magnetoresistance~MCMR! such as manganites,
their oxygen content exceeds the stoichiometric level.

However, because of difficulties in monitoring oxyge
1871063-7834/98/40(11)/5/$15.00
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stoichiometry, often high-Tc superconductors and MCMR
contain as acceptors not only essentially immobile ions s
cially introduced into them~for example, Ca and Sr in man
ganites! but also mobile oxygen ions. Mixed electron
impurity phase separation can be expected in such mater
The present paper is devoted to investigating this. In the c
of such phase separation, all holes and oxygen ions pre
in the crystal collect in the FM part and are completely a
sent from the AF part of the crystal. Although in this cas
just as in the case of electronic phase separation, ch
separation also occurs, this effect is less pronounced h
The destruction of the two-phase state by a magnetic fiel
manifested as CMR. The existence of a two-phase AF–
state in manganites moderately doped with Ca has been
firmed by direct neutron experiments,5 but its nature has still
not been determined.

Mixed phase separation is also possible in high-Tc su-
perconductors. Moreover, there are direct experimental in
cations that phase separation in lanthanum cuprate comb
features of impurity and electronic separation.6

1. ELECTRON-IMPURITY PHASE SEPARATION IN THE
GROUND STATE

Here a thermodynamically equilibrium phase separat
will be considered to be the ground state of the crystal.
reality, of course, we have in mind quite low but finite tem
peratures at which impurity diffusion is still possible. A
noted above, mixed phase separation is accompanied
charge separation. To decrease the Coulomb energy o
phase-separated system, both phases strive to mix with
another. However, the increase in surface energy arisin
this case limits their mixing. As a result, in the isotrop
crystal the phase with the smaller volume~minor phase! con-
3 © 1998 American Institute of Physics
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sists of small drops several nm in size, imbedded in the
trix of the host phase, where they form a superlattice.1,3,4

As far as impurity phase separation is concerned, des
the absence of Coulomb forces the tendency toward ph
mixing exists here also: It decreases the elastic forces w
arise as a result of the difference in the elastic propertie
both phases. As a result, here, the minimum energy co
sponds to plane-parallel geometry~alternating layers of both
phases!, but under typical conditions their typical sizes a
several orders of magnitude larger than the radius of
drops in the presence of electronic phase separation~see Ref.
4!. Since Coulomb forces are much stronger than ela
forces, they should determine the geometry of the system
the presence of mixed phase separation also.

Having in mind lanthanum manganites, we shall stu
the separation of a sample into FM and AF phases.
extension of this analysis to other systems~high-Tc super-
conductors and so on! is self-evident. The analysis is base
on thes2d model with the Hamiltonian

H5( Ekaks* aks2
A

N( ~s•Sg!ss8

3exp$ i ~k2k8!•g%aks* ak8s8

2I( Sg•Sg1D2( ~H–Sg!1HC1Hel , ~1!

where aks* and aks are s-electron operators modeling con
duction electrons or holes with quasimomentumk and spin
projections, s is thes-electron spin operator, andSg is the
operator for thed-spin of atomg of magnitudeS. The first
term in Eq.~1! is the kinetic energy of thes electrons, the
second term is thes2d exchange energy, and the third ter
is direct exchange betweend spins (D is the vector connect
ing nearest neighbors!. Further,HC is the Coulomb interac-
tion energy ofs electrons interacting with ionized impurit
atoms andHel is the elastic interaction energy between im
purity atoms. Only the effect of an external magnetic fieldH
on thed spins is taken into account. Its indirect effect on t
spins of thes electrons via the magnetization of thed spins is
much stronger than the direct effect,3 and for this reason the
latter is neglected.

To calculate the energy of the phase-separated stat
shall employ a variational principle, generalizing the proc
dure employed in Ref. 1. All conduction electrons~or holes!
are assumed to be concentrated within the FM phase.
number of charge carriers in the AF phase is exponenti
small.

It is assumed that the minor phase consists of sphere
radiusR, which form a periodic lattice inside the host phas
The second variational parameterX is the ratio of the vol-
umes of the AF and FM phases:X5VA /VF . If the minor
phase is highly conducting, the electronic part of the wa
function atT50 is taken in the form of an antisymmetrize
product of one-electron wave functionsc(r ), corresponding
to the free motion of an electron inside a spherical region
radiusR

C5~Ne! !21/2Detuck~Ri2rn!u, ~2!
a-
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whereR are the coordinates of the center of theith sphere,rn

are the coordinates of thenth electron, andNe is the total
number of electrons. In the ground state the indices of
single-electron statesk correspond to the one-electron ene
giesEk below the Fermi energym.

Dirichlet boundary conditions are used for each sphe
This is justified even for not very deep potential wells,
@2m(U2Ek)

1/2#R@1, whereU is the depth of the potentia
well andm is the electron effective mass (\51). The wave
function ~2! is exact, if the radius of the potential well is les
than the screening radius. For large values ofR, it gives an
upper estimate for the energy of the phase-separated sta

If kFR@1, then the adiabatic approximation can be us
to calculate the kinetic energyEk . In this approximation, a
memory of the spatial quantization of the electronic moti
remains in the form of the surface energyES, which must be
added to the volume energyEV ~Ref. 3!

EK5EV1ES,

EV5
3

5
m~n! n~11X!2/3V, m~n!5

~6p2n!2/3

2m
, ~3!

ES5bS p

6 D 1/3 5EV

16n1/3~11X!1/3R
, n5nD1nO, ~4!

wheren is the average electron~or hole! density. It consists
of the densitiesnD andnO, related with the divalent ions an
excess oxygen, respectively. The quantityn(11X) is simply
the carrier density inside FM drops,V is the total volume of
the sample, andb53. The volume of the FM phase i
v/(11X), wherev is the volume of a unit cell.

The Fermi energym can be written in a form corre
sponding to the total spin-polarization of the charge carri
~if the polarization were incomplete, then the FM region f
carriers with one of the spin projections would not be a p
tential well but rather a potential hump!. In the s2d model
~1! this means that the inequalitym,AS must be satisfied,
whereA is thes2d exchange integral andS is the magnitude
of thed spin. Specifically, this inequality holds in the case
double exchange, where the widthW of the band fors elec-
trons, modeling conduction electrons or holes, is small co
pared withAS.

The Coulomb energy is calculated in the jellium mod
using elementary electrostatics. For ferromagnetic sphere
an antiferromagnetic matrix the result is

EC5
2pnD

2

5«
e2R2f ~X!V,

f ~X!5@2X1323~11X!2/3#, ~5!

where« is the permittivity. In the case that the host phase
FM and the AF drops are imbedded in the FM matrix, t
FM–AFM interfacial energy is given by Eq.~4! with b
53X, while the Coulomb energy is

EC5
2p

5«
nD

2e2R2g~X!V,

g~X!5X@213X23X1/3~11X!2/3#. ~6!
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By postulate, the elastic interaction energy of the impur
atoms is small compared with the Coulomb energy and
therefore neglected.

We shall now write out the energy of thed subsystem. In
the nearest-neighbors approximation it is given by the
pression

Edd /V5
uJuS

~11X!n
2

H2SX

4uJun~11X!
2

HS

~11X!n
,

J5zIS, ~7!

whereI is thed2d exchange integral andz is the coordina-
tion number. The first term in Eq.~7! is the increment to the
d2d exchange energy due to AF ordering being replaced
FM ordering, and the second and third terms give the ene
of the AF and FM phases in an external magnetic fieldH.

Finally, we must write out the differenceEU in the s-
electron energy in the presence of AF and FM ordering3,4

Two expressions will be presented. The first one correspo
to magnetic semiconductors with wides bands and the sec
ond corresponds to narrows bands ~so-called double ex-
change!:

EU52UNV,

U5
AS

2
, W@AS;

U5ztS 12
1

A2S11
D , W!AS, ~8!

wheret is thes-electron hopping integral. Many investigato
believe that double exchange materializes in lanthanum m
ganites, although there do exist experimental data for
opposite point of view~see Ref. 7!.

2. SPECIFIC FEATURES OF THE MIXED PHASE-
SEPARATED STATE

To find the ground state of the system under study,
total energyEt 5EV1ES1EC1edd1EU must be minimized
with respect to the parametersX andR. As is evident directly
from Eqs.~2!–~8!, only the surface energyES and the Cou-
lomb energyEC depend onR. This makes it possible to
minimize the total energy with respect toR in an explicit
form. In the case of FM drops, the optimized energy a
radius are given by the expressions

ER5~ES1EC!opt5~222/3121/3!S 9m2

160p D 1/3

3
e2/3n2/3m4/3f ~X!1/3~11X!2/9

z1/3
, ~9!

Ropt
3 5

135p2z~11X!1/3

32m2e2m f ~X!
, ~10!

where the effective permittivityz, corresponding to the
mixed phase separation,
y
is

-

y
y

ds

n-
e

e

d

z5«S 11
nO

nD
D 2

~11!

has been introduced.
The subsequent procedure of minimizing the ene

with respect toX in the general case can be performed on
numerically. But, if the energyER is small, it influences very
little the optimal value ofX determined mainly by the ener
gies EV and Edd , which by assumption are much great
thanER . Then, we obtain forH!uJu

VF

V
5

1

11X
5F 3m~1/n!

5~ uJu2H !SG3/5

nn. ~12!

It should be noted that the optimal parameters of
system do not include the depthU of the potential well.
Nevertheless, it should be large enough to make phase s
ration energetically favorable.

As one can see from Eqs.~10!–~12!, for a fixed total
charge-carrier densityn the volume of a FM drop increase
quadratically, according to Eq.~11!, as a function of the
weight nO/nD of the impurity phase separation. Therefor
here, the size of FM drops cannot be much larger than in
case of purely electronic phase separation. For this rea
these drops can be manifested not in small-angle scatte
but rather in quite sharp ferromagnetic peaks of neutron s
tering, which were observed in Ref. 5 in lanthanum man
nites.

Obviously, if the FM phase is the minor phase and co
sists of drops which are isolated from one another, then
charge carriers are locked up inside them and cannot m
through the entire crystal. Therefore the crystal behaves
an insulator. But, as one can see from Eq.~12!, the volume
of the FM phase increases as the total carrier density
creases, and the FM phase becomes the major phase.
the crystal should possess high conductivity, since carr
can move freely through the crystal, by-passing the insu
ing AF drops.

An alternative to phase separation in LaDyxMn12xO31y

is noncollinear AF ordering, induced by current carriers u
der double-exchange conditions.8 But this idea contradicts
not only the neutron diffraction data,5 but also data on the
electrical properties of these materials. Unsaturated fe
magnetism was observed forx,0.17 andy close to zero,
where the crystal as a whole behaved as an insulator~see
Ref. 7!. But the theory of Ref. 8 is based on the oppos
assumption that the crystal is in a high-conductivity state.
the same time, the considerations presented above con
ing phase separation make it possible to explain why un
urated FM ordering is insulating.

The idea of phase separation also makes it possibl
explain the anomalous sign of the thermoelectric powea
observed in MCMRs.9,10 Since excess oxygen and divale
doping ions give rise to holes in the crystal, the thermoel
tric power should be positive. However, in Ref. 10 it w
established that forx,0.17, when the crystal is in an insu
lating state, the low-temperature thermoelectric power
negative, i.e. its sign is anomalous. As temperature increa
the thermoelectric power changes sign to the normal sig
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If phase separation does indeed occur at low temp
tures, then the integrated thermoelectric power is determ
by that of the insulating~more accurately, semiconducting!
phase. If the conductivitys is intrinsic, then the thermoelec
tric power can be both positive and negative, depending
the sign of the charge carriers (e or h) making the dominant
contribution toa

a5
aese1ahsh

se1sh
. ~13!

Therefore, it can be negative if conduction electrons do
nate.

At high temperatures, the state with separated pha
melts, and all holes previously locked inside the FM pha
become distributed uniformly throughout the crystal. For t
reason, the high-temperature thermoelectric power is p
tive.

The temperature dependence of the thermoelectric po
should be reproducible under conditions of thermodyna
cally equilibrium phase separation. Proceeding from this s
nario and from the experimental fact that the thermoelec
power is reproducible, phase separation in lanthanum m
ganites should be thermodynamically equilibrium.

Finally, phase separation leads to one possible cha
for colossal magnetoresistance in these materials. It follo
from the results obtained above that if the FM phase is
minor phase, then it can become the major phase unde
action of a magnetic field. Indeed, according to Eq.~12!, the
parameterX decreases as the field increases. As follows fr
Eq. ~10!, the drop size increases asX decreases. Therefore
according to Eq.~12!, the volume of a FM drop increases a
the field intensifies. From the same equation it follows t
the total volume of the FM phase also increases with
field. For this reason, at some critical value of the field
ferromagnetic drops come into contact with one another
percolation of thes-electron liquid occurs.

An alternative to percolation could be a jump-like tra
sition out of the phase-separated into a uniform high
conducting state. The field-induced transition from the in
lating into a highly-conducting state can be regarded a
manifestation of colossal magnetoresistance.

3. TRANSITION FROM AN INSULATING TO A HIGHLY-
CONDUCTING STATE AS TEMPERATURE INCREASES

We shall now investigate phase separation at finite te
peratures. Only the spin-wave region is studied, ands2d
interaction is assumed to correspond to double exchange
carry out this program, taking account of the strong deg
eracy of the fermion gas the free energiesFm andFO of the
magnons and excess oxygen atoms must be added to
energyEt . The magnon energy can be represented in
form

Fm
de~T!5

xGde
A ~T!

11x
1

Gde
F ~T!

11x
, ~14!

where the index de means double exchange.
The free magnon energy in both the AF state (GA) and

the FM state (GF) is given by the expression
a-
ed

n

i-

es
e
s
i-

er
i-
e-
ic
n-

el
s
e
he

t
e
e
d

-
-
a

-

To
-

the
e

G5T( lnS 12expS vq

T D D . ~15!

The magnon frequencies in the AF and FM phases are g
by the expressions~the derivation of the latter is presented
Ref. 3!, respectively,

vq5uJuA12gq
2, J5IS2z,

gq5
1

z ( exp~ iq–D!, ~16!

vq
E5~2uJu1Jde!~12gq!, Jde5

zt

2SN( gkf k , ~17!

where f k is the fermion distribution function atT50.
We shall examine the caseTC/S!T!TC, where the

spin-wave approximation is still applicable, ifS@1. The fol-
lowing estimate for the free energy of AS magnons is o
tained from Eqs.~15! and ~16!:

GA5TNS ln
uJu
T

2
1

12D . ~18!

The free energy of FM magnons differs from Eq.~18! in that
uJu is replaced by (Jde2uJu).

Moreover, a contribution proportional to the entropy
redistribution ofNO oxygen atoms overNF5N/(11X) unit
cells, comprising the FM phase, appears in the temperat
dependent part of the free energy:

FO5TNF$nO ln nO1~12nO!ln~12nO!%,

nO5
NO

NF
. ~19!

However, it is of the order ofNO/N!1 compared with the
magnon free energy and therefore has virtually no effect
the computational results.

At low temperatures the temperature-dependent par
the free energy can be treated as a small correction to
ground-state energy, and then, sinceEt is minimum for X
5X(0), we find that the total free energy of the systemF
5Et1Fm1FO is minimum when

X~T!5X~0!2
d~Fm1FO!/dXuX5X~0!

d2Et /dX2uX5X~0!

. ~20!

Taking of Eqs.~14! and ~18! we have

dFm

dX
5

TN

~11X!2F11 ln
uJu

Jde~n!~11X!2uJu
G ,

n5nO1nD . ~21!

In writing down Eq. ~21! we took account of the fact tha
because the charge-carrier density is relatively low we
set in Eq.~17! gk'1 and that the carrier density in the FM
regions is 11X times greater than the average value in t
crystal.

In summary, for given parameters of the system, its
havior with increasing temperature is determined byX(0),
which can found by means of numerical calculations, a
Eq. ~12! can be used for ball-park estimates. Then it follow
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from Eqs.~12! and~21! that the sign ofdFm /dX in Eq. ~21!
does not depend on the carrier density and generally sp
ing can be both positive and negative.

If dFm /dX is positive, thenX decreases with tempera
ture. Therefore the size of the FM part of the crystal
creases with temperature. According to Eq.~10!, the size of a
FM drop increases asX decreases. An increase ofVF andR
simultaneously can result in the appearance of contacts
tween drops, i.e., temperature-induced percolation of FM
dering and an electronic liquid. In other words, a rise
temperature can give rise to a transition from an insulating
a highly conducting state without phase separation being
stroyed, and only with a radical change in the topology of
two-phase state. Simultaneously with this transition, the s
of the thermoelectric power can change: If it was anomal
before the transition~see Sec. 3!, then after the transition i
can become normal, corresponding to holes as the majo
charge carriers in manganites.

However, if dFm /dX is negative andX(T) increases
with temperature, then the volume of the FM part of t
crystal decreases, while the volume of the AF part increa
Therefore if the crystal was initially in a highly-conductin
two-phase state, it can switch into an insulating state.
k-
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e-
r-

o
e-
e
n
s

ity

s.

s

temperature increases further, when the two-phase s
breaks down, the crystal should once again become hig
conducting.
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Nanocrystalline cobalt films prepared under ultrafast condensation conditions
V. S. Zhigalov, G. I. Frolov, and L. I. Kveglis

L. V. Kirenski� Institute of Physics, Siberian Branch of the Russian Academy of Sciences,
660036 Krasnoyarsk, Russia
~Submitted April 13, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 2074–2079~November 1998!

The magnetic and electrical properties and the temperature dependence of these properties of
cobalt films prepared at high condensation rates (1052106 Å/s! are investigated.
Incremented annealing reveals several nonequilibrium states of cobalt in transition from the as-
prepared metastable structure to the ordinary hcp structure. The anomalies of the properties
are analyzed from the standpoint of the nanocrystalline state of the samples. Model concepts of
microcluster formations in the investigated films are also discussed. ©1998 American
Institute of Physics.@S1063-7834~98!02411-3#
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Magnetic materials having a nanocrystalline struct
are of major interest for several reasons. First, the size of
elementary structural formations~from two to several hun-
dred atoms! is several times smaller than the dimensions
the crystallites in ordinary polycrystalline films. Secon
nanocrystalline systems do not constitute a macroscopic
tem, i.e., the parameters of nanoformations are not a mo
tonic function of the number of atoms in them. The para
eters undergo the most abrupt changes in passage throug
so-called ‘‘magic numbers,’’ which increases the probabil
of the generation of nanoformations having a strictly defin
number of atoms. The latter feature dramatically increa
the accuracy and selectivity of instruments utilizing the
materials and thereby expands the area of their practica
plication. Third, the structure and properties of nanosyste
differ from those of solids, and in our opinion their inves
gation is far from complete.1–3

Many properties of microclusters have been stud
fairly extensively to date, but the preparation of film mate
als having a nanocrystalline structure is usually discus
only in the hypothetical realm. On the one hand, the pred
tion of the properties of such films is highly problematic
because interactions of microclusters with the substrate
with each other begin to play a major role in this case, a
these phenomena have received little attention; on the o
hand, the technologies used to prepare free-standing m
clusters~specifically low-energy cluster beam deposition,
LECBD! are ineffective in film preparation.4

The objective of the present study is to investigate
influence of the preparation conditions and the anneal t
and temperature on the structure and properties of co
films prepared by pulsed plasma deposition~PPD!5 in a
vacuum of;1026 Torr.

1. TECHNOLOGY AND SAMPLES

A distinctive feature of the usable vacuum depositi
method is a high pulsed condensation rate~exceeding
105 Å/s! at a pulse duration;1024 s with a condensate coo
ing rate of the order of 108 K/s. Inasmuch as a necessa
1871063-7834/98/40(11)/6/$15.00
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condition for the preparation of nanocrystalline systems
abrupt supercooling of the vapor,4 our technology is found to
be efficient. The technological process essentially entails
production of a plasma between a water-cooled anode a
sputtered target of pure cobalt by discharging a hig
capacitance bank of capacitors in the vapor of the sputte
target. An initial small quantity of vapor is created by pr
liminary laser evaporation of the target. In the main stage
the process an LTI-207 solid-state laser partially evapora
the cathode to create a medium for the passage of an ele
current. Each evaporated atom is ionized in the discha
plasma, i.e., generates one electron and one ion. The re
ing target atoms bombard the material to be evapora
knocking out a new batch of atoms. The sputtering proc
continues for a period exceeding the duration of the la
pulse by three or four orders of magnitude.

The method is novel in that one can select the direct
of maximum dispersion of the crystal structure at ultrahi
condensation rates, when the number of new nucleation
ters is so large that the radius of the critical nucleation cen
is the same as the radius of coalescence.5 Films prepared by
this method are continuous, beginning with a thickness
10215 Å, and comprise a set of nanocrystallites of appro
mately equal diameter. These data have been establi
from electrical resistivity measurements and from measu
ments in high-resolution tunneling and transmission elect
microscopes. The electron diffraction pattern appears
a diffuse halo typical of amorphous and nanocrystall
materials.

2. EXPERIMENTAL RESULTS

The electrical and magnetic properties of the prepa
samples have been subjected to temperature analyses. F
1 shows the thickness dependence of the electrical resist
r(d) of a cobalt film obtained during deposition. Three d
tinct intervals are visible on this curve. In the first interval~to
a thicknessd1<15 Å! we observed a sharp decrease inr due
to the transition from an island structure to a continuous fi
This behavior of the curve confirms the continuity of the fil
8 © 1998 American Institute of Physics
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beginning with a monolayer consisting of nanocrystallites
the second interval~ranging from 15 Å to 60 Å! we observe a
somewhat different kind of behavior, which can be identifi
with the dependence of the effective mean free path of e
trons on the sample thickness, i.e., the relationd,Lq ~where
Lq is the mean free path! holds in the given thickness rang
Finally, in the third interval (.60 Å! r is essentially inde-
pendent ofd. The value ofLq can be roughly estimated from
this dependence and for the given sample is;60270 Å.

Preliminary studies have also shown that in the init
state the temperature coefficient of the resistance~TCR! of
the samples is close to zero, and their resistivityr is high,
exceeding by more than an order of magnitude the valuer
for ordinary polycrystalline cobalt films.

Figure 2a shows the characteristic temperature dep
dence of the resistivityR(Tn). A Co film of thickness
d5750 Å, deposited on glass-ceramic, was used in the g
situation. The temperature curve exhibits a complex beh
ior. During initial heating, we observe a slight increase inR
up to a temperature;450 K and then, asTn increases, two
rather sudden drops in the resistivity, which are separate
a short temperature interval~520–600 K! wherein R stabi-
lizes. The resistivity drops differ for different films, but a
essentially independent of the initiation temperature and,

FIG. 1. Electrical resistivity versus thickness of a Co film.

FIG. 2. Variations of the electrical resistanceR during heating~a! and the
electrical resistivityr during annealing~b!.
n

c-

l

n-

n
v-

by

a

rule, cease atTn;6702675 K. The opposite behavior of th
R(Tn) is characteristic of metals, i.e., is linear. The to
resistivity drops by a factor of 1/5 to 1/15, depending on t
sample thickness, and is irreversible.

It is natural to assume that this behavior is associa
with temperature-induced transformation of the nonequi
rium structure of the samples. The influence of temperat
on the resistivity was subsequently determined by a serie
anneals. A large number of films was subjected to inc
mented annealing at various temperatures (Tan) in the range
from 350 K to 850 K in a vacuum of 1025 Torr. The anneal
time at each fixed temperature was 1 h. Figure 2b shows
resistivity of a Co film deposited on a glass substrate a
function of the anneal temperature. It is evident from th
figure that in the as-prepared stater is more than 20 times
the resistivity of bulk Co and decreases by almost one ha
Tan5450 K. With a further increase inTan in the temperature
interval 5002650 K r decreases to>12mV•cm. This value
is characteristic of polycrystalline cobalt films.

The TCR has also been investigated on Co films in
temperature range 300–77 K. The results are summarize
Table I. These data show that the resistivity depends wea
on the thickness and temperature over a wide range of th
nesses. Control measurements to helium temperatures
the same values of the TRC. These experiments indicate
the character of the carriers does not change and that
variation of the resistance is associated with structural tra
formation.

The temperature dependence of the magnetizationI s)
and the coercive force has also been investigated. In the
prepared state the films are magnetic, with the magnetiza
measured atT5300 K — approximately 800 G, which is
much lower than the magnetization of bulk Co. The deg
of stability of this equilibrium state of cobalt could be dete
mined from temperature analyses during both the prepara
and the annealing of the films.

Figure 3 shows the results of such measurements
films prepared at various temperatures and on various
strates. The substrates were changed to test the influen
their crystalline nature on the magnetic state of the prepa
films. It is evident from Fig. 3 that films obtained at roo
temperature are magnetic, but their magnetization is m
lower than that of pure cobalt. An increase in the substr
heating temperature during preparation lowered the valu
I s on glass substrates, caused it to vanish altogether on M
substrates, and reduced it almost to zero on mica substr
Raising the substrate temperature above 500 K increased
saturation magnetization, and atTn>570 K the magnetiza-
tion of the films corresponded to the value ofI s for bulk
polycrystalline cobalt. The very complex behavior of th

TABLE I. Dependence of the ratio of the electrical resistivities at roo
temperature and liquid-nitrogen temperature on the thickness of a Co fi

Film thickness, Å r300 K /r77 K

70. 1.01
120. 1.015
300. 1.03
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magnetization is evidence of complex structural transform
tions in the samples under the influence of temperature.

Anomalies in the behavior of the saturation magneti
tion as the substrate heating temperature is varied during
preparation have been determined from an analysis of
curve representingI s as a function of the anneal temperatu
for a specially selected sample of nonequilibrium cobalt. T
film in the as-prepared state had a magnetization of 85
which is much lower in absolute value than the magneti
tion of bulk Co. The film was annealed incrementally
50-K steps for one hour at each fixed temperature in
vacuum of 1025 Torr. The results of the experiment a
shown in Fig. 4. It is evident from this figure thatI s de-
creases almost to zero asTan is increased approximately t
500 K. A further increase in the temperature causes the m
netization to increase almost to the characteristic value
bulk Co ~1460 K!.

An analysis of the measurements of the magnetic pr
erties has shown that a Co film prepared in the presenc
ultrafast condensation has a minimum of three differ
states, depending on the degree of influence of the temp

FIG. 3. Influence of substrate temperature during preparation on the m
netization I s of cobalt films deposited on various substrates:1! glass;
2! MgO single crystals;3! mica.

FIG. 4. Influence of high-temperature annealing on the saturation mag
zation of a Co film.
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ture both as the condensate is formed during growth and
is modified during annealing: 1! The film is ferromagnetic,
but the saturation magnetization is approximately one th
the value in bulk samples; 2! the magnetization of the film is
lower than in the first state or is even close to zero; 3! the
film has the magnetization of bulk cobalt.

The coercive force of the investigated films also exhib
a strong temperature dependence. It is evident from Fig
that the variations ofHc take place in the same temperatu
intervals as in the case ofr and I s .

3. DISCUSSION OF THE RESULTS

The reported experimental measurements of the m
netic and electrical properties demonstrate their extrao
nary behavior both in the as-prepared state and under
influence of temperature. On the whole, the anomalies
both the magnetic and the electrical properties are assoc
with the same temperature intervals, and the facts of th
temperature dependence and irreversibility attest to struct
phase transformations. As shown above, in the as-prep
state the structure is associated with the ultradisperse
and comprises a set of microclusters having a diamete
20–30 Å. The electron diffraction patterns recorded fro
samples in the as-prepared state show a diffuse halo typ
of the amorphous or ultradisperse state~Fig. 6a!. Conse-
quently, the sum-total of our structural measurements al
with the measured magnetic and electrical properties sh
that the as-prepared films exist in a nonequilibrium state
have a microcluster structure.

The current literature contains abundant descriptions
preparation techniques the properties of microclusters
3d metals as well as films having a microcluster structure6–8

More often than not cluster technology is largely associa
with the application of cluster beams, which are the simpl
to create in the case of a freely flowing gas or vapor
sputtering in vacuum. In this case the cluster emerges a
intermediate phase between the gaseous and conde
states. Clusters are efficiently generated under nonequ
rium conditions by converting the gas or vapor into cluste
All cluster generation methods are based on vapor format
i.e., they utilize the phenomenon of cluster formation fro
supersaturated vapor as a result of its expansion in a l
pressure region~vacuum!. The cooling of the vapor-plasm

g-

ti-

FIG. 5. Influence of high-temperature annealing on the coercive force
Co film prepared by pulsed plasma deposition on a glass substrate at
temperature.
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FIG. 6. Results of electron microscope analysis
Co films subjected to various heat treatmen
a! Film as prepared at room temperature; b–!
after anneals at: b! 400 K; c! 480 K; d! 650 K.
Magnification in the photomicrograph fragment
320 000.
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mixture during expansion leads to the formation of cluste
Consequently, the most efficient method for the genera
of cluster beams is laser evaporation, owing to the high s
cific surface temperature involved.4

The sample preparation technology used by us ma
has the same attributes as those described in the litera
and used extensively for the production of cluster bea
However, when films prepared by these technologies
built up from low-energy cluster beams~neutral or unaccel-
erated!, they are similar to ordinary films grown by therm
evaporation. In this case, since the beam has low energy~less
than 1 eV/atom!, a cluster sticks to the grown film, and i
atoms spread out over the surface.4 In our case a high-energ
.
n
e-

ly
ure
s.
re

efficiency of the vapor-plasma mixture is maintained by
applied electric field of 500 V.

Microclusters~including those in films! are preserved if
they are separated or exist in a special closed state~as in the
case of fullerenes or fullerenelike formations!. Since a high
specific surface and high reactivity are distinguishing fe
tures of clusters, microclusters can be contained in a she
carbon or nitrogen atoms inherent in a residual vacuum
mosphere.

To test this hypothesis, we have used Auger elect
spectroscopy to analyze the chemical composition of co
films prepared by PPD. Figure 7 shows the Auger profile
the depthwise distribution of elements in the sample. T
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results of estimating the element concentrations with allo
ance for the element sensitivity factors are shown in
ble II. The data in the second row of the table have be
obtained for a sample previously etched with an Ar1 ion
beam to the entire measurement depth.

The results of this investigation reveal an extraordina
high carbon content~more than 30 at. %! in the film. In con-
ventional thermal methods of film preparation in a vacu
of the order of 1026 Torr the carbon content does not exce
3–4 at. %, and the oxygen content is approximately f
times higher than in our case. Such a high C conten
clearly associated with the specifics of the PPD method.
can assume that carbon ions are trapped both during the
sit time of atoms of the deposited material to the substrate
virtue of the high degree of ionization of the vapor and a
during condensate formation as a result of the long spa
between deposition pulses.

Proceeding from the sum-total of data on the magn
and electrical properties and from structural and spec
measurements, we can assume that the resulting conde
comprises cobalt clusters surrounded by a kind of car
‘‘overcoat.’’ A substantial transformation of the electro
structure can be expected in such structural formations, c
ducive to variations of the magnetization and other prop
ties.

Figure 6 shows electron diffraction patterns with ins
of fragments of photomicrographs of cobalt films subjec
to various degrees of heat treatment. Figure 6a shows
electron diffraction pattern of the original film as prepar
without preheating of the substrate. The film is x-ray am

FIG. 7. Auger spectrum of the distribution of elements along the depth
sample. Inset: panoramic spectrum of the film surface after layer-profi
analysis.

TABLE II. Element concentrations, calculated with allowance for the e
ment sensitivity factor, on the as-prepared surface and after Ar1 ion-beam
etching to a depth of 150 Å.

Surface S Cl Ar C N O Co Na

As-prepared 0.004 0.023 – 0.235 – 0.316 0.422
After Ar1 etch – – 0.005 0.304 – 0.009 0.680 –
-
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phous. Heating to 400 K already produces reflections of
newly formed phase against the background of halo ri
~Fig. 6b!. It is important to note that the positions of the
reflections is confined to the width of the halo rings. Anne
ing at a temperature of 450–475 K produces a specific e
tron diffraction pattern of single-crystal reflections~Fig. 6c!.
The displayed diffraction pattern is one of three typical p
terns obtained with dendrites of different configurations a
crystallographic orientations. A series of such diffraction p
terns has enabled us to calculate the possible structural
of the microclusters. The microstructure of the films is
network of dendrites~Fig. 6c! growing out from the crystal-
lization centers.9 The crystallization itself exhibits all the
signs of an explosive process. Finally, after annealing
600–650 K the electron diffraction pattern has a series
rings typical of hcp Co. The photomicrograph in this ca
shows that the nonequilibrium dendritic structure has dis
tegrated, and the film is now becoming polycrystalli
~Fig. 6d!.

In several earlier papers we have already investigated
possible structural type of newly formed microclusters.9–11A
film in the as-prepared state consists of a highly disorde
system of microclusters classified as one of the stable na
structures. It has been substantiated theoretically and ex
mentally that the most stable structures in the range of
mensions<30 Å are the octahedron and the cuboctahedr
The rigorous description of the stable structure of cert
metal clusters yields the well-known jellium model, or sh
model,3 where metal clusters are regarded as giant macr
oms with electron energy levels that exhibit a shell structu
Because of its high reactivity, such a system can in orde
fashion incorporate carbon atoms, which can reside ins
the cluster and also form outer shells. Corroboration for t
kind of model can be found in the high carbon concentrat
actually encountered in our films and in data on the struct
of capsulated 3d metals.6,7

If we assume that the octahedron is the smallest bloc
a cuboctahedron and take account of the fact that some o
carbon atoms in the system form a carbide configuration,
can then understand the reduced magnetization, high re
tivity, zero TCR, and other physical properties of Co film
The initial anneal leads to structural quasiordering of
initially disordered system of microclusters. The possib
type of crystallization is the previously observed12,13 and
theoretically calculated ‘‘quasimelting’’ mechanism, whe
the structural blocks, or microclusters, ostensibly rot
about one another under the influence of not too high te
peratures of 450–470 K, forming long, drawn-out dendrit
This process occurs within short time periods and resem
explosive crystallization. ‘‘Building blocks’’~microclusters!
of these dendrites are genetically assimilated into the in
condensates. This ordering process promotes a further re
tion in the magnetization and in some cases causes it to
appear altogether~Fig. 3!, and at the same time it has th
effect of almost doubling the electrical conductivity~Figs. 2a
and 2b!.

After high-temperature~above 550–600 K! annealing
the film structure relaxes to equilibrium, accompanied
disintegration of the microcluster system, and the satura
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magnetization increases to the value inherent in bulk cob
Now the film also exhibits all the electrical properties simi
to those of a polycrystalline cobalt film.

The authors are deeply indebted to V. G. Myagko
S. M. Zharkov, and G. V. Bondarenko for invaluable help
carrying out some of the experiments and for suggesti
offered in a discussion of the work. We express our gratitu
to V. G. Kesler on the staff of the Institute of Semiconduc
Physics of the Siberian Branch of the Russian Academy
Sciences for studies conducted on Auger spectroscopy o
cobalt samples.
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Nonlinear interactions of acoustic modes in ferromagnets near magnetoacoustic
resonance: effective elastic constants
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The magnetoelastic contributionDĈ(3) to the effective third-order elastic constantsĈ(3)
ef is

determined; it describes the additional elastic anharmonicity induced by nonlinear spin-spin and
spin-phonon interactions in ferromagnets. In the vicinity of magnetoacoustic resonance,
this anharmonicity can be manifested in three-frequency elastic wave interactions, producing
magnetoacoustic mode-frequency transformation effects. It is shown that these effects are
magnified in resonance as the result of a huge increase~by several orders of magnitude! in
the dynamic elastic constantsDĈ(3) . Quantitative estimates are obtained for yttrium iron garnet.
© 1998 American Institute of Physics.@S1063-7834~98!02511-8#
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The existence of coupled magnetoelastic modes in fe
magnets and antiferromagnets alters their elastic const
These changes are described by the dynamic magnetoe

contribution DĈ to the effective elastic constantsĈ→Ĉef

5Ĉ1DĈ and are manifested in various magnetoacou
phenomena.1–11 In particular, the Faraday and Voigt~or
Cotton–Mouton! effects are associated with the second-or

constantsDĈ(2) ~Refs. 3,6, and 8!, and various nonlinea
effects such as stimulated Raman scattering and aco
second-harmonic generation are associated with the th

order constantsDĈ(3) ~Refs. 1,2,7,9–11!.

The dynamic constantsDĈ in an antiferromagnet are
caused by oscillations of the antiferromagnetism vectorL .
Intersublattice exchange interaction enhances the magn
elastic coupling of these oscillations with elastic strains,

ducing giant anharmonicity1 DĈ(3)'(1032104)Ĉ(2) .
Exchange enhancement does not occur in a ferromag

However, strong magnon-phonon coupling can occur
them as a result of magnetoacoustic resonance, which is
served at a wave frequencyv'vS , wherevS is the natural
frequency of spin oscillations.

We note that the resonance excitation of spin mode
impeded in an antiferromagnet, because the antiferrom
netic resonance frequencyvAFMR is much higher than the
frequency (vAFMR@v) of acoustic waves used in exper
ments.

In this paper we investigate nonlinear interactions
acoustic waves in a ferromagnet in the vicinity of magnet
coustic resonance, where spin modes participating in s
spin and spin-phonon interactions generate additional ela
anharmonicity. The values of the anharmonic consta

DĈ(3) at resonance can be several orders of magnit
greater than the lattice nonlinearity of the crystal, there
ensuring the experimental observability of nonlinear mag
toacoustic phenomena, for example, the magnetoelastic
eration of the second harmonic of traveling acous
waves.9–11
1881063-7834/98/40(11)/5/$15.00
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1. EQUATIONS OF MOTION

We consider an elastic displacement~u! wave and,
coupled with it, oscillations of the magnetizationm ~per unit
mass! in a ferromagnet magnetized to saturation:umu5m0

5const. We adopt Lagrangian coordinatesai as our inde-
pendent variables. In this case the equations of motion h
the form12,13

ṁ i52g@m•Hef# i , ~1!

r0üi5
]t ik

]ak
1r0mn

]Hn

]ak

]ak

]xi
. ~2!

Hereg is the magnetomechanical ratio,r0 is the mass den-
sity before deformation,Hef and t ik are the effective mag-
netic field and the Piola–Kirchoff stress tensor,

Hk
ef5Hk2

]F

]mk
1

]

]aS

]F

]~]mk /]aS!
, ~3!

t ik5r0

]F

]hkp

]xi

]ap
, ~4!

F is the potential energy per unit mass of the ferromagnetxi

denotes the Eulerian coordinates,Hi5Hi
01hi , Hi

0 is the in-
ternal field,h is the magnetostatic field, which is defined b
the equations

curl h50, div~h14prm!50, ~5!

r'r0(12h i i ) is the mass density after deformation,h ik is
the strain tensor,

h ik5~uik1uki1uisuks!/2, ~6!

uik5]uk /]ai is the distortion tensor, andui5xi2ai .
The magnetostatic equations~5! are written in Eulerian

coordinates. They can be transformed to Lagrangian coo
nates by the substitution

]

]xi
5

]ak

]xi

]

]ak
,

]ak

]xi
'd ik2uik . ~7!
4 © 1998 American Institute of Physics



on

a-

w
l

-

n

to
p

-
s

r-

ri-

e

o
et

n-

e

,

nd
the

e-
e of
a-

e

Ac-

1885Phys. Solid State 40 (11), November 1998 I. F. Mirsaev
We consider magnetoelastic waves propagating in
direction. According to Eqs.~5! and ~7!, the magnetostatic
field h generated by these waves is

hi524prninkmk524pr0ninkmk~12hss!. ~8!

Here n is the unit vector in the direction of wave propag
tion.

Looking at nonlinear magnetoelastic interactions,
write the potential energyr0F per unit volume of the crysta
in the form

r0F5r0F~0!1Ki j a ia j1Ki jkl a ia jaka l1bi jkl h i j aka l

1l i j

]as

]ai

]as

]aj
1

1

2
Ci jkl h i j hkl1

1

6
Ci jklmnh i j hklhmn .

~9!

In Eq. ~9! a j5m i /m0 , Ki j andKi jkl are the magnetic anisot
ropy constants,bi jkl are the magnetoelastic constants,l i j are
the inhomogeneous exchange constants, andCi jkl and
Ci jklmn are the second-order and third-order elastic consta

2. AMPLITUDES OF COUPLED MODES

We now turn our attention to determining the magne
elastic coupling between the spin and elastic wave am
tudes. A practical approach is to assigna i5a i

01ã i to a
primed coordinate system$ab% (b, g, m518, 28, 38), in
which the third axisa3 is parallel to the equilibrium magne
tizationm0 . Hereã i is the deviation of the direction cosine
from the equilibrium valuesa i

0 . In this coordinate system
ab

05db38 , and ãb5Qkbãk ~and, conversely,ãk5Qkbãb),
whereQkb is the rotation matrix corresponding to the coo
dinate transformation. From the conditionumu5um0u5m0 we
deduce the relationã3852(ã18

2
1ã28

2 )/2, which permits the

quantitiesã18 and ã28 to be adopted as independent va
ables.

Using Eq.~9! in the expression for the effective fieldHef

~3! and limiting the result to the quadratic approximation, w
obtain

Hef5H0
ef1H̃ef, H̃ef5H̃L1H̃NL,

H0b
ef 5Hb

02
2

M0
~Kbg12Kbgmnam

0 an
0!ag

0 ,

H̃b
L52xbgãg2Bklbhkl1nkl

]2ãb

]ak]al
,

H̃b
NL52xbgmãgãm2Bklgbhklãg , ~10!

whereHef is the static part, andH̃L andH̃NL are the dynamic
parts of the effective field evaluated in the linear~L! and
nonlinear~NL! approximations;M05r0m0 is the magnetiza-
tion per unit volume;x̂ and b̂ are tensors that take int
account the renormalization of the anisotropy and magn
elastic constants due to the magnetostatic fieldh ~8!,

xbg5
2

M0
~Kbg16Kbgmnam

0 an
0!14pM0nbng ,
e

e

ts.

-
li-

o-

xbgm5S 12

M0
Kbgmn2

1

2
xbndgmDan

0 ,

Bklbg5
2

M0
~bklbg22pM0

2nbngdkl!,

Bklb5Bklbgag
0 , nkl52lkl /M0 . ~11!

Spontaneous statistical strainsh̃0;M0 , which lead to insig-
nificant renormalization of the magnetic anisotropy co
stants, are ignored in Eqs.~10!.

We assume thatã i and h i j vary according to the law
exp$i(k•a2vt%, wherev andk are the frequency and wav
vector of the magnetoelastic mode. Using expressions~10! in
Eqs.~1!, in the linear approximation we obtain

ãb
L52Lbg~v!Hg

meabkl~v!hkl , b,g518, 28, ~12!

whereHg
me52Bklghkl is the effective magnetoelastic field

abkl is the magnetoelastic coupling tensor,

abkl~v!5Lbg~v!Bklg ,

L18185g2D~v!h1818 , L2825g2D~v!h2828 ,

L18285gD~v!~gh18282 iv!,

L28185L1828
* 5gD~v!~gh18281 iv!. ~13!

Here we have introduced the notation

h18185H038
ef

1x28281npqkpkq ,

h28285H038
ef

1x18181npqkpkq ,

h18285h181852x1828 , D~v!5@v22vS
2~k!#21,

vS
2~k!5g2~h1818h28282h1828

2
!, ~14!

where vS is the natural frequency of the spin mode, a
D(v) is a factor characterizing the resonance nature of
interaction of spin and elastic waves.

In the investigation of nonlinear magnetoacoustic ph
nomena it is necessary to know the nonlinear dependenc
ã on h ik . It can be determined by successive approxim
tions, using the linear magnetoelastic coupling~12! in the
nonlinear part of the effective fieldH̃NL ~10!. In this approxi-
mation

ãb
NL52Lbg~v!~Hme

NL~v!!g , ~15!

whereHme
NL(v) is the Fourier representation of the effectiv

magnetoelastic field,

Hme
NL5H̃NL2ãLH̃38

L , ~16!

due to nonlinear spin-spin and spin-phonon interactions.
cording to Eqs.~10!, we have

~Hme
NL!g52x̃gmnãm

L ãn
L2B̃klmghklãm

L ,

x̃gmn5xgmn2
1

2
~xmbdgn1xnbdgm!ab

0 ,

B̃klmg5Bklmg2Bklbab
0dmg . ~17!
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By virtue of the magnetoelastic coupling~12! the fieldHme
NL

is a quadratic function of the strain tensor.

3. DYNAMIC SECOND-ORDER ELASTIC CONSTANTS

The equations of motion~2! for the elastic displacemen
u can be written as follows on the basis of Eqs.~9! and~8!:

r0üi5
]s i j

]aj
, ~18!

wheres i j is the stress tensor.12 In the quadratic approxima
tion

s i j 5Ci jkl hkl1Cjpklhklupi1
1

2
Ci jklmnhklhmn

1M0Bi j bãb1
1

2
M0B̃i j bgãbãg . ~19!

In the derivation of Eq.~19! it has been assumed that th
amplitude of the spin modeuãu and the values of the elasti
constantsuC̃u satisfy the relations

uãu@uĥu, uĈu@4pM0
2 .

Using the magnetoelastic coupling~12! and the expres-
sion for ĥ ~6! in Eq. ~19!, we write the linear part of the
tensorŝ in the form

s i j
L 5Ci jkl

ef ukl , Ci jkl
ef 5Ci jkl 1DCi jkl ,

DCi jkl ~v!5M0Bi j babkl~v!M0Lbg~v!Bi j bBklg , ~20!

where Ci jkl
ef is the tensor of effective second-order elas

constants, andDCi jkl are the dynamic elastic constants i
duced the by magnetoelastic interaction of spin and ela
waves whose amplitudes are related by Eq.~12!.

Taking the explicit form of the tensorsLbg ~13! into
account, we can separate the symmetric~s! and antisymmet-
ric ~a! parts of the tensorDĈ:

DCi jkl 5DCi jkl
s 1DCi jkl

a ,

DCi jkl
s 5g2M0D~v!habBi j aBklb ,

DCi jkl
a 52 ivgM0D~v!~Bi j 18Bkl282Bkl18Bi j 28!, ~21!

whereB̂, ĥ, andD(v) are the quantities defined in Eqs.~11!
and ~14!.

4. FREQUENCY MIXING EFFECTS

A quadratic dependence of the stress tensors i j ~19! on
the distortion tensorupq corresponds to the lowest-orde
elastic anharmonicity. This type of nonlinear depende
leads to the mixing of acoustic frequencies,14 specifically:
The interaction of two modes with frequenciesv1 and v2

results in the formation of nonlinear waves with combinati
frequenciesv16v2 or a doubled frequency 2v1 or 2v2 .
Each of these effects corresponds to a certain value of
tensors i j ~19!. To determine these values, we write the el
tic displacementu and the variableã i as sums of three
modes:
ic

e

he
-

ãb5
1

2 (
n51

3

~ ãb~vn!1c.c.!,

ãb~vn!5ãb
~n!exp$ i ~k~n!

•a2vnt !%,

ui5
1

2 (
n51

3

~ui~vn!1c.c.!,

ui~vn!5ui
~n!exp$ i ~k~n!

•a2vnt !%, ~22!

wherek(n) is the wave vector of the magnetoelastic mode
the frequencyvn .

We first consider the three-frequency processes

v11v25v3 , ~23!

for which the equations of motion~18! acquire the form

r0üi~vn!5Ci jkl
ef ~vn!

]ukl~vn!

]aj
1

]s i j
NL~vn!

]aj
. ~24!

Heres i j
NL(vn) is the nonlinear part of the tensors i j , corre-

sponding to the frequencyvn (n51, 2, 3). Taking the mag-
netoelastic coupling~12!, ~15! and relations~22! into account
in Eq. ~19!, we have

s i j
NL~v1!5

1

2
Ci jklmn

ef ~v1 ;v3 ,2v2!ukl~v3!umn* ~v2!,

s i j
NL~v2!5

1

2
Ci jklmn

ef ~v2 ;v3 ,2v1!ukl~v3!umn* ~v1!,

s i j
NL~v3!5

1

2
Ci jklmn

ef ~v3 ;v1 ,v2!ukl~v1!umn~v2!, ~25!

where Ci jklmn
ef (v3 ; v1 , v2) are effective third-order elastic

constants describing the generation of magnetoelastic w
with the sum frequencyv35v11v2 as a result of the non
linear interaction of pump waves with frequenciesv1 and
v2 . The constants Ci jklmn

ef (v1 ; v3 , 2v2) and
Ci jklmn

ef (v2 ; v3 , 2v1) describe the feedback effect of th
generated wave on the pump waves.

The effective elastic constantsĈef contain an elastic par
and a magnetic part:

Ci jklmn
ef ~vn ;vp ,vq!C̃i jklmn1DCi jklmn~vn ;vp ,vq!,

C̃i jklmn5Ci jklmn1Ci jkmd ln1Cjmkld in1Cjkmnd i l ,

DCi jklmn~vn ;vp ,vq!5M0B̃i j bgabkl~vp!agmn~vq!

1M0aa i j* ~vn!$2x̃abgabkl

3~vp!agmn~vq!1B̃klababmn~vq!

1B̃mnababkl~vp!%. ~26!

In Eqs. ~26! DCi jklmn(vn ; vp , vq) are the dynamic third-
order elastic constants induced by nonlinear interactions
tween magnetoelastic modes with frequenciesvp and vq

(p, q51, 2, 3). These frequencies satisfy the law of cons
vation of energy~23!, i.e., vn5vp1vq ~e.g., forvn5v1 ,
according to ~23!, we havevp5v3 and vq2v2 or vp

52v2 andvq5v3).
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The elastic constantsDCi jklmn are symmetric with re-
spect to permutation within each pair of indices and w
respect to the permutations

DCIJR~vn ;vp ,vq!5DCIRJ~vn ;vq ,vp!

5DCJIR~2vp ;2vn ,vq!

5DCJRI~2vp ;vq ,2vn!

5DCRIJ~2vq ;2vn ,vp!

5DCRJI~2vq ;vp ,2vn!. ~27!

HereI↔ i j , J↔kl, andR↔mn are the indices in contracte
notation: I , J, R51, 2, . . . , 6, 1–11, 2–22, 3–33, 4–23, 3
5–13, 31, 6–12, 21.

So far we have discussed the three-frequency proce
v11v25v3 . For processesv12v25v3 it is necessary to
change to the opposite sign of the frequencyv2 in the ex-
pressions fors i j

NL(vn) ~25! and to allow for the fact tha
umn(2v2)5umn* (v2). In the generation of waves with fre
quency doubling (v1v52v) it is required to setv15v2

5v, v352v and to replace the factor 1/2 by 1/4 in th
expression fors i j

NL(2v).

5. DISCUSSION OF THE RESULTS

Nonlinear spin-spin and spin-phonon interactions in
ferromagnet impart additional anharmonicity to the crys
The anharmonicity is reflected in nonlinear interactions
elastic waves and, as a result, magnetoacoustic effects
transform the frequency of these waves. In three-freque
processes of interaction of wave modes with frequenciesv1

andv2 nonlinear waves are generated with combination f
quenciesv35v16v2 or a doubled frequency 2v1 or 2v2 .
The contribution of magnetoelastic interactions to these p
cesses is described by the dynamic third-order elastic c
stantsDĈ(v3 ; v1 , 6v2) and DĈ(2v; v, v) ~26!, which
depend on the wave frequencies. This dependence exh
resonance behavior, DĈ;D(vn)5(vn

22vS
2)21 (n

51, 2, 3). Resonance is possible at the frequencies of
pump wavesv1 and v2 and also at the frequency of th
generated wavev35v16v2 .

The values of the dynamic elastic constantsDĈ(3) are
governed by the magnetoelastic coupling coefficientsaakl

~13!. Estimates for a spherical yttrium iron garnet~YIG!
sample show that in low-frequency magnetoacoustic re
nance (v'vS*108 Hz) these coefficients can attain valu
of the order of 1032104, which in YIG correspond to
DĈ(3)'101421015N/m2.

The variation of the elastic constants as a result of m
netoelastic interactions is not reducible to simple renorm
ization of the constants, because the magnetic partDĈ of the
tensor of effective elastic constantsĈef can have additiona
components not found in nonmagnetic crystals. These c
ponents of the tensorDĈ(3) produce new nonlinear interac
tions of acoustic modes. For example, the compone
DCi33k3l(vn ; vp , vq) ( i , k, l 51, 2) appear in a cubic ferro
magnet, describing interactions of transverse elastic wa
propagating along the edge of the cube (k i^100& ia3). The
es

a
l.
f
hat
cy

-

-
n-
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he
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-
l-

-

ts

es

explicit form of such constantsDCi33k3l(2v; v, v), calcu-
lated for M0(0,M2

0 , M3
0), are given in the Appendix. We

note that in cubic crystalsCi33k3l50 (i , k, l 51, 2), so that
Ci33k3l

ef 5DCi33k3l .
The dynamic constantsDĈ(3) depend strongly on the

direction of the magnetizationM0 , and this dependence i
manifested in the angular dependence ofDCi33k3l(Q) ~A1!,
where Q is the angle between the vectorsk and M0 . In
particular, all the componentsDCi33k3l(0)50 (i , k, l
51, 2) for kiM0i^100&, whereas forM0'ki^100& only the
two componentsDC544 andDC445 have nonzero values.

Estimates for YIG with v/2p'25 MHz, vS/2p
530 MHz, andQ55°, using data from Ref. 15 for the
characteristics of YIG, show that in resonance (vS5v t ,
wherev t5(C44/r0)1/2k is the natural frequency of the trans
verse elastic mode! the values of the elastic constan
DCi33k3l(2v; v, v) ~A1! attain huge values of the order o
1015N/m2: DC55555i , DC544522i , DC55454, DC455

526, DC44452, andDC44553i in units of 1015N/m2. Far
from resonance,v50.1vS (vs/2p530 MHz), the magni-
tude of the moduli decreases by one to three orders:DC555

52i 31022, DC54452 i , DC5545DC455526, DC444

521, DC44525i 31022 in units of 1014 N/m2. At higher
spin-mode frequenciesvS/2p510v/2p5300 MHz the elas-
tic constantsDĈ(3) are of the order of 101121012N/m2,
which are close to the values of the ordinary second-or
elastic constantsĈ(2) .

The giant elastic anharmonicity due to magnetoela
interactions has been observed experimentally9,10 in a study
of the generation of second transverse acoustic harmonic
YIG. In the magnetoacoustic resonance region (vS'v
52p•30 MHz) the nonlinear interaction parameterG ~ratio
of the effective third-order elastic constants to the const
C445831010N/m2 increases by three orders of magnitud

Consequently, the dynamic elastic constantsDĈ(3) are
magnified in the presence of magnetoacoustic resonancv
'vS); consequently, the efficiency of the nonlinear pr
cesses associated with these constants increases. The e
constants DĈ(3)(2v; v, v) describing second-harmoni
generation experience a particularly large increase. This
fect is attributable to the occurrence of ‘‘double resonanc
for them in the sense thatDĈ(3)(2v; v, v);D2(v)5(v2

2vS
2)22. The magnetoelastic generation of acoustic h

monics in connection with these elastic constants will
investigated in the second part of the present study.

In closing, we note that the strong dependence of
elastic constants on the magnitude and direction of the m
netic fieldH0 (vS;H0, M0iH0) opens the door to the pos
sible application of an external magnetic field to control no
linear processes in ferromagnets.

This work has been supported by the Russian Fund
Fundamental Research~Project No. 96-02-16489!.

APPENDIX A: DYNAMIC ELASTIC CONSTANTS
DCi33l3n„2v,v,v… i , l ,n 51,2 FOR CUBIC FERROMAGNETS

For ki^100&ia3 and M0(0,M2
0 , M3

0) these constants
have the form
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DC555~2v!5 iv~gb2 /M0!2b2sin2u cosuD1

3$2D1D2v2V4cos2u1~D22D1!V1%,

DC544~2v!52 i2v~gb2 /M0!2b2sinu cos 2uD1

3$2D2cos2u@~D1V4V2
22V3!cos2u

2~V114V2!#2D1V2cos2u%,

DC554~2v!50.5~gb2 /M0!2b2sin2uD1$D1cos 2u

3@4D2V2V4v2cos2u2~v21vS
2!#

2D2@2~V1
214v2!cos2u1~~vS

222v2!

12V1V3cos2u!cos2u#%,

DC455~2v!52~gb2 /M0!2b2sin2uD1$D2cos 2u

3@D1V2V4v2cos2u1~vS
222v2!#

1D1cos2u@V1V2cos 2u1V1
222v2#%,

DC444~2v!5~gb2 /M0!2b2sin 2u cos22uD1

3$D1D2V2cos 2u~V2
2V413v2V3!

2D1~2V2
22v2!24D2~V2

21v2!%,

DC445~2v!5 iv~gb2 /M0!2b2sinu cos 2uD1

3$2D1cos2u@D2cos 2u~V3~vS
212v2!

1V2
2V4!1~V122V2!#2D2@V2cos 2u

14~V11V2!cos2u#%. ~A1!

Equations~A1! are written without regard for the spatia
dispersion of spin waves (n50). Here b252b2323 is the
magnetoelastic constant,u is the angle between the vectorsk
and M0 , Dn5@(nv)22vS

2#21, and vS5(V1V2)1/2 is the
frequency of the spin mode, where

V15gH H0•a01
2K

M0
~122sin22u!14pM0sin2uJ ,
V25gFH0•a01
2K

M0
S 12

1

2
sin22u D G ,

V35gS 2pM02
3K

M0
cos2u D ,

V45gS 6pM02
15K

M0
cos2u D . ~A2!

HereK is the magnetic anisotropy constant.
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An experimental study of the Hall effect and of magnetoresistance in polycrystalline
La0.672xCexSr0.33MnO3 samples (x50, 0.07) is reported. It is shown that the normal Hall
coefficient reverses sign atT05360 K in both samples and that metallic conduction occurs forT
,T0, while for T.T0 the conduction is by mechanisms operative in disordered materials.
It has been established that doping with cerium brings about an increase in the metallic phase of
the normal and anomalous Hall coefficients. A qualitative interpretation of the observed
features is given. ©1998 American Institute of Physics.@S1063-7834~98!02611-2#
u
an
em

lu
th
to

-
tu
ri
o
lt
a
yp
-

on
e
en
he

e
as
a
n

-
e
a
n
is
s

lepi-
e
ich,

n a
nts.

in
ed

of

s-
to

nd

gne-

n-
gne-
ture

r
ob-

me

he
1. The active interest expressed presently in lanthan
manganites is stimulated by the colossal magnetoresist
~CMR! observed in these compounds near the Curie t
peratureTc ~see reviews Refs. 1 and 2!. The mechanism
responsible for the CMR remains, however, unclear. Va
able relevant information can be obtained by studying
Hall effect. The data published to date relate primarily
thin-film samples3–6 displaying a variety of features,1,2 but
only our recent paper7 reports on a study of bulk, while poly
crystalline samples. The features observed in the tempera
behavior of the normal Hall coefficient, as well as of elect
cal resistivity and magnetoresistance, were attributed t
temperature-induced shift of the mobility edge, which resu
in a change in the number of delocalized carriers. It w
posited that this mechanism of the change in conduction t
in the vicinity of Tc is a common feature for all heavily
doped LaMnO3-based materials.

The present work is a continuation of our investigati
of galvanomagnetic effects in lanthanum manganit
The magnetoresistance and Hall-effect measurem
were carried out on polycrystalline samples of t
La0.672xCexSr0.33MnO3 manganites (x50, 0.07); when com-
bined with our previous7 data on La0.67Ba0.33MnO3, this per-
mits one to isolate common features in the galvanomagn
phenomena observed in lanthanum manganites, as well
study the role of cerium as dopant. The latter is of a cert
interest, because the effect of cerium doping on the mag
toresistance~but not on the Hall effect! of manganites was
investigated apparently only in Ref. 8.

2. Powders of nominal compositions La0.67Sr0.33MnO3

and La0.60Ce0.07Sr0.33MnO3 were prepared by co
precipitation from solutions.9 Polycrystalline samples wer
obtained by pressing the powders at room temperature
pressure of 53103 kg/cm2 with subsequent annealing in a
oxygen flow at 1200 °C for 12 h. X-ray diffraction analys
confirmed the samples to be single phase. The sample
1881063-7834/98/40(11)/3/$15.00
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tended for galvanomagnetic measurements were paralle
peds measuring 103330.9 mm. Magnetization curves wer
measured in a vibration-reed magnetometer on plates, wh
while being smaller, had the same side-to-length ratio, i
magnetic field oriented as in the Hall-effect measureme
The Curie temperature was determined potentiometrically
magnetic fields of up to 15 kOe. The indium contacts us
were deposited ultrasonically.

3. The magnetization curves have a pattern typical
ferromagnets and, forT,Tc and in fieldsH>6 kOe, are
described by the relationM5Ms1xH. The values of the
spontaneous magnetizationMs and of the paraprocess su
ceptibility x obtained in this way were subsequently used
calculate the normal,R0, and anomalous~spontaneous!, Rs ,
Hall coefficients. The Curie temperatures were fou
to be 374 K for La0.67Sr0.33MnO3 and 369 K for
La0.60Ce0.07Sr0.33MnO3.

Figure 1 displays the temperature dependence of ma
toresistance MR5@R (H)2R (H50)#/R (H50), where
R (H) is the resistance in a magnetic fieldH. The curves
have a pattern typical of polycrystalline heavily-doped la
thanum manganite samples. The absolute value of ma
toresistance passes through a maximum at a tempera
TMR slightly lower than Tc (TMR5360 K for
La0.67Sr0.33MnO3, and TMR5358 K for
La0.60Ce0.07Sr0.33MnO3), with the position of the maximum
being independent of the field applied.

Figure 2 shows isotherms of the Hall resistivityrHall for
La0.60Ce0.07Sr0.33MnO3; similar curves were also obtained fo
the cerium-free sample. In the ferromagnetic region, one
serves in weak fields a strong dependence ofrHall on H, and
for H.6 kOe therHall(H) relation becomes linear.

In ferromagnetsrHall5R0B1RsM , whereB is the mag-
netic field induction in a sample; in our case one may assu
B5H. Figure 3 plots temperature dependences ofR0 derived
from therHall (H) isotherms and magnetization curves. T
9 © 1998 American Institute of Physics
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normal Hall coefficient reverses sign atT05360 K. For
T,T0, this coefficient is positive and temperature indepe
dent within experimental error, while forT.T0 a strong
temperature dependence is observed. BelowT0 the normal
Hall coefficient for the La0.60Ce0.07Sr0.33MnO3 sample
(4.8310212V•cm/G! exceeds the value ofR0 for the
cerium-free sample (3.6310212V•cm/G! by a factor 1.3.

Figure 4 presents temperature dependences of
anomalous Hall coefficient. In both cases,Rs,0, and uRsu
exceedsuR0u by two to three orders of magnitude. Dopin
with cerium increasesuRsu. At T'T0 theRs (T) curves have
minima, and the extremum for the cerium-doped sample
more clearly pronounced.

FIG. 1. Temperature dependence of the magnetoresistance of~a!
La0.67Sr0.33MnO3 and ~b! La0.60Ce0.07Sr0.33MnO3 in fields ~kOe!: 1—5,
2—10, 3—15.

FIG. 2. Hall resistivity isotherms for La0.60Ce0.07Sr0.33MnO3 at T~K!:
1— 194,2—310,3—335,4—350,5—361,6—370.
-

he

is

4. Turning now to a discussion of the results, we not
first of all the slight changeDTc of the Curie temperature~by
only 5 K! induced by incorporation of 7% Ce. This is clos
to the shift of the Curie temperature caused by dop
La0.67Ba0.33MnO3 with the same amount of trivalent yttrium
whereDTc53 K,10 but an order of magnitude smaller tha
the change in Tc resulting from introduction into a
La0.67Ba0.33MnO3 sample of 4% oxygen vacancies,11 which,
like cerium ~see below!, act as donors in lanthanum mang
nites but, unlike cerium, are doubly charged. The reasons
these differences inDTc remain unclear.

Note now the features in the temperature dependenc
magnetoresistance and Hall coefficients, which are obse
both in La0.67Ba0.33MnO3 ~Ref. 7! and in La0.67Sr0.33MnO3

and La0.60Ce0.07Sr0.33MnO3. Each sample is characterize
first of all, by a temperatureT0,Tc at which the normal Hall
coefficient becomes zero; we may add that forT,T0 this
coefficient is positive and practically temperature indep

FIG. 3. Temperature dependence of the normal Hall coefficient in~a!
La0.67Sr0.33MnO3 and ~b! La0.60Ce0.07Sr0.33MnO3.

FIG. 4. Temperature dependence of the anomalous Hall coefficien
~1! La0.67Sr0.33MnO3 and ~2! La0.60Ce0.07Sr0.33MnO3.
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dent. Second,Rs passes through a minimum atT'T0. Third,
the absolute value of magnetoresistance reaches a maxi
also practically atT0. The fact that all of the lanthanum
manganites studied by us exhibit these features suggests
their interpretation given in Ref. 7 as applied
La0.67Ba0.33MnO3 is valid for all LaMnO3-based materials
with a high enough doping level. To wit, the temperatu
T0,Tc is the metal-insulator~MI ! transition point at which
band conduction, which dominates forT,T0, is replaced by
mechanisms typical of disordered materials and involv
hopping between localized states and/or activation to the
bility edge. The cross-over between the conduction ty
originates from the shift of the mobility edge caused by e
hancement of magnetic fluctuations in the vicinity of t
Curie temperature.

The positive sign ofR0 observed forT,T0 shows that
the majority carriers in this temperature region are holes.
hole concentration ratio for samples with and without ceri
estimated from the change inR0 practically coincides with
that calculated from the change in the nominal compositi
At the same time the values ofR0 derived from the conten
of strontium and cerium turn out to be substantially larg
than the experimental values, which may be due to the p
ence of minority carriers-electrons. The growth of the norm
Hall coefficient induced by a partial substitution of ceriu
for lanthanum implies a decrease in the hole concentra
under such doping. It appears only natural to assign thi
the fact that cerium has an extra electron compared to
thanum, which, when raised to the valence band, reduces
number of holes. In other words, cerium is in our ca
quadrivalent~as, for instance, in CeO2) and acts as a singly
charged donor, similar to gadolinium in EuO.12

The large value ofRs is in agreement with the conclu
sion drawn from band-structure calculations13–15 that the va-
lence band of LaMnO3-based materials is derived primari
from d states of manganese. In ferromagnetic single crys
the anomalous Hall effect is related to resistivity throu
Rs5ar1br2, wherea andb are constants.16 It may be con-
jectured that in the polycrystalline materials under studyRs

is likewise dominated byr, at least nearT0, if one under-
stands byr the resistivity in the bulk of the crystallites. Fo
simplicity, we shall considerRs a monotonic function ofr;
then the increase ofuRsu observed under cerium doping find
an explanation in the fact that a decrease in carrier~hole!
concentration results in an increase ofr. Furthermore, resis
tance measurements carried out on La12xSrxMnO3 single
crystals showed that the resistivity peak in samples exh
ing the MI transition is the sharper, the lower is the ho
concentration.17 Assuming this to be valid for the tempera
ture dependence of the bulk crystallite resistivity as well, o
may conclude that the sharpness of the minimum in
um
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Rs (T) relation for the cerium-doped sample is also a res
of a decrease in hole concentration. Thus there are grou
to believe that the temperature dependence of the anoma
Hall coefficient in the samples under study is accounted
in general terms, by that of the crystallite resistivity, at le
in the vicinity of the MI transition. Note that such correlatio
does not, generally speaking, always hold for spatially in
mogeneous systems.18 In our case the explanation for thi
correlation lies most likely in the fact that among the para
eters determining the anomalous Hall coefficient it isr that
varies with temperature most strongly near the MI transiti

Thus the Hall effect in various lanthanum mangani
exhibits a number of common features, which reflects
existence of a common mechanism responsible for the
transition. This transition occurs below the Curie tempe
ture. In polycrystalline samples, the temperature depende
of the anomalous Hall coefficient in the vicinity of the abo
transition is dominated by that of the crystallite bulk res
tivity. In La-Ce-Sr-Mn-O manganites, cerium is apparen
quadrivalent and plays the part of a singly-charged dono
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12É. L. Nagaev,Physics of Magnetic Semiconductors@in Russian# ~Nauka,
Moscow, 1979!, 432 pp.

13S. Satpathy, Z. S. Popovic´, and F. R. Vukajlovic´, J. Appl. Phys.79, 4555
~1996!.

14W. E. Pickett and D. J. Singh, Phys. Rev. B53, 1146~1996!.
15I. Solovyev, N. Hamada, and K. Terakura, Phys. Rev. B53, 7158~1996!.
16C. M. Hurd, Hall Effect in Metals and Alloys~Plenum Press, New York,

1972!, 400 pp.
17A. Urushibara, Y. Moritomo, T. Arima, A. Asamitsu, G. Kido, an

Y. Tokura, Phys. Rev. B51, 14103~1995!.
18A. V. Vedyaev, A. B. Granovski�, A. V. Kalitsov, and F. Brouers, Zh.
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Analytical expressions are derived for the derivatives of the frequencies of magnetostatic waves
with respect to the external magnetic field in anisotropic ferromagnetic films. Films having
cubic anisotropy and̂100&, ^110&, and ^111& surfaces are analyzed in detail. The frequency-
field relations are used in an experimental determination of the temperature coefficients of
the cubic anisotropy field and the saturation magnetization in an yttrium iron garnet film. ©1998
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The anisotropy of single-crystal ferrite films must b
taken into account in the investigation of natural oscillatio
of their magnetization.1–6 Magnetic anisotropy makes the p
rameters of the oscillations dependent on the angles cha
terizing the orientation of the external magnetic field relat
to the crystallographic axes of the ferrite film. It is customa
to investigate either the angular dependence of the reson
field at a fixed oscillation frequency or the angular dep
dence of the frequency at a fixed field strength. Resona
fields are normally studied for homogeneous ferromagn
resonance,7–9 and the frequency dispersion curves are st
ied for waves.10,11

On the other hand, the external magnetic field and
natural frequency are interrelated by parameters. This r
tionship for differentially small field and frequency varia
tions is described by the derivative of one parameter w
respect to the other. The derivative can be calculated f
experimental frequency-field curves, and its intrinsic angu
dependence can be used to determine the magnetic an
ropy parameters. This possibility stresses the need to in
tigate the frequency-field relations and their derivatives.
special interest from the theoretical point of view is the pro
lem of ascertaining the analytical form of representation
the derivatives for waves. The problem is that the dispers
relations for spin waves contains the relationship betw
the frequency and the field in implicit form.

The objective of the present study is to investigate
frequency-field relations for magnetostatic waves~MSWs! in
anisotropic ferromagnetic films. Special attention is given
films endowed with cubic and uniaxial anisotropy. T
frequency-field relations are investigated for surface MS
in an yttrium iron garnet~YIG! film.

1. STATEMENT OF THE PROBLEM

We consider a ferrite film for which one of the magne
symmetric axes is either parallel or perpendicular to the fi
Let the film be magnetized to saturation along the designa
symmetry axis by an external magnetic fieldH. It follows
from the solution of the static problem that for a sufficien
strong field the magnetization vectorM is parallel toH. We
1891063-7834/98/40(11)/4/$15.00
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shall assume everywhere below that the vectorsH and M
and the symmetry axis are mutually parallel and are orien
either tangential to the film or along the normaln to it. Let a
MSW with wave vectork'n propagate in the film. The
functional relations between the MSW frequencies and
magnitude of the magnetizing field can be obtained from
dispersion relations. The dispersion relations given be
have been derived from the magnetostatic equations sub
to electrodynamic boundary conditions on the surface of
film and from the linearized equation of motion of the ma
netization without regard for exchange or losses. Magn
anisotropy is taken into account by means of the tenso
effective demagnetizing anisotropy factorsNrs , where r , s
5x, y, z ~Ref. 1!. The x, y, andz axes form a right-handed
orthogonal coordinate system with thez axis parallel toM
and with they axis parallel to the film surface.

A. Perpendicularly Magnetized Film, M in

Accordingly, we have the axeszin and x, y'n. If we
choose the direction of the axisyik, the dispersion relation
has the form

tan kd~2myy
F !1/252

2~2myy
F !1/2

11myy
F

, ~1!

whered is the thickness of the ferrite film, and the comp
nent of the magnetic permeability tensor has the form

myy
F 5114pMg2@H1M ~Nxx2Nzz24p!#

3$g2@H1M ~Nxx2Nzz24p!#@H1M

3~Nyy2Nzz24p!#2~gMNxy!
22 f 2%21, ~2!

where f is the MSW frequency, andg52.8 MHz/Oe is the
gyromagnetic ratio. The dispersion relation describes mag
tostatic forward volume waves~MSFVWs!. Their frequen-
cies lie in the interval @H1M (Nxx2Nzz24p)#
3@H1M (Nyy2Nzz24p)# 2 (MNxy)

2 , ( f /g)2 , @H1M
3(Nxx2Nzz24p)#@H1M (Nyy2Nzz)#2(MNxy)

2. The
lower limit of the interval corresponds to the ferromagne
2 © 1998 American Institute of Physics
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resonance frequency, and the upper limit corresponds to
frequency of the short-wavelength edge of the MSFV
spectrum.

B. Tangential Magnetization, M 'n and k iM.

Accordingly, we have the axesz, y'n and xin, where
zik The dispersion relation has the form

tan kd~2mxx
B !21/25

2~2mxx
B !1/2

11mxx
B

, ~3!

where

mxx
B 5114pMg2@H1M ~Nyy2Nzz!#$g

2@H1M ~Nxx

2Nzz!#@H1M ~Nyy2Nzz!#2~gMNxy!
22 f 2%21. ~4!

In this case the dispersion relation describes magnetos
backward volume waves~MSBVWs!. Their frequencies lie
in the interval @H1M (Nxx2Nzz)#@H1M (Nyy2Nzz)#
2(MNxy)

2,( f /g)2,@H1M (Nxx2Nzz14p)#@H1M (Nyy

2Nzz)#2(MNxy)
2. The upper limit of the interval corre

sponds to the ferromagnetic resonance frequency, and
lower limit corresponds to the frequency of the sho
wavelength edge of the MSBVW spectrum.

C. Tangential Magnetization, M 'n and k'M

We now have the axesz, y'n andxin, whereyik. The
dispersion relation can have one of two forms in this ca
For magnetostatic volume waves we have

tan
kd@~ f 1

22 f 2!~ f 22 f 2
2!#1/2

f 0
22 f 2

5
2@~ f 1

22 f 2!~ f 22 f 2
2!#1/2

~ f 22 f 2
2!2~ f 1

22 f 2!2~4pMg!2
, ~5!

and for magnetostatic surface waves~MSSWs! ~or a mixed
mode whenNxyÞ0) has the form

exp
kd@~ f 22 f 1

2!~ f 22 f 2
2!#1/2

f 22 f 0
2

5
~4pM !22@~ f 22 f 2

2!1/22~ f 22 f 1
2!1/2#2

8pMg~ f 3
22 f 2!1/2

, ~6!

where

f 0
25g2$@H21HM ~Nxx1Nyy22Nzz14p!#

1M2@~Nxx2Nzz14p!~Nyy2Nzz!2Nxy
2 #%,

f 1,2
2 5g2$@H21HM ~Nxx1Nyy22Nzz14p!#

1M2@~Nxx2Nzz!~Nyy2Nzz!2Nxy
2 #

12pM2~Nxx1Nyy22Nzz!62pM2

3@~Nxx2Nyy!
214Nxy

2 #1/2%,
he

tic

he
-

e.

f 3
25g2H @H21HM ~Nxx1Nyy22Nzz14p!#

1
M2

4
~Nxx1Nyy22Nzz14p!2J ,

f 0 is the ferromagnetic resonance frequency,f 1,2 are the
short-wavelength limits of the MSFVW (f 0, f , f 1) and
MSBVW ( f 2, f , f 0) spectra, and f 3 is the short-
wavelength limit of the MSSW spectrum (f 1, f , f 3). At
the frequencyf 1 and for the value of the wave vectorkd
52( f 1

22 f 0
2)/@ f 2

22 f 1
21(4pMg)2# the dispersion curves o

the fundamental MSFVW and MSSW modes make a smo
transition from one to the other.

2. DIFFERENTIAL RELATIONS

We now consider equations that can be obtained fr
the above-listed dispersion relations for the derivatives of
MSW frequencies with respect to the magnetizing field.

For MSFVWs withM in and MSBVWs withM'n and
kiM these equations are derived from Eqs.~2! and ~4!, in
which myy

F and mxx
B are treated as constant parameters

follows from Eqs.~1! and~3! that parametric dependences
the right-hand sides of Eqs.~2! and ~4! on kd are specified
throughmyy

F and mxx
B . For both of these dependences it

more convenient to use the single parameterm given by the
equation

tan kd~2m!1/252
2~2m!1/2

11m
. ~7!

Now myy
F 5m andmxx

B 51/m. Substitutingm into Eqs.~2! and
~4!, we find explicit functionsf (H), which we can then dif-
ferentiate to obtain simpler relations for the derivatives:

1

g2

d~ f 22g2H2!

dH
5M ~Nxx1Nyy22Nzz28p!1

4pM

12m
~8!

for MSFVWs and

1

g2

d~ f 22g2H2!

dH
5M ~Nxx1Nyy22Nzz14p!2

4pM

12m
~9!

for MSBVWs.
We note that different coordinate systems are used

treat MSFVWs and MSBVWs. Consequently, the comp
nents of the tensorNrs in Eqs. ~8! and ~9! differ. But the
terms 4pM /(12m) do not depend on the anisotropy field
of the film, and they express the parametric dependenc
the derivatives onkd. As kd varies form zero to infinitely
large values, the term 4pM /(12m) increases monotonically
from 0 to 4pM .

We now consider MSWs forM'n andk'M . The func-
tions f (H) cannot be obtained in explicit form from the dis
persion relations~5! and ~6!. However, f and H enter into
these dispersion relations in the combination formg2@H2

1HM (Nxx1Nyy22Nzz14p)#2 f 2[U( f , H). Hence it
follows that for a given value ofkd the variation ofH and the
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corresponding variation off must obey the differential equa
tion dU( f , H)/dH50. From this equation we obtain

1

g2

d~ f 22g2H2!

dH
5M ~Nxx1Nyy22Nzz14p!. ~10!

The latter does not depend onkd, and it replicates the
analogous equation for homogeneous ferromagnetic r
nance, which is obtained from the explicit analytical fie
dependence of the ferromagnetic resonance frequency.

Equations~8!–~10! can be used to find the magnetic p
rameters of a ferrite film. In fact, combinations of paramet
from the right-sides of the equations can be determined f
the experimental MSW frequency-external field relatio
from which the left-hand sides of the equations are cal
lated.

3. DERIVATIVES FOR FILMS WITH CUBIC AND UNIAXIAL
ANISOTROPY

As an example, we consider the application of the g
eral equations~8!–~10! to YIG films, which are widely used
in physical research and engineering. The magnetic an
ropy energy in these films is described by the express
Kc(a1

2a2
21a1

2a3
21a2

2a3
2)1Kusin2q, where Kc and Ku are

the first cubic and normal uniaxial anisotropy constants,
spectively,a1,2,3

2 are the squares of the cosines of the ang
formed by the vectorM with the fourfold symmetry axes
andq is the angle between the vectorsM andn. The calcu-
lation of the components of the tensorNrs for cases with the
vector M directed along the symmetry axis^mlp& ~where
^mlp& is one of the axes of the type^100&, ^110&, or ^111&),
followed by substitution into Eqs.~8!–~10!, yields the rela-
tions

1

g2Fd~ f 22g2H2!

dH G
F,^mlp&

5H ^mlp&28pMeff1
4pM

12m
,

~11!

1

g2Fd~ f 22g2H2!

dH G
B,^mlp&

5H ^mlp&14pMeff2
4pM

12m
,

~12!

1

g2Fd~ f 22g2H2!

dH G
S,^mlp&

5H ^mlp&14pMeff . ~13!

The subscriptF refers to waves withM in, the subscriptB
refers to waves withM'n andkiM , the subscriptS refers to
waves withM'n and k'M , and the subscript̂mlp& indi-
cates the crystallographic direction along which magnet
tion takes place. HereH ^100&54Hc , H ^110&52Hc , H ^111&
52(8/3)Hc , Hc5Kc /M is the cubic anisotropy field
4pMeff5(4pM2Hu) is the effective magnetization, an
Hu52Ku /M is the uniaxial anisotropy field.

For films having the surface orientations$100%, $110%,
and $111% we give relations deduced from Eqs.~11!–~13!.

For $100% and $110% we consider directions of magnet
zation alonĝ 100& and ^110& axes parallel to the film:
o-

s
m
,
-

-

t-
n

-
s

-

Fd~ f 22g2H2!

dH G
S,^100&

2Fd~ f 22g2H2!

dH G
S,^110&

55g2Hc , ~14!

Fd~ f 22g2H2!

dH G
S,^100&

14Fd~ f 22g2H2!

dH G
S,^110&

55g24pMeff .

~15!

For $111% films we consider directions of magnetizatio
along a^110& axis parallel to the film and along a^111& axis
directed along the normal:

Fd~ f 22g2H2!

dH G
S,^110&

1Fd~ f 22g2H2!

dH G
B,^110&

1Fd~ f 22g2H2!

dH G
F,^111&

52
14

3
g2Hc , ~16!

11

3 Fd~ f 22g2H2!

dH G
S,^110&

2Fd~ f 22g2H2!

dH G
B,^110&

2Fd~ f 22g2H2!

dH G
F,^111&

5
14

3
g24pMeff , ~17!

In addition, the derivatives with subscriptsB and F corre-
spond to identical modes and identical values ofkd. Now the
parameterm in Eqs. ~11! and ~12! also assumes identica
values, and when these equations are summed, terms
taining m cancel each other without introducing a depe
dence onkd in the final expressions~16! and ~17!.

Equations~14!–~17! can be used to determineHc and
4pMeff from experimentalf (H) curves obtained for any
value ofk. The value ofk itself is not used in the calculation
in this case.

The simplest measurements ofHc and 4pMeff are per-
formed on films having surface orientation$100% or $110%. It
follows from Eqs. ~14! and ~15! that for these films it is
sufficient to obtain twof (Y) curves for a surface wave with
magnetization along tangential axes of the type^100& and
^110&.

4. EXPERIMENTAL

The objective of the experimental investigations was
verify relations ~13! for various k, Hc , and 4pMeff . The
investigations were carried out on a YIG film of thickne
9.8 mm grown on a$100%-oriented gallium gadolinium gar
net substrate. The magnetic parameters were varied
changing the temperature of the film from 200 K to 360
An interference procedure12 was used to observe MSSW
and to evaluatek.

The film was placed between the poles of an electrom
net in a tangential magnetic field. The orientation of the fie
relative to the crystallographic axes was set by rotating
film about the normal. The measurements were perform
for two positions. In one case the field was aligned with
^100& axis, and in the other case it was aligned with a^110&
axis. The alignments were checked against the angular
pendence of the frequency interval with the spin-wave sp
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trum. The lowest and highest frequencies are attained w
the direction of the field coincides with the^100& and^110&
axes, respectively.

The spin-wave frequenciesf were measured as the fie
H was varied in the interval from 200 Oe to 700 Oe and
the wave vectork was varied from 93 cm21 to 651 cm21.
The quantity (f 22g2H2) depended linearly onH. The coef-
ficients in this dependence were identical for different valu
of k and the same field direction. The cubic-anisotropy fi
Hc and the effective magnetization 4pMeff of the film were
determined from Eqs.~14! and~15!. The values ofHc varied
from 292 Oe at 200 K to232 Oe at 360 K, and 4pMeff

varied from 2147 G to 1515 G, respectively. In the tempe
ture interval from 220 K to 320 K both magnetic paramet
are well approximated by linear temperature dependen
with slopesdHc /dT5(0.4460.02) Oe/K andd(4pMeff)/
dT5(24.160.1) G/K. These values are consistent w
YIG single-crystals data.13 The dependence of the magne
parameters on dopant concentration can be simil
investigated.14,15

We close with the observation that, in the derivation
the frequency-field relations, the directions of the vectorsH
and M have been assumed to coincide in tangentially
perpendicularly oriented films. On the one hand, for this c
dition to be satisfied, one of the magnetic symmetry a
must be tangentially or perpendicularly oriented, resp
tively, because the film must be magnetized along such
axis. On the other hand, the magnetizing field must be str
enough for the parallelism of the vectorsH andM not to be
disrupted under the influence of the magnetic anisotr
field. These requirements, however, do not impose lim
tions on the strength of the anisotropy field or the satura
magnetization. The above-derived equations, for exam
can be used in the investigation of highly anisotropic film

When the vectorsH andM are not parallel, an analysi
shows that the frequency-field relations in tangentially
en
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r

perpendicularly magnetized films differ from the analogo
relations~8!–~10! only in the replacement ofH by the pro-
jection Hz of the vectorH onto M . In strong magnetizing
fields, when the influence of the anisotropy field on the eq
librium orientation ofM can be ignored, the frequency-fiel
relations can be used without making any distinction b
tweenH andHz .

The author is grateful to A. V. Maryakhin for furnishin
the film sample.
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Thermal conductivity̧ of single-crystal~VO!2P2O7 has been studied within the 4–300 K range.
A break was found in thȩ (T) relation about 200 K, in the region of the transition from
diffuse antiferromagnetic ordering~200–4 K! to a classical paramagnet (T52002300 K). In the
low-temperature domain~4–200 K!, one may expect an additional contribution to¸ (T)
from the magnon component of thermal conductivity. ©1998 American Institute of Physics.
@S1063-7834~98!02811-1#
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Recent years have been witnessing an increase
interest in investigation of materials with unusual magne
properties~see, e.g., Ref. 1!. A large number of studies
deal with ~VO!2P2O7 ~to be referred to subsequently a
VOPO!, which is a representative of low-dimensional sp
systems.
1891063-7834/98/40(11)/2/$15.00
of
c

VOPO has a monoclinically distorted orthorhomb
structure with space groupP21 and lattice parameter
a57.73 Å, b516.59 Å, c59.58 Å, b589.98°. Vanadium
ion pairs are arranged in the VOPO layered structure
under another in thê100& direction to form a9ladder9 of
V41 ions.
FIG. 1. ~a! Sample geometry,~b! ¸ (T)
of single-crystal~VO!2P2O7 , ~c! 1/̧ (T)
of single-crystal VOPO~Refs. 2 and 6!.
6 © 1998 American Institute of Physics
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The first experimental measurements2 of the VOPO
magnetic susceptibility̧ were interpreted both within the
spin-ladder concept and in terms of antiferromagne
Heisenberg chains with alternating magnetic order.2 Subse-
quent pulsed experiments of inelastic neutron scattering
ried out on powder samples provided supportive argume
for the spin-ladder model.3 At the same time later inelasti
neutron-scattering data4 obtained on an array of 200 oriente
crystallites were found to be inconsistent with t
^100&-oriented spin-ladder model while supporting t
model of antiferromagnetic chains directed along^010&.
Thus the question of which model would adequately desc
the magnetic properties of VOPO still remains open.

Recently the authors of this work have developed
method of growing sufficiently large VOPO single crystal5

thus broadening the range of investigation of th
compound.1!

According to the magnetic susceptibility data obtain
on VOPO single crystals, within the 200–300 K interval t
1/x (T) function behaves in the way typical of convention
paramagnets.6 For T,200 K, the 1/x (T) relation suggests
the onset of gradual antiferromagnetic ordering, whi
rather than occurring at a fixedT, takes place within a broad
temperature range~200–4 K!.

This work reports preliminary data on the thermal co
ductivity of VOPO. Such data are lacking in the literatu
but they are needed for thermodynamic calculations rela
to this material.

The thermal conductivity of VOPO was measured on
single-crystal sample within the 4–300 K range. The sin
crystal was grown by the technique described elsewhe5

The sample was 53332 mm in size, and the heat flow
propagated along the longer side of the crystal, which wa
25° to the^010& direction~Fig. 1a!. Measurements of̧ were
performed on a set-up similar to that described in Ref.
VOPO is an insulator and, therefore, the¸ obtained in this
experiment relates actually to the lattice thermal conduc
ity.

The objective of the work was~1! to measure the ther
mal conductivity of VOPO within a broad temperature rang
and ~2! to study the behavior of̧ (T) within the broad re-
gion of antiferromagnetic ordering~4–200 K! and at the
transition to the classical paramagnet (;200 K).

Our experimental data oņ (T) are displayed in Figs. 1
and 2. We readily see a break in the relation about 200
which is apparently caused by the influence of the mag
subsystem within the 200–4 K range.4 It may manifest itself
in two ways:~1! an additional contribution due to heat tran
port by magnons (̧m), and ~2! a decrease of thermal con
ductivity because of phonon-magnon scattering. The te
perature dependence of¸ ~the break about 200 K followed
by an increase of̧ with temperature! argues most likely for
the existence within the 200–4 K interval of an addition
contribution from¸m to the measured thermal conductivit
c
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It does not presently appear possible to estimate this co
bution, because it would even be difficult to choose an
propriate expression for estimation of¸m for a system with
such a strongly diffuse antiferromagnetic transition
VOPO. More definite conclusions can be drawn only af
performing¸ (T) measurements in a magnetic field, whic
represent our next objective.

1!All the data available on VOPO in the literature~with the exception of this
work and of Ref. 6! were obtained from measurements on powder a
polycrystalline samples.
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FIG. 2. 1/̧ (T) ~regionB! and¸ (T) ~regionA! of VOPO~Fig. 1! shown on
an enlarged scale.
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The description of a continuum with continuously distributed dislocations and disclinations is
extended to the case of a spatially disordered ferromagnet. It is shown that the interaction
of disclinations with spins can have the effect that the spin-wave frequency is equal to zero for a
nonzero wave vector. The variation of the coupled-oscillation frequency is determined in
the case of weak coupling between elastic waves and defects. ©1998 American Institute of
Physics.@S1063-7834~98!02911-6#
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It is generally known that disordered media lack lon
range order in the spacing of their atoms,1 a condition that
significantly alters their spatial distribution from that of cry
tals. Even though the volume occupied by the atoms of
amorphous material can be partitioned into space-fill
Voronoi polyhedra having a configuration similar to that
Wigner–Seitz cells in a crystal, the polyhedra themselves
not mutually congruent,2 and their symmetry can contai
axes of odd order higher than three-fold, which cannot p
sibly exist in a crystal.3 Consequently, the structure of diso
dered media is invariant under local transformations. T
means that amorphous materials have a local invaria
property.4

The presence of odd, fivefold and higher-order symm
try axes in the system is attributable to the existence the
of topologically stable defects called disclinations4 — struc-
tural elements that maintain the amorphous state proper
important consideration is the fact that here the disclinati
cannot be regarded as independent; the hypothesis of a
semble of interacting disclinations is closer to the truth. If t
medium is treated as a continuum, the disclinations can
assumed to have a continuous distribution. In describing
elastic properties of continua, it is assumed that the com
nents of the displacements of points of the medium from
equilibrium position are single-valued functions of the co
dinates. This means that a single coordinate system suf
for describing the entire manifold in the medium. When li
defects~disclinations and dislocations! are present in the me
dium, it is impossible to uniquely specify the displaceme
of points of the medium relative to this single coordina
system. This is the situation in manifolds having torsion a
curvature.5 We can assume therefore that the internal geo
etry of a medium containing line defects is not Euclidean.
this context the formation of disclinations and dislocatio
can be attributed to the curving and torsion of spa
respectively.6 A description of the macroscopic dynamics
media having a continuous distribution of line defects wi
out magnetic order is given in Ref. 7. The main approach
this study to formulation of the dynamics is to establish
one-to-one correspondence between the kinematic equa
1891063-7834/98/40(11)/6/$15.00
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of the defects and the system of Cartan equations for
external forms governing the geometry of the medium. T
disclination and dislocation fields are treated as gauge fi
generated when the action of the symmetry group of
system loses homogeneity. Grachevet al.8 have extended
this approach to systems containing point as well as
defects.

In several papers9–11 the dynamical magnetic propertie
of disordered magnets have been investigated using ga
theoretic methods. However, only magnetic ordering anom
lies are taken into account in these papers. The atomic st
ture is assumed to be defect-free, which is not fu
consistent with notions of the amorphous state. Since dis
nations in a disordered structure are formations inheren
the structure at the outset, there is a need to investigate
influence on various — including dynamical — properties
the atomic and magnetic subsystems of the structure.

In this paper we discuss the influence of disclinations
dynamical magnetoelastic interaction phenomena in spat
disordered magnets. Our investigation of this problem
based on an extension of the theory7 to a medium having
magnetic degrees of freedom. This extension essentially r
on the fact that, in the presence of line defects, the poten
energy of the magnet must be invariant under simultane
local rotations of spins and the lattice and therefore can
written as a function of quantities that are invariant under
indicated transformations. We also assume that the magn
properties depend mainly on exchange interactions, wh
greatly exceed relativistic interactions. This condition e
ables us, by analogy with Ref. 12, to describe the magn
properties by introducing the parametersw5n tan(u/2),
which specify spin rotations through angleu about the
axis n.

1. EQUATIONS OF MOTION

To begin, we use the Lagrangian formalism to obtain
dynamical equations of motion. We write the Lagrangian
a disordered ferromagnet in the form
8 © 1998 American Institute of Physics
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L5
1

2
a ikv i~w,¹4w!vk~w,¹4w!1

2

g
Miv i~w,¹4w!

1S g

2
a ikvk~w,¹4w!1Mi DHi1

1

2
r0~¹4xi !2

2H 1

2
di j v i ,k* v j ,k* 1

1

2
l i jkl h i j hkl1

1

2
bi jkl h i j Mk* Ml*

1Ki j Qi j* 1Ki jkl Qi j* Qkl* J 2
1

2
s2cabFab

a gacgbdFcd
b

2
1

2
s1d i j Dab

i kackbdDcd
j ,

v i~w,¹bw!5
~¹ iw1@w,¹bw# ! i

11w2
, ~1!

b51,2,3,4, i 51,2,3,

vn, j* 5v i~w,¹nw!¹ j x
i , h i j 5

1

2
~¹ ix

s¹ j x
s2d i j !,

Mk* 5Ms¹kx
s, Qi j* 5~Qrs2d rs!¹ ix

r¹ j x
s,

Fbc
a 5]bWc

a2]cWb
a1cbg

a Wb
bWc

g , ]b5
]

]ab
,

Dbc
i 5]bmc

i 2]cmb
i 1ga j

i ~Wb
amc

j 2Wc
amb

j 1Fab
a xj !,

b,c51,2,3,4, i , j 51,2,3, ~2!

and the covariant derivatives¹bxk and¹bwk have the form

¹bxk5
]xk

]ab
1gn j

k Wb
nxj1mb

k ,

¹bwk5
]wk

]ab
1gn j

k Wb
nw j ,

]

]a4
5

]

]t
. ~3!

In Eqs.~1! r0 is the predeformation density of the medium
ai denotes the Lagrangian coordinates of the initial confi
ration, Mi5Qik(w)M0

k is the orientation of the spontaneou
magnetization vectorM0 in the nonequilibrium state,

Qik~w!5d ik12
~w iwk2w2d ik1« inkwn!

11w2

is the matrix of rotations,cab5cag
d cbd

g are the structure con
stants of the Lie algebra of theSO(3) group,ga are rotation
group generators,g is the gyromagnetic ratio,s1 ands2 are
positive constants,

a ik5a1d ik1a2nink , ni5
Mi

M0
, di j 5d1d i j 1d2ninj ,

gac52dac, a,c51,2,3; g445
1

z
, gac50,

aÞc, z.0, kac52dac, a,c51,2,3;

k445
1

y
, kac50, aÞc, y.0, Ki j 5K0d i j ,
-

Ki jkl 5K1
0d i j dkl1K2

0d ikd j l 1K3
0d i l d jk ,

bi jkl 5b1
0~d ikd j l 1d i l d jk!1b2

0d i j dkl ,

l i jkl 5l1~d ikd j l 1d i l d jk!1l2d i j dkl , ~4!

l i jkl and bi jkl are elastic and magnetoelastic constants,
spectively,Ki j and Ki jkl are anisotropy constants, andH is
the external magnetic field. The physical significance of
quantitiess1, s2 y, andz are clarified in Ref. 7, andWn

a and
mn

a are compensating fields produced in inhomogene
transformations of the rotation groupSO(3) and the transla-
tion group T(3), respectively. The right Cartan form
v(w, dw in Eqs.~1! specify the parameters of relative rot
tion of spins at the pointsx andx1dx. Here, in contrast with
Ref. 12,dw incorporates the variations of the parameterw
both in its parallel transfer fromx to x1dx and as a result of
the difference in the coordinate systems at the indica
points.

In Eqs. ~2! the quantitiesvn, j* , h i j , Mk* , and Qi j* are
invariant under simultaneous rotations and translations
spins and the continuum. Their presence is a direct resu
the requirement of invariance of the potential energy of
magnet under the above-indicated transformations. The
pansion of the potential energy in these combinations of
namical variables yields the expression in the braces in E
~1!.

Invoking the variational least-action principle, from th
Lagrangian~1! we obtain the following equations for th
dynamical variables of our problem:

]bZi
b2Zj

bWb
ag a i

j 5Rj
abFab

a g a i
j , ]bRi

bc2g a i
j Rj

bcWb
a5

1

2
Zi

c ,

]bNi
b2g a i

j Wk
aNj

k2J i50,

]bGa
ba2cja

b Wb
jGb

ba5Rj
abg an

j ¹bxn1Ni
ag an

i wn,

a,b51,2,3,4, i , j ,k51,2,3. ~5!

The following notation has been introduced in Eqs.~5!:

]L

]~¹bxi !
5Zi

b ,
]L

]~¹bw i !
5Ni

b ,

J i5
]L

]w i
u¹kw

i5const, Ri
bc5

]L

]Dbc
i

,

Ga
bc5

]LW

]Fbc
a

, LW52
1

2
s1cabFab

a gacgbdFcd
b , ~6!

and allowance has been made for the fact that variation
the quantitiesm i5mb

i dab andWa5Wb
adab by the amounts

dm i5«n i anddWa5«ja induce the variations

dFi5«~dj i1cbg
i Wb`jg!, dDi5«~dn i1G j

i `n j !.
~7!

In relations~7! the symbol` denotes the exterior produc
andG j

i 5ga j
i Wb

adab.
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2. INTEGRABILITY CONDITIONS

Equations~5! cannot be solved for arbitrary values
Zb

i , Ri
bc , Ga

bc , Ni
b , and J i . They must satisfy equation

called the integrability conditions. These conditions ha
been derived7 for a nonmagnetic continuum by repeated e
ternal differentiation of the equations for the dynamical va
ables after their representation in the form of equations
differential forms. The resulting relations were found to
equivalent to the momentum and angular momentum bala
equations for the medium. The momentum balance equa
is satisfied identically in this case.

It is well known13 that the angular momentum balan
equation of a system implies invariance of its Lagrang
under rotation of the body as a whole. We make use of
property in the derivation of the indicated equation for
disordered ferromagnet. To do so, we take into account
fact that the quantitiesG, w, andM are transformed unde
such rotations according to the lawsG85QGQ21, w8
5Qw, and M 85QM , whereQ is the matrix of rotations,
and the variationd commutes with the operations of diffe
entiation with respect to time and coordinates. In this c
we obtain the following relation from the requirement th
dL50 in rotation of the body as a unit whole:

ga j
i S Zi

s¹sx
j1J iw

j1Ni
a¹aw j1

]L

]M0
i

M0
j D 50, ~8!

which, given the choice of invariants in the form~2!, is sat-
isfied identically ifMÞ0. WhenM50, as for example in a
spin glass, it follows from Eq.~8! that interaction between
the spin and elastic subsystems does not take place in
linear approximation.

We call attention to the following consideration. If th
integrability conditions in a disordered ferromagnet are
same as in Ref. 7, we obtain an equation analogous to~8!,
but without the termga j (]L/]M0

i )M0
j , which differs from

the angular momentum balance equation ifMÞ0. It is not an
integrability condition in this case.

3. INTERACTION OF SPIN AND ELASTIC WAVES WITH
DISCLINATIONS AND DISLOCATIONS

We now consider the interaction of the magnetic m
ments and atomic displacements with the fields of discli
tions and dislocations in a spatially disordered ferromagn

We assume that waves propagate in the medium in
direction of axis3 ~axis 3 refers to Lagrangian coordinates!.
We determine the static displacements without defects
this case they are attributable to magnetoelastic coupling
can be determined from the minimum of the potential ene
of the system. We assume thatM05$0, 0,M % and H0

5$0, 0,H%. Only the static displacementu3
0 has a nonzero

value in this case; it is equal tou3
052ja3 , wherej is a

constant representing a combination of elastic and magn
elastic constants. All other components of the displacem
are equal to zero. To simplify the problem, we assume
the gauge fieldsW1

a , W2
a , m1

a , andm2
a are equal to zero for

waves propagating along axis3. Substituting the expressio
for the density of the Lagrangian~1! into Eq. ~5!, in the
e
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linear approximation we obtain a system of coupled eq
tions describing the above-indicated interactions. For rig
polarized waves it has the form

a1

]2

]t2
w11a1S 22iv0

]w1

]t
1V0

2w1D22ib1
0M0

2

3S ]u1

]a3
1m3

1D2 i
2

g
M0W4

12d1

]2w1

]a3
2

50,

2r0S ]2u1

]t2
1

]m4
1

]t D 1lef

]2u1

]a3
2

1lef

]m3
1

]a3

12ib1
0M0

2 ]w1

]a3
50,

2s1

y S ]2m3
1

]t2
2y

]2m3
1

]a3
2

1
lef y

2s1
m3

1D
52lef

]u3
1

]a3
14ib1

0M0
2w1,

s1

y S ]2m4
1

]a3
2

2
1

y

]2m4
1

]t2 D
5r0S ]u1

]t
1m4

1D1 i
s1

y

]W4
1

]a3
2 i

s1

y

]W3
1

]t
,

s2

z S ]2W4
1

]a3
2

2
1

z

]2W4
1

]t2 D 1
s1

y
i S ]m3

1

]t
2

]m4
1

]a3
D 2 i

2

g
M0w150,

]2W3
1

]t2
2z

]2W3
1

]a3
2

50. ~9!

The following notation has been introduced in Eqs.~9!:

w15w11 iw2 , u15u11 iu2 , m3
15m3

11 im3
2 ,

W3
15W3

11 iW3
2 , W4

15W4
11 iW4

2 , lef5l112b1
0M0

2 ,

v05
1

2a1
F4M0

g
1gH~a22a1!G ,

V0
25

1

a1
~K114M0@H14b1

0M0
3l2

21# !,

K158~K2
02K3

0!24K0 ,

and the following gauge is used as a convenience for
analysis:

]m3
i

]a3
5

1

y

]m4
i

]t
, y.0,

]W3
i

]a3
5

1

z

]W4
i

]t
, z.0 ~ i 51,2!.

We note that the gauge fieldsW3
3 andW4

3 are equal to zero
for the given direction of wave propagation. Moreover, ter
proportional to the product ofu3

01a3 and one of the fields
W3

1 or W4
1 or, equivalently, one of their spatial derivative
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(]W3
1 /]a3 , ]W4

1 /]a3) or time derivatives (]W3
1 /]t,

]W4
1 /]t) are omitted in Eqs.~9!. These terms are omitte

for the following reason. Their presence in the equatio
makes the wave amplitudes dependent on the spatial co
nates. This means that energy exchange takes place bet
the waves, i.e., they interact nonlinearly. The omitted ter
are therefore strongly nonlinear, and their accuracy is gre
than that with which Eqs.~9! are formulated in the firs
place.

The asymmetry of Eqs.~9! with respect to terms contain
ing the disclination fieldsW3

1 anduW4
1 mirrors their role as

sources of the dislocation fieldsm3
1 andm4

1 . Attention has
already been called to this fact in Ref. 7.

We now undertake the analysis of the system~9!. We
first consider the limiting case without magnetoelastic c
pling, and we set the dislocation fieldsm3

1 andm4
1 equal to

zero. We then have interaction between the spins and
disclination fieldsW4

1 . We seek a solution for the fieldsw1

andW4
1 in the form

w15w1~0!exp~ i @ka32vt# !,

W4
15W4

1~0!exp~ i @ka32vt# !.

The dispersion relation describing the coupled spin and
clination modes can now be written

S v212v0v2V0
22

d

a1
k2D ~v22zk2!2

4M0
2z2

g2s2a1

50.

~10!

Assuming that the wave vectork50 in Eq. ~10!, we find an
equation characterizing the energy gaps in the wave s
trum. If the condition

4M0
2z2

g2s2a1

!~vs
1~0!!3~vs

2~0!1vs
1~0!!,

vs
6~0!57v01Av0

21V0
2

holds, wherevs
6 are the activation energies of noninteracti

right- ~1! and left- (2) circularly polarized spin waves, th
uniform precession frequency of spins as a result of inte
tion with disclinations in the case of right-polarized wav
increases by the amount

D5
4M0

2z2

g2s2a1~vs
1~0!!2~vs

1~0!1vs
2~0!!

. ~11!

We note the following. Inasmuch as Eq.~10! does not
admit the solutionv50 for k50, we can infer from this
assertion that the spectrum of a disclinationlike mode a
acquires a gap as a result of interaction with the spin s
system. Assuming now that the inequalities

F M0
2z2

4g2s2a1v0
4G 1/3

!1, FV0
3/2g2s2a1

v0
24M0

2z2 G 1/3

!1

hold, we obtain the following value of the energy gap o
disclinationlike mode:
s
di-
een
s
er

-

he

s-

c-

c-

o
b-

Dd5F 2M0
2z2

g2s2a1v0
G 1/2

. ~12!

Equation ~10! is biquadratic in the wave vectork. Its
solution can therefore be found exactly:

k1,2
2 5

a1

2zdFz~v212v0v2V0
2!1

dv2

a1
G6H S a1

2zdD 2Fz~v2

12v0v2V0
2!2

dv

a1
G2

1
v0

2a1
2z

s2d J 1/2

. ~13!

Setting the frequencyv50 in the latter relation, we find tha
the square of the wave vectork1

k1
25H S V0

2a1

2zd D 2

1
v0

2a1z2

s2d J 1/2

2
V0

2a1

2zd
~14!

is nonzero in this case. Consequently, the wave vectork1 has
a value at which the oscillation frequency is equal to ze
We now elucidate the question of the mode with which t
solution is associated. Lettingz→0 in Eq. ~13!, we have

k1
2Uz→05

a1

d
~v212v0v2V0

2!, k2
2U

z→0

5
v2

z
.

It is evident from this result that the value ofk1 at which
v50 is identified with a spinlike mode. It follows, therefore
that for wave numbersk whose values are smaller than, b
close tok1 the frequency of this mode does not increase w
increasingk, as is usually the case, but decreases.

We call attention to the following consideration. In th
description of the gauge theory of disordered magnets a
field theory on a principal fiber bundle in Ref. 11, the autho
pass to the limit of a slightly less than ideal ferromagnet.
necessary condition for this transition is zero-valued cur
ture form of a linear connection on a fiber bundle of line
frames.

In this paper we use the traditional approach to gau
theorems, i.e., we work with an associated fiber bundle ra
than with a principal fiber bundle. In contrast with Ref. 1
therefore, we do not concern ourselves with the spatial co
dinates. Here the spatial coordinates in question are the
grangian coordinates of the initial defect-free, undeform
paramagnetic state of the system. In this situation a limit
transition analogous to the one discussed in Ref. 11 imp
that the compensating fieldsWa50, because only in this
case does the curvature tensor of the final state of the sy
~‘‘charge’’ space! vanish. Accordingly, we go directly to the
previously proposed12 ~or in the method of phenomenolog
cal Lagrangians! description of long-wavelength spin excita
tions in a disordered ferromagnet.

We now consider a second limiting situation, where
we disregard spin degrees of freedom. The dispersion r
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tion describing simultaneous harmonic oscillations of
displacement, dislocation, and disclination fields with wa
vectork and frequencyv has the form

Fr0~v22c2k2!
2s1

y S yk21lef

y

2s1
2v2D1lef

2 k2G
3F s1s2

y2z2S v22yk22
r0y2

s1
D ~v22zk2!2

s1
2k2

y2 G
1v2r0F2s1s2r0

yz2 S yk21lef

y

2s1
2v2D ~v22zk2!

1
s1

2lefk
2

y2 G50, c25lefr0
21 . ~15!

We set the wave vector in Eq.~15! equal to zero. In this
case it is evident that modes describing oscillations of
fields W4

1 and W3
1 remain nonactivated. The energy ga

v0
25(lefy/2s1)2 acquires a mode associated with oscil

tions of dislocations. Consequently, the interaction of
disclination fields with elastic waves does not produce
energy gap in the spectrum of a disclinationlike mode.

We now find an approximate solution of Eq.~15!, valid
only for weak coupling between elastic displacements
defects. In this approximation we can seek a solution of
~15! in the form

v5ck1D.

We then have the relation forD

D5H 4s1r0ck

y S lefy

2s1
1~y2c2!k2D F s1s2

~yz!2S k2@c22y#

2
r0y2

s1
D ~c22y!k22

s1
2k2

y G J 21H ckr0F2
s1lefck3

y2

1
2s1s2r0ck

yz S @y2c2#k21
lefy

2s1
D ~c22z!k2G

2lef
2 k2F s1s2

~yz!2S @c22y#k22
r0y2

s1
D ~c22y!k22

s1
2k2

y2 G J .

~16!

The general dispersion relation for coupled oscillations
the magnetization, elastic displacements, dislocation fi
and disclination field is too cumbersome to write out he
and is intractible by analytical methods.

In this paper we have thus proposed a generalizatio
the macroscopic description of magnetoelastic coupling
spatially disordered ferromagnets, providing a means for
scribing phenomena of the interaction of magnetization fie
not only with elastic displacements of points of the mediu
but also with line defects such as disclinations.

To describe the dynamical effects of such interaction,
have used the Lagrangian formalism and, on the b
thereof, have derived coupled equations of motion for
dynamical variables characterizing the medium. The pot
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of
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tial energy of the system is found to be invariant under lo
simultaneous rotations and translations of the magnetic
ments and points~atoms! of the medium.

The integrability conditions for the coupled equations
motion are equivalent to the momentum balance equa
and the total mechanical angular momentum balance e
tion of the medium. The second of these equations~8! has
been deduced from the requirement that the Lagrangia
invariant under rotation of the body as a whole. It follow
from this condition, in particular, that within the framewor
of the given model interaction between the spin and ‘‘l
tice’’ subsystems does not occur in a spin glass (M050) in
the linear approximation.

Even in the limiting case of zero magnetoelastic co
pling the interaction of spins and disclinations significan
influences their dynamics. As a result of this interaction
spectrum of homogeneous vibrations of disclinations
quires an energy gap, and the frequency of uniform prec
sion of the spins changes. In the interval of wave vect
0,k<k1 , wherek1 is given by Eq.~14!, the frequency of a
spinlike mode of coupled oscillations decreases from the u
form precession frequency tov50. The physical causes o
the onset of the soft mode~14! require further study. How-
ever, indirect evidence exists as to the possibility of its ex
tence. This possibility is indicated by experiments on neut
scattering in the amorphous alloy Fe0.75Co0.15C0.1 ~Ref. 14!,
which expose the presence of a minimum in the dispers
law for spin excitations at very high frequencies.

In the second limiting case, where magnetic degrees
freedom are disregarded, the interaction of elastic wa
with dislocations and disclinations produces an energy
only in the spectrum of the dislocation mode, consistent w
the results of Ref. 7, whereas disclination modes remain n
activated. Only in the weak-coupling approximation is it po
sible to determine the variation of the elastic wave f
quency. In closing, we note that the presence of topologic
stable defects of the disclination type in the atomic struct
of spatially disordered media follows directly from the top
logical theory of defects15,16 and is attributable to the non
triviality of the rotation groupSO(3), which is not simply
connected. The onset of dislocations here is induced by t
disclination sources.7
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Slow stage in the evolution of an incommensurate ferroelectric superlattice
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The nature of the slow evolution of a soliton system in an incommensurate phase of a
ferroelectric is investigated experimentally. It is shown that the duration of the time interval in
which the anomalous permittivity and the corresponding soliton spacings are governed by
a logarithmic law increases from a few minutes to several hours as the ferroelectric phase transition
is approached. ©1998 American Institute of Physics.@S1063-7834~98!03011-1#
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An incommensurate phase of a ferroelectric with s
tially modulated polarization is an example of an inhomog
neous degenerate system, which can be effectively inve
gated by highly sensitive electrical measurements.
temperatures close to the point of transition to the comm
surate polar phase the crystal superlattice begins to rese
the domain structure of ferroelectrics containing narrow
main walls~solitons! separated by adjacent regions~quasido-
mains! with oppositely directed spontaneous polarizations1

Previously it has been established experimentally2,3 that,
for a small initial deviation from equilibrium of a soliton
system in Rb2ZnCl4 , the dielectric permittivity varies with
time in the range fromt051 s to 10 min according to the
logarithmic law

«̄/D«'F1G ln~ t/t0!, ~1!

whereD«5u«̄2«u, «̄ is the equilibrium permittivity,t051 s,
and F and G are constants. The equilibrium value
«̄5(«11«2)/2, where«1 and«2 are the permittivities corre
sponding to elevated and reduced soliton densities at
same temperature. Equation~1! is consistent with the previ
ously developed4 interpretation of the relaxation of inhomo
geneities of the system as a thermal activation process
erned by metastability effects.

We have determined experimentally the nature of
slow evolution of a soliton system in an incommensur
phase of a ferroelectric in a time interval up to several ho
for large deviations from the equilibrium state. The inves
gated object is Rb2ZnCl4 ~space groupPmcn! with structural
transitions atTi5303 K andTc5195.2 K~Ref. 1!. The inter-
mediate phase is incommensurate, with spatial modula
along thec(Z) axis, and the low-temperature phase is po
(Pn21a) with spontaneous polarization along theb(Y) axis.
The crystal samples were 332.733.8 mm rectangular bar
with their edges oriented along the crystallographica, b,
andc axes.

Nonequilibrium initial states of the soliton structure
the crystal were created in two ways: by the application
uniaxial mechanical stresses~as in Ref. 3! and by varying the
temperature of the crystal. The stressessyy and sxx were
utilized as a means of abruptly driving the soliton structu
1901063-7834/98/40(11)/2/$15.00
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into a nonequilibrium state. The stresssyy shifts the transi-
tion point toward lower temperature, i.e., broadens the te
perature intervalDT5T2Tc increases and increases th

equilibrium density of solitonsn̄, while the stresssxx has
exactly the reverse effect. Consequently, the soliton den
can be either raised or lowered relative to the equilibriu
state at any temperature point of the incommensurate p
without altering the symmetry of the crystal.

The time dependence of the permittivity was recorded
mechanically free~unconstrained! samples. The measure
ment procedure in the first technique was as follows: T
sample was first cooled atsxx'50 bar to a specified tem
perature, and then the stress was lifted. As a result, a
stress relief the initial state had a reduced soliton den

relative to the equilibrium valuen̄ and the preloading densit
n. In the second technique the sample was cooled from
initial phase atsxx50 to a specified temperature correspon
ing to the temperature point (DT) attained by the sample
after stress had been lifted in the first case. The evolu
of the system was recorded from the variation of t
n-dependent anomalous permittivity« along theb axis. The
variations of « were recorded by means of a capacitan
bridge operating at a frequency of 1 MHz. The value of«
was measured within 0.01% error limits, and the tempera
was maintained within;0.005-K error limits.

At the instant of relief of the stresss previously applied
to the sample, the piezocaloric effect causes the tempera
of the sample to change by the amountdT5(kT/c)Ds,
wherek is the coefficient of thermal expansion,c is the spe-
cific heat, andDs is the variation of the stress. Estimate
for the investigated Rb2ZnCl4 sample ats'50 bar give
dT<0.03. The variation of« determined from the experi
mental data fordT'0.03 does not influence the form of th
«(t) curves in Fig. 1. The relaxation process can therefore
regarded as isothermal up to the end of the time intervalt0 in
which temperature equalization takes place between
sample and the cryostat. When stress is used to create
nonequilibrium state, we havet0'1 s, and when the non
equilibrium state is created by varying the temperature,
perimental data, obtained at the timet051 s after complete
temperature stabilization, are used in the calculations.

The results of investigating the relaxation of the pe
4 © 1998 American Institute of Physics
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mittivity of Rb2ZnCl4 from various initial nonequilibrium
states are shown in Fig. 1. It is evident that« varies com-
paratively rapidly in the first few minutes. The results
determining the nature of the evolution of the soliton syst
are shown in Fig. 2, where the dependence of«̄/D« on
ln(t/t0) are plotted using the experimental data. It is evid
from this figure that the time dependence of« for large de-
viations from equilibrium obeys the logarithmic law d
scribed by Eq.~1!. It is important to note, in contrast with th
data in Ref. 2, that this law is also observed at large tim
~up to several hours! at temperatures close toTc , irrespec-
tive of what technique has been used to drive the sol
system out of equilibrium. The time interval in which th
state of the soliton system varies according to the logarith
law increases considerably asTc is approached. It is eviden
from Fig. 2 that the slopes of the lines relative to the ho
zontal axis decrease asTc is approached (G50.06 for DT
50.27, andG50.6 for DT51.2, i.e., according to Ref. 1
the relaxation time to a particular value of«̄/D«5const in-
creases.

In summary, the results of the experiment indicate t
when a large deviation from the equilibrium state is crea

FIG. 1. Time ~t! dependence of the permittivity« of the incommensurate
phase of the Rb2ZnCl4 crystal at various temperaturesDT5(T2Tc). 1!
DT50.27 K; 2! 0.72 K; 3! 1.18 K.
t

s

n
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either by large mechanical stressess550260 bar or by a
variation of the temperature from the initial phase to a spe
fied temperature in the vicinity ofTc , the anomalous dielec
tric permittivity and the corresponding soliton spacin
~sinceD«/ «̄'D l / l̄ ) of the incommensurate ferroelectric s
perlattice vary with time according to a logarithmic law
rather than an exponential law as postulated in Ref. 1. T
law, which is based on the concepts of relaxation as a th
mal activation process, holds in the time interval from a fe
seconds to several hours.

The authors are indebted to V. V. Gladki� for helpful
discussions and deliberations.
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FIG. 2. Dependence of«̄/D« on ln(t/t0) for the incommensurate phase of th
Rb2ZnCl4 crystal at various temperaturesDT. 1! DT50.27 K; 2! 0.72 K;
3! 1.18 K.
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Lattice dynamics of crystalline In 4Se3

D. M. Bercha* ) and K. Z. Rushchanski 

Uzhgorod State University, 294000 Uzhgorod, Ukraine
~Submitted April 9, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 2103–2108~November 1998!

Calculations of the phonon spectrum of crystalline In4Se3 in a model of central-pair interactions
with neglect of the long-range forces are presented. The model developed contains five
unknown parameters, which are determined from experimental values of the elastic moduli without
consideration of the internal displacement of the sublattices. The phonon spectrum obtained
contains a large number of low-frequency modes, which deform the acoustic branches. Some
common features are discovered in the dispersion curves of the electron and phonon
spectra. ©1998 American Institute of Physics.@S1063-7834~98!03111-6#
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Crystalline In4Se3 is one of the selenides that are prom
ising materials for energy conversion and storage. Its cry
structure was first described by Hogget al.1 and subse-
quently by Likformann and Etienne.2 Some newer data wer
presented in Walther’s book.3 The unit cell of crystalline
In4Se3 contains 28 atoms~four formula units! ~Fig. 1!. The
crystal structure is described by thePnnm (D2h

12) space
group with the basis vectorsa1515.296(1) Å, a2

512.308(1) Å, anda354.0806(1) Å~according to the re-
cent data3!. The material is composed of chains parallel
thea3 axis, which lie in two translationally noninvariant lay
ers perpendicular to thea1 direction. The structure of In4Se3

is described by mixed-valence bonds:3 In4Se3

5@ In#1@(In3)51#@Se2#3. The In1, In2, and In3 atoms~Fig.
1!, which form an (In3)51 cluster, are joined to the selenium
atoms by ionic-covalent bonds. This creates a puckered-l

FIG. 1. Structure of crystalline In4Se3. The filled circles denote atoms fo
which w50, and the unfilled circles denote atoms for whichw50.5.
1901063-7834/98/40(11)/5/$15.00
al

er

structure consisting of infinite nonplanar layers of molecu
with weakened intermolecular bonding. The stacking
these layers of molecules is similar to the stacking of
molecules in ordinary molecular crystals. Thus, a crystal
In4Se3 is not layered in the usual sense, i.e., it does
consist of planar layers joined by van der Waals bondi
The In4 atoms, for which the Debye–Waller temperatu
factor exceeds that for the other atoms, are located in reg
of weakened bonding between the basic frameworks.1

The x-ray structural investigations in Ref. 4 showed th
the scattering of x rays in crystalline In4Se3 is anisotropic,
possibly due to the presence of one-dimensional translati
disorder.5 The specific features of its structure with a te
dency for disordering is apparently the reason for the unus
properties of this material. For example, a deviation fro
Hooke’s law was discovered in In4Se3 already at small
stresses,6 but compliance with this law is restored at larg
stresses. This semiconductor material exhibits an unusua
ezoelectric photoresistive effect,7,8 and anomalous tempera
ture dependences of the kinetic coefficients.9

Investigations of the energy spectrum of the cha
carriers10,11 showed that the dispersion laws for both ele
trons and holes differ drastically from the parabolic law
already in the vicinity of the extremum. It has been theoriz
that there is a strong electron-phonon interaction in th
crystals, which leads to the appearance of conden
states,12,13 the latter being analogs of polarons. For this re
son, an investigation of the lattice dynamics in these cryst
which have scarcely been studied, would be timely. Th
have only been experimental studies of the polarization
reflection14,15 and elastic properties of this material.16

This paper proposes a model of the phonon spect
based on very simple and general approximations, wh
take into account the structural features of the bonds in c
talline In4Se3.
6 © 1998 American Institute of Physics
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1. SYMMETRY DESCRIPTION OF CRYSTALLINE In 4Se3

AND ITS NORMAL MODES OF VIBRATION

The Pnnm(D2h
12) space group in a reference frame wi

an origin of coordinates at the center of the unit cell is w
ten in the form~Kovalev’s notation!

S $h1u0%,H h2U 1

2

1

2

1

2J ,H h3U 1

2

1

2

1

2J ,$h4u0%,

$h25u0%,H h26U 1

2

1

2

1

2J ,H h27U 1

2

1

2

1

2J ,$h28u0% D
3Tn1a11n2a21n3a3

, ~1!

n1 ,n2 ,n350,61,62, . . . .

The coordinates of all the atoms in relative units a
equal to (u,v,w), (1/21u,1/22v,1/22w), (1/22u,1/2
1v,1/22w), and (2u,2v,2w), where the values ofu, v,
andw for In1, In2, In3, In4, Se1, Se2, and Se3 are listed
Table I.

A group-theoretical analysis shows that the 84 norm
modes at the Brillouin-zone center, of which 81 are optic
are described by the irreducible representations

14G117G217G3114G417G5114G6114G717G8 .

At the X, Y, andZ points the modes are doubly degener
and have 28X1114X2, 28Y1114Y2, and 21Z1121Z2 sym-
metries, respectively. The irreducible representations of
groups of wave vectors correspond to those given in Ref.

As is usually done, the basis vectors of the norm
modes were calculated using a projection-operator pro
dure. Because there are seven kinds of atoms in the unit
each basis vector has 84 components. However, since a
of different kinds do not transform into one another und
the action of the symmetry operators, it is sufficient to co
sider the components of the basis vector of a normal m
that belong to atoms of one kind. Table II presents the b
vectors of the modes of the In1 atoms for theG point of the
Brillouin zone. Since the normal modes at theX, Y, andZ
points of the Brillouin zone are doubly degenerate, the co
ponents of a basis vector form complex functions, wh
comprise a basis set of two-dimensional irreducible repres
tations. The basis functions corresponding to displacem
of the In1 atoms are presented in Table III.

2. MODEL OF CENTRAL-PAIR INTERACTIONS

The model of central-pair interactions for the initial ca
culations of the phonon spectrum is interesting, becaus
does not contain a large number of unknown parameter
-

l
l,
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e
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has been used repeatedly for highly diverse crystals, inc
ing layered crystals.18,19 In this model the force constants a
assigned by the two-parameter expressions

Cab~ lk,l 8k8!52
RaRb

R2
~A2B!2dabB, ~2!

whereR5r ( l )1r (k)2r ( l 8)2r (k8) is the radius vector of
the interacting particles,l labels the cells,k labels the atoms
in a cell,Ra andRb are thea andb components ofR, A and
B are the radial and tangential force constants,

Ai5
]2w

]R2U
R5Ri

, Bi5
1

R

]w

]RU
R5Ri

, ~3!

and w(r ) is the central pair potential. In our calculationsA
was assumed to depend both on the chemical species of
atom and on the distance between the interacting atoms
cording to the expressions

Ai5AIn–Seexp@2a In–Se~r i2r 1!#, i 51, . . . ,10, ~4!

Ai5AIn–Inexp@2a In–In~r i2r 11!#, i 511, . . . ,15. ~5!

The distances between the atoms are listed in Table IV
accordance with the numberi of the pair of interacting par-
ticles.

The equilibrium conditions

(
l ,k

r a~ l ,kk8! B~ l ,kk8!50 ~6!

impose fourteen constraints on the fifteenBi . Only the in-
teracting atoms near the atoms of the selected cell are ta
into account in the summation overl . In this case ten In–Se
bonds chosen on the basis of the conditionur ( l ,kk8)u,3.8 Å
and five In–In bonds with lengths less than 3.9 Å are co
sidered. As a result, the dynamic matrix for calculating t
frequencies of the normal modes is determined by five
known parameters:AIn–Se, a In–Se, AIn–In , a In–In , andB13.

TABLE I. Relative coordinates of atoms in the unit cell.3 The standard
deviations are given in parentheses.

Atom u v w

In1 0.71105~8! 0.33933~9! 0
In2 0.81578~8! 0.52362~10! 0
In3 0.96733~7! 0.64423~11! 0
In4 0.42369~9! 0.39749~11! 0
Se1 0.90329~10! 0.84943~13! 0
Se2 0.76875~10! 0.13857~13! 0
Se3 0.42410~10! 0.15595~13! 0
TABLE II. Basis vectors of the normal modes of four In1 atoms for theG point of the Brillouin zone.

Atom No. G1 G2 G3 G4 G5 G6 G7 G8

1 x1 ,y1,0 0,0,z1 0,0,z1 x1 ,y1,0 0,0,z1 x1 ,y1,0 x1 ,y1,0 0,0,z1

2 x2 ,2y2,0 0,0,2z2 0,0,2z2 x2 ,2y2,0 0,0,z2 2x2 ,y2,0 2x2 ,y2,0 0,0,z2

3 2x3 ,y3,0 0,0,2z3 0,0,z3 x3 ,2y3,0 0,0,2z3 2x3 ,y3,0 x3 ,2y3,0 0,0,z3

4 2x4 ,2y4,0 0,0,z4 0,0,2z4 x4 ,y4,0 0,0,2z4 x4 ,y4,0 2x4 ,2y4,0 0,0,z4
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TABLE III. Basis functions of the irreducible representations at theX, Y, andZ points of the Brillouin zone.

Irreducible
representation Basis functions

X1 C115x11y11 i (x22y2) C125x41y42 i (x32y3)
C125x41y41 i (x32y3) C225x11y12 i (x22y2)

X2 C115z12 iz2 C1252z42 iz3

C225z11 iz2 C2152z41 iz3

Y1 C115x11y12x21y2 C125 i (2x31y31x41y4)
C225x11y11x22y2 C215 i (2x31y32x42y4)

Y2 C115z11z2 C1252 i (z31z4)
C225z12z2 C215 i (2z31z4)

Z1 C115x11y11z11 i (x22y22z2) C1252x12y11z11 i (x22y21z2)
1 i (2x31y32z3)2x42y41z4 1 i (2x31y31z3)1x41y41z4

C225x11y11z12 i (x22y22z2) C215x11y12z11 i (x22y21z2)
2 i (2x31y32z3)2x42y41z4 1 i (2x31y31z3)2x42y42z4

Z2 C115x11y11z11 i (x22y22z2) C125x11y12z12 i (x22y21z2)
2 i (2x31y32z3)1x41y42z4 1 i (2x31y31z3)1x41y41z4

C225x11y11z12 i (x22y22z2) C2152x12y11z12 i (x22y21z2)
1 i (2x31y32z3)1x41y42z4 1 i (2x31y31z3)2x42y42z4
om

tr

as
x-

o

ual

,

e

in
h

3. CALCULATION OF THE PHONON SPECTRUM OF In 4Se3

The parameters of the model were determined fr
known experimental data: elastic moduli16 and ranges of
observable frequencies in the far-IR reflection spec
~Table V!.14,15

As we know,20 the force constants are related to the el
tic moduli in the long-wavelength approximation by the e
pression

Cabgd5C̃agbd1C̃bgad2C̃badg , ~7!

where

C̃abgd52
1

2V (
l ,kk8

Fab~ l ,kk8!Rg~ l ,kk8!Rd~ l ,kk8!, ~8!

andV is the unit-cell volume. Since in our case no atom
the crystal structure is an inversion center, the termdC̃abgd ,

TABLE IV. Pairs of interacting particles and interatomic distances.

i Bond r , Å

1 In1– Se2 2.62384
2 In3–Se3 2.63468
3 In1–Se1 2.69018
4 In3–Se1 2.70891
5 In2–Se2 2.79933
6 In4–Se3 2.97288
7 In4–Se2 3.15856
8 In4–Se1 3.39364
9 In2–Se3 3.43405
10 In4–Se18 3.73669
11 In2–In3 2.75268
12 In1–In2 2.77690
13 In4–In4 3.43762
14 In2–In4 3.78944
15 In1–In4 3.83930
a

-

f

which takes into account the displacement of the individ
sublattices, must be included in~7!. In the static approxima-
tion, which is valid at high limiting optical frequencies
dC̃abgd is calculated according to the expression

dC̃abgd5(
kk8
«h

C̃a«b
k R«h

kk8C̃ghd
k8 , ~9!

where

C̃a«b
k 5

1

V (
l ,k8

Fa«~ l ,kk8!Rb~ l ,kk8!, ~10!

andR«h
kk8 is a transformation matrix, which is defined in th

following manner:

R«h
kk85H @C̃«h

kk8#21, k,k851, . . . ,s21,

0, k, k85s,
~11!

where @C̃«h
kk8#21 in the inverse matrix of the (3s23)3(3s

23) matrix C̃«h
kk8 (k,k851, . . . ,s21; «51,2,3; s is the

number of atoms in the unit cell!, which is defined by the
expression

TABLE V. Experimental values of the frequencies of optical phonons
crystalline In4Se3 determined from the reflection of far-IR radiation wit
E 'c polarization.14

vTO , cm21 vLO , cm21

40 42
73 76
97 116
158 169
196 209
223 226
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C̃«h
kk852

1

V (
l

F«h~ l ,kk8!. ~12!

The unknown parametersAIn–Se, a In–Se, AIn–In , a In–In , and
B13 were adjusted using Eq.~7! without ~model 1! and with
consideration of the correctiondC̃abgd ~model 2! so that the
calculated elastic moduli would correspond to the exp
mental values~Table VI!. A combination of direct search
methods and the Gauss–Seidel method was used.21 The pa-
rameters obtained for the modes are listed in Table VII.

4. RESULTS AND DISCUSSION

Figure 2 presents the results of a calculation of the p
non spectrum with the parameters of model 1. We wish
make several comments regarding the parameters of
model and the expected results. As can be seen from Fi
the phonon spectrum of crystalline In4Se3 contains numerous
low-frequency optical modes~not just hard vibrational
modes!; therefore, the correction considered in the static
proximation,dC̃abgd , does not completely compensate t
displacement of the sublattices, particularly the sublatti
belonging to different layers. A large system of different
equations would have to be solved to fully take it in
account.20

Since the degree of ionic character of the crystal un
consideration is small, allowance for the long-range C
lomb interactions cannot influence significantly the gene
results of the calculation of the phonon spectrum in the fa
rough model of central pair forces.

The exponential dependence of the parametersAi pre-
cludes ensuring exact correspondence between the calcu
and experimental values ofC22 and C33 simultaneously.
Nevertheless, as can be seen from Table VI, there is s
factory agreement between the calculated and experime
values of the elastic moduli. A clear picture of the stro
anisotropy in the dispersion of the phonon branches in
G2Z, G2X, andG2Y directions can be traced.

The result of the calculation based on model 2 are
presented, since there was scarcely any improvement in
agreement between the experimental and calculated valu
the elastic moduli, and the calculated frequency range

TABLE VI. Experimental16 values of the elastic moduli and values calc
lated in model 1~in GPa!.

C11 C22 C33 C44 C55 C66 C12 C13 C23

Exp. 38.2 66.5 64.3 16.6 26.6 19.0 10.8 30.4 22
Calc. 39.9 66.9 49.6 18.0 38.1 11.6 9.0 35.9 15

TABLE VII. Calculated parameters of models of the phonon spectrum
crystalline In4Se3 without ~model 1! and with consideration of the interna
displacement of sublattices~model 2!.

AIn–Se, a In–Se, AIn–In , a In–In , B13 ,
N/m Å21 N/m Å21 N/m

Model I 45.1 0.62 8.9 3.7 0.24
Model II 73 0.7 53 6.5 2.5
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nificantly exceeded the range of observable IR frequenc
whereas this difference did not exceed 10% in model 1.

The symmetry of the branches at the high-symme
points was determined from the compatibility conditions
the irreducible representations of the wave-vector gro
listed in Table VIII, as well as by direct calculation of th
eigenvectors and determination of their symmetry.

Figure 3 exhibits cross splitting of branches of modes
the same symmetry. At several points of accidental deg

FIG. 2. General form of the phonon spectrum of crystalline In4Se3 along the
most important directions in the Brillouin zone.

TABLE VIII. Compatibility conditions of the irreducible representations
the wave-vector groups for theG(0,0,0), X(p/a1,0,0), Y(0,p/a2,0), and
Z(0,0,p/a3) points and the S(m12p/a1,0,0) (0,m1,1/2),
D(0,m22p/a2,0) (0,m2,1/2), andL(0,0,m32p/a3) (0,m3,1/2) direc-
tions.

G S D L

G1 S1 D1 L1

G2 S2 D2 L2

G3 S2 D3 L3

G4 S1 D4 L4

G5 S3 D2 L4

G6 S4 D1 L3

G7 S4 D4 L2

G8 S3 D3 L1

X1 S11S4

X2 S21S3

Y1 D11D4

Y2 D21D3

Z1 L11L2

Z2 L31L4

f
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eracy, the splitting is so small that it could not be depicted
the figure. The acoustic branches undergo splitting alread
the low-frequency region, especially in theG2Z direction,
where they are deformed repeatedly as a result of inte
tions with low-frequency optical modes.

The structure of the phonon spectrum in theG2Z direc-
tion is similar in complexity to the energy spectrum of t
charge carriers in the same direction.10 The entire set of
branches in theG2Z direction is characterized by repeate
crossing and bunching.

The dispersion curves of the acoustic branches do
display flexural modes, which would be expected becaus
the complex structure of an individual layer.22–24

The lowest-frequency optical mode at theG point has
appreciable dispersion, which can be described by the to
ogy of a saddle point.

The abundance of low-frequency modes should in
ence such integral characteristics as the specific heat an
thermal conductivity,22,23 which will be the subject of our
further studies.

FIG. 3. Low-energy branches of the phonon spectrum of crystalline In4Se3

obtained in the model of anisotropic force constants and their symm
description.1 — L1, D1, S1; 2 — L2, D2, S2; 3 — L3, D3, S3; 4 — L4,
D4, S4.
n
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Calorimetric study of phase transitions in the perovskite BaCeO 3
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Differential scanning calorimetry was used to study phase transitions~PT! in the perovskite
BaCeO3. It is shown that its phase state is determined by a second-orderl transition atTtr5520
2540 K and a first-orderd transition atTtr56002670 K. Differences in PT parameters
between ceramic and fused BaCeO3 have been established.
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The present work is a continuation of our earli
studies1,2 of the thermodynamic properties of ceramic a
crystalline ~fused! BaCeO3 samples doped with Gd and Y
The interest in these materials is stimulated by their ability
dissolving sizable amounts of hydrogen~water! ~up to 10–15
at.% hydrogen!, and of acting at high temperatures~700–
1200 K! as ionic conductors in hydrogen or oxygen, depe
ing on the actual conditions. High-temperature protonic c
ductors, including those based on BaCeO3, are presently a
subject of intensive investigation in areas of applied inter
namely, as fuel elements, for hydrogen production from w
ter vapor, as hydrogen sensors etc. BaCeO3 and its doped
derivatives are, however, of a certain interest also for ba
research into the nature of phase transitions~PT! in perovs-
kites and the ways for their control.

Barium cerate is fairly close in structure to barium tita
ate while being different in basic properties~at any rate we
are not aware of publications dealing with the dielect
properties of BaCeO3). BaTiO3 and BaCeO3 exhibit a cer-
tain sequence of PTs whose temperatures are, on the ave
2.5 times higher in BaCeO3: 180–280–400 K for the titanat
and 530–650–1173 K for the cerate. Besides, the natur
the PTs in BaCeO3 has been studied to a much lesser exte
and there is even disagreement on the symmetry of the m
fications preceding the cubic phase.3–5 We showed also tha
acceptor doping and thermochemical treatment of BaC3
affect considerably its symmetry.5

Our previous calorimetric studies1,2 of BaCeO3 revealed
that within the broad temperature range of 400–700 K th
are regions where heating produces characteristic therma
fects, namely, a broad endothermall peak within the region
of 430–570 K, and a narrow, but weaker endothermald peak
in the 630–700 K interval. We did not succeed in compl
characterization of the latter, in particular, the questions c
cerning the true peak temperature (Ttr), temperature hyster
esis (DTtr), and peak width remained open. A metasta
exothermal feature observed only in starting samples1! and
disappearing after repeated heating was detected within
430–700 K interval.

The objective of this work was to refine the PT chara
teristic for ceramic and fused BaCeO3.
1911063-7834/98/40(11)/4/$15.00
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1. EXPERIMENTAL TECHNIQUES

We studied ceramic and crystalline6 ~fused! samples of
BaCeO3. The thermal properties of the samples were deriv
from DSC curves obtained on a DSC-2 Perkin-Elmer ca
rimeter in nitrogen during heating and cooling, perform
from 350 to 750 K at rates of 1.25–40 K/min. The samp
were preliminarily heated in the calorimeter to 700 K to r
move the metastable exothermal effect. The heat flux~heat
capacity! scale was calibrated against the heat capacity
sapphire, and the temperature scale, using the melting po
of indium ~439.78 K!, lead ~600.65 K!, and the solid-state
transition in K2SO4 ~858.2 K!. To increase the sensitivity
and accuracy of determination of the heat effects, the t
heat capacity of the BaCeO3 sample under study was com
pensated by using amorphous quartz as a reference~in the
second chamber!.

2. EXPERIMENT

Figure 1 presents DSC curves obtained for BaCe3

samples heated preliminarily to 700 K. The curves are s
to contain l and d endothermal peaks in the abov
mentioned temperature regions. There is no exother
metastable feature in the heating curves, and the curves
reproduced under repeated heating. It turned out that
magnitude of the thermal effects, the enthalpiesDH, of each
peak do not depend on the heating or cooling rates. At
same time there is a considerable difference between
temperatures of the extrema observed during heating (Tmax)
and during cooling (Tmin) for each peak. This difference
changes with the temperature scanning rate~Fig. 2!. The ob-
served hysteresis can be associated with that of the PT,DTtr ,
and with the thermal inertia of the instrument, i.e. with t
systematic errorDT, because the position of the extremu
on an endotherm (Tmax) or exotherm (Tmin) of a transition,
Textr, in a DSC curve always differs from that of the tru
transition temperatureTtr . This is due to the existence o
thermal resistanceR, which results in a thermal lag, i.e. a la
of the temperature of the sample relative to that of the he
by an amountDT5Textr2Ttr . To remove this systematic
error and isolate the hysteresis of the phase transition,
has to apply the following extrapolation procedure.
1 © 1998 American Institute of Physics
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The errorDT made in a transition of a pure compound
proportional to the heating/cooling rateV, specific heat of
the transitionDH, sample massm, and the thermal resistanc
R:7

DT5~2m•DH•R•V!1/2 .

Thus for a constantR and samples of equal mass one sho
expect a linear relationDT (V1/2). For V→0, the difference
DT→0, and Textr→Ttr . Hence extrapolation of the linea
relation Textr (V

1/2) to zero heating rate should yield th

FIG. 1. DSC curves of~1! ceramic and~2! fused BaCeO3 samples preheated
to 700 K. Heating rate 10 K/min.

FIG. 2. Dependence of~1,3,5,7! Tmax and ~2,4,6,8! Tmin of endothermal
peaks obtained on~1,2,5,6! ceramic and~3,4,7,8! fused BaCeO3 samples
preheated to 700 K on the heating and cooling rate.
d

value of Ttr , and the difference between the true tempe
tures obtained under heating and cooling should giveDTtr .

Figure 2 plots the temperaturesTmax and Tmin against
V1/2. One readily sees that the experimental points forTmax

andTmin fit onto straight lines, and their extrapolation to ze
heating rate yields the true temperatures, whose differe
gives the true hysteresisDTtr for each sample.

The temperatures obtained for the ceramic and fu
samples from thel peak are 538 and 522 K, respectivel
Taking into account the extrapolation error of61.5 K for the
linear relationsTmax,min(V)1/2, the true hysteresis was foun
to lie from 0 to 3 K, in other words,DTtr is less than 3 K,
which is in agreement with previous data1,2.

For the peaks lying in the 630–700 K interval, the hy
teresis obtained for the ceramic and fused samples is
same, despite the difference between the true values ofTtr ,
and, as follows from Fig. 2~curves1–4!, is DTtr51561.5
K. Such a small hysteresis~15 K! is typical of first-order
phase transitions.

The data obtained on the hysteresis of the peaks, as
as theirl- andd-shaped pattern, permit one to assign the
to the second- and first-order thermodynamic transitions,
spectively, which is in accord with available data. For i
stance, neutron diffraction showed the transition observe
the 630–700 K interval to be accompanied by an abr
change in the BaCeO3 lattice parameter characteristic o
first-order transitions.3 This is believed to indicate a transfo
mation of the orthorhombic-II phase to a higher-temperat
rhombohedral one.3 It was also shown3 that the temperature
dependence of the BaCeO3 lattice constant undergoes
break, typical of second-order transitions, at a temperatur
563 K, which is close toTmax for the DSC endothermall
peaks. This transition is accompanied by a symmetry cha
~orthorhombic-I→ orthorhombic-II! of the unit cell, and is
connected in this case with the change in oxygen-octahed
orientation angles.4

At the same time Raman studies show that the vibrati
of oxygen octahedra defreeze above 427 K.3 These vibra-
tions were called librations, and the experimentally obser
appearance of librations was assigned to a second-orde
with Ttr5427 K.3 It was also pointed out that the DSC an
x-ray diffraction techniques are insensitive to this transitio
In actual fact, as is evident from Fig. 1, the low-temperatu
shoulder on the DSC endothermall peak clearly deviates
from the baseline near 430 K. Thus the DSC method li
wise detects the appearance at this temperature of a
9degree of freedom9, which absorbs additional energy. More
over, if one characterizes this transformation as an ord
disorder transition, it appears hardly possible to relate
changes in the mutual arrangement of octahedra, obse
spectroscopically, with the temperature of the phase tra
tion as such. Indeed, the possibility of observing the ab
structural changes is determined by the sensitivity of
method, whereas the PT temperature is the temperatur
which the energy levels align, and the lattice symme
changes abruptly without any change in the other lattice
rameters. The spectroscopic method is insensitive to s
features whereas, in DSC curves, this point correspond
the maximum of the endothermall peak.
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It is known that in perovskites and related structures
temperature dependence of heat capacity near second-
PTs follows a power-law behavior,DCp (T)5A (T2T0)2a,
whereT0 is the PT temperature,A is a constant, anda is an
exponent.8 Figure 3 shows experimental and calculated te
perature dependencesDCp (T) obtained for the ceramic an
fused BaCeO3 samples in the vicinity of the transition. Th
parameters used for the calculation areA50.03 J•K/g,
a52/3, andT05535 K. One readily sees that the calculat
and experimental curves measured on the ceramic sa
agree fairly well, with the exception of the temperature
terval lying in the immediate vicinity ofT0.

Without considering here any particular transition mod
connected with a physical interpretation of the order para
eter, one may assume that thel transformation belongs to a
order-disorder–type second-order transition, in which the
der parameter is associated with a particular orientation
the oxygen octahedra. Considered on the microscopic s
the parameters of the oxygen-octahedron vibrational mo
in the orthorhombic-II phase vary smoothly between
transitions.5

Phase transitions in ceramic samples of BaCeO3 were
studied by neutron diffraction and optical spectroscopy3,5

The agreement of the PT temperatures with the calorime
data may be regarded as quite good. One immediately
tices, however, the substantial difference between thed tran-
sition temperatures for the ceramic and fused samples.
sides, one cannot fit the temperature relationDCp (T) for the
fused BaCeO3 sample in the region of thel transition to a
power law~see Fig. 3!. The latter is associated with a diffe
ent polycrystalline structure of the fused BaCeO3 sample,
with crystallites ranging widely in size, and with each
them having a differentTmax, which results in superposition
of numerous endothermal effects washed out differently

FIG. 3. Temperature dependence of~1! ceramic and~2! fused BaCeO3
samples in the region of thel transition obtained from DSC curves~solid
lines! and theoretically~dashed line!. Heating rate 1.25 K/min.
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temperature. The difference in sample texture is a con
quence of the technological factor, whose significan
should not be ruled out a priori. The selectivity of technolo
in its effect on PT parameters~thel peak temperature is th
same for all samples! requires careful study. At the prese
stage of our knowledge one can only conjecture that the
served difference is associated with a different course
chemical processes occurring during the synthesis
caused by the different temperatures of the latter, nam
1400–1600 K for the solid-state ceramic process and 240
for preparation by melting. Arguments for the chemical o
gin of the technological factor can be obtained from
analysis of doped BaCeO3 samples. For example, dopin
fused samples with yttrium and gadolinium reduces the m
lar volume,1 whereas ceramic samples doped with yttriu
retain their molar volume,9 and doping with gadolinium,
conversely, increases it.10

As shown earlier,1,2 in gadolinium-doped BaCeO3 one
observes a decrease in intensity and a shift of the abo
mentioned endothermal first-order transition toward low
temperatures. At a gadolinium concentration in ceram
samples;10%, this endothermal peak was not present in
DSC curves at all, and at;20% the low-temperaturel peak
disappeared too. In the latter case, x-ray diffraction meas
ments detected the high-temperature cubic phase in BaC3

samples already at room temperature. A similar pattern
observed in yttrium-doped BaCeO3 samples, the only differ-
ence being that there were no thermodynamic transitio
and the cubic phase was observed to exist already a
yttrium concentration;5%.

The influence of acceptor doping on the perovskites
traditionally related to substitution of triply charged ions ofY
or a rare-earth element for the transition-metal ion (Ce41 in
BaCeO3), but in a reducing atmosphere self-doping m
occur,11 where part of Ce41 ions reduce to Ce31, which has
another charge and another radius. It is this that may acc
for the different behavior of ceramic and fused samples at
d transition. The reducing medium in which the ceramic m
terial is prepared produces a larger fraction of Ce31 ions
compared to induction melting in an air ambient, and,
cordingly, the mean radius of the Ce ion in a ceramic
larger than it is in a fused sample, and this is what induce
shift of the d transition toward lower temperatures in th
latter. Note that the PTs of barium titanate, which is t
closest analog of BaCeO3, and whose Ti41 ion is smaller in
radius than Ce41, are downshifted noticeably on the tem
perature scale. As another illustration, one can present c
rimetric data on CeAlO3, a compound synthesized by th
present authors, which may be considered to be the resu
substituting of Al for the Ba ions in BaCeO3, with subse-
quent conversion of the Al and Ce ions. Despite such a ra
cal change of the starting composition (BaCeO3), the DSC
curve of a fused CeAlO3 sample~Fig. 4! resembles strongly
those of the original BaCeO3 ~Fig. 1! in that in both cases
one observes two endothermal peaks separated by 130
K. There is also a substantial difference in that the wh
region of the thermodynamic transitions in CeAlO3 is shifted
by 200 K toward lower temperatures compared to BaCeO3.

Thus a DSC study of ceramic and fused BaCe3
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samples revealed the existence of thermodynamic transit
which separate the phase state of BaCeO3 with increasing
temperature in the following way: orthorhombic-I phase→
second-orderl transition at 538 and 522 K for ceramic an
fused samples, respectively,→ orthorhombic-II phase→
first-order transition with enthalpies of 0.18 and 0.14 J/g a
temperatures of 667 and 607 K, respectively, for ceramic
fused samples→ rhombohedral phase.

The authors express their sincere thanks to Dr. K.

FIG. 4. DSC curve for a fused CeAlO3 sample. Heating rate 20 K/min.
ns

d
d

.
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Photoinduced instability and semiconductor-metal phase transition in a Peierls system
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A microscopic theory of the appearance of electron-phonon instability and a semiconductor-metal
phase transition away from thermodynamic equilibrium in a Peierls system upon the optical
excitation of electron-hole pairs is devised. An equation which specifies the dependence of the
order parameter of the phase transition and the uniquely related gap width in the electron
spectrum, on the concentrationn of conduction-band electrons is obtained. The critical
concentrationn5nc , above which the semiconductor phase of the system is unstable
toward the transition to the metallic state, is calculated. A comparison with an experiment on the
irradiation of a substrate-supported vanadium dioxide film by a laser pulse is made.
© 1998 American Institute of Physics.@S1063-7834~98!03311-5#
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The Peierls system considered in this paper is a o
dimensional chain of atoms, each of which has one ou
electron. In the high-temperature metallic phase the atom
the chain are equidistant, and the electronic conduction b
is half-filled. When the temperature reaches a certain crit
value T0 during cooling, the metallic phase becomes u
stable, and a metal-semiconductor phase transition occ
The atoms in the chain then approach one another in pa1

Theoretical results obtained on the basis of the Pei
model have been used to describe the experimentally
served properties of numerous quasi-one-dimensional m
rials: complex compounds of platinum,1 TaS3 compounds,2

organic conductors,3 vanadium oxide bronzes,4 NbSe3
materials,5 etc.5–7 In particular, the influence of such facto
as uniaxial compression,8 doping,9,10 phonon-phonon
coupling,8,11 adherence of the VO2 film to a substrate,12 ad-
sorption, etc.13 on the metal-semiconductor phase transit
in vanadium dioxide can be explained within this model.

It is known that a phase transition away from thermod
namic equilibrium to a state with a moving charge-dens
wave is observed in the low-temperature phase of a Pe
system in a constant electric field at a certain threshold va
Et of its intensity.5 This transition can be either second-
first-order, depending on the specific conditions. For
ample, the current-voltage characteristic of NbSe3 exhibits a
hysteretic dependence typical of a first-order phase trans
at T526.5 K, while there is no hysteresis atT534 K
~Ref. 5!.

The behavior of the low-temperature phase of a Pei
system in response to optical excitation of the nonequi
rium electron-hole pairs in it was studied experimentally
the case of vanadium dioxide.14,15 It was shown that at suf
ficiently high levels of photoexcitation there is a loss of s
bility of the semiconductor state leading to a transition to
metallic state after a characteristic time roughly equal to
picosecond.

This paper proposes a microscopic theory, which
scribes the behavior of the low-temperature phase o
Peierls system in response to the interband photoexcita
1911063-7834/98/40(11)/6/$15.00
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of nonequilibrium electron-hole pairs in it. It is assumed th
such excitation can be caused, for example, by dipole tr
sitions of electrons from the valence band to the conduc
band under the effect of incident laser radiation.16 The ex-
periment in Ref. 15 on the irradiation of vanadium dioxid
by a laser pulse is interpreted within the theory devised.

1. ELECTRON SPECTRUM OF THE SYSTEM

Let us consider a chain of atoms, on each of which th
is one outer electron. We write the Hamiltonian of the ele
tronic subsystem in the tight-binding approximation in t
following form:17

H5(
ns

Bn,n11~ans
1 an11,s1an11,s

1 an,s!

1
1

2 (
n,m,s,d

c~n2m!an,s
1 am,d

1 am,d an,s , ~1!

where n is the number of the atom in the chain,s561
labels the direction of the spin,Bn,n11 is the overlap integral
of the wave functions of thenth and (n11)th atoms,an,s

1

andan,s are, respectively, the creation and annihilation o
erators of an electron with spins on atomn,

c~n2m!5^n,s;m,duU ~2!um,d;ns& ~2!

is the matrix element of a two-particle interelectronic inte
action with the potentialU (2).

For narrow-band systems~in particular, for the Peierls
model! the distancesr n,n11 between neighboring atoms ar
several times greater than the effective radiusR of the atomic
wave function of an electron. In this caseBn,n11

;exp(2rn,n11 /R).18 We write the distancer n,n11 in the form

r n,n115r 01~21!n11Rj, ~3!

where r 0 is the interatomic distance in the metallic phas
andj is the period-doubling parameter of a one-dimensio
crystal. With consideration of~3! the overlap integralBn,n11

takes the form
5 © 1998 American Institute of Physics
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Bn,n115b exp~~21!nj!, ~4!

whereb is the overlap integral in the metallic phase (j50).
In writing ~1!, the phases of the atomic wave functions we
chosen so thatb in ~4! would be a real quantity.

Using the Heisenberg equation to describe the evolu
of a certain operatorf ~Ref. 17!

2 i\
] f

]t
5@H, f # ~5!

and using the commutation relations for the seco
quantization Fermi operators, from~1! we obtain

i\
]am,s

]t
5~Bm,m11am11,s1Bm21, mam21,s!

1(
n,d

c~n2m!an,d
1 an,d am,s . ~6!

We introduce the Green’s function of the system under c
sideration in the standard form19

G~m,s,t1 ;n,d,t2!52 i ^Tam,s~ t1!am,d
1 ~ t2!&, ~7!

whereT is the chronological ordering operator. Using~6!, we
find the following equation for the Green’s function~7! @the
notationG(m,s,t1 ;n,d,t2)5G(m,n) is introduced for con-
venience#:
c
e
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e
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-

i\
]G~m,n!

]t1
5Bm,m11G~m11,n!1Bm21,mG~m2 l ,n!

2 i(
p,g

c~p2m!^Tap,g
1 ~ t1!ap,g~ t1!am,s~ t1!

3an,d
1 ~ t2!&1dn,md~ t12t2!. ~8!

Heredm,n andd(t) are the Kronecker delta and ad function.
We continue the analysis of Eq.~8! in the Hubbard ap-

proximation, in which only the interaction between electro
located in the same atom is taken into account, i.e.,

c~m2n!5c0dm,n . ~9!

Uncoupling the three-particle correlator in~8! using Wick’s
theorem,19 and introducing the antiferromagnetic orderin
parameterz (0<z<1) according to the equation

^am,s
1 am,s&5

1

2
~11s~21!mz!, ~10!

and going over to Fourier space with respect to the temp
and spatial variables, we obtain a four-component~because
of the doubling of the crystal-lattice period in the semico
ductor phase of the system! Green’s matrix

G5S G11 G12

G21 G22
D ,
G11~v,k!5G12~v,k!5
\v2c0~11z!/212b cosh~j!cos~k!22ib sinh~j!sin~k!

~\v2c0/2!22~c0z/2!22~2b cosh~j!cos~k!!22~2b sinh~j!sin~k!!2
. ~11!
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The componentsG225G21 are obtained from~11! using the
replacementsz→2z and i→2 i . Taking into account~11!,
we find the effective one-electron spectrum«k of the system

«k5\vk5
c0

2
6A4b2~cos2~k!1sinh2~j!!1~c0z/2!2.

~12!

It can easily be seen that a gap of forbidden energies
form in the spectrum~12! either as a result of doubling th
crystal-lattice period@jÞ0 in ~3!# or antiferromagnetic or-
dering @zÞ0 in ~10!#. Since there is one electron in eac
atom, atT50 the states below the band gap in~12! are
completely filled with electrons, and the states above it
empty.

2. EQUILIBRIUM EQUATION

Let us consider the behavior of the low-temperatu
phase of the Peierls system in response to the excitatio
nonequilibrium electron-hole pairs in it. We assume that t
excitation is caused by forced transitions of electrons fr
the valence band to the conduction band owing to, for
ample, a dipolar electron-photon interaction with the incid
radiation. It is known that the characteristic intraband rel
ation time of electronste;10214 s is significantly smaller
an

e

e
of
s

-
t
-

than the interband relaxation timet;10211 s ~Ref. 20!.
Therefore, when the system is irradiated by a light field
constant amplitude, it can be assumed in an approximati21

that, within each electronic band, thermodynamic equil
rium is established between the electrons and the qu
Fermi level corresponding to the respective band. The vio
tion of the thermodynamic equilibrium between the ban
caused by external irradiation is manifested by a differe
between the corresponding quasi-Fermi levels.

The approach considered above to the description o
system not in thermodynamic equilibrium, consisting of a
of subsystems that are in thermodynamic equilibrium, can
extended to the case where the incident radiation has an a
batically slowly varying amplitudeA ~the change in the field
amplitudeDA during the timete;10214 s is much smaller
than A). This is because the electronic subsystem wit
each of the bands manages to completely follow the varia
of the field and is, therefore, in a state of thermodynam
equilibrium at any moment in time. This situation is anal
gous to some extent to the situation usually encountere
the description of systems in thermodynamic equilibriu
with adiabatically slow variation of the external paramete

Below we shall confine ourselves to devising a theo
for just such a case. We shall not discuss the transient
cesses taking place in the system during a timete;10214 s
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upon passage of the steep leading or trailing edge of the
pulse.

The free energyF j of the electronic subsystem of thej th
band (j 51,2) is specified by the relation

F j5m jNj2kBT (
k

lnS 11expS m j2«k

kBT D D , ~13!

wherem j andNj are, respectively, the quasi-Fermi level a
the number of electrons in thej th band. The summation ove
k is carried out within thej th band of the spectrum~12!
(uku,p/2 for j 51 and p/2,uku,p for j 52). We shall
henceforth confine ourselves to considering of the c
where there is no antiferromagnetic ordering@z50 in ~12!#.

It is known that the characteristic relaxation time of t
phonon subsystemtp;10213 s.20 Therefore, at times when
the amplitude of the incident radiation pulse varies o
slightly during a time intervaltp;10213 s ~adiabatically
slow variation of the external parameter! the phonon sub-
system manages to relax to its state of dynamic equilibriu
which depends on the instantaneous amplitude of the pu

In this case the free energy of the crystal lattice can
described in the harmonic approximation with allowance
the structural distortions~3! by an expression of the follow
ing form:

Fc5F01
g

2 (
m

~ i m,m112I 0!2, ~14!

whereF0 is the free energy characterizing the lattice dyna
ics andg is the stiffness factor of the lattice for the stat
displacements~3! of the atoms. Formula~14! was written in
the molecular-field approximation,1 in which it is assumed
that the phonon part ofF0 does not depend onj, which is
responsible for the static distortions. From the physi
standpoint, this approximation presumes the absence of
interaction between the dynamic~with a frequencyvÞ0)
and static~with a frequencyv50) phonon modes.

With consideration of~3!, from ~14! we obtain

Fc5F01
A

2
j2, ~15!

whereA5gNR2.
In order for the system not in thermodynamic equili

rium under consideration to be in a stationary state of
namic equilibrium, the generalized forcef corresponding to
the generalized coordinatej must be equal to zero:

f [2S ]F1

]j D
T,N1

2S ]F2

]j D
T,N2

2S ]Fc

]j D
T

50. ~16!

Hence, taking into account formulas~13! and ~15!, we
find

f 52Aj12 (
uku<t/2

]«k

]j
tanhS «k2m

2kBT D50. ~17!

The expression~17! is the equilibrium equation of the
Peierls system, which specifies the behavior ofj in response
to the excitation of nonequilibrium electron-hole pairs.
ht
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The expansion coefficientA of the free energyFc of the
crystal lattice in a series in the order parameterj is expressed
in terms of the critical temperatureT0 of the metal-
semiconductor phase transition at thermodynamic equ
rium ~in the absence of a light field! and other characteristic
of the system.8,10 The condition for an equilibrium metal
semiconductor phase transition is a loss of stability of
metallic phase@]2F(T0 ,j50)/]j250, whereF is the free
energy of the system#. In the absence of a light field, th
quasi-Fermi levels of the balance and conduction band
the spectrum~12! are equal to zero:m1,257m50. Hence,
with consideration of~17! and ~12! we have

A52 (
uku<p/2

S ]2«k

]j2
tanhS «k

2kBT0
D D

j50

. ~18!

Calculating the sum in~18!, in an approximation we
obtain

A5
4bN

p S lnS pb

2kBT0
D11D . ~19!

From the physical standpoint, it is convenient to co
sider the total~including both equilibrium and nonequilib
rium excitations! concentrationn of electron-hole pairs as
the external controllable parameter. For this purpose, in
dition to ~17! we must write the electroneutrality equation
the system, which relatesn to the quasi-Fermi levelm,

n5
N

2
2 (

uku<p/2
tanhS «k2m

2kBT D . ~20!

Thus, Eqs.~17! and ~12!, with consideration of~20!,
form a closed system for determining the parameter of
structural lattice distortionsj ~3! at an assigned temperatu
T and concentration of electron-hole pairsn.

3. RELATION BETWEEN THE ORDER PARAMETER z OF
THE SEMICONDUCTOR–METAL PHASE TRANSITION
AND THE CONCENTRATION n OF ELECTRON-HOLE PAIRS

We analyze Eqs.~17! and~20! under the assumption tha
the Peierls system is a nondegenerate or weakly degen
semiconductor:

m22b sinhj,2kBT. ~21!

If Eq. ~20! is taken into account, the relation~21!, which
imposes a bound on the range of variation of the quasi-Fe
level m, is equivalent to the following approximate inequa
ity, which imposes an upper bound on the concentrationn of
electron-hole pairs:

n,n15
8N

3p
AkBT sinhj

b
. ~22!

Using Eqs.~17! and~20!, we find an approximate equa
tion for the order parameterj of the metal-semiconducto
phase transition:

Aj24bS N

p
sinh~j!K~A12tanh2j!2n cosh~j! D50,

~23!
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whereK(x) is a complete normal elliptic integral of the firs
kind.

Inasmuch as the concentration of electron-hole p
n!N in real physical systems and the order parameter of
metal-semiconductor phase transition of such syste
j<0.5 ~Refs. 1–6!, we obtain the following equation in a
approximation from~23!

n5
Nj

p
lnS j0

j D , ~24!

where

j05
p

2
expH arcsinS p

4 D2
Ap

4bNJ ~25!

is the order parameter of the metal-semiconductor ph
transition forn50.

A schematic plot ofj(n) with consideration of the con
dition of stability toward spatially homogeneous fluctuatio
of the order parameterj of the metal-semiconductor phas
transition

]n

]j
,0 ~26!

is shown in Fig. 1. It is seen that as the concentrationn of
electron-hole pairs increases tonc , the order parameterj of
the metal-semiconductor phase transition decreases smo
to jc , where

nc5
Nj0

pc
, jc5

j0

c
. ~27!

At nc there is an abrupt decrease inj from jc to zero ~a
phase transition to the metallic state!.

4. NUMERICAL ESTIMATES, COMPARISON WITH
EXPERIMENT, AND DISCUSSION OF RESULTS OBTAINED

The numerical value of the critical concentrationnc of
photoexcited electron-hole pairs which initiate t
semiconductor-metal phase transition in the Peierls sys
can be estimated for vanadium dioxide using~27!. We adopt
typical numerical values of the parameters for VO2 ~Ref. 6!:
the concentration of vanadium atomsN'731022 cm23, the

FIG. 1. Schematic plot of the dependence of the order parameterj of the
metal-semiconductor phase transition on the total concentrationn of
electron-hole pairs. The quantitiesjc andnc are defined by formulas~27!.
s
e
s

se

hly

m

gap width in the semiconductor phaseEg'0.6 eV, and the
width of the conduction band in the metallic phaseE0'1.2
eV. Then, from~12! and ~27! we find

j0'
Eg

E0
'0.5, nc'431021cm23. ~28!

The behavior of a vanadium dioxide film on an alum
num substrate in response to irradiation by a laser pulse
a power densityP'73108 W/cm2 and a duration of
6310212 s was investigated experimentally in Ref. 15.
was found for an energy of exciting photons\v051.17 eV
that VO2 passes from the semiconductor state to the meta
state at a timet0;10212 s after the onset of the pulse. Th
metallic phase thereafter remains stable over the course
fairly long time t (t.1029 s!. If the energy of the exciting
photons\v052.34 eV, the loss of stability of the semicon
ductor phase of vanadium dioxide occurs at a timet;1029 s
after the onset of irradiation.

To account for the experimentally observed phenome
just described, we numerically estimate the maximum p
sible temperature changeDT in the sample after the applica
tion of laser radiation. For this purpose we consider the v
thin (;1 nm! near-surface, strongly heated region of t
film with the neglect of heat-transfer processes under
assumption~which is fairly far-fetched for the short time
t,10212 s! that all the radiant energy absorbed manages
be converted into heat. Using the approximate formula

DT5
aPDt

cr
~29!

~wherea, c, andr are, respectively, the optical absorptio
coefficient, the specific heat, and the density of the film m
terial, andDt is the irradiation time! and adopting numerica
values of the parameters that are typical of VO2 @a
;105 cm21 ~Ref. 6!, c;1 J/(g•K), r'10 g/cm3, and Dt
5t0;10212 s#, we obtainDT'10 K. Taking into account
that the temperature of the semiconductor-metal phase t
sition at thermodynamic equilibrium in vanadium dioxid
T0>340 K, we arrive at the conclusion that at room tempe
ture the photoinduced transition to the metallic phase occ
ring after a timet0;10212 s cannot be explained by a the
mal mechanism.

At the same time, the stability of the metallic phase
vanadium dioxide after passage of the entire pulseDt
;6310212 s! is apparently attributable to the fairly hig
temperatureT of the film (T.T0>340 K!, since, according
to formula ~29!, in this caseDT'60 K.

We note that, in our opinion, the delay of th
semiconductor-metal phase transition by a timet;1029 s
when the energy of the exciting photons\v052.3 eV is
caused by the large lifetimetp of nonequilibrium electrons
and holes in thep* band,6,15 which slows the film heating
process by a corresponding time. Unlike Bugaevet al.,15 we
assume that in this case the photoinduced transition to
metallic phase is caused by a purely thermal mechani
sincetp1029s@t;10211 s ~Ref. 20! and, therefore, the con
centration of nonequilibrium electron-hole pairs in thed
band is negligibly small (n!nc).
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Let us now estimate the concentrationn of nonequilib-
rium electron-hole pairs excited in thed band of vanadium
dioxide under the conditions of the experiment in Ref.
during irradiation of a film by a pulse with a photon ener
\v051.17 eV. For this purpose we use the following a
proximate kinetic equation:22

]n

]t
5

aP

\v0
2

n

t
2gn3, ~30!

where g is the nonlinear Auger recombination constant
the nonequilibrium carriers.

Taking into account that the interband electronic rela
ation time in VO2 t;10211 s ~Ref. 20! and setting
g;10230 cm6/s @the values ofg for several thoroughly in-
vestigated semiconductors, such as Si, GaAs, etc., vary in
rangeg;10228210231 cm6/s ~Refs. 22–24!#, we obtain the
approximate solution of Eq.~30!

n0
2gt5

1

6
ln

n0
21n0n1n2

~n02n!2
2

1

A3
FarctanS 2n1n0

A3n0
D

2arctanS 1

A3
D G , ~31!

where

n05n~ t→`!53A aP

\v0g
. ~32!

During the derivation of~31! we neglected the linear recom
bination of electron-hole pairs, since the second term on
right-hand side of Eq.~30! is small compared to the sum o
the other two terms under the present conditions.22–24

Substituting the typical numerical values of the para
etersa;105 cm21, P'73108 W/cm2, \v051.17 eV, and
g;10230 cm6/s into ~31! and~32!, we find that the limiting
concentration of nonequilibrium electron-hole pairsn0

;1021 cm23 is established after a characteristic tim
t'1/(gn0

2)'10212 s.
We note that the numerical value which we obtain

n;1021 cm23 for the concentration of nonequilibrium
electron-hole pairs photoexcited under the conditions of
experiment in Ref. 15 is somewhat smaller than the va
given in Ref. 25, where the concentration of nonequilibriu
carriers following the irradiation of a VO2 film on an alumi-
num substrate by a laser pulse with a power densityP
'63108 W/cm2 and a duration of 5310211 s was
n;1022 cm23. This difference is apparently due to som
arbitrariness in the choice of the values ofa and g in Eq.
~32!. Moreover, these parameters can vary from sample
sample over a fairly broad range, depending on the met
used to fabricate the VO2 film. In particular, the optical ab-
sorption coefficient a varies over a whole order o
magnitude.6

Nonthermal photoinduced changes in the crystal-lat
structure, such as amorphization22,24and a transition to a new
crystalline phase,22,26can be observed in numerous materi
~Si, GaAs, InSb, III–V semiconductors, etc.! and take place
at nonequilibrium carrier concentrationsn;102121022
-

f

-

he

e

-

e
e

to
d

e

cm23 under the conditions of irradiation by high-power las
pulses of pico- and femtosecond duration.22,24,26

Thus, the microscopic theory of photoinduced instabil
and the semiconductor-metal phase transition with simu
neous alteration of the crystal structure in a Peierls sys
developed in this paper is capable of satisfactorily accou
ing for the set of experimentally observed phenomena oc
ring when a substrate-supported vanadium dioxide film
irradiated by a short high-power laser pulse.15 The numerical
value estimated from the theory for the critical concentrat
~28! of nonequilibrium electron-hole pairs initiating this tran
sition coincides in order of magnitude with the value es
mated from the experimental data for VO2 ~Refs. 15 and 25!
and with the results of other studies on the nontherm
photoinduced alteration of the crystal-lattice structure
semiconductors.22,26

Thus, it has been shown in the present work that
semiconductor-metal phase transition taking place aw
from thermodynamic equilibrium in a Peierls system in
applied constant (v50) electric field of great intensity5 can
also be observed in the high-frequency optical rangev
Þ0). In both cases this transition is caused by excitation
the electronic subsystem. However, while the appearanc
the collective properties that lead to the formation of an el
tron crystal is decisive atv50 ~Ref. 27!, at vÞ0 this phe-
nomenon can also be described successfully in a sin
electron approximation, which completely ignores t
electron-electron interaction~or takes it into account within
the Hartree–Fock method!.
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Phonon echo signals have been observed in a finely-dispersed crystalline powder of theL-alanine
amino acid. Measurements of the relaxation timeT2 have revealed a phase transition in
L-alanine crystals at a temperature of about 170 K. ©1998 American Institute of Physics.
@S1063-7834~98!03411-X#
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Alanine, NH2CHCH3COOH, is one of 20 protein amino
acids serving as the building blocks for the proteins of livi
organisms. Alanine molecules, as all protein amino ac
with the exception of glycine, can coexist in the form of tw
mirror antipodes,L and D. Alanine crystals built of such
molecules have rhombic symmetry with space gro
P212121 ~point groupD2).1 @Interestingly,DL-alanine crys-
tals ~racemate! have Pna21 symmetry,1 which means that
they are polar compounds with point groupC2v .] Crystals of
protein amino acids are soft, labile objects dominated
hydrogen bonding. These crystals exhibit a high degree
structural order~low symmetry! with a strongly pronounced
spatial dispersion~optical activity!; application of tempera-
ture and pressure apparently can induce phase transfo
tions.

The temperature dependence of NMR spectra2 and of the
spin-lattice relaxation timeT1 ~Ref. 3! suggests a phase tran
sition in L-alanine crystals at 178 K. Raman spectra do
confirm directly the existence of this transition.4 At the same
time the unusual behavior of the intensity of the lowe
frequency phonon modes~42 and 49 cm21) led to the con-
clusion of a mode instability with an activation energy
500 K, which appears to indicate dynamic localization
vibrational energy in the crystal with a dispersion and no
linearity ~the soliton!.4 The temperature dependence of t
thermal conductivity ofL-alanine single crystals likewis
does not contain any anomalies around 178 K,5 but this char-
acteristic of crystals, in contrast to heat capacity, is known
change very little in a phase transition.

To obtain additional data on a possible phase transi
in L alanine, we performed measurements of the tempera
dependence of the two-pulse phonon echo. As is well kno
phonon, or electroacoustical echo consists,6,7 of the genera-
tion in a piezoelectric sample, acted upon by two elect
magnetic pulses with rf filling separated by a timet, of a
response in a time 2t in the form of a pulse of the sam
duration and with the same filling. The mechanism of ph
non echo generation in a powder is as follows. The applie
pulse initiates, by a reverse piezoelectric effect, vibrations
the grains whose natural frequencies lie within the inter
corresponding to the spectral width of the pulse. The sys
generates a response as a result of a direct piezoelectri
fect induced by acoustic vibrations. Because the vibrat
frequencies of different excited particles are different,
1921063-7834/98/40(11)/2/$15.00
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vibration phases, which were initially coupled, become ra
domized with time to make the vibrations no longer coh
ent. As a result, the response of the oscillator system da
out, although each of the excited oscillators continues to
brate. The role of the second pulse is to excite in anharmo
oscillators vibrations whose phases will evolve in the opp
site direction. Thus, at timet52t, the phases coincide to
produce an echo signal.

The echo signal amplitude varies with timet propor-
tional to exp (22t /T2), where the relaxation timeT2 is in-
versely proportional to the acoustic wave damping in
sample at the given frequency.

We used commercialL-alanine powder, finely dispersed
chromatographically homogeneous, Pure Grade, with
content of the main compound not below 98%~REANAL,
Budapest!. The 100– 200-mm fraction used in the measure
ments was obtained by screening through appropriate sie
The measurements were performed on an IS-2 pulsed N
spectrometer interfaced with an AI-1024 multichannel pu
analyzer. The sample with a volume of about 1 cm3 was
placed in the resonant-circuit capacitor. The rf pulse am
tude corresponded to an electric field at the sample
about 5 kV/cm. The operating frequency~pulse filling! was
10 MHz, the pulse duration, 6ms. The pulse separation wa
varied from 55 to 165ms. The pulse-pair repetition fre
quency was 25 ms.

The ultrasonic velocity inL alanine is 6.23105 and
43105 cm/s for longitudinal waves, and 23105 cm/s for
transverse ones.5 In crystals withD2 symmetry thexyz, yxz,
andzxy piezoelectric coefficients are nonzero, so that an
electric field excites transverse waves. For particles in
sample ranging from 100 to 200mm in size, the resonan
frequency varies from 10 to 5 MHz, which means that t
operating frequency of 10 MHz used in our case coincid
with the resonant frequency of 100-mm particles.

Figure 1 presents echo signals generated as the d
time t between the pulses is varied from 55 to 165ms at a
temperature of 136 K. The exponential echo-signal deca
determined by the relaxation timeT2 . Note that, as far as we
know, this is the first observation of phonon echo in ami
acids.

Figure 2 plotsT2 as a function of temperature within th
100–330 K interval. The timeT2 was found by fitting an
exponential to the echo-signal envelope. We readily see
1 © 1998 American Institute of Physics
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the relaxation timeT2 varies very strongly within the 140–
180 K interval. The ultrasonic damping, which is inverse
proportional toT2 , changes in this interval approximate
from 0.1 to 0.2 dB/ms. Such a strong change in dampin
within a narrow temperature interval cannot be due to
lattice damping by the mechanism of Akhiezer~which usu-
ally is valid for damping in crystals at such frequencies! and
is most probably associated with a phase transition.

Note that the existence in this temperature region o
phase transition is supported also by dielectric measurem
in the 1022106-Hz range. The dielectric permittivity ofL-
alanine crystals undergoes a jump at 176 K by about 1
~V. A. Trepakov, private communication!.

The echo pulse amplitude att555ms decreases slightly

FIG. 1. Phonon-echo signal train obtained inL-alanine powder at 136 K.
Frequency 10 MHz, pulse duration 6ms, pulse separation varied from 55 t
165ms. The scan is gated by the second pulse with a 50-ms delay.
e

a
nts

%

with decreasing temperature above the phase-trans
point, grows rapidly in the region of the phase transition, a
saturates below 150 K.

Thus the totality of available experimental informatio
~NMR data,2 spin-lattice relaxation timesT1 ,3 and our data
on phonon echo and dielectric properties! confirm the exis-
tence of a phase transition inL-alanine crystals at a tempera
ture of about 170 K. Establishment of the mechanisms
sponsible for this transition requires further, primarily x-ra
diffraction, studies.

The authors are grateful to V. A. Trepakov for fruitfu
discussions.
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FIG. 2. Temperature dependence of phonon-echo relaxation timeT2 .
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Interband resonant tunneling in superconductor heterostructures in a quantizing
magnetic field

A. A. Zakharova* )

Institute of Physics and Technology, Russian Academy of Sciences, 117218 Moscow, Russia
~Submitted February 3, 1998; resubmitted April 16, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 2121–2126~November 1998!

The resonant tunneling of electrons through quasistationary levels in the valence band of a
quantum well in double-barrier structures based on III-V materials with type-II heterojunctions is
considered in a quantizing magnetic field directed perpendicularly to the interfaces. The
transmission coefficients of the tunnel structure for transitions from states corresponding to
different Landau levels are calculated using the Kane model. It is shown that transitions with a unit
change in the Landau level indexn as a result of mixing of the wave functions of states
with opposite spin orientations are possible on the interfaces due to spin-orbit coupling. The
probability of such transitions can be comparable to the probability of transitions without
a change in the Landau level index for InAs/AlGaSb/GaSb resonant-tunneling structures.
© 1998 American Institute of Physics.@S1063-7834~98!03511-4#
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Resonant tunneling in a quantizing magnetic field
widely used to study the features of the quasiparticle sp
trum in low-dimensional structures. Resonant tunneling
been investigated experimentally in double-barrier semic
ductor heterostructures in magnetic fields directed both
allel and perpendicularly to the plane of the structure.1–7 The
current-voltage characteristics~IVC’s! of resonant-tunneling
structures subjected to strong quantization in a perpendic
magnetic field can have several segments of negative di
ential conductivity due to the possibility of tunneling trans
tions through quasistationary states corresponding to dif
ent Landau levels in the quantum well. A longitudin
magnetic field causes a significant increase in the valu
the voltage corresponding to the peak current. Current os
lations were observed in the presence of a quantizing m
netic field perpendicular to the interfaces on the IVC’s
GaAs/AlGaAs resonant-tunneling structures with typ
heterojunctions3,5 and resonant-tunneling structures wi
type-II heterojunctions, such as double-barrier GaSb/Al
InAs structures.6 In the latter case the resonant tunneling h
an interband character, since in these structures elect
tunnel from states in the GaSb valence band through qua
tationary states in the conduction band of the InAs quan
well. Interband resonant tunneling was investigated exp
mentally in a similar InAs/AlSb/GaSb resonant-tunneli
structure with a GaSb quantum well in a longitudinal ma
netic field in Ref. 7. In the present work the features
resonant tunneling in a quantizing magnetic field perpend
lar to the interfaces are investigated theoretically using
multiband Kane model to solve the Schro¨dinger equation.
Employment of the multiband model permits not only
faithful description of the interband tunneling processes,
also the discovery of new qualitative features of the tunn
ing in conventional GaAs/AlGaAs resonant-tunneling stru
1921063-7834/98/40(11)/6/$15.00
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tures due to transitions between states with different Lan
level indices without scattering by phonons, impurities,
defects. The interband resonant tunneling in semicondu
heterostructures was previously investigated theoretically
a longitudinal magnetic field in InAs/AlSb/GaSb structur
with neglect of the quantization of electrons in the strong
doped InAs layers in the magnetic field.8

The nature of the oscillations of the IVC in a perpe
dicular quantizing magnetic field is different for structur
with interband and intraband types of tunneling. In resona
tunneling structures based on type-I heterojunctions, suc
GaAs/AlGaAs, with size quantization of the electrons in t
emitter, the principal current peak corresponds to all the p
sible transitions without a change in the Landau level ind
upon tunneling.3,5 The additional peaks on the IVC ar
caused by tunneling transitions between states correspon
to different Landau level indices. Such transitions can oc
either with a change in the total quasiparticle energy due
the emission of polar optical phonons or without a change
energy. In Ref. 4, an analysis of the IVC made it possible
distinguish between transitions with a change in the Lan
level index up to 6. Tunneling transitions between states c
responding to different Landau levels without a change in
total quasiparticle energy were treated theoretically in
single-band model in Refs. 9 and 10. Because of the oppo
signs of the effective masses of the states in the contact
the quantum well, in resonant-tunneling structures with
terband tunneling, the peak current values for tunneling tr
sitions corresponding to each value of the Landau level in
correspond to significantly different values of the appli
voltage. This leads to pronounced oscillations of the to
current, which are not associated with scattering process6

Mendezet al.6 believe that the experimental curves can
3 © 1998 American Institute of Physics
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explained fairly well under the assumption that the tunnel
transitions take place with conservation of the Landau le
index and that the additional small peak in a magnetic fi
equal to 15 T can be attributed to instabilities in the circu
In this paper the transfer-matrix formalism is used to cal
late the transmission coefficients through resonant-tunne
structures for tunneling transitions from states correspond
to each value of the Landau level indexn both with and
without the conversation ofn. Transitions with a unit change
in n as a result of the mixing of states corresponding
different values ofn on the interfaces due to spin-orbit co
pling are possible in the Kane model. Such transitions
lead to the appearance of features not associated with
tering processes on the IVC’s of both GaAs/AlGaAs stru
tures and resonant-tunneling structures with interband
neling. In the case of interband tunneling in InAs/AlGaS
GaSb resonant-tunneling structures, the calcula
probability of transitions with a change in the Landau lev
index is comparable to the probability of transitions witho
a change in the Landau level index, and this situation sho
lead to additional clearly expressed peaks on the IVC’s
such structures.

1. THE MODEL

We shall use the envelope-function approximation a
the multiband Kane model11 to describe resonant-tunnelin
processes. If thez axis is directed perpendicularly to th
interfaces of a resonant-tunneling structure, the Hamilton
can be represented with neglect of the free-electrong factor
in the form

Ĥ5S Ĥ12 Ĥ22

Ĥ11 Ĥ21

D , ~1!

where

Ĥ675U EC iA2

3
Pk̂z 2 iA1

3
Pk̂z Pk̂6

2 iA2

3
Pk̂z EV 0 0

iA1

3
Pk̂z 0 EV2D 0

Pk̂7 0 0 EV

U ,

~2!

and
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g
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at-
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Ĥ665U 0 A1

3
Pk̂6 A2

3
Pk̂6

0

A1

3
Pk̂6

0 0 0

A2

3
Pk̂6

0 0 0

0 0 0 0

U . ~3!

Here k̂657 i ( k̂x6 ikC y)/A2, k̂x52 i ]/]x, kC y52 i ]/]y

1ueuBx/(\c), k̂z52 i ]/]z, e is the charge of an electron,c
is the speed of light,Ec(z) andEv(z) are the bottom of the
conduction band and the top of the valence band,D(z) is the
spin-orbit splitting energy, andP52\2^su]/]zupz&/m0,
wheres andpz are basis states of the conduction and vale
bands andm0 is the free-electron mass. We assume that
magnetic fieldB is directed along thez axis, so thatBz5B
andBx5By50. The components of the vector potential a
defined in the following manner:Ay5Bx and Ax5Az50.
We used the same set of basis functions as in Refs. 12
13, which were assumed to be identical for all layers of
structure, as was the interband momentum-operator ma
element. We shall disregard heavy-hole states, and we s
neglect the diagonal terms in the Hamiltonian that depend
the operatorsk̂ j . The latter is possible, if the electron effe
tive mass in each layer is much smaller thanm0.

The energy eigenvaluesĒ and the envelope functionsc i

are found from the equations

( Ĥ i j c j5Ēc i , i 51,2, . . . ,8. ~4!

As boundary conditions we use the continuity conditions
the following functions on the interfaces:

c1 , A2c22c3 , c5 , A2c62c7 . ~5!

These boundary conditions conserve the probability flux d
sity through each interface. The solution of the Schro¨dinger
equation in a heterostructure can be constructed, if the se
eigenfunctions and energy eigenvalues of the electrons in
materials comprising the resonant-tunneling structures
known. We write the envelope functions in the form

c i5w i~x8!exp~ ikyy1 ikzz!, ~6!

wherex85x1\cky /(ueuB). Substituting~6! into ~4!, we can
easily obtain two independent equations forw1 and w5,
which specify the spectrum of quasiparticles with differe
spin orientations.14 For the energy eigenvaluesEn

6 , which
correspond to the Landau level indexn, we have

En
6~En

62Eg!~En
61D!

P2s~En
612D/3!

2
kz

2

s
6

D/3

En
612D/3

52n11,

n50,1, . . . . ~7!

In Eq. ~7! the energy is calculated relative to the top of t
valence band of the layer under consideration,Eg5Ec

2Ev , ands5ueuB/(\c). The energy eigenvaluesEn
6 corre-

spond to the following functionsw i :
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w15 f n , w252
iA2Pkz

A3En
1

f n , w35
iPkz

A3~En
11D!

f n ,

w45
2nPAs

A2En
1

f n21 , w550, w65
PAs

A6En
1

f n11 ,

w75
PAs

A3~En
11D!

f n11 , w850. ~8!

Here

f n~x8!5exp~2sx82/2!Hn~Asx8!, n>0,

f n~x8!50, n,0, ~9!

where theHn(t) are Hermite polynomials. The energy eige
valuesEn

2 correspond to the functions

w150, w25
2nPAs

A6En
2

f n21 , w35
2nPAs

A3~En
21D!

f n21 ,

w450, w55 f n , w652
iA2Pkz

A3En
2

f n ,

w75
iPkz

A3~En
21D!

f n , w85
PAs

A2En
2

f n11 . ~10!

The tunneling probability is conveniently found usin
the transfer-matrix formalism, which calls for the replac
ment of the real distribution of the potential by a piecewis
constant distribution. The wave function in each layer in t
case can be represented in the form of a sum of incident
reflected waves of the type~6!, and the boundary condition
assign the relationship between the preexponential facto
neighboring layers. With consideration of the continuity
the functions~5! on the interfaces, mixing of states wit
opposite spin orientations corresponding to the Landau le
indices n and n11 takes place in a heterostructure. Th
leads to the possibility of tunneling processes with a cha
in the Landau level index.

2. PROBABILITY OF INTERBAND TUNNELING

Let us examine the resonant interband tunneling
double-barrier structures in a quantizing magnetic field p
pendicular to the interfaces. An example of a structure w
an interband type of tunneling is provided by an InA
AlGaSb/GaSb resonant-tunneling structure, whose band
gram neglecting band bending is shown in Fig. 1. In t
resonant-tunneling structure electrons tunnel from state
the InAs conduction band through quasistationary levels
the valence band of the GaSb quantum well. The spin of
states in the conduction band with the Landau-level ener
En

1 is parallel to the magnetic field. The spin of theEn
2 states

is antiparallel to the magnetic field. TheE0
2 states do not mix

with states of the opposite spin orientation or with states
other Landau levels. An electron can tunnel from such a s
only into a similar state to the right of the resonant-tunnel
structure. Each of theEn

1(kz
1) states mixes with an

En11
2 (kz

2) state having an energy equal toEn
1(kz

1). The val-
-
-
s
nd

in
f

el

e

n
r-
h
/
ia-
s
in
o
e

es

f
te
g

ues of kz
1 for these mixed states are determined from~7!.

Transitions with a unit change in the Landau level index a
spin flip are possible upon tunneling from each such stat
the left of the resonant-tunneling structure.

For the states of the lowest Landau level with spin an
parallel to the magnetic field we assignc5 in layer j in the
form

c55A2
j f 0~x8!exp~ ikyy1 ikz jzj !

1B2
j f 0~x8!exp~ ikyy2 ikz jzj !. ~11!

The remaining envelope functions are easily found using~6!,
~9!, and~10!. Then the coefficientsA2

j , B2
j andA2

j 11, B2
j 11

are related by the equation

S A2
j

B2
j D 5M j S A2

j 11

B2
j 11D . ~12!

Here the transfer matrixM j for z5zj is specified in the
following manner:

M j
65

1

2U~11Zj !e
2 ib j zj ~12Zj !e

2 ia j zj

~12Zj !e
ia jzj ~11Zj !e

ib jzj
U, ~13!

Zj[
kzj 11

Pj 11

kzj
Pj

,

where

aj5kz j1kz j11 , bj5kz j2kz j11 , ~14!

Pj52/E~zj !11/~E~zj !1D~zj !!. ~15!

Here E(zj )5Ē2Ev(zj ). Then for the amplitudesA2
0, B2

0,
andA2

N of the incident, reflected, and transmitted waves
have

S A2
2

B2
0D 5 )

j 50

N21

M j S A2
N

0 D . ~16!

HereN21 is the number of subdivisions in the structure.
If nÞ0 or the spin of the tunneling electron is parallel

the magnetic field, the solution of the Schro¨dinger equation
can be represented in the form of a superposition of

FIG. 1. Band diagram of InAs/AlGaSb/GaSb resonant-tunneling structu
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waves for whichc1Þ0 or c5Þ0 and which correspond to
Landau levelsn andn11. For such solutions we set

c15A1
j f n~x8!exp~ ikyy1 ikz j

1zj !

1B1
j f n~x8!exp~ ikyy2 ikz j

1zj !, ~17!

c55A2
j f n11~x8!exp~ ikyy1 ikz j

2zj !

1B2
j f n11~x8!exp~ ikyy2 ikz jzj !. ~18!

The remaining envelopes are found with consideration of
solutions for them in the bulk materials. We determine
transfer matrixM j , which relates the coefficientsA1,2 and
B1,2 in neighboring layers:

S A1
j

B1
j

A2
j

B2
j
D 5M jS A1

j 11

B1
j 11

A2
j 11

B2
j 11
D . ~19!

Taking into account the boundary conditions, we find t
elements of the 434 square matrixM j :

M j 115~11kz j11
1 Pj 11 /~kz j

1Pj !!exp~2 ib j
1zj !/2,

M j 125~12kz j11
1 Pj 11 /~kz j

1Pj !!exp~2 ia j
1zj !/2,

M j 1352 iAs~n11!~Qj2Qj 11!/~kz j
1Pj !exp~2 ic j

2zj !,

M j 1452 iAs~n11!~Qj2Qj 11!/~kz j
1Pj !exp~2 ic j

1zj !,

M j 215~12kz j11
1 Pj 11 /~kz j

1Pj !!exp~ ia j
1zj !/2,

M j 225~11kz j11
1 Pj 11 /~kz j

1Pj !!exp~ ib j
1zj !/2,

M j 235 iAs~n11!~Qj2Qj 11!/~kz j
1Pj !exp~ ic j

1zj !,

M j 245 iAs~n11!~Qj2Qj 11!/~kz j
1Pj !exp~ ic j

2zj !,

M j 3152 iAs~Qj2Qj 11!/~2kz j
2Pj !exp~2 id j

2zj !,

M j 3252 iAs~Qj2Qj 11!/~2kz j
2Pj !exp~2 id j

1zj !,

M j 335~11kz j11Pj 11 /~kz j
2Pj !!exp~2 ib j

2zj !/2,

M j 345~12kz j11Pj 11 /~kz j
2Pj !!exp~2 ia j

2zj !/2,

M j 415 iAs~Qj2Qj 11!/~2kz j
2Pj !exp~ id j

1zj !,

M j 425 iAs~Qj2Qj 11!/~2kz j
2Pj !exp~ id j

2zj !,

M j 435~12kz j11
2 Pj 11 /~kz j

2Pj !!exp~ ia j
2zj !/2,

M j 445~11kz j11
2 Pj 11 /~kz j

2Pj !!exp~ ib j
2zj !/2. ~20!

Here

aj
65kz j

61kz j11
6 , bj

65kz j
62kz j11

6 ,

cj
65kz j

16kz j11
2 , dj

65kz j
26kz j11

1 , ~21!

Qj51/E~zj !21/~E~zj !1D~zj !!. ~22!

Then the amplitudesA1,2
0 , B1,2

0 , and A1,2
N of the incident,

reflected, and transmitted waves are related in the follow
manner:
e
e

e

g

S A1
0

B1
0

A2
0

B2
0
D 5 )

j 50

N21

M jS A1
N

0
A2

N

0
D . ~23!

If the spin of the incident wave is parallel to the magne
field, we haveA2

050 in ~23!; otherwise,A1
050. We define

the tunneling probability for transitions to each of the La
dau bands as the ratio between the probability flux dens
through the interface in the transmitted and incident wa
averaged over the coordinatex:

Tkl5^Jk
N&/^ j l

0&. ~24!

Herek( l )51 corresponds to a wave with spin parallel to t
magnetic field,k( l )52 corresponds to the opposite spin o
entation,

^ j 1
0, N&;2nn! uA1

0, Nu2kz0, N
1 P0, N ,

^ j 2
0, N&;2n11~n11!! uA2

0, Nu2kz0, N
2 P0, N , ~25!

where n is the Landau level index for the wave with sp
parallel to the magnetic field.

3. DISCUSSION OF RESULTS

The calculated dependences of the transmission co
cients Tkl through an InAs/AlGaSb/GaSb/AlGaSb/InA
resonant-tunneling structure with a quantum well thickn
equal to 50 Å and thicknesses of the barrier layers equa
25 Å are shown in Figs. 2 and 3. The same values of
parameters as in Refs. 12, 13, and 15 were used. Figu
corresponds to an 8-T magnetic field perpendicular to
interfaces, and Fig. 3 corresponds to a 15-T magnetic fi
The voltage applied to the structure equals 0.05 V. Curv1
in Fig. 2 is a plot of the dependence of the transmiss
coefficientT on the energyE of the tunneling electron in the
left-hand InAs contact layer for states withn50 and spin
antiparallel to the magnetic field. These states do not m
with other states, and the transmitted wave also belong
the zeroth Landau level and has the same spin orientatio
the incident wave. Curve2 is theT(E) curve for transitions
from states withn50 and spin parallel to the magnetic fie

FIG. 2. Transmission coefficients of electrons through InAs/AlGaSb/Ga
resonant-tunneling structures in an 8-T magnetic field.
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to the left of the resonant-tunneling structure to analog
states to the right of the resonant-tunneling structure. Cu
3 and4 correspond to transitions from states withn50 and
spin parallel to the magnetic field to states withn51 and
spin antiparallel to the magnetic field and vice versa. Cur
5 and 6 describe theT(E) dependence for transitions from
states withn51 and spin antiparallel and parallel to th
magnetic field, respectively, to the analogous states to
right of the resonant-tunneling structure. Curve7 refers to
the last of the possible interband resonant transitions,
from states withn51 and spin parallel to the magnetic fie
to states withn52 and spin antiparallel to the magnet
field. All the resonances in Fig. 2 correspond to the sin
zeroth size-quantization subband in the energy range con
ered for light holes in the valence band of the quantum w
The probability of interband transitions with a change in t
Landau level index is appreciably smaller than the proba
ity of transitions without a change in the Landau level ind
for an electron tunneling from states withn50 or to states
with n50. However, asn increases, the mixing of state
belonging to different Landau levels increases, so that
probability of transitions with a change inn becomes com-
parable to the probability of transitions without a change in
upon tunneling from states withn51 and spin parallel to the
magnetic field. In addition, curves6 and 7 have two pro-
nounced peaks, which are caused by resonant tunne
through quasistationary states in the quantum well with
posite spin orientation and values ofn differing by unity.

FIG. 3. Transmission coefficients of electrons through InAs/AlGaSb/G
resonant-tunneling structures in a 15-T magnetic field.
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Figure 3 shows that the mixing of states with differe
spin orientations intensifies as the magnetic field strengt
increased. Curves1–3 in this field correspond to the sam
dependences as do curves1–3 in Fig. 2, but were calculated
for B515 T. In this case only three types of interband res
nant transitions through quasistationary light-hole levels
the quantum well are possible. Curve1 in this figure, like
curve 1 in Fig. 2, has one maximum, since the states w
n50 and spin antiparallel to the magnetic field do not m
with other states. Curves2 and 3, which are the plots of
T(E) for interband transitions with conservation and a u
change of the Landau level index from states withn50 and
spin parallel to the magnetic field, have two sharp pea
Additional tunneling probability peaks can lead to the a
pearance of additional peaks on the IVC’s of such structu
We note that the mixing of states belonging to different La
dau levels is appreciably weaker when the voltage on
structure is zero. We also note that the effects described
significantly weaker for resonant-tunneling structures w
type-I heterojunctions, such as GaAs/AlGaAs/Ga
resonant-tunneling structures. However, in this case tra
tions are possible between states belonging to different L
dau levels without scattering and can lead to features on
dependence of the differential conductivity on voltage.

Let us discuss the validity of the approximations used
the calculations. The approximation of continuity of the i
terband momentum operator matrix element holds quite w
for InAs/AlGaSb/GaSb resonant-tunneling structures. Si
the values of the effectiveg factor in the contact layers an
the quantum well for all the examples considered were m
greater than the free-electrong factor, the latter can be ne
glected. However, it should be taken into account in Ga
AlGaAs/GaAs resonant-tunneling structures. The interba
tunneling current through quasistationary heavy-hole sta
in the quantum well is generally significant in the structur
considered.16 Interband tunneling transitions through heav
hole levels can produce additional peaks on theT(E) curves.
However, whenB50, the probability of interband tunneling
to heavy-hole states is comparable to the probability of
terband tunneling to light-hole states only when the kine
energy of the final state is fairly small and the amplitude
the longitudinal pulse is large.17 In the energy range consid
ered the mixing of light- and heavy-hole states should
strongly influence the result. However, it should be no
that with consideration of the finite value of the heavy-ho
mass, light-hole states with the indicesn and n11 and
heavy-hole states with the indicesn21 andn12 and differ-
ent spin orientations18 mix in the valence band of the quan
tum well whenBÞ0 in the case of the isotropic Luttinge
model or the model used in Ref. 17. The number of su
mixed states is equal to four for each value ofn in the range
n>1. The interband resonant tunneling of electrons throu
each of these mixed states from the states in the InAs c
duction band with the indexn and spin parallel to the mag
netic field or with the indexn11 and spin antiparallel to the
magnetic field is possible in resonant-tunneling structure

Thus, interband resonant tunneling has been investig
in semiconductor heterostructures in a perpendicular quan
ing magnetic field within the Kane model. The transfer m

b
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trices for finding the probability of interband tunneling tra
sitions for states corresponding to different Landau le
indices and different spin orientations have been calcula
It has been shown that tunneling transitions with a chang
the Landau level index are possible and can produce a
tional peaks on the IVC.
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‘‘Horizontal’’ and ‘‘vertical’’ quantum-dot molecules
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An analysis is made of a two-electron system of two adjacent quantum dots~QD! with a two-
dimensional parabolic lateral confining potential, and of two coupled or double, spatially
separated QDs~a ‘‘horizontal’’ and a ‘‘vertical’’ QD molecule!, and of their behavior in an
external transverse magnetic field. The ground-state energies and energy spectra of the
system have been determined by various methods~Heitler–London, molecular-orbital, variational
approach, and numerical diagonalization of Hamiltonian!, with inclusion of electron-
electron interaction, and for a broad range of confining-potential steepness, QD-center spacing
~interlayer distance!, and external magnetic field. ©1998 American Institute of Physics.
@S1063-7834~98!03611-9#
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Progress in nanotechnology stimulated intensive stu
of new classes of nanoobjects and, in particular, of quan
dots ~QD!. QDs as quasi-zero-dimensional systems are
tremely interesting low-dimension structures. They not o
have device potential for nanoelectronics but are promis
model objects for basic research, namely, as giant artifi
atoms with controllable parameters, such as the form
steepness of the confining potential, the number of partic
and characteristic size of their localization region. The fo
of the confining potential is determined by the method e
ployed to prepare the QD. The hard-wall and parabolic c
fining potentials are used most frequently.1–6 The lateral
parabolic-potential model was supported by self-consis
calculations7 and is applicable to QDs obtained by vario
methods. Present-day technology permits one to obtain
only single quantum dots but entire QD arrays as well, w
each QD in its preset position. Thus, if a single QD is
analog of an atom~a quantummechanical analog of the T
omson atom!, then several closely spaced, interacting Q
may be regarded as an artificial giant molecule. The av
able publications consider primarily single QDs or QD a
rays, and interdot coupling is regarded as a small correc
resulting in a depolarization shift~of the order of 2–4% for
the systems dealt with in experiments!.6,8.9

There are reports, however, of recent experiments w
closely spaced QDs representing giant analogs of molec
~we shall call them horizontal QD molecules! and systems
with spatially separated carriers in vertically coupl
QDs,10–13 and in coupled and double QDs~we call such a
system a vertical QD molecule!.

It appears of interest to consider the physical proper
of a QD ~2D! system as an artificial molecule. We ha
analyzed a system of two QDs with two electrons, which
an analog of the hydrogen molecule. In contrast to molecu
made up of atoms, in a QD molecule the distance betw
the QD centers~the interlayer spacing for a vertical mo
ecule! is fixed when one constructs the structure. Being
simplest representative of objects of this kind, such a sys
permits one to explore the artificial QD molecule with com
1921063-7834/98/40(11)/6/$15.00
s
m
x-
y
g
al
d
s,

-
-

nt

ot
h

s
il-
-
n

h
es

s

s
s
n

e
m

paratively straightforward calculations. Note that simil
methods are applicable to more complex9molecules9 as well.

1. HORIZONTAL QD MOLECULE

A. Ground-state energy with inclusion of electron-electron
interaction

Consider two electrons, with each of them confined in
potential well of the formU5ar i

2 ( i 51,2) ~parabolic lateral
potential!, where r 1 and r 2 are reckoned from the closel
lying well centers. The Hamiltonian of the system can
written

Ĥ52
\2

2m*
~D r11D r2!1

e2

«ur12u
1a~r 1

21r 2
2! , ~1!

wherem* is the effective electronic mass,« is the dielectric
permittivity, anda is the characteristic steepness of the co
fining potential.

To transfer to dimensionless variables, introduce the
lowing units of distance, energy, and potential steepness
spectively:

r 05
\2«

2m* e2
, E05

2m* e4

\2«2
, a05

E0

r 0
2

, ~2!

where r 0 and E0 are the radius and binding energy of th
two-dimensional exciton.

We next write the singlet-state wave function in th
Heitler–London approximation

C5A@ca~r1!cb~r2!1ca~r2!cb~r1!#jA~s1 ,s2! , ~3!

where jA (s1 ,s2) is an antisymmetric spin function, an
ca (r ) and cb (r ) are the unperturbed wave functions of
single one-electron QD, ca,b (r )5(Aa/p)1/2exp
(2Aar a,b

2 /2). The energy of this state is

W54Aa1@11exp~2d2Aa!#21~Q1J! , ~4!

where
9 © 1998 American Institute of Physics
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Q5~Aa/p!E r 12
21 exp@2Aa~r 1a

2 1r 2b
2 !/2#dt1dt2 ,

J5
Aa

p E exp@2Aa~r 1a
2 1r 2b

2 1r 1b
2 1r 2a

2 !/2

r 12
dt1dt2

5A~p/2!a1/4exp~2a2Aa!.

The integralQ is found numerically.
Figure 1 displays the dependence of energyW on the

distance between QD centersd for a fixed steepness of th
confining potentiala55 ~curve HL!. The energy falls off
monotonically with increasing spacingd and approaches as
ymptotically the doubled ground-state energy of a single
E052Aa, because the electronic wave-function overlap
creases with increasing distance between quantum-dot
ters.

Shown in Fig. 2 is the energyW as a function of the
confining-potential steepnessa for a fixed distance betwee
the QD centersd51.5. An increase of parametera localizes
the electrons and, thus, reduces the relative contributio

FIG. 1. EnergyW of a horizontal QD molecule vs quantum-dot inter-cen
distanced calculated for a fixed confining-potential steepnessa55 by the
Heitler–London method (HL), molecular orbital approach with a modifie
potential (MO), and variational technique (V).

FIG. 2. EnergyW of a horizontal QD molecule vs confining-potenti
steepnessa calculated for a fixed quantum-dot separationd51.5.
-
n-

of

electronic Coulomb interaction, while the electron ener
contribution in potential wells~the ground-state energy of
single QD! increases.

If the potential steepnessa ~or the effective confining-
potential steepnessb2, see below and Ref. 14! and the QD
separationd are both small enough, the Heitler–Londo
method yields an overestimated ground-state energy for
QD molecule. In this case one can use the molecular orb
method.

Assume both electrons to be confined by a poten
UAB . In contrast to a molecule made up of atoms, where
electron feels both nuclei, andUAB5UA1UB , in a QD mol-
eculeUAB5min (UA , UB), whereUAB5ar A,B

2 . To estimate
the molecule energies by the molecular-orbital method,
use an auxiliary potentialU05(a/2)(r A

21r B
2). SettingUAB

5U01DU and using (r A
21r B

2)/25r 21(d2/2), we obtain

DU5aS min~r A
2 , r B

2 !2
r A

21r B
2

2 D 52adrucosQu.

For d→0, U0→UAB .
We take as trial functions a linear combination of unp

turbed electron wave functions in potentialUA,B :

cm0~r !5
1

2@11exp~2Aad2/4!#
SAa

p D 1/2

~e2Aar a
2/2

1e2Aar b
2/2! . ~5!

The corresponding eigenenergies are

E052Aa1
ad2

2@11exp~2Aad2/4!#
. ~6!

The spin-wave function of a two-electron system in the lo
est state is antisymmetric and has a singlet ground state,
the approximate wave function can be written

C5cmo~r1!cmo~r2!jA~s1 ,s2! . ~7!

Thus

W52«01I 11I 2 , ~8!

where

I 15E Cmo* DUCmodt1dt252
da2F~a1/4d/2!

2@11exp~2Aad2/4!#

2
da3/4

Ap

2exp~2Aad2/4!

11exp~2Aad2/4!
,

I 25E Cmo*
1

r 12
Cmodt1dt2 ,

andF (x) is the error integral.
For d→0, W→4Aa1a1/4Ap, which corresponds to the

first approximation in Coulomb interaction of electrons for
two-electron QD.14 Figure 1 plots the dependence of ener
W on distance between the QD centersd for a fixed
confining-potential steepnessa55, which was obtained us
ing the molecular-orbital method and an auxiliary potent
~the MO curve!.



th
e

v

s
to
n
e

fo

rs
e

nd

g
o
g

n-
a-

o

ibu
on

s

pac-

-

ith

ter
mall
al-
le

y of

n

1931Phys. Solid State 40 (11), November 1998 N. E. Kaputkina and Yu. E. Lozovik
The variational approach permits one to calculate
QD molecule energy over a broader range of paramet
namely, of the QD center spacingd and the confining-
potential steepnessa or b ~see below!. We took for a trial
function for small values of parametersa andd functions of
the type

c0~r !5
g

p
e2gr 2/2 , ~9!

whereg is a variational parameter.
Figure 1 shows plots of the energy of a QD molecule

QD center separationd for a55 obtained by the Heitler–
London method~HL!, by the molecular-orbital method with
a modified potential~MO!, and by variational technique
~V!. For d.2, the Heitler–London approximation is seen
be valid. For d,0.3 the molecular-orbital approximatio
gives satisfactory results. Variational calculations perform
with the above class of trial functions are applicable
d,2.

B. Effect of transverse magnetic field

Let now a two-electron QD molecule be in a transve
magnetic fieldB. The axial symmetry of each QD allows th
use of vector potentialA in symmetric gauge,

A5~1/2!B3r .

We use Eq.~2! to introduce dimensionless quantities a
choose as a unit of magnetic field

B05
~2m* !2e3

\3«2
c . ~10!

The Hamiltonian of the system takes on the form

Ĥ52FD r1
1D r2

1
ivc

4 S ]

]u1
1

]

]u2
D G1Fa1S vc

4 D 2G
3~r 1

21r 2
2!1

1

ur22r1u
, ~11!

wherevc is the cyclotron frequency.
Next we determine the QD molecule energy in a ma

netic field in the way we have done it before. The effect
magnetic field reduces to renormalization of the confinin
potential steepness.14 The effective steepness of the confi
ing potential in a magnetic field will be determined by p
rameterb25a1(vc/4)2. Accordingly, in place of functions
ca (r ) andcb (r ) we use the unperturbed wave functions
a single one-electron QD in a magnetic field

ca~r !5cb~r !5S b

p D 1/2

e2br 2/2 . ~12!

We finally come to

W54b1A2~Q1J! . ~13!

Figure 3 plots energyW vs the cyclotron frequencyvc

for a fixed distance between the QD centersd51.5 and pa-
rametera51. Parameterb grows with magnetic field, which
gives rise to electron localization and reduces the contr
tion of electron Coulomb interaction with increasing electr
e
rs,

s

d
r

e

-
f
-

f

-

energy contribution in the potential wells~the ground-state
energy of a single QD!. Thus the effect of a magnetic field i
similar to that of a confining potential. Parameterb is a
major parameter of the problem, besides the QD center s
ing d.

Figure 4 displays the dependence of energyW on b for
a fixed distance between the QD centersd51.5. The energy
W increases withb to approach asymptotically a linear rela
tion for largeb.

The relative contribution of QD coupling decreases w
increasing parametersb andd. For largeb andd, the elec-
tron localization region is much smaller than the QD cen
spacing, so that the QD interaction energy becomes a s
correction to the energy of single QDs. For intermediate v
ues ofb andd, interaction between QDs yields a noticeab
contribution. For bothb and d small, the Heitler–London
method gives an overestimate for the ground-state energ

FIG. 3. EnergyW of a horizontal QD molecule vs magnetic-field cyclotro
frequencyvc calculated for a fixed quantum-dot center separationd51.5
and confining-potential steepnessa51.

FIG. 4. EnergyW of a horizontal QD molecule vs parameterb calculated
for a fixed quantum-dot center separationd51.5.
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the QD molecule. In this case one can use the molecu
orbital technique. In practice, however, it is very difficult
construct strongly overlapping but still not merging QDs.
the limiting case, two one-electron QDs coalesce to form
two-electron QD. The spectrum of a two-electron QD w
inclusion of electron-electron interaction can be obtained
numerical diagonalization of the Hamiltonian in the basis
one-particle functions.14

We estimated also the van der Waals energy of t
QDs. The QD is a quantum analog of a two-dimensio
Thomson atom. The mean dipole interaction energy can
written

En5(
k,k8

u~k,k8uVu0,0!u2

Wk1Wk8
8 2W02W08

, ~14!

whereW0, W08 , Wk , andWk8
8 are the ground- and excited

state energies of two QDs. The energies and wave funct
of one-electron QDs are

Enm54bS n1
umu11

2 D1
vc

4
m , ~15!

cnma,b5S n!

p~ umu1n!!
b umu11D 1/2

r a,b
umu

3exp~2br a,b/2!Ln
umu~br a,b

2 !eimu , ~16!

whereLn
umu is the associated Laguerre polynomial. When

we obtain

En52
1

d6b2~4b1vc/2!
. ~17!

Figure 5 plots van der Waals energyEv vs magnetic-
field cyclotron frequencyvc for a fixed distance between th
QD centersd51 and a fixed confining-potential steepne
a51. We see thatEv!W already ford51. Ev decreases
with increasing potential steepness and magnetic field
well as with increasing QD spacingd. Thus within the range

FIG. 5. Dependence of the van der Waals interaction energy for a horizo
QD moleculeEv vs magnetic-field cyclotron frequencyvc calculated for a
fixed quantum-dot center separationd51 and confining-potential steepnes
a51.
r-
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of a, vc , and d considered here, where the wave-functi
overlap is small, the contribution of the van der Waals e
ergy Ev is quite small.

Thus molecular-orbital methods have permitted us to
termine the ground-state energies of a coupled QD sys
with inclusion of electron-electron interaction for a broa
range of confining-potential steepnesses, QD center sep
tions, and external magnetic fields.

2. VERTICAL QD MOLECULE

We have studied also the energy spectrum of a vert
QD molecule made up of two vertically coupled~or double!
two-dimensional QDs separated by a barrier of widthd and
described, accordingly, by two-electron parabolic potent
U5ar 1,2

2 (r1 ,r2 are two-dimensional in-plane position ve
tors of the first and second QD!.

The Hamiltonian of the system can be written

Ĥ5Ĥ11Ĥ21Ĥ int , ~18!

where

Ĥ152
\2

2me*
D r1

1ar 1
2 , Ĥ252

\2

2me*
D r2

1ar 2
2 ,

Ĥ int52
e2

«~ ur12r2u21d2!1/2
. ~19!

Introduce dimensionless quantities in accordance with
~2!. After a coordinate transformation and separation of
center-of-mass from relative electron motion,R5(r1

1r2)/2, r5r12r2, the Schro¨dinger equation reduces to th
following coupled equations:

S DR1ER2
a

2
R2DcR50 , ~20!

S D r1Er2
a

2
r 21

1

~r 21d2!1/2D c r50 , ~21!

E5ER1Er , ~22!

wherec (R,r )5cR (R)c r (r ). Thus Eq.~20! for the center
of mass has in this particular case the form of the harmo
oscillator equation. We can write now equations for t
center-of-mass energyER and eigenfunctionscR :

ERnm
54~a/2!1/2S n1

umu11

2 D , ~23!

cRnm
5S n!

p~ umu1n!!
~a/2! umu11D 1/2

Rumue2Aa/2R2/2Ln
umu

3~Aa/2R2!eimu . ~24!

The equation for relative motion~21! differs from that
for the center-of-mass motion~20! in the inclusion of
electron-electron interaction. In accordance with the symm
try of the problem, the wave function of relative motion ca
be presented in the formc r (r )5 f m (r ) exp (imu), where
m50,61, . . . ; and theradial function f m (r ) satisfies the
equation

tal
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]2f

]r 2
1

1

r

] f

]r
1S Er2

ar 2

2
1

1

~r 21d2!1/2
2

m2

r 2 D f 50 .

~25!

Expandf m (r ) in the basis of eigenfunctions of the proble
neglecting the Coulomb interaction among electrons:

f nm5S n!

~ umu1n!!
~Aa/2! umu11D 1/2

r umu

3exp~2Aa/2r 2/2!Ln
umu~Aa/2r 2! , ~26!

f m5(
n

Cnmf nm . ~27!

The solution to Eq.~25! can be found by numerical diago
nalization of the Hamiltonian in the basis of these functio
The eigenenergies are determined from the equation

det$Vnn8
m

1dn,n8~Enm2Er !%50 , ~28!

where

Enm54Aa/2S n1
umu11

2 D , ~29!

Vnn8
m

5S n!n8!

~n1umu!! ~n81umu!
! D 1/2

3(
i 50

n

(
j 50

n8 ~21! i 1 j

i ! j ! S n1umu
n2 i D S n81umu

n82 j D
3~a/2!~ umu1 i 1 j 11!/2G~ i 1 j 1umu11!d2~ i 1 j 1umu11/2!

3CS i 1 j 1umu11, i 1 j 1umu13/2 ;Aa

2
d2D . ~30!

HereG is Euler’s gamma function, andC is Tricomi’s con-
fluent hypergeometric function.Vnn8

m can be conveniently
transformed to

Vnn8
m

5~21! umu11A a1/2

21/2p
S n!n8!

~n1umu!! ~n81umu!!
D 1/2

3(
i 50

n

(
j 50

n8 1

i ! j ! S n1umu
n2 i D S n81umu

n82 j D
3(

l 50

`
~Aa/2d2! l

l ! F2~Aa/2d2!s11/2
~s1 l !!

G~s1 l 13/2!

1
G~ l 11/2!

G~ l 2s11/2!G , ~31!

wheres5 i 1 j 1umu. The dependences of the lower ener
levels Er on parametera derived from the solution to
Eq. ~28! are presented graphically in Fig. 6.

Whena is large enough~the case of a strong confinin
potential or large interlayer spacing!, the electron-electron
interaction is small compared to the other parameters,
the energies of relative motionEr approach asymptotically
.

nd

the levels~29! of two-dimensional harmonic oscillator, i.e
they are linear inAa, which is readily seen from Fig. 6.

Figure 7 shows the dependence of the low-lying ene
levels on interlayer spacingd. The contribution of Coulomb
interaction to the energy decreases with increasingd, and the
energies approach asymptoticallyEnm @see Eq.~29!#.

APPENDIX A: EFFECT OF TRANSVERSE MAGNETIC FIELD

If a transverse magnetic field is present, one should
to the Hamiltonian of the system the term

Ĥm5
e

2cS A1
2

me*
22

i\¹1A1

me*
1

A2
2

me*
22

i\¹2A2

me*
D .

On separating the center-of-mass motion from the rela
motion of the electron and the hole, one obtains coup
equations, which differ from Eqs.~20! and ~21! in a being
replaced witha85a1vc

2/16, and inmvc/4 being added to
the energy. The dependences of the lower levels of relat
motion energy on magnetic field are displayed in Fig. 8. T
energies increase with the field and approach asymptotic
4Aa8/2 (2n1umu11)1vcm/4. In the limit of extremely
strong magnetic fields, the energy levels approach asymp

FIG. 6. Dependences of the lower level energiesEr on confining-potential
steepnessa for a vertical QD molecule.

FIG. 7. Dependences of the lower level energiesEr on interlayer spacingd
for a vertical QD molecule.
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cally the Landau levels, as in the case of the absence
parabolic confining potential~compare, for instance, th
hard-wall model!.15,16

For large interlayer spacingsd (d→`), the energies ex-
hibit an asymptotic behavior

E;2@~a8/2!~2n1umu11!1~vcm!/41~1/d!

2~4d3Aa8/2!21#.

For d→0, the matrix elementVnn8
m tends to the expression

S n!n8!

~n1umu!! ~n81umu!!
Aa8/2D 1/2

3(
i 50

n

(
j 50

n8 ~21! i 1 j

i ! j ! S n1umu
n2 i D S n81umu

n82 j D
3G~ i 1 j 1umu11/2!.

FIG. 8. Dependences of the lower-level relative-motion energy on magn
field B calculated fora51 for a vertical QD molecule.
a

The d50 value corresponds to the case of a single quan
well with two carriers.14
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(Spherical ( quantum dots
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Quantum dots with a three-dimensional confining potential, i.e. ‘‘spherical’’ quantum dots, are
considered with inclusion of electron-electron interaction~a quantum analog of the
Thomson atom!. The energy spectrum of two-electron parabolic quantum dots has been determined
by numerical diagonalization of the full Hamiltonian in a one-particle basis. ©1998
American Institute of Physics.@S1063-7834~98!03711-3#
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Recent years have witnessed intensive studies of q
tum dots ~QD! with both two-dimensional1–5 and
three-dimensional6,7 confining potentials. QDs may be con
sidered as a quantum-mechanical analog of a giant Thom
atom ~two-dimensional or, for ‘‘spherical’’ QDs, three
dimensional!. Present-day nanoscale technology permits
to control at will such parameters as the form and hardn
of the confining potential, the number of particles, and ch
acteristic size of their localization region. The form of th
confining potential is determined by the method of QD fa
rication. The most frequently used are the hard-wall and
parabolic confining-potential models. The model of parabo
lateral potential was confirmed by self-consistent c
culations8 and is applicable to not very large QDs.

This work considers a single QD with a thre
dimensional parabolic confining potential

U~r ,u,w!5ar 2 , ~1!

wherea is the confining-potential steepness, andr , u, andw
are spherical coordinates reckoned from the QD center.

To transfer to dimensionless quantities, introduce
following units of distance, energy, and potential steepne

a05\2«/~2m* e2! , E052m* e4/~\2«2! ,

a05E0 /a0
2 , ~2!

wherem* is the effective electronic mass,« is the dielectric
permittivity, anda0 andE0 are the radius and binding energ
of the two-dimensional exciton.

The one-electron energy spectrum in a parabolic we
given by

Enl5Aa~4n12l 13! , ~3!

wheren is the radial quantum number (n50,1,2, . . . ), andl
is the orbital quantum number (l 50,1, . . . ).

The corresponding orthonormalized system of o
particle functions can be written
1931063-7834/98/40(11)/2/$15.00
n-

on

e
ss
r-

-
e
c
-

e
s:

s

-

cnlm5
1

A2p
eimwA2l 11~ l 2m!!

2~ l 1m!!
Pl

m

3~cosu!A 2a
l 1111/2

2 n!

G~n1 l 11/2!

3exp~2Aar 2/2!r lLn
l 11/2 ~Aar 2! , ~4!

wherePl
m (x) are the associated Legendre polynomials of

first kind, andr , w, andu are spherical coordinates.
Consider a two-electron QD with a three-dimension

parabolic lateral potential of type~1!.
Introducing the coordinatesr5r22r1 , R5r21r1 and

assuming c (r1 ,r2)5c (r ,R)5c r (r ) cR (R), we obtain
coupled equations

FDR1S ER2
a

2
R2D GcR50 , ~5!

FD r1S Er2
a

2
r 21

1

ur u D Gc r50 , ~6!

E5ER1Er . ~7!

Equation ~5! describing center-of-mass motion allow
exact solution~this is true also for an arbitrary number o
electrons in a parabolic well~see, e.g., Ref. 9!. Its solutions
have the form of Eqs.~3! and ~4! with a replaced by
a85a/2.

To solve Eq.~6!, expandc r in eigenfunctions of a one
electron QD

c r5(
nlm

Cnlmcnlm . ~8!

The energy spectrum of a two-electron QD with a thre
dimensional confining potential is derived from the equat

det$Vnn1lm1dn,n2
~Enlm2Er !%50 ~9!

with given l and m, where the matrix element of Coulom
interaction has the form
5 © 1998 American Institute of Physics
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Vnn1lm5S n!n1!

GS n1 l 111
1

2DGS n11 l 111
1

2D D 1/2

3a(
i 50

n

(
j 50

n1 ~21! i 1 j

i ! j ! S n1 l 11/2
n2 i D S n11 l 11/2

n12 j D
3GS i 1 j 1 l 1

1

2D ,

whereG is Euler’s gamma function.
Equation ~9! can be solved numerically. BecauseVnn1lm

and Enlm do not depend onm, the degeneracy inm is not
lifted ~we disregard here the spin!. The degeneracy inn and
l is removed.

FIG. 1. Position of the lower energy levelsEr vs confining-potential steep
nessa calculated for two-electron spherical quantum dots with a thr
dimensional confining potential. The pairs of numbers at the curves ide
the values ofl andn.
Figure 1 plots the position of the lower energy levels f
relative electron motionEr vs a. The level energies increas
monotonically witha. The splitting of the levels with differ-
ent sets of quantum numbers (n,l ) and (n8,l 8) such that
n2n852 (l 82 l ) results from Coulombic electron interac
tion ~the corresponding one-particle levels coincide!. This
splitting is clearly seen in Fig. 1 for the levels (n50, l 52)
and (n51, l 52); (n50, l 53) and (n51, l 51). The split-
ting grows monotonically with increasinga. For a large
enough, the electron-electron interaction is small compa
to the level spacing in a one-electron problem. In this c
the relative-motion energiesEr tend asymptotically to energy
ER ~3!, i.e. they are linear inAa. This is seen from Fig. 1.
The levelsEnl for a three-dimensional problem lie abov
those for two dimensions.10
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Superradiance of polaritons in finite one-dimensional crystals of increasing length:
passage from a dimer to an infinite crystal

O. A. Dubovski 
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Kaluzhskaya Region, Russia
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Fiz. Tverd. Tela~St. Petersburg! 40, 2136–2140~November 1998!

Solutions of the dispersion equations for polariton states in finite one-dimensional crystals of
arbitrary length are obtained. The appearance and evolution of the radiative and
nonradiative polariton branches are traced as the length varies from two monomers to limiting
values, above which the spectrum no longer undergoes significant changes. The
dependences of the frequencies and radiative widths on the polariton wave vector are found for
various orientations of the dipole moment of the quantum transition. The evolution of
superradiance as the length of the crystal increases is traced. Some previously unknown significant
features of the polariton spectrum are noted particularly the damping of the branch
traditionally termed nonradiative as a consequence of emission from the end faces. ©1998
American Institute of Physics.@S1063-7834~98!03811-8#
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The spectrum of polaritons~mixed Frenkel exciton
1photon states! in one- and two-dimensional crystals wa
first studied theoretically in Refs. 1–3. Strong radiati
damping of the polariton states was predicted. This eff
was, in fact, subsequently detected experimentally in tw
dimensional crystals4,5 and is presently known a
superradiance.6,7 We note that no complications of funda
mental significance were encountered in developing
theory for two-dimensional crystals in Refs. 1–3. Howev
one question remained open for polaritons in on
dimensional crystals. The complicated, highly nonlinear d
persion equation for the complex polariton frequencies
wave vectors includes a corresponding integral over the p
ton wave vectors, which converges for two-dimensio
crystals, but diverges logarithmically for one-dimension
crystals in the region of large photon wave vectors. T
integral was truncated on a definite basis in Refs. 1–3 at
wave vectors corresponding to the Brillouin-zone bounda
Nevertheless, the divergence at large photon wave vec
noted was associated with the interaction of dipoles and
electric field over short distances and with the se
interaction of dipole oscillators interacting with the intrins
electric field. This self-interaction has not previously be
isolated in explicit form. All the calculations in Refs. 1–
were performed in the Fourier wave representation for o
dimensional crystals of infinite length, and the calculation
the corresponding dipole-dipole sums was difficult.

There have been theoretical and experimental invest
tions of the polariton spectra in low-dimensional finite cry
tals such asJ aggregates, superlattices, polymer chai
etc.6–9 The polariton spectrum of a crystal slab of fini
thickness with an arbitrary number of monomolecular crys
planes was studied in Refs. 8–10. The entire evolution of
polariton spectrum as the slab thickness increased from
two-dimensional plane to a three-dimensional crystal w
traced in Ref. 10.
1931063-7834/98/40(11)/5/$15.00
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Modern tools of computer technology provide a pre
ously lacking possibility for directly calculating the corre
sponding dipole-dipole sums, whose Fourier transforms
pear in the complicated nonlinear dispersion equation,
these same tools make it possible to solve directly the
persion equation using appropriate software. This perm
taking the next logical step10 and tracing the evolution of the
polariton spectrum in a one-dimensional system from
single monomer to a dimer, then to a chain of finite leng
and, as a limit, to an infinite one-dimensional crystal.

In the present work the polariton spectrum in on
dimensional crystals of finite length was found with cons
eration of the self-interaction of the dipole oscillators, th
Coulomb interaction in the nonwave zone, the interaction
the intermediate zone, and the retarded interaction in
wave zone. The calculations were performed for chains w
an increasing numberN of monomers in the crystal to a
maximum of N570. These calculations confirmed, as e
pected, the existence of the previously discovered superr
ance and, at the same time, permitted tracing its emerge
and evolution. AsN is increased, the radiative broadening
the polariton terms with maximum damping initially in
creases asNg, whereg is the half-width of the emission line
of an isolated monomer, and then tends to the asymp
;gpc/v0a, wherev0 is the frequency of the eigenmodes
an isolated monomer anda is the lattice constant. Sinc
v0a/c!1, the half-width significantly exceedsg, and for
two-dimensional crystals the half-width amounts
;(c/v0a)2, i.e., is even greater, and corresponds to sup
radiance.

At the same time, the calculations revealed features,
which attention was not previously focused. The previo
calculations of polariton spectra using various approxim
tions, for example, in isotropic three-dimensional cryst
and in the mean- and effective-field approximations, yield
a broad discontinuous range of frequencies of transverse
7 © 1998 American Institute of Physics
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lariton frequencies 0,v,v t , v l,v, where v t and v l

(v t,v l) denote the poles and zeros of the dielectric fu
tion «(v)5(v22v l

2)/(v22v t
2), which specifies the disper

sion dependence of the wave vectork on the frequency:k2

5v2«(v)/c2 ~Ref. 11!. In this case the polariton spectru
has two branches, and each wave vector has two corresp
ing frequencies. The calculations performed in the pres
work show that in one-dimensional crystals with a fixed
rection for the transition dipole moment each wave vec
has only one corresponding frequency on either the radia
(v.kc) or nonradiative (v,kc) branch. In one-
dimensional crystals with nearly orthogonal inclination
the dipole moment relative to the crystal axis the frequenc
of both the radiative and nonradiative polaritons are conc
trated in the continuous bandv02uwu,v,v01uwu, where
w is determined by the characteristic energy of the dipo
dipole Coulomb interaction\w. As the number of monomer
increases along the seriesN52,3,4,. . . , the twopolariton
terms with different damping forN52 ~the dimer! in this
bounded continuous band evolve into abutting systems w
an increasing numberN of k-ordered terms in the radiativ
region (v.kc, superradiance! and in the region traditionally
termed nonradiative (v,kc), which have different depen
dences of the damping onk. As the angle of inclination of
the dipoles relative to the axis decreases, the signs of
effective masses at small wave vectors and on the Brillou
zone boundary change. At large angles the first is nega
and the second is positive, while the opposite is true at sm
angles. In one-dimensional crystals with nearly zero incli
tion, as the number of monomers increases fromN52 along
the seriesN52,3,4,. . . , the twoterms also evolve into a
system ofN k-ordered terms with separation of the abutti
radiative and nonradiative branches on the light axis. Ho
ever, at smallk the frequency and damping of the radiati
branch decrease sharply with decreasing inclination, and
frequency exceeds the band indicated above and tend
ward zero frequencies. At the maximum value for our co
putational capabilities,N570, only the nonradiative branc
is observed for zero inclination, and the question of the
istence of the radiative branch at zero inclination rema
open.

We note one important finding. Two terms for the rad
tive and nonradiative branches with different frequencies
coinciding or fairly close wave vectors were not observed
any of the calculations from the smallest valueN52 to the
largest value ofN, i.e., the previously assumed passage
the radiative branch above the nonradiative branch was
observed. Each wave vector had one corresponding
quency on either the radiative or nonradiative branch.
similar situation was previously noted at a definite orien
tion of the dipole moment for a two-dimensional crystal
Ref. 10. In three-dimensional isotropic crystals with two p
lariton branches of standard form, one above the other,
responding situations with orthogonal and zero inclinat
similar to those noted above for a one-dimensional cry
are apparently realized at each value ofk, since a triply de-
generate dipole-moment transition has ‘‘all the direction
of the dipole moment. In one-dimensional crystals a sim
situation can be observed only if the excited state is dou
-
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degenerate and the dipole moment has two possible orie
tions. We note that the calculations demonstrate the oc
rence of finite radiative damping;g/2 of the branch tradi-
tionally termed nonradiative in the region of the phase pla
v,kc. This is associated with the possibility of emissio
from the end faces of a finite one-dimensional crystal in
the respective hemispheres, which is lacking in a model
finite crystal. We note that this damping has a clearly e
pressed minimum at the Brillouin-zone center. It should a
be noted that establishing the exact form of the polari
dispersion curves is of great importance for studying the
teraction of polaritons with phonons and the kinetics of t
transfer of electron excitation energy.11

The classical equations of motion for a system of dip
oscillators with a frequencyv at the nodesn with the charge
e, the displacementrn , and the light-particle massm have
the form12

~v22v0
212ig0v0!pn

i 5
e2

2p2m
E dq

qiqi2~v2/c2!d i j

q22~v2/c2!2 i«

3 (
mÞn

pm
j exp@ iq1~n2m!#;

i , j 51,2,3; «→10; pn5ern . ~1!

In ~1! g05e2v0
2/3mc3 is the intrinsic radiative half-

width, the indication of the direction for circumvention o
the poles«→10 singles out the retarded interaction, andq1

is the component of the vectorq(q1 ,q2,q3) along the crystal
axis. The value ofg0 is specified by the imaginary part of th
classical Green’s function„k22(v2/c2)2 i«…2 appearing on
the right-hand side of~1!. This finite imaginary part of the
self-interaction term (n5m) gives the intrinsic radiative
damping, while the diverging real part~‘‘ultraviolet catastro-
phe’’! is included in the field mass. Performing the integr
tion overq in ~1!, we can obtain the standard relations for t
dipole interaction energy with isolation of the terms det
mining the instantaneous Coulomb interaction at short d
tances, the interaction in the intermediate zone, and the
tarded interaction in the wave zone. For an isotropic thr
dimensional crystal, the dispersion equation presented ab
for transverse waves can easily be obtained from~1! using
the standardd-function formalism.

Determination of the polariton spectrum within th
quantum theory of radiation requires diagonalization of
corresponding quadratic Hamiltonian of a Frenkel excit
1transverse photon system2 for excitons in a nodal represen
tation. The translational motion of excitons and their intera
tion with transverse photons is specified by the matrix e
mentP of the dipole moment operator of the correspondi
quantum transition from the ground stateu0& to the excited
state u f & of an isolated monomer with the energy\v0:
P5u^ f uer u0&u5e(\/2mv0)1/2. The diagonalization proce
dure for a quadratic Hamiltonian,2 which is not presented
here because of its cumbersomeness, followed by integra
over the photon wave vectors with circumvention of t
poles conforming to retardation leads to the following sy
tem of secular equations corresponding to~1! for the energy
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\v and the wave functionscn of polaritons in a one-
dimensional finite crystal ofN monomers (n51,2,3,. . . ,N):

~v22v0
212igv0!cn

5
2v0uPu2

\a3 (
mÞn

F S 1

un2mu3
2

iva/c

un2mu2D
3~123cos2u!2

~va/c!2

un2mu ~12cos2u!G
3expF i

va

c Un2mUGcm , ~2!

whereu is the angle of inclination of the dipoles relative
the crystal axis and the half-widthg52uPu2v0

3/3\c3. On the
right-hand side of~2!, the first term (un2mu23) represents
the instantaneous dipole-dipole Coulomb interaction at s
distances in the nonwave zone, the second termun
2mu22) takes into account the interaction in the interme
ate zone, and the third term (un2mu21) allows for the re-
tarded interaction in the wave zone.

The orthonormalized eigenfunctions in a system ofN
nodes has the form

cn~kj !5S 2

N11D 1/2

sin~kjn!; kj5
p j

N11
;

j 51,2,3,. . . ,N. ~3!

The substitution of~3! into ~2! followed by multiplication by
cn(kj ) and summation overn leads to the following disper
sion equation

~v22v0
212igv0!

5
4v0uPu2

\a3~N11!
(

nÞm
F S 1

un2mu3
2

iva/c

un2mu2D
3~123 cos3u!2

~va/c!2

un2mu ~12cos2u!G
3expS i

va

c Un2mU D sin~kjn!sin~kjm!. ~4!

The frequencyv appears in the dispersion equation~4!
in a very complex form, and the exact complex damped
lutionsv5v j5v j82 iv j9 with real (v j8) and imaginary (v j9)
parts for all, including large,N can be determined from two
coupled equations for the real and imaginary parts of~4!
only using a powerful Pentium computer with appropria
software. We note that only the infinite sums of sin(kn)/n,
cos(kn)/n2, and sin(kn)/n3 with respect ton, which appear
only in part in ~4! and only for N→`, can be calculated
analytically in Eq.~4!.13 Of the sums of cos(kn)/n, sin(kn)/n2,
and cos(kn)/n3, which also appear in~4!, only the first can be
calculated analytically, the second is already an untabula
Lobachevsky function, and the third does not have any a
lytical representation at all.13 Therefore, the multiple summa
tions in ~4! that have been included in the programmed p
rt

-

-

ed
a-

-

cedure for solving the equation, which is nonlinear w
respect tov, are presently possible only by numeric
methods.

For real optical materials the parameterv0a/c is very
small and amounts to;102321024 ~Ref. 2!. Therefore, the
most interesting features of the polariton branches are
served for the wave vectorsk0;v0 /c;102321024/a,
which are far smaller than the Brillouin-zone boundaryp/a.
For manifestation of the behavior of the radiative branc1

there must be at least two polariton branches consisting oN
terms arranged equidistantly alongk must fall in the range
0,kj,k0. The conditionp/(Nc11)5v0a/c specifies the
critical valueNc;33103. WhenN is so large, the calcula
tion time increases dramatically and becomes unrealistic
existing personal computers. However, such calculations
not necessary, since all the features of the polariton spect
can be clearly traced for crystals with smaller values ofN.
Calculations withNr<102 are possible on existing Pentium
computers. Obviously a large value of the basic param
v0a/c;p/Nr;0.03 is needed to obtain a faithful represe
tation of the polariton spectrum. For the purpose of study
the behavior of a radiative branch with at least 5210 terms,
the calculations of the polariton spectrum asN increases
from N52 to Nr were subsequently performed forv0a/c
50.3. The value of the transition dipole momentuPu, which
specifies the interaction of the excitons and photons, w
selected on the basis of the ratio between the width and
ergy of the exciton banduPu2/\v0a350.1, which is close to
the experimental value.

Figure 1 presents the evolution of the polariton spectr
of crystals with nearly orthogonal inclination of the dipo
moment relative to the crystal axisu5p/3 in thev,k phase
plane asN increases. Figure 1a shows the polariton spectr
for N52. Two terms can be seen: both are in the nonrad
tive region to the right of thev5kc light axis ~the dashed
line!. The termsv j are depicted in analogy to the represe
tation of the experimental data by vertical segments with
abscissakja ( j 51,2,3,. . . ,N), which are centered atv j8a/c
and have a length equal to (v j9a/c)1/2. The square-root rep
resentation of the damping is used so that frequencies
dampings of radiative and nonradiative terms differing by
order of magnitude would be visually perceived as be
roughly equal. The corresponding curves are drawn thro
the ends of the segments representing the terms, and
curve drawn through the midpoints of the segments rep
sents the corresponding dispersion dependence. In Fig
the half-width of thej 51 term is almost two times greate
than the value ofg for the term of an isolated oscillator
which is represented by the thick segment on the vert
axis, and the half-width of thej 52 term is significantly
smaller thang. As N is increased, the number of terms in
creases, and the extreme left-hand terms are displaced
ward smallerk in the radiative region, while the right-han
terms are displaced toward the Brillouin-zone bounda
WhenN510 ~Fig. 1b!, only the first (j 51) term with maxi-
mum damping has moved into the radiative region. We n
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that this term approachesk50 asN increases, but fails to
reach it, in contradiction to what was previously assumed
several studies. We also note that the damping of termj
52,3,. . . ,10 in thenonradiative region remains approx
mately the same as that forj 52 when N52. At large
N>50 ~Fig. 1c!, where a further increase inN no longer
significantly alters the results, the polariton terms are rep
sented in the form of segments only in the radiative regi
which is of most interest, and such segments are used fo
smooth nonradiative branch only at eight reference poi
We note that the form of thev j8(kj ) curve corresponds to
negative effective mass atk;0 and a positive effective mas
at k;p/a. This is consistent with the fact that the energyV
of the dipole-dipole Coulomb interaction is positive for th
inclination under consideration and the exciton bandE(k)
5E012V cos(ka) has a form of the type shown in Fig. 1
already, for example, in the approximation of neare
neighbor interactions. It can be seen that the damping in
radiative region increases with increasingk and reaches a
maximum ~superradiance! as the light axis is approached
while the frequency drops, as was shown in Refs. 1–3. U
crossing the light axis, the damping drops, andv j8(kj ) has a
discontinuity and becomes a nonradiative branch with sm
damping. We note that the damping of the nonradiat
branch has a clearly expressed minimum at the center o
Brillouin zone and that the damping on its boundary
;g/2. The very existence of damping on the branch tra
tionally termed nonradiative is clearly due to the fact th
there is a possibility for emission from the end faces o
finite crystal, no matter how long it may be. To demonstr
the character of the variation of the polariton spectr

FIG. 1. Evolution of the dispersion curve and damping of polaritons as
length of the crystal is increased. The angle of inclination of the dipo
relative to the crystal axisu5p/3.
n
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as a function ofu, the dot-dashed curve in Fig. 1c represe
the terminal portion of the nonradiative branch for cryst
with u5p/2. To avoid cluttering the figure, the damping an
the form of the radiative branch, which have the same f
tures as those shown in detail in Fig. 1c foru5p/3, are not
shown for such a crystal. It can be seen that the radia
branch is displaced toward lower frequencies, while the n
radiative branch is displaced toward higher frequencies w
u is reduced. In addition, the maximum damping in the
diative region, which amounts tov951.24gpc/v0a for
u5p/2, decreases tov951.06gpc/v0a for u5p/3 ~Fig.
1c! and drops further asu decreases.

Figure 2 shows the evolution of the polariton spectru
asN increases for crystals with nearly zero inclination of t
dipoles relative to the axis (u5p/6). In this case the energ
V of the dipole-dipole Coulomb interaction is negativ
E(k)5E022uVucos(ka), and the signs of the effective
masses atk50 andk5p/a are reversed in comparison t
Fig. 1. Since the most interesting changes occurring in
polariton spectrum in response to increases inN take place at
smallk, half of the Brillouin zone is shown in Fig. 2. Figur
2a shows only the term with the greatest damping
N52 ~the second term withk<p/a inside the zone!. When
N510 ~Fig. 2b!, the number of terms increases, but th
remain in the nonradiative region. The damping drops w
increasing distance from the light axis. Figure 2c shows
polariton spectrum forN550, which the spectrum no longe
varies significantly. It is seen that the damping is large on
radiative branch in the low-frequency region, amounts
v950.9gpc/v0a at the maximum forj 51, and then de-
clines sharply inside the zone upon crossing the light a
To determine the direction of variation in the form of th

e
s

FIG. 2. Evolution of the dispersion curve and damping of polaritons as
length of the crystal is increased. The angle of inclination of the dipo
relative to the crystal axisu5p/6.
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polariton branch withu, thev8(k) curve inside the zone fo
u50 is presented as a dot-dashed line in Fig. 2c. The
few terms neark50 were calculated for our largest valu
N570 and this limiting angle in a separate prolonged pro
dure. The first term (j 51) has a very low frequencyv18
50.006c/a and a small wave vectork150.04/a, i.e., this
term, like all the others, is found in the nonradiative regi
(v18,k1c), and the entirev j (kj ) dispersion curve is locate
near the light axis, having the same form as the stand
low-frequency polariton branch of an isotropic thre
dimensional crystal.

Figure 3 shows the dependence of the dampingvmax9 of

FIG. 3. Dependence of the maximum radiative linewidth of the polari
terms on the length of a one-dimensional crystal for angles of inclinatio
the dipoles relative to the crystal axisu5p/3 ~1! andp/6 ~2!.
st

-

rd

the term with the maximum damping onN. Curve1 shows
the dependence ofG5vmax9 (v0a/cpg) on N for u5p/3, and
curve 2 shows the same dependence foru5p/6. It can be
seen that the damping varies according to av9;Ng law at
small N ~the dashed asymptote!. As N increases further,
curves1 and 2 reach the constant valuesG51.24 and 0.8,
which, by themselves, specify superradiance. We note
addition, that in Figs. 1 and 2 the damping is represented
a square-root dependence and that the damping of the t
in the nonradiative region is significantly smaller than t
limiting values ofG, but is, nonetheless, finite.
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