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M agneti zation-induced third harmonic generation was experimentally observed in thin films of bismuth-doped
yttrium-iron garnet. The magnitude of magnetization-induced nonlinear optical response was enhanced through
building-in a garnet film into a photonic-crystal microcavity. It was shown that the observed magnetization-
induced variations in the third-harmonic intensity were caused by the internal homodyne of interfering weak
magnetic and strong nonmagnetic polarization components of the cubic nonlinearity of the garnet. © 2003

MAIK “ Nauka/Interperiodica” .
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The magnetization-induced nonlinear optical effects
predicted in [1] were observed in second-harmonic
(SH) generation from thin films of yttrium iron garnet
(Y3Fes0,,) doped with bismuth (Bi:YIG) [2]. More
recently, the nonlinear anal ogues of the magnetooptical
Faraday and Kerr effectswere observed for the SH gen-
eration in various magnetic structures. magnetic super-
lattices [3], nanograin films possessing giant magne-
toresistance [4], magnetic interfaces [5], etc. However,
the weakness of the magnetization-induced effects in
SH generation, which was observed, as a rule, in the
experiments, foretold considerable difficulties in the
experimental observation of higher order nonlinearity
magnetization-induced effects, e.g., of third- harmonic
(TH) generation. Thisislikely the reason why publica
tions on the experimental observation of magnetiza-
tion-induced TH generation are lacking [6].

In recent years, enhancement of optical and nonlin-
ear-optical processes in photonic crystals and micro-
cavities has become the subject of extensive experi-
mental studies. For example, the light-localization-
induced giant intensity enhancement of the second and
third harmonics in mesoporous silicon microcavities
was recently observed in [7]. This phenomenon gives
promise that the magnetization-induced TH generation
can be observed in magnetophotonic crystals and
microcavities based on them, the technology of which
has recently been developed [8]. For such structures,
one might expect the enhancement of the magnitudes of
nonlinear magnetooptical contributions as a result of
strong light localization in the ferromagnetic layer of a
microcavity. Such an enhancement was demonstrated
for the Bi:Y1G-based magnetic microcavities in the
magneti zation-induced SH generation in the geometry

of the polar magnetooptical Kerr effect [9, 10]. The
enhancement of the magnetization-induced nonlinear-
optical signal magnitude does not imply an increase in
the magnetic response contrast, because the nonmag-
netic also increases. At the sametime, anincreasein the
TH contrast must be observed dueto theinternal homo-
dyne effect, which has recently been demonstrated for
the magnetization-induced SH [11].

Thiswork reports the observation of magnetization-
induced optical third harmonic generation in a mag-
netic microcavity with a thin bismuth-doped yttrium—
iron garnet film as a spacer.

Samples of magnetophotonic microcavities were
190-nm-thick half-wave layers (with an optical thick-
ness A/2) of polycrystalline Bi:YIG surrounded by
pairs of Bragg reflectors, each composed, in turn, of
five pairs of alternating quarter-wave SiO, and Ta,0O5
layers with thicknesses of 135 and 95 nm, respectively.
When manufacturing magnetic MC, aone-dimensional
photonic crystal SiO,/Ta,05; was grown at afused silica
substrate by magnetron sputtering. It played the role of
adistributed Bragg reflector. Then, aBi:YI1G film of the
required optical thickness was deposited. After subse-
guent annealing at a temperature of 725°C for 10 min,
a polycrystalline ferromagnetic garnet layer was
formed. At thefinal stage of structure preparation, acap
photonic-crystal reflector was deposited on the M C gar-
net layer. The SEM image of a cleavage of the layered
structure of magnetophotonic MC is shown in the inset
inFig. la

Experiments on the magnetization-induced optical
second and third harmonic generation were conducted

using YAG:Nd** laser radiation with a wavelength of
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Fig. 1. (a) Linear transmission coefficient of the p-polarized
fundamental wave at normal incidence; inset: SEM image
of the magnetophotonic microcavity cleavage. (b) Angular
spectra of the SH intensity for the p—p combination of the
fundamental and SH waves, respectively, measured in the
vicinity of the MC mode for the opposite directions of a
magnetic field (circular symbols) and the spectra of mag-
netic TH contrast (triangular symbols). Inset: angular TH
spectra for the p—p and s polarization combinations.

1064 nm, apulseintensity of 10 MW/cm?, apulsedura-
tion of 15 ns, and a pulse repetition rate of 25 Hz. The
SH and TH radiation reflected from the sample were
separated from the fundamental radiation by glass and
interference filters and detected by a photomultiplier
and gated electronics. Part of the fundamental radiation
was led to a reference channel, where the SH signal
from the reference sample (quartz crystal) was
detected. The normalization of the intensity measured
in the signal channel to the signal intensity in the refer-
ence channel allowed the influence of laser-intensity
fluctuations on the accuracy of the SH and TH intensi-
ties measured from the MC sample to be reduced. The
polarization of fundamental radiation was varied using
a half-wave plate and monitored, together with the SH
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polarization, by Glan prisms. For magnetic measure-
ments, the samplewas placed in asaturating static mag-
netic field with a strength of =2 kOe produced by per-
manent magnetsin the geometry of the transverse mag-
netic Kerr effect. When measuring the angular spectra
of SH and TH intensities, the sample was mounted on a
computer-controlled automated goniometer with an
angular resolution of 0.24°.

The transmission spectrum of a magnetic MC at
normal incidence is shown in Fig. la. It demonstrates
the presence of a phaotonic band gap in the wavelength
range from 1000 to 1340 nm, as follows from the
amost total absence of the transmitted light (i.e., its
total reflection) in thisrange, and an MC mode centered
aA=1117 nm.

For this sample, the quadratic nonmagnetic and
magnetic nonlinear-optical properties were primarily
characterized by the SH generation method.

For the in-planeisotropic nonlinear film, the follow-
ing components of quadratic susceptibility are nonzero

in the absence of an externa magnetic field: xgi

& =x2 and x%, = x{,. The coordinate system is

chosenin such away that the zaxisisdirected along the
normal to the sample plane and the x axis lies in the
sample plane and in the incidence plane. In this case,
the SH generation is allowed only for the p—p and s
combinations of the fundamental and SH waves,
respectively. The corresponding experimentally mea-
sured angular SH spectra are presented in the inset in
Fig. 1. One can see that the angular positions of the
nonmagnetic p—p and s—p SHs are different, which cor-
relates with the presence of two modes for the p and s
pumping in the frequency spectra of the linear reflec-
tion coefficient [9, 10]. The spectral (angular or fre-
guency) distinction between the positions of the p and
smodes can be caused by both the pol arization splitting
[12] and the uniaxial anisotropy of the ferrite garnet
layer in the normal direction to the sample. Such an
anisotropy can be induced during the course of sample
preparation as a result of the deformation of the ferrite
garnet layer, which is clamped between the dielectric
Bragg reflectors [10].

The angular positions of the SH maxima correspond
to the angles of incidence for which the condition for
exciting the MC mode by the fundamental radiation
with a wavelength of 1064 nm is achieved. Using the

expression A = Aga/1— sn‘a/ nz(oo) for the wavelength
resonant with MC at a nonzero incidence angle, where
Ao is the resonant wavelength at the normal incidence
on the sample, a isthe angle of incidence, and nisthe
refractive index, one can determine the value of thelat-
ter at the fundamental wavelength: nygg, = 1.554.

For asample placed in amagnetic field in the geom-
etry of the transverse magnetooptical Kerr effect (along
the Y axis), additional M-odd (M is the magnetization)
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MAGNETIZATION-INDUCED THIRD HARMONIC GENERATION

quadratic susceptibility components appear: X',

(2),M (2),M (2),M (2),M
XxxxY ’ nyxY ’ szzY ’ and XzzxY ’ Where the fourth

index indicates the orientation of a magnetic field
(magnetization) in the laboratory coordinate system. In
the case where the nonmagnetic and M-odd magnetic
contributions to the nonlinear polarization interfere,
one can also observe the M-odd effects in the SH inten-
sity.

The SH angular spectra of magnetic MC, as mea-
sured for the p-polarized SH and fundamental radia-
tions and for the opposite directions of amagnetic field
inthe geometry of the transverse Kerr effect, are shown
in Fig. 1b. One can see from this figure that the mag-
netic field induces an appreciable M-odd change in the
SH intensity, whereas the angular position of the SH
maximum remains virtually unshifted. The magnetic

contrast P, = (l26(1) = lae($))/(126(1) + 126,(1 ) serves
as a measure of the magnetization-induced change in
the intensity of reflected SH, where 1,,(1) and 1,,(!)
are the SH intensities measured for the opposite mag-
netic-field directions. The angular spectrum of mag-
netic contrast at the SH wavelength in the MC modeis
also shown in Fig. 1b. It is seen that, within the mea-
surement error, the magnetic contrast is spectrally inde-
pendent and equal to =0.6.

We now turn to the TH generation in magnetic MCs.
Symmetry analysis of the cubic dipole susceptibility
tensor responsible for the optical third harmonic gener-
ation shows that, in the absence of amagnetic field, the
following components are nonzero for a nonlinear
medium that isisotropic in the layer plane:

e 6 — 0 e — O
XZZZZ1 Xxxxx - nyyy’ Xzzxx - Xzzyyi

® - O e _ 3
Xxxyy - nyxxa Xxxzz - nyzz-

(D)

It follows from the form of nonlinear susceptibility
components that the nonmagnetic TH generation is
possible only for the s—s and p—p combinations of the
fundamental and TH waves, respectively. The corre-
sponding experimentally measured TH angular spectra
are shown in Fig. 2b. Asin the case of SH generation,
the angular spectra of the TH s and p modes were
shifted by 1.5°-2° relative to each other.

The dependence of the TH intensity on the funda-
mental radiation intensity is shown in the inset in
Fig. 2a. Thelogarithm of TH intensity linearly depends
on the logarithm of fundamenta intensity, with the
slope being equal to three. This cubic dependence con-
firmsthat the experimentally detected signal belongsto
the third harmonic.

As in the case of SH, a magnetic field induces the
appearance of magnetization-odd components of cubic
dipole susceptibility. One can show that the following
components appear in the geometry of the transverse
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Fig. 2. (@) Angular TH spectrafor the p—p and s-s combina-
tions of fundamental and TH wave polarizations (open and
dark circles, respectively). Inset: TH intensity as afunction
of pump intensity (log-og scale). (b) Angular spectra of
p-polarized TH for oppositely directed magnetic fields in
the geometry of the meridional Kerr effect (circles) and the
TH magnetic contrast (triangles). The polarization of funda-
mental radiation makes an angle of 7° with the s polariza-
tion.

(longitudinal) Kerr effect in amagnetic field parallel to
the Y(X) axis:

M||Y:
@M GM JBM L (3B).M | (3),M
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M || X:
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where thefifth index indicates the orientation of amag-
netic field (magnetization) in the sample.

The magnetization-odd intensity variations in TH
generation are possible if the nonmagnetic and M-odd
magnetic components of the cubic nonlinear polariza-
tion interfere, thereby causing the internal homodyne
effect that was previoudly studied for magnetization-
induced SH generation in [11, 13]. It follows from the
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form of the above M-odd cubic susceptibility compo-
nents that such a situation occurs only for the p—p com-
bination of polarizations in the geometry of the trans-
verse magnetooptical Kerr effect. However, the M-odd
effect was not experimentally observed in the TH gen-
eration, most likely because of a comparatively low
magnetic cubic susceptibility.

The following experimental scheme was chosen for
recording the magnetization-induced TH component:
the pump polarization was turned by 5°-7° from s, and
the p-polarized TH component was recorded. Under
these conditions, aimost the entire magnetic TH s

component x\, which interfered with a strongly

suppressed nonmagnetic TH p—p component, was
recorded. The TH magnetic contrast was a so measured
for the s-polarized TH component, and the pump polar-
ization shifted from p by an angle of =7°. Similar to the
magnetization-induced SH generation, the TH mag-

netic contrast was determined by the expression Pz, =

(aa1) = ool )M(1s1) + 134(1)), where l5,(1) and
I5(1) arethe TH intensities for the oppositely directed
magnetic fields. Theresulting value of the TH magnetic

contrast s, was found to be =0.1 for the incidence

angles corresponding to the MC-mode center and for a
shift of £1°.

The observed TH magnetic contrast can be caused
by two factors. First, it can be due to TH generation by
the magnetization-induced cubic susceptibility compo-
nents and by the internal homodyne effect, which con-
sists in the revelation of a weak TH magnetic compo-
nent on the background of a much stronger nonmag-
netic TH interfering with the former [11, 13]. In this
case, X® M can be estimated at ~2 x 104x®, where x©®
isthe effective nonmagnetic cubic susceptibility for the
p—p combination. Second, the magnetization-induced
effect may reveal itself in the TH intensity because of a
change in the polarization of the fundamental radiation
as a result of a Faraday rotation in the ferromagnetic
MC layer. Thelatter contribution is, presumably, small,
because the Faraday rotation of infrared fundamental
radiation with a wavelength of 1064 nm is less than 1°
even for the M C-enhanced linear Faraday effect [7].

In summary, magnetization-induced optical TH
generation has been experimentally observed in mag-
netophotonic yttrium—iron garnet microcavities. It has
been shown that the magnetization-induced change in
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the TH intensity is primarily dueto the odd contribution
from the magnetic cubic susceptibility, as becomes
clear from the interference with the nonmagnetic con-
tribution from the internal homodyne effect.

Thiswork was supported by the Russian Foundation
for Basic Research (project nos. 01-02-16746, 01-02-
17524, 01-02-04018, 00-02-16253) and the President
grant “Leading Scientific Russian Schools’ (no. 00-15-
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Dust-Alfvén Mach Conesin Saturn’s Dense Rings'
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The formation of Mach cones associated with long-wavelength dust-Alfvén waves in Saturn’s dense rings has
been theoretically investigated. It is explicitly shown that for typical dusty plasma parameters corresponding to
Saturn’sdenserings, Mach cones are only formed by dust-Alfvén waves, which are found to be more prominent
than any other longitudinal waves (e.g., long-wavelength dust-acoustic waves). The characteristics of the dust-
Alfvén Mach cones that are found to be formed in Saturn’s dense rings are also presented. The dusty plasma
model, dust-Alfvén waves, and dust-Alfvén Mach conesthat we predict in our present letter are expected to be
observed in Saturn’s dense rings by the imaging and occultation experiments on board the NASA/ESA space
mission CASSINI, arriving at Saturn in 2004. © 2003 MAIK “ Nauka/Interperiodica” .
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It iswell known that an object moving with a super-
sonic speed in a dispersive medium creates a pressure
disturbance that is not felt upstream from the object.
The cone that confines the disturbanceis called aMach
cone. The latter is well known in gas dynamics. They
are produced, for example, by bullets and supersonic jet
planes. If the perturbing object moves straight at a con-
stant velocity U, it creates expanding waves that are cir-
cular in two-dimensions and spherical in three dimen-
sions. The superposition of these waves forms a cone.
The Mach cone opening angle 6, defined as a semiver-
tex angle of the cone, is determined by the geometry as
6 = sin}(/M), where M = U/C, is the Mach number of
the supersonic object and C; is the acoustic (sound)
speed in the undisturbed medium.

Mach cones are also known to occur in gas dynam-
ics[1, 2], solid matter [3], and in some crystals [4, 5].
In an elastic medium surrounding a fluid-filled bore-
hole, spontaneously launched surface waves propagat-
ing along the fluid-solid boundary excite P and S waves
propagating into the bulk solid. The interference
between P and S waves forms Mach cones. The wave-
front of the surface wave acts as the supersonic object,
since its speed is typically higher than the P and S
waves.

Ship waves have an appearance similar to Mach
cones. The latter are al'so known asthe “Kelvin wedge’
that forms behind a ship in deep water. Here a moving

1 This article was submitted by the authors in English.

1 Permanent address: Department of Physics, Jahangirnagar Uni-
versity, Savar, Dhaka, Bangladesh.

2Also at the Department of Plasma Physics, Umed University,
SE-90187 Umea, Sweden.

3 Also at the Department of Physics and Applied Physics, Univer-
sity of Strathclyde, Glasgow, G4 ONG, Scotland.

pointlike disturbance generates either gravity or capil-
lary waves on the fluid surface. These deep-water
strongly dispersive surface waves [6] are responsible
for multiple Mach cone structures.

Besides the above-mentioned Mach cones on
human scales, Mach cones aso occur on astronomical
scales (e.g., the Earth’s magnetotail formed by interac-
tion with the solar wind) and microscopic scales (e.g.,
Cherenkov radiation created by rapidly moving ele-
mentary charge). Havnes et al. [7, 8] theoretically pre-
dicted the existence of super dust-acoustic Mach cones
associated with dust-acoustic waves[9] of an unmagne-
tized dusty plasma, which are claimed to be relevant to
Saturn’srings. Dubin [10] devel oped alinear theory for
the phonon wake produced by a charge moving relative
to acrystalline lattice in an unmagnetized plasma con-
taining strongly coupled dust grains. The theory pre-
dicts multiple Mach cones due to constructive interfer-
ence of strongly dispersive compressional phonons.
However, Dubin’s theory cannot be applied to Saturn’s
magnetized plasmas with weakly correlated dust
grains. In Saturn’s rings, we may have Mach cones
associated with numerous dispersive plasmawaves that
are affected by the ambient magnetic field. For exam-
ple, we may have obliquely propagating intermediate-
frequency (W < W <€ Wy, KV, Where wy and w, are
the dust and ion gyrofrequencies, respectively, k, isthe
component of the wave vector k along the external
magnetic field 2B, and v, is the electron thermal
speed) long-wavelength (in comparison with the elec-
tron Debye radius Ay, and the ion gyroradius p,, at the

electron temperature) dust-acoustic waves [11] whose
2.\1/2

phase speed for kApe < w/wy is Codl(L + k3p2)™,
where Cpe = Apeld, Ps = ApeWyi/ Wi, Whg (0 iSthe dust
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(ion) plasma frequency, and k5 is the component of k

across Z. Here, the electrons rapidly thermalize along
the magnetic field direction and follow a Boltzmann
distribution, while the density distributions of magne-
tized ions (unmagnetized dust grains) are affected
(unaffected) by the external magnetic field. Further-
more, in the opposite limit, viz. kKApe > wy4/wy;, the
dust grains can be considered stationary, and the corre-
sponding parallel (to 2) phase speed of the dust ion-

acoustic wave (DIAW) is C; = Apea/(L + k2 pH)"
indicating that the DIA waves are nondispersive along
the magnetic field direction. The high-phase speed DIA
waves would not participate in the Mach cone forma-
tion, as they propagate much faster than a dust boulder,
whose speed is given by Eqg. (3). On the other hand, in
the short-wavel ength (in comparison with the ion gyro-
radius p;) dust-acoustic fields, the ions follow a

straight-line orbit across 2 and establish a Boltzmann
density distribution in the wave potential. Taking a
Boltzmann electron density distribution and inertial
dust, one then obtains the dust-acoustic wave (DAW)

whose phase speed is Cp, = Apwyd/(1 + K2A5)Y2, where

Ao = Moo/ (A2e + A2)Y and Mg, is the ion Debye
radius. Asusud, for n,; T, > n.T;, the dust-acoustic phase
speed is [11, 12] C4 = (Z5nyT/nimy)Y2, where ny(ny) is
the ion (dust) number density, T(T,) the electron (ion)
temperature, and Z; is the number of electrons residing
onthedust grain surface. For typical plasmaparameters
corresponding to Saturn’s rings [11, 13-16], viz. By =
02G, T;=10eV,ng=10cm3, Z, = 103 ry= 0.25 um,
where ry is the dust particle radius, one finds that

C;/VA =5 x 1075, where V, = By /4Tt p, is the dust-
Alfvén speed, py = nymy isthe dust mass density, and my
is the mass of micron-sized dust particles. This means
that in Saturn’s rings the dust-magnetoacoustic wave
propagation [17] is more prominent than the long-
wavelength dust-acoustic wave propagation, and the
waves involving perturbation of magnetic fields are
likely to participate in the formation of Mach cones.
Accordingly, in this letter we have taken into account
the dynamics of both the ion and dust species in the
ambient Saturn’s magnetic field and study the dust-
hydromagnetic waves and associated Mach cones in
Saturn’s dense rings. We have predicted here that the
perturbation/acoustic waves that may exist in Saturn’s
rings are not long-wavelength dust-acoustic but dust-
magnetoacoustic, in which the magnetic pressure

B> /4Tt gives rise to the restoring force and the dust
mass density nymy provides the inertia. Therefore, in
Saturn’s dense rings, if Mach cones are formed, they
are formed by dust-magnetoacoustic waves but, of
course, not by the long-wavelength dust-acoustic
waves.
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We consider a negatively charged dust particle of
mass m, and charge-Z,e moving in afield that includes
Keplerian gravity and a corotating planetary magnetic
field (taken to be aligned centered dipole) with con-
comitant induced electric field [13-16, 18]. We first
consider single particle dynamics and neglect the radi-
ation pressure, plasma drag, planetary oblateness,
charge fluctuations, and collective effects. The dynam-
ics of such a negatively charged dust particle is gov-
erned by the combined gravitational, magnetic, and
electric forces. The orbital angular velocity wy of the
negatively charged dust particle can, therefore, be
expressed as[13, 16]

1
Wy = 2_r3[_ ed + ’\/wgd +4r’(Qg + deQp)}’ &)

wherer is the dust particle position normalized by the
planet radius R, ey = ZgeBo/myc and Q, = (GM/R3) "
arethe dust cyclotron and Kepler frequencies both eval -
uated at apoint on the planetary equator, Q,, is planetary
spinrate, M, isthe planet mass, G isthe universal grav-
itational constant, and n isthe speed of light in vacuum.
We notethat in deriving (1) the planetary magnetic field
By, is assumed to be dipolar with the dipole strength

M =B, Rﬁ (where B is the magnetic field strength on
the planetary equator), which is appropriate for Saturn
and Jupiter. The + () sign in (1) represents the pro-
grade (retrograde) motion of the dust particle.

A large boulder and asmall dust particle will, there-
fore, move at different velocities. The difference in
velocities Vy is given by

Vg = rRy(0g =1 %Q)). 2

To approximate V, let usconsider adust particlein Sat-
urn’s rings where [7, 13, 14, 16, 18] R, = 60300 km,
M, = 5.688 x 10%® kg, Q, = 1.691 x 10 rad/s, r = 7,
By=0.2G, Z; = 103 ry = 0.25 um, so that Q, = 4.16 x
10 rad/s and w.y = 4.89 x 10° rad/s. So for a particle
in Saturn’srings, we can safely take the approximations
Weg << Qy, Qp = Q,, andr = 1, which allow usto approx-
imate (2) as

_ RoWerf2, 0
Vd_ 2r2 [t-zk ]'D (3)

To study the perturbation of the medium, we con-
sider atwo-component magnetized dusty plasma com-
posed of negatively charged dust grains and positively
charged ions. We assume that the el ectron number den-
sity is highly depleted due to the attachment of almost
al the electrons to the surface of highly charged and
extremely massive dust grains. The dust-ion plasma
system is assumed to be immersed in a homogeneous
magnetic field Z B,. This model is quite appropriate for
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Saturn’srings(e.g., Saturn'sF-ring [11, 13-15, 19). We
consider a small-amplitude long-wavelength (in com-
parison with p;) perturbation in such adust-ion plasma,
which may be described by the two linearized coupled
equations

2 2 2
ﬂj+\_/_ADxQ_§_Vi x(-?—BDxi
ot Wi ot otd] (4)
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where uq is the dust fluid velocity, B is the wave mag-
netic field normalized to By, wy = eBy/mc is the ion
gyrofrequency, and m is the ion mass. We now assume
that the perturbation mode propagates in the x—z plane,
i.e., B anduyareproportional to exp[—iwt +i(kXx + Kk,2)].
Therefore, using (4) and (5), we obtain
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Here, A; = c/w, is the ion skin depth. We note that the
origin of the dispersive effect involving the kA; term is
attributed to theion inertial effect, which breaksthefro-
zen-in-field condition.

We are interested in extremely low-frequency
obliquely propagating dust-hydromagnetic waves for
which w <€ w are valid. Using these approximations,
we obtain from (6) threetypes of obliquely propagating
dust-hydromagnetic waves. These are
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where 6 isthe angle between the directions of the ambi-
ent magnetic field and the wave propagation. Equation
(8) represents the dispersion relation for the shear dust-
Alfvén waves modified by the effect of the ion-skin
depth, which decreases their phase speed by the factor

J1+K°A?. On the other hand, (9) with the + (-) sign
represents the dispersion relation for the fast (slow)
dust-hydromagneti c waves modified by the effect of the
ion-skin depth and obliqueness. For typical plasma
parameters corresponding to Saturn’s rings [11, 13—

16], wefind that C5/V4 =5 x 10°5. Thismeansthat in

Saturn’s rings the dust-Alfvén wave propagation is
much more prominent than the long-wavelength dust-
acoustic wave propagation, and therefore the consider-
ation of the long-wavelength dust-acoustic wave prop-
agation and associated Mach conesin Saturn’sringsis
not realistic. We are, therefore, interested in examining
the formation as well as detecting the characteristics of
Mach cones associated with the dust-hydromagnetic
waves defined by (8) and (9).

As we explained physically in the introduction,
Mach cones associated with the waves defined by (8)
and (9) will be formed if the dust particle speed V, is
larger than the wave phase speed V, = wlk, i.e, if
Vd/Vp > 1. If this condition is satisfied, the Mach cone
opening angle O is given by

_ otV
0 = sin EVaN} (20)
where Vyisgiven by (2) and V, = wkisgiven by (8) for
shear dust-Alfvén waves, and by (9) for fast and slow
dust-magnetosonic waves. We have numerically ana-
lyzed V,/V, for typical plasma parameters correspond-
ing to Saturn’s rings [11, 13-16], given in the figure
caption, and have shown that Mach cones are formed
by the shear dust-Alfvén waves of wavelength ~7 km or
less (cf. lower plot) and by sow dust-magnetosonic
waves of any wavelength [without the upper bound on
the wavelength (cf. upper plot)]. We have also found
that the upper bound on the wavelength of both the
shear dust-Alfvén and slow dust-magnetosonic waves
by which Mach cones are formed increases as we
increase their propagation angle & (cf. lower and upper
plots). We note here that, for parameters corresponding
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The wavelength regimes of shear dust-Alfvén (lower plot)
and of slow dust-magnetosonic (upper plot) waves propa-
gating with different angle & for which Mach cones are
formed in Saturn’sdenserings (Bp=0.2G, T; = 10eV, Ny =
10cm™3,Z4=103%r=7,ry4=0.25 um). Thesolid, dotted,
and dashed curves arefor 8 =85°, d = 87°,and ® = 89° in
both the plots.

to Saturn’s rings, Mach cones are not formed by fast
dust-magnetosonic waves.

It is obvious from the figure and Eq. (9) that the
Mach cone opening angle 8 decreases with increasing
propagation angle o in the case of shear dust-Alfvén
waves. We have also estimated the Mach cone opening
angle O (that may be formed in Saturn’s dense rings)
associated with shear dust-Alfvén and dow dust-mag-
netosoni c waves of wavelength 5 km, propagating with
an angle d = 85°. These are ~30° and ~4°, respectively.
Physically, Mach cones arise due to the constructive
interference of dispersive dust-hydromagnetic wavesin
dust-ion plasmas of Saturn’s dense rings. We expect
that the NASA/ESA space probe CASSINI can make
direct observations of the dust-hydromagnetic modes
and associated M ach conesthat we have reported in this
letter. From the opening angle of the dust-Alfvénic
Mach cones, one can then deduce the dust and ion mass
densities, aswell asdust charge and the optical depth of
Saturn’sdenserings. Although the present investigation
provides the parameter regimes for the existence of the
dust-Alfvénic Mach cones, the fine structure of a dust
magnetoacoustic wake behind a dust boulder can be
obtained by numerically solving the dust magnetoa-
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coustic wave eguation with an appropriate source. This
investigation can be carried out along the lines of Brattli
etal. [8].

In closing, we mention that although the formation
of Mach cones in a magnetized dusty plasma of Sat-
urn’s rings is attributed to constructive interference
between linear dispersive dust magnetohydrodynamic
waves, nonlinear and dissipative effects can appear
when the wave amplitudes are large and dust charge
perturbations are taken into consideration. A delicate
balance between nonlinearity and dissipation can pro-
duce magnetoacoustic shock waves, similar to those
studied by Popel et al. [20, 21] for an unmagnetized
dusty plasma. However, a detailed investigation of the
dust grain charging in a magnetized dusty plasma con-
taining large amplitude dust hydromagnetic waves is
quite involved and is beyond the scope of the present
work. We anticipate that dust charge perturbation
effects might be insignificant, since the dust grain
charging time is typically much shorter than the times-
cale on which the dust magnetoacoustic perturbations
develop.
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For the first time weak turbulent theory was demonstrated for surface gravity waves. Direct numerical simula-
tion of the dynamical equations shows Kolmogorov turbulent spectra as predicted by analytical analysis [1]
from kinetic equation. © 2003 MAIK “ Nauka/Interperiodica” .

PACS numbers; 47.35.+i; 92.10.Hm

In this letter we numerically study the steady Kol-
mogorov spectra for spatially homogeneous gravity
waves. According to the theory of wesak turbulence, the
main physical process hereisthe stationary energy flow
to the small scales, where the energy dissipates [1, 2].
This flow is described by a kinetic equation which has
power-like solutions—Kolmogorov spectra.  This
straightforward picture takes place experimentally and
numerically for different physical situations. For capil-
lary waves, it was observed on the surface of liquid
hydrogen [3, 4]. The numerical simulation of this pro-
cess was performed in [5]. In nonlinear fiber optics,
these spectra were demonstrated in numerical simula-
tion[6]. There are many other results[7-11]. One of the
most i nteresting applications of weak turbulence theory
issurface gravity waves. From the pioneering article by
Toba [12] to the most recent observations [13], many
experimentalists get the spectra predicted by weak tur-
bulence theory. But these experiments cannot be treated
as a complete confirmation, because the Zakharov—
Filonenko spectrum is isotropic, while the observed
spectra are essentially anisotropic. It is worth noting
that the wave kinetic equation, which isthe keystone of
this theory, was derived under several assumptions.
Namely, it was assumed that the phases of al interact-
ing waves are random and are in a state of chaotic
motion. The validity of this proposition is not clear
apriori. The direct numerical smulation of nonlinear
dynamical equations can confirm whether this assump-
tionisvalid or not. But for the particular case of gravity
surface waves, the numerical confirmation was absent
in spite of the significant efforts applied. The only suc-
cessful attempt in this direction was the simulation of
freely decaying waves [14]. The reason for that, in our
opinion, was concerned with the choice of numerical
scheme parameters. Namely, the numerical simulation
isvery sensitive to the width of resonance of four-wave
interaction. It must be wide enough to provide reso-

TThis article was submitted by the authorsin English.

nance on the discrete grid, as was studied in [15] for
decay of the monochromatic capillary wave. On the
other hand, it has to be not too wide (due to nonlinear
frequency shift) when the weak turbulent conditions
fail. We have spent significant effortsto secure theright
choice of numerical parameters. As a result, we have
obtained the first evidence of the weak turbulent Kol-
mogorov spectrum for energy flow for surface gravity
waves. The numerical simulation was surprisingly time
consuming (in comparison to capillary waves turbu-
lence), but we finally got a clear spectrum for surface
elevation,

1
InKIZDkT,z, @)

which isin agreement with real experiments[12, 13].

Theoretical background. Let us consider the
potential flow of an ideal incompressible fluid of infi-
nite depth and with a free surface. We use standard
notations for velocity potential @(r, z, t), r =(X,y); v=
[p and surface elevation n(r, t). Fluid flow is irrota-
tional Ap= 0. Thetotal energy of the system can berep-
resented in the form

H=T+U,
n
T = %Idzr [@ )2z, @)
U = Lgfnd ©)
>9[n°dT,

where g isthe accel eration of gravity. It was shown [16]
that under these assumptions the fluid is a Hamiltonian
system

on _8H dy _ BH

t ~ oy ot
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where Y = ¢(r, n(r, t), t) is avelocity potential on the
surface of the fluid. In order to calculate the value of Y
we have to solve the Laplace equation in the domain
with varying surface n. This problem is difficult. One
can simplify the situation using the expansion of the
Hamiltonian in powers of “steepness”

H = %{(@mz+ ky)dr
+ %In[lﬁu 12— (k)? oPr 5)
+ %{n(kw)[k(n(kw» +nay]dr.

For gravity wave, it isenough to takeinto account terms

up tothefourth order. Here, k isthelinear operator cor-
responding to multiplying of Fourier harmonics by
modulus of the wavenumber k. In this case, dynamical
equations (4) acquire the form

n = ky—(00m ))-knky]

+K(nkinky1) + 2800k + SKn’Au,
- ©
b = —gn - 31w )~ (k)]

—[kylkInky] —[nkylay + D, +F,.

Here, D, is some artificial damping term used to pro-
vide dissipation at small scales; F, is a pumping term
corresponding to external force (having in mind wind
blow, for example). Let us introduce the Fourier trans-
form

1 ikr 1 ikr
Wy = Z—TJtlJre" dr, ny = Z—Td’nre" dr.
With these variables, Hamiltonian (5) acquirestheform

H = Ho+Hy+Hy+ .o,

1
Ho = éj’(|k||L|Jk|2 + 9|r]k|2)dk,

1
H, = _Z—TJLklkququsznk3 (7)

x 3(K, + K + k3)dk, dk ks,

1
H,=——M
2 16T[ZI Kok aks Wi, Wic, M, N,
x 0(k, + k, + ks +k,)dk,dk,dk,dk,.
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Here,
Lik, = (KiKa) +[Kq|[Ky|,

1
Misi, = ki ke[ 50ks + kol + fatkd - o

ko kel + ko + k) = [ko] =[] |

It is convenient to introduce the canonical variables a,
as shown below:

W . k
& = J;Emﬂ /z;klpk, 9)

W, = Jok. (10)

This is the dispersion relation for the case of infinite
depth. Similar formulas can be derived in the case of
finite depth [17]. With these variables, equations (4)
take the form

where

8 = A0
X dal’

The dispersion relation (10) is of the “nondecay type”
and the equations

(11)

W, = W, tw, K =k;t+ks (12

have no real solution. This means that, in the limit of
small nonlinearity, the cubic terms in the Hamiltonian
can be excluded by a proper canonical transformation
a(k, t) — b(k, t) [18]. Theformulaof thistransforma-
tion is rather bulky and well known [17, 18], so let us
omit the details here.

For statistical description of a stochastic wave field,
one can use a pair correlation function

a0 = nd(k —k'). (13)

The n, is a measurable quantity, connected directly
with observable correlation functions. For instance,
from (9) one can get

1w
I = |:prl|<|ZD = iak(nk"'n—k)- (14)

In the case of gravity waves, it is convenient to use
another correlation function,

(b bi0 = NB(k —k'). (15)

The function N, cannot be measured directly. Therela-
tion connecting n, and N is rather complex in the case
of afluid of finite depth. But in the case of deep water,
it becomes very simple [17]:

n— Ny

W (16)
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where 1 = (ka)%. Here, ais a characteristic elevation of
the free surface. In the case of theweak turbulencep < 1.
The correlation function N, obeys the kinetic equation

[1]

aa—'\t'k = st(N, N, N) + f (k) — f4(K). (17)
Here,
st(N, N, N) = 4m(|T 2
( ) ﬂ k,kl,kz,k3| (18)

X (N Ni, Ny + NN N = NN Ny
— NN Ny )B(K + K — K, — k ;) ok ok 0K,

The complete form of matrix element T, , \, «, Canbe

found in many sources[1, 2, 17]. Function f,(K) in (17)
corresponds to wave pumping due to wind blowing, for
example. Usually it islocated on long scales. Function
f4(K) representsthe absorption of waves dueto viscosity
and wave-breaking. None of these functions are known
to a sufficient degree.

Let us consider stationary solutions of Eq. (17)
assuming that

—the medium isisotropic with respect to rotations;

—dispersion relation is a power-like function: w =
ak?;

— Tk, k,.k, 1S@homogeneous function:

Tek, ek, ekpeky = T, Ky Ko kg *

Under these assumptions, one can get Kolmogorov
solutions [18]
2B 4
n(kl) - Clpl/sk 3 ’
_2B-a_
n(k2) — CZQ]JSk 3

(19)

Here, d isa spatial dimension (d = 2 in our case). The
first one is a Kolmogorov spectrum, corresponding to a
constant flux of energy P to the region of small scales
(direct cascade of energy). The second one is the Kol-
mogorov spectrum, describing inverse cascade of wave
action to large scales, and Q is aflux of action. In both
cases, C; and C, are dimensionless “Kolmogorov con-
stants.”

In the case of deep water, w = ./gk and, apparently,
B = 3. It has been known since [1] that for deep water

n® = c,Pk™. (20)
In the same way [19], for the second spectrum,
nf(z) - CzQﬂsk_23/6. (21)

DYACHENKO et al.

In this letter, we will explore the first spectrum
(energy cascade). Using (14), one can get

- Clguzpus
k k7/2

(22)

Numerical Simulation. Dynamical Egs. (6) are
very hard for anaytical analysis. One of the main
obstacles is the k operator, which is nonlocal. How-
ever, using the Fourier technique makes practically no
difference between the derivative and k . The numerical
simulation of the system is based on consequent appli-
cation of the fast Fourier transform agorithm. The
details of this numerical scheme will be published sep-
arately.

For numerical integration of (6), we used the func-
tions F and D defined in the Fourier space

iR (t
Fe = fkeI 0

(k—Kp1) (Kp2—K).
(Kpa—Kp1)*
Dk = YWk,

Y = Y1, kskp,

Vi = —Va(k—kg)?  k>kg.

f, = 4F,
(23)

Here, R (t) isthe uniformly distributed random number
intheinterval (0, 2m). We solved the system of Egs. (6)
in the periodic domain 21t x 211 (the wave numbers k,
and k, areintegersin thiscase). The size of the grid was
chosen as 256 x 256 points. Acceleration of gravity
g = 1. Parameters of the damping and pumping were
the following: ky; = 5, k, = 10, kg = 64. Thus, the iner-
tial interval is about half a decade.

During the simulations, we paid special attention to
problems that could “damage” the calculations, first of
al, the bottleneck phenomenon at the boundary
between inertial interval and dissipation region. This
effect is very fast but can be effectively suppressed by
proper choice of damping valuey, in the case of mod-
erate pumping values F,. The second problem is the
accumulation of “condensate” in low wave numbers.
This mechanism for the case of capillary waves was
examined in detail in [15]. This obstacle can be over-
come by a simple adaptive damping scheme in small
wave numbers. After sometime, the system reachesthe
stationary state, where equilibrium between pumping
and damping takes place. An important parameter in
this state isthe ratio of nonlinear to linear energy (H, +
H,)/H,.

For example, inthe case of Fy =2 x 104, y; = 1 x
1073, y, = 400, the level of nonlinearity was equal to

(H, + H,)/Hy = 2 x 103, The Hamiltonian as afunction
of timeisshownin Fig. 1.
JETP LETTERS  Vol. 77
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Fig. 1. Hamiltonian as a function of time.

ure;

—
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Fig. 2. The logarithm of the correlator function of surface
elevation as a function of logarithm of the wave number.

3
10

Fig. 3. Compensated correlators in inertial interval for dif-
ferent values of the compensation power: z= 3.5 solid line
(weak turbulence theory), z = 4.0 dashed one (Phillips the-

ory).
2003
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The surface elevation correlator function appears to
be power-like in the essential part of inertia interval,
where the influence of pumping and damping was
small. The correlator is shown in Fig. 2.

One can try to estimate the exponent of the spec-
trum. It isworth noting that an alternative spectrum was
proposed earlier by Phillips[20]. That power-like spec-
trum is due to the wave-breaking mechanism and gives
us a surface elevation correlator as I, ~ k. Compen-
sated spectraare shown in Fig. 3. This seemsto be evi-
dence that the Kolmogorov spectrum predicted by
weak turbulence theory better fits the results of the
numerical experiment.

The inertial interval was rather narrow (half a
decade). But the obtained results allow us to conclude
that the accuracy of experiment was good enough under
the time constraints of simulation (we get the steady
state after 2030 h using available hardware, and we
need several days to average the |n,J* function). Simu-
lation on a larger grid (512 x 512, for example) can
make the accuracy better. But even these results give us
aclear qualitative picture.
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The memory effects in stochastic transport, namely, the dependence of the form of transport equations on the
macroscopic time are considered. Equations explicitly taking into account the microscopic aspect of the prob-
lem, without which the transfer processes cannot be adequately described, are derived; the methods of their
solution are suggested; and the asymptotic properties of the latter are analyzed. © 2003 MAIK “ Nauka/Inter-
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In recent years, growing interest has been shown in
the processes of stochastic transport because of the spa-
tial and temporal nonlocalitiesinherent in this phenom-
enon [1-4]. The use of an adequate mathematical lan-
guage of fractional derivatives [5, 6] and stable distri-
butions [1, 7] allowed the physical theory of random
transport to be substantially generalized, as compared
to the primitive diffusion picture.

There are many physical reasons that are responsi-
ble for the above-mentioned nonlocalities (fractional
derivatives) in thetransport equations (seediscussionin
[8, 9]). One of the most frequently occurring phenom-
enais the presence of slowly damping spatial and time
correlations in the motion of individua particles in a
spreading cloud. Inasmuch as the macroscopic (for
cloud) transport equations are derived from the random
walk mode for individual (not necessarily physical)
particles, these equations basically have an asymptotic
character. In our preceding work [8], concerning the
effects caused by the limited walk rate, we drew atten-
tion to the nontriviality of thisasymptotic transition and
to the nontrivial dependence of the macroscopic trans-
port on the microscopic details and on theinitial condi-
tions. It isour purposeto reveal, in thiswork, the details
of the physical consequences of this ideological and
mathematical nontriviality.

Evidently, one should expect that evolution is con-
tinuousfor any physical process satisfying the causality
principle: if the solution to the equationsisfunctionally
related to the initial state by the Green's function G,
i.e., if n(x, t) = Gyx ¢ = ), then

G+, * N(t=0) =G, » n(t = t;)
= Gy, » (G, * n(t = 0)).

In other words, if we consider the state at any timet; as
anew initial condition, we do not disturb the evolution
continuity. Nevertheless, the equations discussed in all
available works devoted to the nonlocal nondiffusion

(D

transport with a fractional time derivative, including a
recent excellent review [4], strictly speaking, do not
possess this property. This unpleasant fact has in no
way been discussed in the literature, though it is pre-
cisely the point that is expected to be helpful in the rec-
ognition of a hidden defect of the above-mentioned
description, namely, of the incompleteness in the
description of a particle cloud only in terms of its mac-
roscopic concentration n(x, t). Interestingly, similar
problems arise for strongly coupled coulombic systems
in the quantum kinetic theory, where the solutions show
a strong dependence on theinitia correlations [10].

An attempt to unravel this phenomenon leads to the
paradoxical conclusion that, even inthe caseswherethe
effective equation for macroscopic evolution reducesto
the classical diffusion equation containing the familiar
first-order time derivative (evidently, satisfying EQ.
(1)), the defect is often “hidden under the rug.” In real-
ity, the time for approaching the microscopic evolution
regime strongly depends on the initial condition and
can be much longer than the microscopic time [@Cchar-
acterizing the random walk of individual particles (see
below). Thisisespecially characteristic of the subdiffu-
sion time operators.

Therefore, the memory effects considered in this
work consist not in the familiar tempora nonlocality
(fractional derivative) in the effective transport equa-
tion but in the fact that the form of this equation
depends on the macroscopic timet (see below).

When deriving the transport equations, we will use,
asin [6, 8], the standard random walk model. A one-
dimensional motion of a particle along the x axis obeys
the probability laws g(|x|) and f(t): a particle appearing
at any point (say, X;) may undergo an instantaneous
jump to the neighboring points in such a way that the
probability of finding it in the interval (X, + X, Xo + X +
dx) equals g(x)dx, and thistransfer proceeds after some
waliting process, so that the probability of escaping the
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particle residence in the interval (t, t + dt) is equal to
f(t)dt. For the convenience of intermediate calcula
tions, we choose, without loss of generality, these func-
tionsin the form [6, 8]

_r@e+12 1
g(x) = JﬁF(B) (1+x )[3+1/2

ft) = —te.
0= oo

Here, I' isthe Euler gammafunction, and the numerical
coefficients are determined by the unity normalization
condition for g and f. The exponents of the power-law
“tails’ parameterized by the positiveindices 3 and y are
only essential for further consideration.

The particles at point x “remember” their time of
arrival at this point, so that their spatial density nisthe
integral of acertain distribution N over the “lifetime” T:

)

00

n(xt) = J’N(x, t, )dt.
0

L et us define the transition to the subsequent motion in
terms of “probability of surviving to time 1,” which is
simply related to the function f as

R = 1-[f(Odt

Then, the particleflux Q(x, t) leaving (on both sidesand
at all distances) a given point can be expressed using
the formulafor the conditional probability (see[6])

N(x £, 1)
(1)

We can now write the balance equations for the particle
at a given time and a given point:

+00 t

n(x, t) = J’ g(x')J'Q(x—x', t—t)F(t)dt'dx

qu—I f(r)dr. 3)

(4)

°“T H)m

I

The last term on the right-hand side of this equation
accounts for the effect of initial particle lifetime distri-
bution Ny(x, T) = N(X, 0, T). The set of Egs. (3) and (4)
completely describes the situation and, obvioudly, sat-
isfies condition (1). Notethat, if Ny = nyd,(t) (“shifted”
Dirac delta function: 05+(T)d‘[ = 1), then, after the

arrival of new particles at each point (at any t > 0), the
self-similar profile

N(t, 1) = 8(t—1)P(t—-1)F(7) (5)
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forms instantaneously with the correlated dependence
ont and 1, where P is the incoming flux and 6(t) is the
Heaviside step function. In this case, one can passfrom
the set of Egs. (3) and (4) to asingle basic equation for
the macroscopic density n [6]:

+o00

n(x t) = f a(x)
t - (6)
X [1E)Nx=x, t=t)drdx + FOnG(x).

The Green’s function of this equation reads

F
Gy, = P,
k, P 1 _ f pgk (7)
where the symbol [-], , denotes the Fourier and/or
Laplace component of the corresponding function.

The transport equation can also be written in terms
of only nif f = pexp(—ut) (1 = Y/@0); then F and f (and,
hence, Q and n) are proportional to each other. Therea
son for setting off the exponential law is quite clear,
because only in this case does a fixed percentage of the
sitting particles |eave the point, irrespective of the time

of their arrival at thispoint; i.e., al particles o N(t)dt

in a“common bag” are in the same conditions. In al
other cases, the “reel game” depends on the waiting
timeT, and one cannot ignorethe detail s of the N(1) dis-
tribution.

In the majority of works, Eq. (6) is written without
any substantiation, which should imply that either one
of the two above-mentioned conditions is fulfilled or a
certain modd is used (the authors of those works did
not discuss this issue). In the genera case, Eq. (6) is
valid only for a certain asymptotic meaning: a time
must be elapsed (see below) until the self-similar
dependence (5) coversthe larger part of the N(T) profile
and becomes dominating Q, as compared to N,. One
can readily verify that condition (1) is met for Eg. (6)
only if f = pexp(—ut). In al other cases, one should use
theinitia set of Egs. (3) and (4) to adequately describe
the transport process. In what follows, we propose a
method for solving this set exactly and show that the
initial particle lifetime distribution influences the sub-
sequent evolution.

To begin with, it is convenient to divide N(x, t, T)
into two terms (see Eq. (4)):

No(%, T—t)F(1)

Ny(% t,T) = F=D

(T -1); (8)

+00

N,(x,t,T) = XYFOQ(x—-X,t—1)0(t —1)dX,
2% 1, 7) _Lg()()Q( )0(t-1) ©
T<t.
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The term N; describes the particles living at the time
point T >t, i.e., those particles of the initial distribution
N, which survived up to time t. The term N, is the par-
ticle profile formed by the flux Q(x, t), to which both N;
and N, make acontribution. The equation for N, isanal-
ogous to Eqg. (4) and follows from Eq. (3) for the flux:

N,(X, t, T)

Ny(X=X,t—=T1, 1) f(1,)
F(ty)

= F(r) Ig(X)D j dr

(10)

Nl(x—x',t—rl,rl)f(Tl) a,
+t:[T F) dTEdX.

Let us substitute Egs. (8) and (9) in Eg. (10) and per-
form the Laplace and Fourier transformswith respect to
time and spatial variables, respectively, to get rid of
convolution integrals. After this, we again use Eq. (9)
and set off the term N, , on the right-hand side of the
resulting expression. By solving the linear equation for
thisterm, we get

gkF(1) exp(=pT)

N2p, k(T) = 1—f gk
p
ro (12)
t F(t,-1) Dp.

The particle density can also be written as the sum of
two termsn =n; + n,, where

g t

n, = J’Nl(x,t,r)dr, n, = INZ(X, t, T)dr.
0

Since N, depends on its variables in the self-similar
manner (9) (cf. Eq. (5)), we can write

FoNop i
" Fmexp(-p1)

Now, using Egs. (8) and (11) and the relationship f,(t +
t') = F(t") —pFy(t + t') (hereafter, theindex p denotesthe
Laplace transform with respect to t), we obtain, after
simple mathematics,

n2p, k (12)

N = 1
Pl 1- fpgk
- R
oo+ (129 plok(r)EF(T +y ~F, dTD

Note that the first term in braces is the solution to
Eq. (6) for the density (see[6]), and, hence, the second
term demonstrates the dependence of the solution on
theinitia lifetime distribution. Note again that the sec-
No. 10
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ond term becomes zero for F(t) = exp(—ut); i.e., the
dependence on the microscopic distribution vanishes.

To demonstrate the distinctions between Egs. (13)
and (6), we consider an example with the initial condi-
tion Ny(X, T) = ny(X)d,(T —1tp), where t, is a certain non-
negative delay time. In this case, the solution can be
written in a different and more compact form. By sub-
dtituting the initial condition into Eqg. (11) and using
Eqg. (12), we obtain

O FoNok
F(to)l— pgk

_ F(t+ty)ny(x)
YT F(ty)

fo(t+1o),

r]2p,k =

Finally, we write the expression for the particle density
n(x, t)

1 E‘-w d ] ( I)
— X'g(X
o) 0

—00

n(x,t) =

t

fo(t +t)N(X—=X, t—T)dt + F(t + to)no(x)EL

where n(x, t) stands for the aready known solution to
Eq. (6), towards which n(x, t) tends at large t's. How-
ever, the initia stage of density evolution at t < t,,
which, depending on t;, can be rather prolonged, pro-
ceeds in a different way. For clearness, let us consider
the situation with 3, y> 1. Inthis case, thefunction f has
anonzero first moment [M(mean waiting time) and the
function g has a finite or noninfinite second moment
X°CJ(mean square displacement). Hence, after expand-
ing the integrand in Eqg. (6) with allowance for the

smallnessest > [M0and x > «/ X0, we should arrive at
the standard diffusion equation with the coefficient D =
X220 In our situation, this is not the case. After
expanding the expression for n; in powers of the small
parameter t/t, < 1, we see that the number of such par-
ticles decreases linearly with time following the law

Ny(X, 1) = No(X) (1 - yt/to), (14)

which leads, correspondingly, to alinear increaseinthe
number of particles n,, so that the evolution of density
n, at t > [@0obeys the diffusion equation with a con-
stant source on the right-hand side:

=0 o? n2+¢(x)
- S
009 = L [gnx-x)ae, D = Fo
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Its solution has the form (see, e.g., [11])

t +o00

_ E.
"9 { _J; JATD(t —1)

Denoting by x, the characteristic width of the func-
tion ¢(X) and by t, = x5/D the corresponding diffusion
time, one can replace ¢ by the delta function if the ine-
gualitiesty < t < ty are fulfilled and arrive, after inte-
grating with respect to the coordinate, at an even sim-
pler expression.

Consequently, the introduction of a delay time t,
into theinitial lifetime distribution brings about a devi-
ation from the standard picture on the interval @<t <
t, even for the parameters 3 and y corresponding to the
conventional diffusion. The particlesintheinitial distri-
bution decrease in humber, according to Eg. (14), and
serve as asource for the formation of the self-similar n,
profile (16). This is so because of the absence of any
internal scale in a power function. For instance, the
exponential law is characterized by the time @] which
indicates that the function at t = ty + @Udecreases by e
times compared to its value at t = t,, irrespective of the
chosent,. One can easily verify that such is not the case
for a power function. Moreover, as t, increases, one is
forced to wait an even longer time t; ~ t,, after which
the function decreases, e.g., twofold, and t; — o for
to — 00,

Let us now turn to the property (1). This problem
differs from the preceding one in that the initial distri-
bution N, is now not arbitrary but arises from the pre-
liminary evolution of &,(t) during timet; according to
Egs. (3) and (4). In the case where the transport process
is described asymptotically by the conventional diffu-
sion equation, thetime it takes for establishing the self-
similar solution is determined by the microscopic time
@ i.e, Eq. (1) isfulfilled even at ty, t, > [T Thisisnot
the case for the subdiffusion regime. Let us apply the
Laplace transform with respect to variablest, and t, to
Eqg. (1) and use the property

f(t)], —[f(t
[Flt+ )], p, = [ (1)];;_501( s,

(x=8°n
D0 T)DdE dr (16)

exp%

Then the relationship

G, -G
Py P _

P -G G
P2— Py P2 P

must be fulfilled. One can easily verify that it is valid
for the Green’s function of the form (7) only if p, < p;
or t, > t;. Thissignifies that, depending on the duration
t, of thefirst evolution stage, thetimet, ~t; isrequired
for establishing the previous self-similar solution. The
real transport process at timest, < t; can be described

ZABURDAEV, CHUKBAR

using the equations with a source on the right-hand
side, as was done for the model problem with time
delay (see above). However, in contrast to the example
considered, a decrease in n; in this case and, corre-
spondingly, an increase in the number of particles n,
would be more rapid (at small t), because Ny(T) is no
longer concentrated at the far boundary T = t; but is
extended over the entire interval (O, t;). For example,
the source q(x, t) in the equation for n, (cf. [12])

'ny(x, t) _ 10°n,
= Z—+q(x t
ot 2 9x? a0t

brings about an increase in n, according to the law

+o00

J’nz(x, t)ydx O t'.

In summary, we have demonstrated that the micro-
scopic features of theinitial distribution have a sizable
effect on the process of stochastic transport. These fea-
tures should be explicitly taken into account in the
transport equation because they are responsible for the
memory effects, specificaly, for the dependence of the
form of the equation on the macroscopic time. This
additional degree of freedom allows the first stage of
system evolution to be modified. This stage can be
rather prolonged, as we have demonstrated by a model
example where the effective equations are different
from the classical diffusion equation even for the diffu-
siona parameters of the problem (for the functions of
class (2)). The number of particlesin theinitial condi-
tion linearly decreases with time to form a profile
whose evolution is described by the diffusion equation
with a constant source. The reason isthat a power func-
tion describing the waiting time at any point for a par-
ticle executing random walk has no internal scale. Tak-
ing account of the initial distribution allows one to
remove the main drawback consisting in the violation
of evolution continuity in the asymptotic equation and
use the subdiffusion equation with a time-independent
source for the description of the transient process of
profile formation by the particles of theinitial distribu-
tion. We can say that the zero moment of a distribution
function, i.e., the total number of particles, is insuffi-
cient for a correct description of the process. This func-
tion must be represented as a sum of terms, each corre-
sponding to its own type of particles. A simpleillustra-
tion of this approach is provided by the initial lifetime
distribution in the form of acomb of shifted deltafunc-
tions. However, it turns out that the division of particles
even into two classes and the inclusion of the next
moment of the distribution function (transition time
from one sort of particles to the other) appreciably
improves the accuracy of equations.
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A field-theoretical description of the behavior of compressible Ising systems with long-range interactions is
presented. The description is performed in the two-loop approximation in three dimensions with the use of the
Padé-Borel resummation technique. The renormalization group equations are analyzed, and the fixed points
that determine the critical behavior of the system are found. It is shown that the effect of elastic deforma-
tions on a system with along-range interaction causes changes in its critical, as well as multicritical, behavior.
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In compressible systems, the relation of the order
parameter to elastic deformations plays an important
role. Earlier [1] it was shown that, inthe case of an elas-
tically isotropic body, the critical behavior of a com-
pressible system with a quadratic striction is unstable
with respect to the relation of the order parameter to
acoustic modes, and afirst-order phase transition close
to a second-order oneisrealized. However, the conclu-
sionsformulated in the cited paper [1] hold only for low
pressures. As was shown later [2], at high pressures
beginning from a certain tricritical point P,, the defor-
mationsinduced by the external pressure affect the sys-
tem to a greater extent and lead to a change of sign of
the effective interaction constant for the order parame-
ter fluctuations and, as a consequence, to a change in
the order of the phase transition. In this case, according
to [2], a homogeneous compressible system is charac-
terized by two types of tricritical behavior with a
fourth-order critical point formed as the point of inter-
section of the two tricritical curves. Calculations per-
formed in terms of the two-loop approximation [ 3] con-
firmed the presence of two types of tricritical behavior
for 1sing systems and provided values of the tricritical
indices.

In structural phase transitions that occur in the
absence of the piezoelectric effect, in the paraphase the
elastic strains play the role of asecondary order param-
eter whose fluctuations are not critical in most cases.

The effect of thelong-rangeinteraction described by
the power law 1/rP-2 at long distances was studied
analytically in terms of the € expansion [4-6] and
numerically by the Monte Carlo method [7-9] in two
and three dimensions. It was found that the long-range
interaction considerably affects the critical behavior of
Ising systems for the parameter values a < 2. A recent

study carried out for a three-dimensional space in the
two-loop approximation [10] confirmed the prediction
of the € expansion for systemswith long-range interac-
tions.

This paper describes the critical and tricritical
behavior of three-dimensional compressible systems
by taking into account the effect of thelong-rangeinter-
action with different values of the parameter a.

For a homogeneous Ising-like model with elastic
deformations and a long-range interaction, the Hamil-
tonian can be represented in the form

Ho = [a 51, + 09807 + 305097’

D g : Dz : 2

+Id X{alazluaa(x)% + aZG,Bzz 1UUBi| (1)
1 .5 ol O
+ éagfd xS(x)Egluw(x)%,

where S(X) isthe scalar order parameter, u, isapositive
constant, Ty ~ |T — TJ/T,, T. is the phase transition tem-
perature, Uyg isthe strain tensor, a, and a, arethe elastic
constants of the crystal, and a; isthe quadratic striction
parameter. Let us change to the Fourier transforms of
the variables in Eq. (1) and perform integration with
respect to the components depending on the nonfluctu-
ating variables, which do not interact with the order
parameter S(x). Then, introducing, for convenience, the

0021-3640/03/7710-0556$24.00 © 2003 MAIK “Nauka/Interperiodica’
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new variable y(x) = §7°_ uy(X), we obtan the

Hamiltonian of the system in the form

1 a
Ho = Z[dDQ(To +0%,S4

u
* ﬁIquiSqlSQZS%S-ql-qZ—qS
D a o (2
+ as_[d AYq1S2Sq1-g2 + Hyoj'd a5,S,

©)
1 D 1la;” >
+ éalj-d AYaY-q + 55 Yor

In EqQ. (2), the components y, describing the homoge-
neous strains are separated. According to [1], such a
separation is necessary, because the inhomogeneous
strains y, are responsible for the acoustic phonon
exchange and lead to long-rangeinteractions, which are
absent in the case of homogeneous strains.

For the system under study, let us determine the
effective Hamiltonian that depends only on the strongly
fluctuating order parameter S

exp{-H[S]} = BIeXIO{—HR[S I []dve: @)

If the experiment is performed at constant volume, y, is
a constant and the integration in Eq. (3) is performed
with respect to only the inhomogeneous strains, while
the homogeneous strains do not contribute to the effec-
tive Hamiltonian. If the experiment occurs at constant
pressure, the term PQ is added to the Hamiltonian, the
volumeisrepresented in terms of the strain tensor com-
ponents as

Q = Qo[l + z Ugq + Z Uy Ugg + O(U3)] (4)

a=1 azp

and the integration in Eq. (3) is performed with respect
to the homogeneous strains as well. According to [11],
the inclusion of quadratic terms in Eq. (4) may be
important when dealing with high pressures and crys-
tals with large striction effects. The neglect of these
guadratic terms restricts the applicability of the results
obtained by Larkin and Pikin [1] to the case of low
pressures. Thus, the Hamiltonian has the form

557
H=1 d°q(t +07)S,S
2,[ 0 -

+ gi—? - %%Id[){ O S415425435 01-02-03 (5)

+ 56 (2— o) [} S48 S

2y = ay/(4ag), Wo = ai’/(4ay’).

The effective interaction parameter v, = Uy — 12z, that
appears in the Hamiltonian due to striction effects,
which are determined by the parameter z,, can take not
only positive but also negative values. As a result, the
Hamiltonian describes both first-order and second-
order phase transitions. At v, = 0, the system exhibits a
tricritical behavior. In its turn, the effective interaction
determined in Hamiltonian (5) by the parameter differ-
ence z, — W, may cause a second-order phase transition
in the system when z, —w, > 0 and a first-order phase
transition when z, —w, < 0. This form of the effective
Hamiltonian suggests that a higher order critical point
can berealized in the system asthe point of intersection
of thetricritical curves when the conditions v, = 0 and
Z, = W, are simultaneously satisfied [2]. It should be
noted that, with the tricritical condition z, = wp, Hamil-
tonian (5) of the model under consideration is isomor-
phic with the Hamiltonian of arigid homogeneous sys-
tem.

In the framework of the field-theoretical approach
[12], the asymptotic critical behavior and the structure
of the phase diagrams in the fluctuation region are
determined by the Callan—-Symanzik renormalization
group equation for the vertex parts of the irreducible
Green functions. To calculate the 3 and y functions as
the functions involved in the Callan—Symanzik equa-
tion for renormalized interaction vertices u, a;, and

al” | or complex vertices z = a’/4as, w = al¥?/4a

and v = u — 12z, which are more convenient for the
determination of critical and tricritical behavior, a stan-
dard method based on the Feynman diagram technique
and on the renormalization procedure [13] was used
with the propagator Gy(k) = 1/(t + |k[)). Asaresult, the
following expressions were obtained for the 3 and y
functions in the two-loop approximation:

2

— 2 2
B, = —(4—D)v[1—36vJ0+ 1728033, - 36 - 5GHv }

_ 2 2 2
B, = —(4—D)z[1—24vJ0—22J0+576%J1—J0—3C%v }

) 2 2 2
By = —(4-D)W[1‘24VJ0—42J0+2W30+576%J1‘J°_§(%V }
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Ve = (4—D)[—12vJ0—2230+2wJ0+288%31_Jg_1 VZ]

BELIM

3 (6)
Yo = (4—D)9%BGv?,
3. = qude
1= I ay2 a 2 2 az,’
(1+1g*)°(1+|p*) (2 +]a® + p*+2pg|™)
dD
JO = I qa 27
(1+1al")
Gg=_0 d’qd’p
- a_[ 2, .2 a a 2, 2 a2,
OIkI™J (1 +|g? + K+ 2ka|*) (1 + [p*) (1 + [ + p* + 2pq|™*)
Redefining the effective interaction vertices as
B, = —(4—D)W[1—24v—4z+ 2w
- v - Z - w (8)
v 3, z 3 w 3 @)

we arrive at the following expressions for the 3 and y
functions:

B, = —(4- D)v[1—36v * 1728%31—1—55%#}

B, = ~(4-D)

x 2[1—24v 22+ 576023 - 1-%5%#},

AN

J_l_oo

+576023; - 1-%6%#},
Y = (4-D)

x [— 12V — 27+ 2w+ 288%31—1—%6%#}

Yo = (4- D)96(~3v2.

The redefining procedure makes sense for a < D/2. In
this case, J,, J;, and G become divergent functions.
Introducing the cutoff parameter /A and considering the
ratios

[[dadpr(+ 1a1®)°(L+[p) (1 +|o? + p* + 2pg|*?))

3

A

AN

[diq/(l + |q|ﬂ
0

—0/(alkl%) Hqude/((1+ o + K+ 2kq|*) (1 + [pI*) (1 +|g® + p* + 2pql?))
00

2 )

(9)

SHl®

A

in the limit of A — oo, we obtain finite expressions.

The values of the integrals were determined numer-
ically. For the case a < D/2, a sequence of the values of

J,/ 35 and G/J% was constructed for different A and
then approximated to infinity.

[diq/(l + |q|a)1

2

It iswell known that perturbative series expansions
are asymptotic and the interaction vertices of the order
parameter fluctuations in the fluctuation region are suf-
ficiently large to directly apply Egs. (8). Therefore, to
extract the necessary physical information from the
expressions derived above, the Padé-Borel method
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Table
No. v* z w* by b, by v n
a=19
1 0.042067 0 0 0.684 -0.184 -0.184 0.620054 0.013420
2 0.044353 0.095190 0 0.684 0.185 0.183 0.713861 0.013420
3 0.044353 0.095190 0.095190 0.684 0.185 -0.185 0.620054 0.013420
4 0 0.5 0 -1 1 1 1 0
5 0 05 0.5 -1 1 -1 0.5 0
a=18
1 0.023230 0 0 0.628 —-0.488 -0.488 0.572714 0.007461
2 0.023230 0.245404 0 0.628 0.489 0.490 0.704621 0.007461
3 0.023230 0.245404 0.245404 0.628 0.489 -0.489 0.572714 0.007461
4 0 0.5 0 -1 1 1 1 0
5 0 0.5 0.5 -1 1 -1 0.5 0
=17
1 0.020485 0 0 0.699 -0.532 -0.532 0.567334 0.004862
2 0.020485 0.266497 0 0.699 0.533 0.532 0.706051 0.004862
3 0.020485 0.266497 0.266497 0.699 0.533 —-0.533 0.567334 0.004862
4 0 0.5 0 -1 1 1 1 0
5 0 0.5 0.5 -1 1 -1 0.5 0
a=16
1 0.015974 0 0 0.874 -0.616 -0.616 0.557889 0.003936
2 0.015974 0.309684 0 0.874 0.617 0.620 0.711578 0.003936
3 0.015974 0.309684 0.309684 0.874 0.617 -0.618 0.557889 0.003936
4 0 0.5 0 -1 1 1 1 0
5 0 0.5 0.5 -1 1 -1 0.5 0
a=15
1 0.015151 0 0 0.919 -0.635 -0.635 0.555566 0.002647
2 0.015151 0.316966 0 0.919 0.636 0.630 0.712195 0.002647
3 0.015151 0.316966 0.316966 0.919 0.636 —-0.636 0.555566 0.002647
4 0 0.5 0 -1 1 1 1 0
5 0 0.5 0.5 -1 1 -1 0.5 0

generalized to the three-parameter case was used. The
corresponding direct and inverse Borel transformations
have the form

i iy i
f(v,z,w) = Z Cii i,V ZW’
ipigpis

00

= Ie—‘F(vt, zt, wt)dt, (10)

— '1 i g iy_ip i3
F(v,z,w) = Z—(I +|2+|3)V z'w’.
AP
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For an analytical continuation of the Borel transform of
a function, a series in an auxiliary variable 0 is intro-
duced:

I~:(v z,w, 0)

ze z I1I2I3 IlZIZ I36| +ip+ig ko

i35 13

and the [L/M] Padé approximation is applied to this
series at the point 8 = 1. This approach was proposed
and tested in [14] in describing the critical behavior of
systems characterized by several vertices of interaction
of the order parameter fluctuations. The property [14]
of the system retaining its symmetry under the Padé

(11)
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approximants in the variable 0 is essential in the
description of multivertex models.

In the two-loop approximation, the 3 functionswere
calculated using the [2/1] approximant. The character
of the critical behavior is determined by the existence
of astable fixed point satisfying the set of equations

BwUzZIwh) =0 (i=1273). (12)

The requirement that the fixed point be stable is
reduced to the condition that the eigenvalues b, of the
matrix

_ aBi(utv U;, U;) —
| o0 (U, U =v,z,w)
lie in the half-plane of the right-hand complex. The
fixed point with v* = 0, which corresponds to the tric-
ritical behavior, is a saddle point and must be stable in
the directions determined by the variables z and w and
unstable in the direction determined by the variable v.
The stabilization of the tricritical fixed point in the
direction determined by the variable v is achieved by
taking into account the sixth-order termswith respect to
the order parameter fluctuations in the effective Hamil-
tonian of the model. The fixed point with z* = w*,
which correspondsto the tricritical behavior of the sec-
ond type, isa so asaddle point and must be stablein the
directions determined by the variables v and z and
unstable in the direction determined by the variable w.
Its stabilization is possible at the expense of the anhar-
monic effects.

The resulting set of the resummed 3 functions con-
tains awide variety of fixed points. The table specifies
the fixed points that are of most interest for describing
the critical and tricritical behavior and lie in the physi-
cal region of vertex values with v, z, w = 0. The table
also shows the eigenvalues of the stability matrix for
the corresponding fixed points and the critical indicesv
and n.

Theanalysisof the values and stability of thecritical
points suggests the following conclusions. Qualita-
tively, the critical phenomena seem to be identical for
any value of the long-range interaction parameter a.
The critical behavior of incompressible systems is
unstable with respect to the deformation degrees of
freedom (points 1). The stable point proves to be the
one at a constant strain (points 2). Fixed points 3
describe the first type of tricritical behavior of com-
pressible systems, which occurs at constant pressure.
Fixed points 4 are tricritical for systems studied at con-
stant volume. Points 5 are fourth-order critical points at
which two tricritical curvesintersect.

For the tricritical behavior of thefirst type (points 3),
Hamiltonian (5) is isomorphic with the Hamiltonian of

B (13)

BELIM

an incompressi ble homogeneous model and, hence, the
critical indices also coincide with those of the incom-
pressible model. The tricritical behavior of the second
type (points 4) corresponds to the critical behavior of a
spherical model and is determined by the correspond-
ing indices. The fourth-order fixed points (points 5) are
characterized by the field-average values of the critical

indices.

The large values of the effective verticeszand win
comparison with the systems with short-range interac-
tions[3] are caused by the fact that the mechanism gov-
erning the effect of elastic deformations on the critical
phenomenais related to the dependence of the interac-
tionintegral in the Ising model on the distance between
the lattice sites.

The study described above revealed the consider-
able effect of elastic deformations on the critical behav-
ior of systemswith along-rangeinteraction. This effect
manifests itself as a change in the values of the critical
indices for 1sing systems along with the appearance of
multicritical points in the phase diagrams of the sub-
stances.
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Exciton luminescence in AlGaAs layers is studied under interband excitation by circularly polarized light.
Curves of luminescence depolarization in a transverse magnetic field (Hanle effect) exhibit peaks arranged
symmetrically about apoint H = 0. It is shown that this effect is attributable to crossings of fine-structure levels
in the magnetic field. The exchange splitting of bulk exciton levels and also recombination and spin-relaxation
times are determined from a comparison between theoretical and experimental dependences. © 2003 MAIK

“Nauka/Interperiodica” .
PACS numbers: 71.35.Ji; 72.25.Rb

In recent years, effects of the fine structure in exci-
ton levelsin systems of low dimensionality have been
studied intensively [1, 2]. The exchange splitting in
such systemsis considerably increased as compared to
the bulk case as a result of a larger overlap between
electron and hole wave functions. Owing to this fact,
various manifestations of the fine structure can be
observed at not-too-low temperatures. In this work,
such effects were observed for bulk excitons in
Al,Ga, _,Ascrystals under nonresonant excitation with
circularly polarized light.

This work is devoted to studying the transverse
magnetic field effects on the degree of the circular
polarization of exciton luminescence (Hanle effect) in
high-purity samples of Al,Ga, _,As. The layers were
grown by molecular-beam epitaxy on semiinsulating
GaAs substrates with a (100) orientation using a Riber-
32P setup. The Al content varied within the range
0.09 < x < 0.295. The layer thickness was 2.5 mm. To
decrease surface recombination, the layers were coated
with buffer AlAs layers 25 nm thick. The details of the
growth procedure were described in our previous work

[3].

The measurements were performed at a superfluid
helium temperature of 1.6 K. Steady-state lumines-
cence was excited with a He-Ne laser with a power
density of order 3W/cm?. The sign of thecircular polar-
ization was reversed using an €l ectro-optical modulator
in the range of frequencies from 100 Hz to 100 kHz.
Luminescence was measured in the back-scattering
geometry at a fixed position of the analyzer using a
monochromator with a focal distance of 0.64 m. The
monochromator was connected to a dual-channel pho-
ton counter synchronized with the modulator.

The free-exciton line predominated in all the lumi-
nescence spectra [3]. The circular-polarization degree
of luminescence was measured at the line maximum.
The Hanle curves were measured in AlLGa, _,AS sam-
ples with x = 0.09, 0.15, and 0.21 (Fig. 1). In the
absence of a magnetic field, the circular-polarization
degree of luminescence for all samples comprised a
value of order 8% (curvesfor x =0.09 and x = 0.15 are
shifted in vertical). In the measurements, the polariza-

14

12

10 x=0.09

L 0.15

PL polarization degree (%)

0.21

|
-10 =5 0 5 10 15
Magnetic field (kGs)

Fig. 1. Dependence of the circular-polarization degree of
luminescence P on the magnetic field in Al,Gg; _ ,As sam-
pleswith compositions x = 0.09, 0.15, and 0.21 (curveswith
x =0.09 and 0.21 are shifted in vertical).
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tion of the exciting light was reversed with a frequency
of 1 kHz. For the compositions indicated above, the
sign of the electron g-factor ranged over the region of
both positive and negative values.

Itisevidentin Fig. 1 that the Hanle curves are intri-
cate in shape. They represent a superposition of two
contours with widths differing approximately by a fac-
tor of 10. Two additional peaks arranged symmetrically
about the zero magnetic field are observed for the com-
position X = 0.15. These peaks are not associated with
the dynamic polarization of nuclei, because measure-
ments at a frequency of 100 kHz do not change the
shape of the curves. In the sample with x = 0.21, the
peaks are not clearly defined and weak deviations from
the monotonic behavior of the curves are observed in
their place. In the sample with x = 0.09, a broad “ pad”
is observed instead of peaks.

The following model was used to account for the
results obtained. We assumed that the main part of exci-
tons is formed through a bimolecular mechanism as a
result of coupling of free electrons and holes. By virtue
of the experimental conditions, the intensities of photo-
excitation cannot be weak. For this reason, the forma-
tion of hot excitons through the geminate (pump-linear)
mechanism, in this case, turns out to be less efficient. It
was suggested that luminescence at a low temperature
is determined by bound excitons grouped in the tail
region of the density of states, which is associated with
composition fluctuations in a disordered solid solution.

The pattern of the luminescence spectrum formation
in a disordered solid solution, in the general case, is
rather intricate [4, 5]. In this work, it is suggested that
the exciton centers of mass are localized in fluctuation
wells. In this case, the internal structure of an exciton
wave function can be close to the state of afree exciton.
The smalness of the line width of exciton lumines-
cence, which comprises about 1 meV in the experi-
ment, corroborates the suggestion that the potential
fluctuations are weak.

In the proposed model, the spin orientation of exci-
tonsarisesin the course of atwo-stage cascade process.
At thefirst stage, free electrons and holes are generated
through direct interband optical transitions. Depending
on the composition of the solid solution, at a fixed
pumping frequency, the kinetic energy of photoexcited
excitonsin the conduction band fallsinto either the pas-
sive band or the band lying higher than the passive band
by a value of up to ten energies of optica phonons.
Under these conditions, electrons retain their spin ori-
entation during energy relaxation. In the opposite case,
photogenerated holes lose it completely.

Excitons are formed at the second, slower stage of
the cascade. In our samples, aradiationless recombina-
tion channel is virtually absent [3]. For this reason, the
lifetime of free carriersis fully determined by the pro-
cess of their escape to excitons. During the coupling of
electrons and holes to excitons, the electrons them-
selves do not lose their spin orientation.

EFANOV et al.

With the suggestions indicated above, the dynamics
of the electron spin S, is described by the equation

ds, S

d_te = IQeXSe_-I-_Z"'SeGI (1)
where G is the photogeneration intensity, s, is the vec-
tor of the average spin of a photoexcited electron, Q. =
0.MgB/%, Hg is the Bohr magneton, and g, is the gyro-
magnetic ratio. The relaxation time T, is determined by

the equation T.' = 1;,' + To., where T, is the exciton
coupling time and T is the electron spin relaxation
time. The steady-state number of electrons N, in the

absence of the thermal dissociation of electronsisgiven
by the equation N, = 1,G.

The kinetics of bound excitons will be described
with the use of the density matrix formalism [6]. The
Hamiltonian of an exciton in the magnetic field H is
taken in the form

A 1 .

H = 2(°-2)+Spa(g0H + 20, H). (9
Here, g, and g,, are g-factors of electrons and holes, j is
the angular momentum operator of a hole (j = 3/2),
o are the Pauli matrices, J is the total angular momen-
tum operator of an exciton, and A is the exchange split-
ting between exciton levelswith total angular momenta
J=12

The equation for the density matrix of an exciton p
has the structure

SR BUPRLIN

The first term on the left-hand side takes into account
recombination. This term involves 1, and T, twice for
levelswith J =1, 2 and the nondiagonal relaxation time
defined by theequation T35 = (13" + 15" )/2. By analogy
with [6], we suggest that the exciton spin relaxes
mainly through fluctuations of the hole spin. Corre-
spondingly, the second term in Eq. (3) is characterized
by only one time 1. In the above approach, it is
assumed that temperature is high compared to A.

Thematrix G in Eq. (3) describes the generation of
excitons. In accordance with the model assumed above,
it can be taken in the form of the product of the density
matrix of nonpolarized holes by the density matrix of
electrons

G = %G(l+250'). @)

Here, s= SJ/N,isavector numerically equal to the aver-
age spin of afree electron. Asdistinct from [6], wetake
into account the rotation of this vector in the magnetic
field, which is determined by Eq. (1).
JETP LETTERS  Vol. 77
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P, 0.1:
0.08F
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2 4 6 8
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Fig. 2. Experimental and theoretical dependences P(H) for

x = 0.15 (curve with noise is experimental). The arrow
shows the place at which the slope of the curves changes.

Based on the proposed model, we performed numer-
ical calculations of the circular-polarization degree of
luminescence P, in a transverse magnetic field. From
the very start, the relaxation broadening of levels A/t
was suggested, where 7% ~ 1;% + 17" is sufficiently
small compared to the exchange splitting A. In this
case, details of the fine structure can be reveded. The
following relation among times was considered: 1; ~
T, << T, For the spin of photoexcited electrons, the
highest possible value of s, = —0.5 was taken.

The calculated results for the solid solution with x =
0.15 are presented in Fig. 2. The initiad part of the
curve, including the side peak, corresponds to exciton
depolarization. The strong-field region corresponds to
the precession of the free-electron spin. This circum-
stance seems rather unconventional, because the life-
time and the spin relaxation time are usually suffi-
ciently long (>1 ns). On the contrary, it is the central
peak that should be associated with electrons. In fact,
here the small value of the electron g-factor plays an
essential part: g, = 0.1 at x = 0.15 [7]. The estimate of
the characteristic width of the Lorentzian tail oH
involves the product gugTOH/AZ ~ 1, and, thus, the
large value of T, is partially compensated by the small-
ness of g..

We relate the increase in luminescence polarization
at afinite field to the convergence or crossing (depend-
ing on the sign of the g, factor) of a certain group of
exciton levels. The corresponding curves are con-
structed in Fig. 3 in the case of x = 0.15. The spectrum
of the Hamiltonian (Eg. (2)) is found in an anaytica
form. Its levels are classified by the projection of the
total angular momentum M onto the magnetic field. It
isevident in the figure that the pair of levelswithM =0
and M =1, originating, correspondingly, from the states
with the total angular momenta J = 2 and J = 1,
approach each other in the peak region in a zero mag-
netic field. Under certain conditions, the above levels
make the main contribution of to the degree of lumines-
cence polarization.

No. 10
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Fig. 3. Splitting of exciton levelsin amagnetic field. Graphs
are constructed for go = 0.1, g, = —2, and A = —18 peV.

The mechanism of this phenomenon can be clarified
in the simplest case when the recombination times are
equal, that is, T, = T, = T. The solution of the equation
for the density matrix in this case can be written explic-
itly. The elements of the density matrix calculated from
the exact wave function of their levels of the Hamilto-
nian (Eg. (2)) with the energies €; and &, are propor-

tional to py, ~ [i(g, —€,) + A/T]™, where Tt =11+ 1.°.
These values are calculated in the basis set of states
with a certain projection of the angular momentum of
the exciton onto the magnetic field. For this reason, the
density matrix elements diagonal in their level number
make no contribution to the circular luminescence
polarization in the direction perpendicular to the mag-
netic field. The luminescence polarization is deter-
mined solely by the nondiagonal elements, whose
values depend on the distance between the levels Ac =
|&; — &) If thisdistance for aparticular pair of levelsis
smaller than the parameter #/T and all the other levels
are separated by a considerably larger distance, then,
according to the parameter A/AsT < 1 the contribution
of the latter to polarization turns out to be small.

The calculation shows that a broad side peak must
appear at afixed orientation of the free electron spin S..
Thelarge extension of this peak is caused by the small-
ness of the electron g-factor. Taking into account the
rotation of the free electron spin in the magnetic field
considerably decreases the peak width. However, the
obtained decay rate of polarization isslower thaninthe
experimental curves. The faster decay of polarization
compared to the calculated rate could be associated
with the processes of relaxation acceleration during
largelevel splitting, which are not taken into account in
the proposed model.

A comparison between the experimental and theo-
retical dependences for the sample with x = 0.15 gives
the value A = 18 peV, which is in agreement with the
known data for the short-range part of the exchange
splitting in the bulk exciton [8]. The obtained exciton
recombination times are equal to 1, = 50 psand 1, =
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4 ns, and the spin relaxation time is 1, = 60 ps. In the
field determined by the estimate gy ugHT1J/A ~ 1 (indi-
cated by an arrow in Fig. 2), a characteristic kink is
observed in the region of the central peak of the Hanle
curve. Here, the change in the curve slope corresponds
to the transition between two approximate asymptotes,
considered in [6] in the case of alarge exchange split-
ting of exciton levelsA > A/T and 1, < T4 <<€ T,. Calcu-
lation with the approximate equations [6] describes
well the Hanle curvesin aweak field.

The electron relaxation times are found to be 1, =
0.9 nsand 1t = 2.1 ns. The obtained value of the elec-
tron lifetime T, agrees with the fact that the case when
the density of electron—hole pairs is not too low takes
placeinthe experiment. It isfor this casethat long-term
exciton luminescence decay is usually observed in the
samples under study.

Note that the measured spin relaxation time can
apparently characterize the processes of energy relax-
ation of excitonsin the region below the mobility edge.
In thisregion, processes of radiative recombination and
phonon-assisted hopping down in energy through exci-
ton tunneling between localized states are in competi-
tion[5]. During inelastic tunneling, hole spin relaxation
inevitably proceeds because of spin—orbit interactionin
the valence band.

In the sample with x = 0.09, g, = —0.07. The best
agreement with the experimental curves is obtained at
A =15 peV and relaxation times t; = 30 ps and T, =
50 ps. Inthis case, because of the smallness of the elec-
tron g-factor and the shorter exciton lifetime, the struc-
ture with a side peak smears out into a broad “pad”
under the central peak. Inthe samplewithx=0.21, g, =
0.2. Good agreement is obtained at A = 8 peV, 1, =
60 ps, and 1= 110 ps. At this value of the g-factor, the

EFANOV et al.

crossing region of the group of levels mentioned above
liesin awesk field, where the contribution of all other
Zeeman levels has already become notable. The reason
for the wide scatter in the value of A in the samples
under study is not clear and callsfor detailed investiga:
tion.

In conclusion, it can be noted that manifestations of
thefine structure of abulk exciton were observedinthis
work using the optical orientation method and the value
of exchange splitting was cal culated independently.

Thiswork was supported by the Russian Foundation
for Basic Research, project no. 01-02-16967.
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The field dependence of the magnetic penetration depth over the entire range of stability and metastability of
the Meissner state was determined within the framework of the Ginzburg-Landau theory. A simple interpola-
tion formulais suggested. © 2003 MAIK “ Nauka/Interperiodica” .

PACS numbers: 74.25.Ha; 74.20.De; 74.25.0p

Ginzburg and Landau [1] calculated the low-field
correction to the magnetic penetration depth for an
arbitrary value of the parameter K:

5(H) = (o)L + KX 24H T (1)
O 8(k+42)°H
Inthe limiting cases of large and small K values, Eq. (1)
isvalid over the entire domain of existence of the equi-
librium Meissner state (up to the field H; in type-l
superconductors and H, in type-11 superconductors).

In type-l superconductors, an normal metal—super-
conductor transition in an external magnetic field is a
phasetransition of thefirst order. It can be accompanied
by superheating or supercooling. In type-Il supercon-
ductors, the process of superconductivity destruction
involves a stage, during which the superconductor isin
a mixed state. The transition from the normal to the
mixed statein thefield H, isaclassical phasetransition
of the second order. The occurrence of the mixed state
in asuperconductor exposed to an externa field H,,, as
well as its reconstruction in a varying magnetic field,
should be accompanied by superheating or supercool-
ing even in the absence of pinning. Thisiscaused by the
Bean—Livingston energy barrier to vortex penetration
into superconductors [2]. In the limit of |arge values of
the Ginzburg-Landau parameter, the barrier to vortex
penetration disappearsin afield H,, = H, (see[3], §34)
that considerably exceeds the field H,,, in which the
transition to the mixed state occurs.

A phase diagram (k, H) for superconductors near
the transition temperature, where the Ginzburg—L andau
theory isvalid, isshown in Fig. 1. The highest possible
superheating field H(K) for the Meissner state was
determined by Ginzburg [4], who numerically solved
the Ginzburg—Landau equations.

In the limit of large k values, Ginzburg [4] obtained
an analytical solution to the problem of magnetic field
decay in the superconductor bulk:

— i o (X -2 X
B = 2Hcsmh$+C%cosh Q?erl%' 2

where the constant C is a function of the externa field
and determined by the following equation:

H
cosh(C) = ﬁ%/1+Hﬂ+J HO

_H_CD- (3)
Ginzburg's solution determines the dependence of
magnetic penetration depth

00

5(H) = = [Box

Fig. 1. Ginzburg—Landau phase diagram for superconduc-
tors. Solid curves (except He) for the maximal superheating
field Hy, and the field H.; (equal to the ratio between the
one-quantum vortex energy and the magnetic flux quantum)
were obtained by numerical computation. The dotted curve
is the function Hg (k) given by Eq. (7).
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Fig. 2. Field dependence of the magnetic penetration depth
for various values of the parameter k. Solid lines are the
results of a numerical solution to the Ginzburg—Landau
equations. Dotted lines are interpolation functions (4). The
dashed line is the Ginzburg—Landau quadratic low-field
approximation (1).

on amagnetic field over the entirerange 0 <H < H,, =
H., where the Meissner state can be observed at large
values of K:

8(H) = 25(0)D/1+_+J

In the limit of small k values, the Ginzburg—Landau
equation for the Meissner state was solved by Galaiko
[5]. For small K, the presence of amagnetic field at dis-
tances greater than the penetration depth can be
neglected. Then,

-HE w

K(x+a).

W = tanh (5)

The parameter aisdetermined by matching solution (5)
and the solution near the boundary of the field penetra-
tion region.

In the approximation considered, the field penetra-
tion is described by a simple exponential function A =
H|qu|_1 exp(—{WylX). It can easily be shown, using the
solution obtained in [5], that in this limit the depen-
dence of magnetic penetration depth &(H) = ngl onthe
external magnetic field is also given by Eq. (4) with the
superheating field H,,, equal to

Hy = e, ©

Ju2x

MARCHENKO, PODOLYAK

Thus, quite unexpectedly, the field dependences for
the small and large values of the parameter K were
found to coincide. The numerical solution to the
Ginzburg—L andau equations for an arbitrary value of K
showed that the field dependence of the penetration
depth over the entire field range deviated only dightly
(Fig. 2) from the interpolation function (4), where the
critical superheating field for an arbitrary K is taken to
be

K+ ./2
K2+ 2./2x

as follows from the low-field limit (1).

As the maximum superheating field is approached,
both EQ. (4) and the numerical solution to the Ginz-
burg—L andau equations (Fig. 2) exhibit aroot singular-
ity. Such a singularity is usually indicative of loss of
stability of a metastable state against uniform distur-
bances (see [6], part 3).

The close similarity between the results of numeri-
cal computation of the function H,(k) and the curve
Hg (k) (Fig. 1), as well as the fact that the maximal

increasein the penetration depthiscloseto /2 (Fig. 2),
shows that the accuracy of the suggested interpolation
formula is rather high. Thus, the superconductor
parameters H, and k can be reliably determined from
the measured field dependence of the penetration depth
in bulk superconductors only in the combination enter-
ing the equation for Hg, . To separately determine these
parameters with an accuracy of 107, the accuracy of
measuring the penetration depth should be 102 or bet-
ter.

We are grateful to G.M. Eliashberg and V.F. Gant-
makher, who called our attention to works [4] and [5].

Thiswork was supported by the Russian Foundation

for Basic Research, project nos. 00-02-16250 and
03-02-16958.

H, = Hg = H (7)
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A new type of photonic crystalsis proposed. The new crystals have aforbidden gap in the microwave spectrum
of magnetostatic spin waves, and, by analogy with photonic crystals, they are called magnon crystals. Speci-
mens of such crystals were fabricated on the basis of yttrium iron garnet films. The surfaces of ferromagnetic
films containing two-dimensional etched hole structures were studied by atomic force and magnetic force mag-
netometry. The propagation of spin waves through the magnon crystals was investigated. © 2003 MAIK

“ Nauka/Interperiodica” .
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Studies of the physical properties of photonic crys-
tals stimulated the design of crystals intended for oper-
ation in the visible frequency range and formed on the
basis of synthetic opals, colloidal particles, nanostruc-
tured films, etc. [1-4]. The properties of photonic crys-
tals and, in particular, the presence of a photonic band-
gap depend on the wavelength of propagating light.
Miniature devices based on phaotonic crystals can be
designed only for wavelengths corresponding to the
visible or infrared regions. Photonic crystals with a
bandgap in the rf region should befairly large, because
the corresponding electromagnetic wavelengths are on
the order of severa centimeters. In paralel with the
development of photonic crystals, an idea was put for-
ward to develop similar crystals whose operation is
based on the propagation of magnons (spin waves) [5—
11]. Such crystals should exhibit the same properties as
photonic crystals, but with respect to the spin waves.
The crystals similar to photonic crystals but formed on
the basis of magnetic materials (namely, magnon crys-
tals), in which spin waves can propagate, have a series
of advantages over the photonic crystals. First, the spin
wavelength and, hence, the properties of these crystals
depend on an external magnetic field and, hence, can be
controlled by it. Second, for awide class of ferromag-
netic materials, the spin-wave wavelengths in the
microwave (rf) range are within tens or hundreds of
microns, and, hence, it is possible to fabricate photonic
(or magnon) bandgap crystals of about several millime-
tersin size. Moreover, such crystals can befabricated in
the planar geometry, which is important for designing

integrated devices, such as narrow-band optical or
microwave filters or high-speed switches. The proper-
ties of magnon crystals are, as yet, little investigated.
The first publications on the crystals with a magnon
bandgap only posed the problem of the existence of this
kind of crystals. However, the authors of these publica
tions recognized that the development of such crystals
should be very promising and important from both sci-
entific and practical points of view. In particular, they
discussed the problem of controlling the magnon band-
gap by an external magnetic field for one- and two-
dimensional magnon crystals [5, 6, 8, 9]. With an
appropriate choice of magnetic materials in a periodic
structure, it is possible to obtain nonreciprocal magnon
crystals with one-way transparence (i.e., crystals that
transmit the spin waves in one direction and do not
transmit them in the opposite direction) [7]. The prob-
lem of light propagation and diffraction in linear [10,
11] and nonlinear [12] magnetic photonic crystals was
also considered in the literature. In particular, the cited
publications considered the growth of the additive Fara-
day effect due to the resonant wave reflection [10] and
anisotropic transformation of waveguide modes in
magnetic photonic crystals.

In this paper, we discuss the possibilities of fabricat-
ing magnon crystals, report the results of an experimen-
tal redlization of these crystals, and consider the pros-
pects of their application.

The simplest one-dimensional magnon crystal is a
strictly periodic multilayer structure consisting of mag-
netic layers with different magnetizations, or a similar
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Fig. 1. Magnetic photonic crystals based on the YIG films
with (8) a square lattice and (b) a hexagonal lattice. The
period of the structure is 50 um, and the radius of the holes
is20 um. The image is obtained by an atomic force micro-
scope.

structure consisting of magnetic and nonmagnetic lay-
ers. The redlization of such a structure is rather diffi-
cult, because the periodicity of the magnetic properties
of layers can be violated in the course of the layer
growth, which will break the magnon crystal structure
possessing a magnon bandgap. From the point of view
of application, a two-dimensiona magnon crystal
formed on the basis of ferromagnetic films seemsto be
preferable. This crystal represents a ferromagnetic
waveguide with two-dimensional magnetization inho-
mogeneities. The inhomogeneities can be represented
by, e.g., implanted elements of another ferromagnet or
holes madein the structure. Astheinitial object for fab-
ricating a magnon crystal, we choose a ferromagnetic
yttrium iron garnet (Y1G) film grown epitaxially on a
nonmagnetic gadolinium gallium garnet substrate.
M agnetostatic spin waves can be easily excited in such
films by microstrip transducers. Owing to the high

GULYAEV et al.

Fig. 2. Image of the magnon crystal surface from a polariz-
ing microscope. In addition to the holes, one can see the
domain structure.

quality of thefilms, the propagation lossin them should
be fairly small, and the magnetostatic spin waves prop-
agate in these films without any considerable attenua-
tion within distances of many wavelengths. The struc-
ture studied by us was aY |G film with holes made by
etching. The diameter of the holes and their periodicity
were taken to be close to a half-wavelength (to satisfy
the Bragg reflection condition). The transverse dimen-
sions of the film were 1.5 x 0.5 cm?, and the film thick-
nesswas 5 um. The periodic hole structures were made
in the films by the photolithographic technique accord-
ing to the following procedure. A silicon dioxide layer
was deposited on the Y 1G film. Then, the structure was
covered by a1.3-um-thick photoresist layer, which was
insolated through a chromium mask with a periodic
hole pattern. Two types of hole patterns were used: a
square lattice and a hexagonal lattice. After exposure,
silicon dioxide was eliminated by a mixture of hydrof-
luoric acid and ammonium fluoride (solution 1). Then,
theremaining silicon dioxide | attice was used as amask
for etching the Y1 G film in an agueous sol ution of phos-
phoric acid and iron chloride (with a molar proportion
of 49.4:49.4: 1.2; solution 2). The time and tempera-
ture of etching were chosen so as to etch the material
through athickness of 4-4.5 um. After the etching pro-
cedure, silicon dioxide was completely eliminated by
solution 1. The hole thickness and the surface structure
were studied by a three-dimensional optical rugos
meter and an atomic force microscope (D300 Digital
Instruments and Solver P47H NT-MDT). Figure 1 pre-
sents the micrographs of square and hexagonal etch
patterns in the YIG films. The micrographs were
obtained using the atomic force microscope. The hole
thicknessis 4 um, and the hole period is about 50 pm.
In addition, the film surface was aso analyzed by a
polarizing microscope. Figure 2 shows the micrograph
of the ferromagnetic film surface in a weak bias mag-
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Fig. 3. Spectrum of magnetostatic spin waves propagating
in the periodic structure with the period D = 10 um; v isthe
group velocity of spin waves.

netic field. Apart from the holes, a magnetic domain
structureis clearly visible on the film surface.

The spectrum of spin waves propagating in aferro-
magnetic film with a two-dimensional periodic struc-
ture is determined from the solutions to the Landau—
Lifshits equations for the magnetization motion and the
Maxwell eguations with the corresponding boundary
(at thefilm surface) and periodic conditions[11, 12]. As
a result of solving the boundary-value problem, we
obtain the generalized dispersion equation

2Ly

K2|:| . .
COSK ;dcosk,d + Ok, —DsmKldsszd

2K
= cosh(2q,D),

whered isthefilm thickness, D isthe period of the peri-
odic structure, g, isthe wave number of the propagating
spin wave, and Kk, and K, are the propagation constants
of spinwaves. Thelatter are determined by therelations

Ky = Mﬁ—kéuu, Ky = A/qf—k(z)a,

2 2
— Wy W
UD:(M V)’ “:1+ 2H Mzi
H Wy — W
Wy W
v=—=""0 wy = yH, wy = 4myM,,
(A)H_(.k)

where H isthe external magnetic field, M, isthe satura-
tion magnetization of the ferromagnet, and wisthe spin
wave frequency. The spectrum of the waves propagat-
ing in the periodic structureis shown in Fig. 3. One can
see that the spectrum contains bandgaps corresponding
to frequencies at which the wave propagation through
the periodic structure is impossible. It should be noted
that the position of the bandgap in the frequency spec-
trum depends on the parameters of the film (the peri-
odic structure) and on the external magnetic field. Thus,

JETP LETTERS  Vol. 77

No. 10 2003

569

" f (GH)

Fig. 4. Amplitude—frequency characteristic of the model
delay line for the case of the propagation of magnetostatic
surface spin wavesin afilm with ahexagona structure. The
bias magnetic field is 530 Oe.

by varying the magnetic field, one can control the spec-
trum of the waves propagating in a magnetic photonic
crystal.

To experimentally test the spectra of spin waves
propagating in magnon crystals, we constructed delay
lines, each line containing aferromagnetic film with the
etched structure and transducers converting electro-
magnetic signals to spin waves (the input and output
transducers). We studied the amplitude—frequency
characteristics of the propagating spin waves. The char-
acteristics were obtained using a phase compensator
(PC2-18), which measured the phase difference and
attenuation. The model delay line was placed in the gap
of an electromagnet, so that the bias magnetic field
could be varied by changing the distance between the
magnet poles. The spacing between the antennas was
5 mm, and the length and width of the antennas were
3 mm and 40 um, respectively. We compared the ampli-
tude—frequency characteristics of theY |G film part that
was not etched and the part that was adjacent to the
etched film area (in Fig. 4, the etched area is the small
rectangle) with the amplitude—frequency characteris-
tics of thefilm part containing the periodic etch pattern.
From Fig. 4, one can seethat the frequency band of spin
wave excitation (the zone of magnon existence) is
much narrower for the case of wave excitation in the
film containing the periodic structure of etched holes.
Figure 5 presents the amplitude—frequency characteris-
tics of the propagating spin waves for the cases when
the exciting antennas partially covered the area of the
etched hole structure. The frequency band of spin wave
excitation decreases by an order of magnitude: when
the wave excitation occurs in the smooth (nonetched)
region, the frequency band is 400 MHz, and when the
waves are excited and propagate in the region with the
holes, the frequency band of wave excitation is about
50 MHz.
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Fig. 5. Amplitude—frequency characteristic of the model
delay line for the case of the propagation of magnetostatic
surface spin wavesin afilm with a hexagonal structurein a
bias magnetic field of 55 Oe for different positions of the
input and output antennas with respect to the region con-
taining the holes.
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Thus, in this paper, we proposed the fabrication of
ferromagnetic film—based photonic crystals that have a
photonic bandgap in the frequency spectrum of spin

GULYAEYV et al.

waves propagating in them (the magnon crystals). We
fabricated specimens of such crystals on the basis of
Y1G films. Using atomic force and polarization micro-
scopes, we studied the structure of these crystals. We
studied the propagation of magnetostatic spin wavesin
the ferromagnetic films representing the magnon crys-
tals. We presented the amplitude—frequency character-
istics of spin waves and calcul ated the band structure of
magnetic photonic crystals.

Thiswork was supported by the Russian Foundation
for Basic Research, project nos. 02-02-17166 and
01-02-17178, and the International Science and Tech-
nology Center (ISTC), project no. 1522.
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It is shown, within the framework of the generalized mean-field theory, that the ground state of asystem of Ising
point dipoles randomly filling the sites of a three-dimensional cubic lattice depends on the fraction p of filled
sites. For example, abody-centered latticeisferromagnetic at p > py; = 0.55, aspin glassat py < p < pex = 0.35,
and paramagnetic at p < pe. The transition between these states has a percolation nature. The temperature
dependences of the magnetization in the ferromagnetic phase and the susceptibility in the paramagnetic phase
were determined. The magnetic phase diagram of the system was constructed. © 2003 MAIK “ Nauka/Interpe-

riodica” .
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1. INTRODUCTION

The traditional mean-field theory of magnets, while
taking into account thermal fluctuations of interacting
magnetic moments, does assume that their local fields
are identical. This assumption is not true for random
systems with configurational disorder. The latter leads
to spatial fluctuations of alocal field, which, in contrast
to thermal fluctuations, precludes the establishing of
magnetic order even at zero temperature. In the systems
with long-range interactions, to which our random
three-dimensional Ising point-dipole lattice belongs,
this is supplemented by the necessity of including the
anisotropy of thisinteraction.

Thus, to adequately describe disordered magnetic
systems, the traditional mean-field theory must be gen-
eralized. The character of generalization depends on
the type of random process. In “liquid” random sys-
tems, the point dipoles can be situated at any site of the
space, and, to a first approximation, the correlation in
their spatial arrangement need not be taken into
account. The corresponding random process is mark-
ovian, and, to determine the distribution function for
random magnetic fields in such a system, one can use
the Markov theory [1]. The magnetic properties of such
systems are considered in [2]. In random lattice struc-
tures, dipoles can (randomly) occupy only the sites of a
certain regular (crystal) array. The method [1] does not
apply to such systems, because they are not markovian.
It is the purpose of this work to consider the magnetic
properties of a non-markovian three-dimensional ran-
dom lattice.

The properties of Ising ferromagnets with short-
range (exchange) interaction between magnetic
moments have been studied by the statistical [3] and

percolation [4] methods. Unfortunately, these methods
are unsuitable for the systems with long-range (in par-
ticular, dipolar) interactions. Inthis case, it is necessary
to appropriately modify the mean-field theory for ran-
dom systems.

The model of arandom dipole lattice considered in
thiswork can be used to describe the properties of var-
ious physical objects. Among these are materials with
giant magnetoresistance (magnetic nanograins in a
nonmagnetic metallic matrix), transparent ferromag-
nets (including those in apolymeric matrix), frozen fer-
romagnetic fluids, and crystalline systems with par-
tialy substituted magnetic ions. Among the latter, the
LiHoF, compound crystallizing in the sheelite structure

CawO, (space group Cﬁh ) is noteworthy. Its ferromag-
netism (Curie temperature T¢ = 1.53 K) is due to the
Ho®* ions with magnetic moments m ~ 13ug. A partial
substitution of the nonmagnetic ionsY 3* (with aclosed
4p® eectronic configuration) for Ho ions gives rise to
the LiHo,Y,_,F, compound, in which the magnetic
ions Ho** are randomly distributed over the corre-
sponding lattice sites. The exchange interaction
between the magnetic moments of these ions (their 4f
shell is unfilled (4f1° configuration)) is efficiently
screened by 5sand 5p electrons. In such asituation, the
dipole—dipole interactions between ions become domi-
nant and, due to crystal anisotropy, their magnetic
moments assume an Ising character. The Curie temper-
ature T(X) of this compound decreases monotonically
with increasing x (especially in the range x = 0.4-0.3),
and it becomes paramagnetic at x ~ 0.2 [5].
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In thiswork, a model of a random |sing-dipole lat-
tice is suggested which can be used for the adequate
description of the magnetic properties of LiHo,Y ; _,F,.

2. GENERALIZED MEAN-FIELD THEORY
FOR A RANDOM 3D POINT-DIPOLE LATTICE

Let us consider a three-dimensional square lattice,
whose sites are randomly occupied by Ising magnetic
dipoles. The fraction of filled sitesis p and the dipole
magnetic moments m,,, are parallel to one of the lattice
faces and take only two values: m;; = tme,, where g, is
aunit vector in the dipole direction.

In the traditional theory, each dipole is subjected to
the same loca field Hy, which determines the mean
magnetic dipole moment [, 3 (angular brackets stand
for ensemble averaging, and the subscript T denotes
thermodynamic averaging). For Ising dipoles, H || &,
and one has

z mexp(MmH,/kT)

D’ni Dr — m=zxme,
! z exp(mH/kT) (@
= meytanh(mH/kT), | = nbOmy O,

where | isthe magnetization of the system and nisthe
dipole concentration. For asample shaped like aprolate
cylinder with its axis parallel to the direction of mag-
netic dipoles, thelocal fieldHyisaso parallel toitsaxis
and equals

Ho = =3 I+ Hs. )
Here, (417/3)l isthe Lorentz field produced by the polar-
ization magnetic charges at the surface of a sufficiently
large sphere,

3cos 0 — 1
Hy = mz—;k' : ©)
ikl Piki

where the summation goes over the sites occupied by
the dipolesinside the sphere, p;, isthe distance between
acertain dipole (placed at the origin of coordinates) and
the dipole at the site (ikl), and q; is the angle between
the line connecting these dipoles and the direction e,.

L et the system with randomly distributed dipoles be
in the state with mean magnetization | || g,. The local
magnetic fields H; are different for different lattice sites
and characterized by the distribution function Fy(n;
H,), which that depends on the fraction p of occupied
lattice sites and the fraction n of dipoles whose average
moments are directed along the magnetization | of the
system.

Let us consider the possibility of magnetic ordering
in the random system of interest. The magnetization is

MEILIKHOV

| = pnlin,[§, where the average magnetic moment [in;[§
should be calculated with alowance made for the scat-
ter of random fields H; through the generalization of
regular Eg. (1). The corresponding mean random-field
equation for the magnetization j = I/pnm has the form

[

j = ;tanh[eg“;pu IR HadH, @)

where © = KT/nnisthe reduced temperature (the mag-
netization j = 2n — 1 isone of the arguments of the func-
tion F).

The ground state (T = 0) of the system is ferromag-
netic (jo =j(T = 0) = 1) if theintegra on the right-hand
side of Eq. (4) equals unity at j = 1. With allowance for
the normalization of the distribution function, this condi-
tion means that the random fields H, must be positive at
dl latice sites. Itisfulfilled if F,(1; 41d/3 + H;<0) = 0.

The limiting case of a lattice whose sites are com-
pletely filled with dipoles (p = 1) was considered in [6],
where it was shown that the character of the ground
state of a long sample with a cubic dipole lattice
depends on the lattice type; a simple lattice is aways
antiferromagnetic, whereas body-centered and face-
centered lattices are ferromagnetic. In the two latter
cases, the magnetic field H is zero at all lattice sites if
p = 1. According to the abovesaid, this corresponds to
the distribution function F,(1; Hz) = 8(0), which,
clearly, satisfiesthe above- mentioned condition for fer-
romagnetism.

To answer the question of whether the ferromag-
netic state can be the ground state of a partially filled
random lattice (p < 1), one must know how the distribu-
tion function F(j; Hz) changesits form with a decrease
in p. Inasmuch as no exact methods for determining the
form of this function are presently available, we calcu-
lated it numerically for a body-centered cubic lattice of
Ising point dipoles, whose magnetic moments were
directed along one of thelattice faces. The dipoleswere
distributed uniformly and randomly (with probability
p) over the sites of a21 x 21 x 21 lattice, and the mag-
netic field H; was calculated for the central site. The
functions F,(1; Hy) were found by exhausting a large

number (about 10%) of realizations for this system. The
resulting distribution functions F,(1; H;) are shown in
Fig. 1.

At p =1, thedistribution function has a quasi-delta-
likeform and is centered near zero. Asthe fraction p of
filled sites decreases, the width of the distribution first
increases and then decreases. Thisfollowsfrom the fact
that the distribution functions F,(1; Hz) and F; _,(1; Hj)
for the complementary systems with, respectively, the
fractions p and (1 — p) of filled sites are related to each
other as F,(1; Hg) = F; _(1; —Hy).

One can see from Fig. 1 that, when p is close to
unity, the distribution function correspondsto the ferro-
JETP LETTERS  Vol. 77
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magnetic ground state. However, at relatively small p
values, this function becomes nonzero in a broader
range of H; fields, which, according to the abovesaid,
precludes the formation of a ferromagnetic state with
jo= 1. Therefore, with a decrease in p, the system
undergoes a percol ation magnetic phase transition from
the ferromagnetic state to the magnetic (spin) glass
state withj, < 1.

To determine the percolation threshold p., for this
transition, we introduce the parameter Q(p) character-
izing the degree of penetration of the distribution func-
tion F,(1; Hy) intotheregion with H; < 41d/3. Itisequal
to the probability of adipole configuration with such an
H; value occurring among various configurations with
agiven p value. In other words, Q(p) is the fraction of
configurations with H; < 41d/3 among all studied (for a
given p) dipole configurations. The corresponding
(numerically found) dependenceis presented in Fig. 2.

As in the standard percolation theory [4], the Q(p)
dependence follows the power law (it is linear in our
case): Q(p) U (pe1r — p) with the percolation threshold
P = 0.55 £ 0.02. This value considerably (more than
twofold) exceeds the value p, = 0.25 corresponding to
the percolation magnetic phase transition from the fer-
romagnetic to paramagnetic state in a body-centered
cubic magnetic-moment lattice with short-range (pair)
interactions [4]. Thisis so because the net result of the
long-range dipole—dipole interactions is more sensitive
to the disorder in the system.

Analogous calculations suggest that the face-cen-
tered cubic Ising-dipolelattice is even more sensitive to
disorder; in the ground state, it remains a genuine fer-
romagnet (i.e., characterized by the magnetization
jo=1) only inavery narrow interval p,; <p < 1, where
P = 0.95 (recall, in this connection, that the ground
state of asimple cubic Ising-dipole lattice is not ferro-
magnetic at p = 1).

3. MAGNETIC PHASE DIAGRAM

It was established above that, at p > p4, the ground
state (T = 0) of our system corresponds to a magnetic
glass with magnetization jo<1. The temperature
dependence of magnetization and the Curie tempera-
ture of the system for a chosen p value is determined by
Eq. (4). To find its solution, one should trace how the
corresponding distribution function F(j; Ho) changes
upon varying j. An example of such evolution is shown
in Fig. 3 for the distribution function F4(j, Hs). In the
numerical calculations, the sign of the dipole magnetic
moment was chosen at random on the condition that the
fraction of dipoles with upward directed moments is
n=(1+ j)2. Itis seen that the distribution width
increases monaotonically with decreasing magnetiza-
tion (cf. Fig. 1 relating to the systemswith j = 1 but var-
ious p), leading to a decrease in the Curie temperature.
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Using the calculated distribution functions F,, one
can evaluate the integral on the right-hand side of
Eqg. (4) and find its solution for different values of mag-
netization j and temperature. The temperature depen-
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dences of magnetization determined for two p values,
one of which (p = 0.9 > p) corresponds to the ferro-
magnetic phase and the other (p=0.5<p,), totheglass
phase, are shown in Fig. 4.

The width of the temperature range (0 < © < Q)
where the random system of interest possesses sponta-
neous magnetization j > 0 decreases with decreasing p,
and the system becomes paramagnetic in its ground

1.0

0.8

0.6

04

0.2

Fig. 4. Temperature dependences of the magnetization of
random (p = 0.9, 0.5) body-centered cubic Ising-dipole lat-
tices. The dashed lines indicate the corresponding Curie
temperatures calculated by Eq. (8).
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state at dipole concentrations smaller than acertain crit-
ical value (p < py; see below).

To describe the properties of the paramagnetic sys-
tem in an external magnetic field H,, one can again use
the mean-field Eq. (4) with the replacement H; —
H¢ + H; in the argument of tanh, following which this
equation takes the form

o 1. Ho+H _
j= J’tanh[é%pj+ — %:'Fp(j; H3)dH;. (5)

As before, of greatest interest is the low-field mag-
netic susceptibility x = lim (d1/0H,), for which one
He - 0

obtains from Eq. (5)

_ pJi(p, ©)
X = e [@mid)ip o roipe) O

where

" F,(0; Hy)dH,

Ji(p, ©) = ,
(P, ©) :!;coshz(Hglemn) -

I,(p ©) = Itanh(Hglemn)MD dH,

0 9 Dj

Anaysis of the caculated distribution functions
Fo(i; Hg) showed that J, < J;; this greatly simplifies
Eq. (6) for the susceptibility and the Curie temperature
of the system. The Curie temperature is found from the
condition that the denominator in Eq. (6) turn to zero;
i.e., itistheroot of the equation

© = (41p/3)J:(p, ©). ®
OcF
II,
2 /,E’/E
/,E,/
1k e 172
L Ocx@P-po)
s E P =035
0.6 Lol 1 1 T B B |
0.03 0.1 0.3 1
P—Pex

Fig. 5. Concentration dependence of the Curie temperature
of arandom body-centered cubic Ising-dipole lattice.
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The concentration dependence of the reduced Curie
temperature ©¢(p) calculated by Eq. (8) is shown in
Fig. 5. It fitswell the power law ©¢ O (p — pey) Y2, where
P, = 0.35. The vaue ©¢ = 3 found for the maximal
Curie temperature for p = 1 corresponds to the charac-
teristic dipole-dipole interaction energy kT ~ nén (for
LiHoF,, m= 13ug and n = 1.4 x 10% cm2 [5], which
gives T ~ 1 K, in agreement with the experiment).

These results can be used to construct the magnetic
phase diagram for the random system considered
(Fig. 6). In this diagram, the regions of ferromagnetic,
glass, and paramagnetic states are plotted in the coordi-
nates “ dipol e concentration—temperature.”

To what degreethisdiagramis correct in describing
the magnetic behavior of the systems of interest, one
need only compare it with the experimental data on the
properties of the LiHo,Y,; _,F, compound. The experi-
mental magnetic phase diagram for LiHo, Y, _,F, (inset
inFig. 6) closely resemblesthe diagram obtained in this
work. One can thus believe that the magnetic properties
of LiHo,Y,_,F, can be adequately described by the
model of a random lIsing-dipole lattice considered in
thiswork.

The temperature dependence of the susceptibility in
the paramagnetic phase is given by Eq. (6). The corre-
sponding X(T) curves shown in Fig. 7 indicate that the
temperature behavior of the susceptibility at © > O
obeys the Curie law. However, the susceptibility of a
system with nonzero ground-state magnetization does
not fit the standard linear law x* O (T—Tg); asT —
Te, it increases more dowly because of the “destruc-
tive" effect of configurational disorder.

CONCLUSIONS

For random systems with magnetic interactions, the
mean-field theory requires generalization and the tak-
ing into account the nonequivalence of individual mag-
netic moments, because their surroundings are different
(random). As the fraction p of the sites occupied by
dipoles decreases in a configurationally disordered
three-dimensional 1sing point-dipole lattice, the system
undergoes a percolation transition from the ferromag-
netic state to the glass state and then to the paramag-
netic state. In contrast to the percolation phase transi-
tion in asystem with short-range exchange interactions,
our system provides an example of long-range percola-
tion. The percolation thresholds for these two cases are
substantially different.

All of the results of this work were obtained within
the framework of a modified mean-field theory, which,
like the traditional approximation, disregards spin cor-
relations. In a system with long-range interactions, to
which the three-dimensional dipole—dipole interaction
belongs, only long-range correlations are possible. The
latter can be taken into account using the Ginzburg—
Landau (GL) theory. As known [7], the GL theory
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calculated by Eq. (8). Inset: the same for the reciprocal of
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brings about results that differ from the mean-field
results only in the temperature range near the critical
temperature and which change only slightly the mean-
field T value and, hence, the magnetic phase diagram
obtained in this work. One of the possible manifesta-
tions of spin correlationsisthat, in certain local config-
urations, the moments of some dipoles are in opposi-
tion to the magnetization of the system (i.e., j, < 1 even
at py < p < 1). The magnetization of the system differs
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from unity if the distribution function F(1; Ho) is non-
zero in the region of large negative magnetic fields.
Numerical calculations could have provided the answer
to the question of how much this function is different
from zero and how fast it decreasesin thisregion. How-
ever, any numerical calculation based on exhausting a
finite number of random realizations cannot give an
answer to the question about the degree of penetration
of the distribution function F,(1; Ho) into the region of
large negative fields. It is seen only that this degreeis
exceedingly small, because the functions F(1; Hg)
resemble Gaussian functions (Figs. 2, 4), for which the
system magnetization is close to unity with exponential
accuracy.

Thiswork was supported by the Russian Foundation
for Basic Research, project no. 03-02-17029.

N -

MEILIKHOV

REFERENCES

S. Chandrasekhar, Rev. Mod. Phys. 15, 1 (1943).

E. Z. Meilikhov and R. M. Farzetdinova, Zh. Eksp. Teor.
Fiz. (2003) (in press).

T. L. Hill, Satistical Mechanics: Principlesand Selected
Applications (McGraw-Hill, New York, 1956; |nostran-
naya Literatura, Moscow, 1960).

B. I. Shklovskii and A. L. Efros, Electronic Properties of
Doped Semiconductors (Nauka, Moscow, 1979; Springer,
New York, 1984).

D. H. Reich, B. Ellman, J. Yang, et al., Phys. Rev. B 42,
4631 (1990).

J. A. Sauer, Phys. Rev. 57, 142 (1940).

V. S. Dotsenko, Usp. Fiz. Nauk 165, 481 (1995) [Phys.
Usp. 38, 457 (1995)].

Trandated by V. Sakun

JETP LETTERS Vol. 77 No. 10 2003



JETP Letters, Vol. 77, No. 10, 2003, pp. 577-581. From Pis ma v Zhurnal Eksperimental’ noi i Teoreticheskor Fiziki, Vol. 77, No. 10, 2003, pp. 681-685.

Original English Text Copyright © 2003 by Dorozhkin.
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For high-mobility two-dimensional electrons at a GaAs/AlGaAs heterojunction, we have studied, both experi-
mentally and theoretically, the recently discovered giant magnetoresistance oscillations with nearly zero resis-
tance in the oscillation minima which appear under microwave radiation. We have proposed a model based on
nonequilibrium occupation of Landau levels caused by radiation which describesthe oscillation picture. © 2003

MAIK “ Nauka/Interperiodica” .
PACS numbers:. 73.40.-c; 73.43.Qt; 75.47.De

Recent observations in high-quality two-dimen-
siona electron systems of microwave-stimulated giant
magnetoresistance oscillations (MSGMO) [1, 2] with
positions corresponding to subharmonics of the cyclo-
tron resonance [ 3] and especially the discovery of zero-
resistance states in the MSGMO minima [4, 5] attract
great attention to this spectacular phenomenon [6-14].
Observation of zero-resistance states was a reason to
assume [4, 5] their collective origin, such as photon-
stimulated superconductivity [4]. An alternative
approach to the explanation of zero-resistance statesis
based on the peculiarities of electron motion in crossed
electric and magnetic fields, when electron drift along
an electric field can occur only as aresult of scattering
events. In recent preprint [7], it has been demonstrated
that MSGM O with negative magnetoresistance in min-
ima can result from transitions between broadened
Landau levels caused by photon absorption and accom-
panied by elastic scattering on short-range scatterers. A
similar effect was shown rather long ago [15] to give a
sequence of photocurrent peaks of different signs for
unbroadened Landau levels and nonlinear conditions
with respect to an electric field. For bulk semiconduc-
tors and quantizing magnetic fields, photocurrent oscil-
lations with negative conductivity in minimawere pre-
dicted in [16] for o-type photoel ectron energy distribu-
tion function. A link between states with negative
dissipative conductivity and the zero-resistance states
was proposed in [8] (see dso[11]). It implies that neg-
ative dissipative resistivity gives rise to instability in a
system which finally breaksits symmetry and produces
inhomogeneous states with nearly zero average resis-
tance. This result alows one to associate theoretical
states with negative dissipative resistivity and the
experimental zero-resistance states. The inhomoge-

TThis article was submitted by the author in English.

neous states are characterized by high local current
density even at zero net current through a sample. One
more approach to the explanation of MSGM O based on
edge magnetoplasmainstability was considered in pre-
print [13].

In this paper, we reproduce previous experimental
observations [1, 2, 4, 5] of MSGMO with some addi-
tional data and compare them with our calculations,
based on the results of the self-consistent Born approx-
imation (SCBA), which are capable of explaining the
main features of MSGMO in terms of nonequilibrium
occupation of broadened Landau levels under micro-
wave radiation. Additionally, our model predicts the
appearance of the second harmonic in Shubnikov—de
Haas oscillations for an appropriate choice of micro-
wave frequency and sample parameters.

We have measured a Hall bar sample with an
L-shaped conducting channel. Channel width was
equal to 0.2 mm, and the distances between neighbor-
ing potential probeswere either 0.4 or 0.6 mm. Magne-
toresistance per square R, and Hall resistance R, have
been measured by the standard technique exploiting the
low-frequency AC current excitation and phase-sensi-
tive detection of a voltage between potential probes
with the use of a lock-in amplifier. We used the fre-
quency 9.2 Hz and amplitude of the current 1 pA, well
within the ohmic regime. The results for R, and R,
presented in this paper do not depend on pairs of poten-
tial probes used for measurements. The sample was
produced from a GaAs/AlGaAs wafer of the standard
structure containing atwo-dimensional electron system
at a single remotely doped GaAs/AlGaAs heterojunc-
tion with the spacer width about 55 nm. The most pro-
nounced MSGMO were observed after illumination of
the sample until saturation of electron density at about
ng = 3 x 10 cm2. The corresponding mobility of elec-

0021-3640/03/7710-0577$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. Magnetoresistance R, Hall resistance R, measured

with excitation current I~ = 1 pA versus magnetic field H in
the absence of microwave radiation (dotted lines) and under
microwave radiation (dashed and solid lines). Data in
(a) and (b) were measured at frequencies 168 and 30 GHz,
respectively, at temperature T = 0.4 K. Power P shown in
Figs. corresponds to the oscillator output. Positions of
magnetic fields corresponding to subharmonics of the
cyclotron resonance are marked in (&) by diamonds. ng =

2.84 x 101 cm2.

tronswas =7 x 10° cm?/(V s). The sample was placed
in a close ended rectangular waveguide of the WR-62
type with cross-section 16 x 8 mm, which was placed
in a 3He refrigerator. The two arms of the L-shaped
sample were parallel to the long and the short sides of
the rectangular. The microwave radiation in the fre-
guency range 10-170 GHz was produced by a set of
oscillators. The microwave power reaching the low-
temperature end of the waveguide was estimated to be
aways below 2 mW. At frequencies greater than
50 GHz, the transmission coefficient between oscillator
output and the low-temperature part of the waveguide
was rather low, falling down to values on the order of
0.01.

Typical experimental dataareshowninFig. 1. Inthe
absence of microwave radiation, magnetoresistance R,,
demonstrates at H = 0.15 T standard Shubnikov—de
Haas oscillations periodic in the inverse magnetic field
with the period determined by the areal density of elec-
trons ng in a two-dimensional system. Corresponding
oscillations in R,, become visible only at magnetic
fields higher than 0.4 T. Microwave radiation sup-

DOROZHKIN

presses Shubnikov—de Haas oscillations at low mag-
netic fields and gives rise to new oscillations (micro-
wave stimulated giant magnetoresistance oscillations)
also periodic in the inverse magnetic field with the
period determined by microwave frequency (compare
Fig. laand 1b). Positions of MSGMO follow those of

subharmonics of the cyclotron resonance w = kooﬁk) =

k(eH®/m*c). Here, m* = 0.067m, is the effective mass
of electronsin GaAs. The main minimaand maxima of
MSGMO are shifted to different sides from the corre-
sponding subharmonic. Additional weaker oscillation
arises at comparatively low-frequency and high-power
radiation a w < w, and can be associated with the
cyclotron resonance harmonic w < wJ/2 (seeFig. 1b). In
the main MSGM O minima, the magnetoresi stance can
become rather close to zero (see also [4, 5]). MSGMO
peaks have a characteristic asymmetric triangular form
with a steep drop at the low-magnetic-field side. At the
same time, the microwave radiation has practically no
effect on the Hall resistance (in Fig. 1a the solid R,
curve measured in the presence of the microwaves is
practically indistinguishable from the “dark” dotted
curve).

Our calculations of magnetoconductivity tensor
components g, and o, are based on formulas obtained
within the self-consistent Born approximation in the
absence of Landau level mixing (see [17] and refer-
ences therein):

_ o« 2Nl e-er 1 < 2Noue
D = Y 7 I-Fr 8] =3 7z ©.0
n=0 n=0
2 |j-xxDzEnJ'rnD dfo
Oux = —ﬁ z D_nD D_aEDZ”(E)dE’ ()
n=0 en—n
nsec
Oy = — T_'
2 00 Xy 4€n+rn (3)
€ (My) 0 df5ae
— =2, (€)de.
7n 2., ] o

n

Here, D(€) isthe density of statesand €, = fio(n + 1/2)
is the energy of the nth spin-degenerate Landau level
with the width I, and the total number of states on the
level Ny = 2eH/hc. Contributions of thislevel to o,, and

g,y are characterized by the parameters I'," and 'y,

respectively. Our modification of the equations of [17]
is the use of nonequilibrium distribution function f(e),
which is formed, at zero temperature, as a result of
direct one-photon transitions (induced and spontane-
ous), i.e, transitions accompanied by the energy
change by A and the nearly zero momentum variation
equal to the photon momentum. We neglect all other
excitation and relaxation processes. Such a function
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can ariseif the lifetime of aphotoexcited electron isthe
shortest timein the problem. This conditionisnormally
justified if the energy of this electron is less than the
energy of optical phonon (see, for example, [18]),
which isfulfilled in our experiment. As can be shown,
the distribution function obtained under these condi-
tionsis appropriate for calculations of the magnetocon-
ductivity in accordance with Egs. (2) and (3).

At zero temperature, it is easy to write down the
condition of the steady state which relates values of the
distribution function f(e) at energies differing by 7w:

_ M(e—fiw)
& = 1 fe—to) @

Here, the parameter A characterizes microwave inten-
sity. This relation is applicable at nonzero densities of
states D(e) and D(e —w). If D(e) =0 or D(e —%Aw) =0,
we set f(e) = fy(e), where f, is the Fermi distribution

functionat T=0. Eq. (4) and condition _: f(e)D(e)de =

n, define the nonequilibrium distribution function that
was used for calculations of the conductivity. Figure 2
demonstrates that, in some ranges of energy, photon-
stimulated interlevel transitions can give rise to an
inverted population of electron states (df/de > 0) lead-
ing to negative contributions to the conductivity o,,.
The inversion is possible only when w > w, The
inverted occupation shown in theright panel of Fig. 2is
obvioudy independent of the position of the Fermi
energy on the lower level, i.e., of the filling factor of
Landau levels. Our computation shows (see Fig. 3) that
the appearance of energy regions with inverted popula-
tion of broadened Landau levels can lead to the nega-
tive sign of o, and, consequently, to the negative mag-

netoresistance R, = 0,,/(0%, + 0%, ). We have consid-

ered two limiting cases of the short- and long-range
scatterers when analytical formulas are available for

dependences of the parameters I, I, and I'}Y onn

and magnetic field [17]. For the short-range (long-
range) scatterers there is only one (two) independent
parameter (s). Figure 3 shows the results of our calcu-
lations. To get data corresponding to the absence of
radiation, we have set the parameter A to the very low
value\ =1 x 1071°, Theresults obtained under radiation
provide M SGMO with both the form of the oscillations
and their positions, in reasonable agreement with the
experiment (namely, the minimum (maximum) associ-

ated with a particular subharmonic lies at w > kcof:k)

(< ko). The main difference from the experiment

is the fact that the calculated magnetoresistance in the
MSGMO minima is negative. Elimination of this dis-
crepancy liesbeyond our model, which isapplicablefor
macroscopically homogeneous systems, and could be
referred to the results of [8]. Additionally, there are at
least two more mechanisms leading to suppression of
the negative conductivity, which are finite temperature
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Fig. 2. Schematic of the electron redistributions between
two neighboring broadened Landau levels, which are
caused by microwave radiation of two frequencies w; < w.
(left panel) and w, > w (right panel). Partly occupied states
are shaded. The lowest level containsthe Fermi energy eg at

zero temperature. Assumptions concerning relaxation pro-
cesses are discussed in the text.
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Fig. 3. Calculated magnetoresistance R, and Hall resis-
tance R, versus ratio wy/w proportional to magnetic field
for two very different intensities of microwave radiation,
characterizing by parameter A = 1 x 10710 (dotted line) and
A =2 (solid ling). The solid and dotted R,y lines overlap,

(&) and (b)—correspond to two limiting cases of the scat-
terer range, different values of the microwave frequency,
and different values of Landau level width (corresponding
parameters are shown in the figure).
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and all kinds of relaxation processes. These arguments
show that the cal culated regions of negative magnetore-
sistance can be associated with the experimental min-

imaof MSGMO. For w= ku)f:k) , our model predictsthe

absence of the photoresponse in magnetoresistance.
But thisisvalid only for the two limiting cases of short-
range and long-range scatterers, when the width of a
Landau level I, is independent of a level number n
[17]. For the intermediate-range scatterers, points
where RyJp - o = Rylp 2 o Should depend on the radiation
power P and be shifted from the positions of the subhar-
monics, which is consistent with our experimental data,
where these points always appear at lower magnetic
fields than the corresponding subharmonics. Additional
shift of these points can result from relaxation pro-
Cesses.

It is necessary to discuss the role of different
unknown parameters that enter our model. Absolute

valuesof I, Iy, 'Y, and A affect only amplitude and

the detailed form of the Shubnikov—de Haas oscilla-
tions and MSGMO. Neither of these parameters influ-
ences the positions of the oscillations. Explanation of
the experimentally established absence of the photore-
sponse in the Hall resistance is closely related to the

absolute values of parametersl,, 'y, and 'Y . Within

SCBA this result appears rather natural for the case of
long-range scatterers (in Fig. 3athe solid and dotted R,
lines overlap) and needs very narrow Landau levelsin
the other limiting case. A problem arises with the abso-
lute values of the magnetoresistance even in the
absence of microwaves (see aso the results of [7]
obtained within SCBA for short-range scatterers). In
comparison with experiment, SCBA gives either too
high or too low values of magnetoresistance for two
limiting cases of short-range and long-range scatterers,
respectively. But it seems to be possible to get reason-
able absolute values of the magnetoresi stance together
with the absence of the photoresponse in the Hall resis-
tance for intermediate-range scatterers. Comparison of
the lower limit for the range of potential fluctuations,
given by the spacer width, with the cyclotron radiusin
magnetic fields involved shows that, in our experimen-
tal conditions, intermediate-range scatterers are of
great importance.

An important aspect of the experimental results is
the existence of MSGMO in very weak magnetic fields,
where Shubnikov—de Haas oscillations are not
observed. Obvioudly, the appearance of MSGMO
proves the existence of the Landau quantization in cor-
responding magnetic fields. We explain the absence of
the Shubnikov—de Haas oscillations in these fields by
inhomogeneous broadening of the oscillations picture
caused by long-range carrier density fluctuations in a
sample. MSGMOs are much less affected by this
broadening because of the larger period of these oscil-
lations measured in the filling factors of Landau levels.

DOROZHKIN

Inhomogeneous broadening is not included in our
model, and Shubnikov—de Haas oscillations and
MSGMO coexist at the same magnetic fields.

It isinteresting to note that, in addition to MSGMO,
the results of our calculations describe some additional
features of the experimental data. In the case of com-
paratively narrow Landau levels, the Shubnikov—de
Haas oscillations are only dlightly modified by micro-
wave radiation at w < w, and in between thek = 1 min-
imum and k = 2 maximum of MSGMO (compare
Figs. laand 3a). At rather wide Landau levels, experi-
mentally realized at weaker magnetic fields, our model
describes strong suppression of the magnetoresistance
a w < w, in very good agreement with our observa-
tions (compare Figs. 1b and 3b) and |eadsto the appear-
ance of additional minima related to the w = wy/2 har-
monic (shown by arrow in Fig. 3b). Note that the latter
effect appears in our model without two-photon pro-
cesses. Our model predicts that, for the appropriate
choice of Landau level width and microwave frequency
and power, a great second harmonic can appear in the
Shubnikov—de Haas oscillation picture (in Fig. 3b it
occurs at w/w > 2.5).

In summary, we have shown that the experimentally
measured photoresponse of two-dimensional electrons
on microwave radiation, including MSGMO, is consis-
tent with our theory considering conventional magne-
totransport effects under conditions of nonequilibrium
occupation of electronic states.
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Dr. JH. Smet for the kind opportunity to carry out the
experimental part of this research in the Max Planck
Insitut fur Festkorperforschung (Stuttgart, Germany)
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GaAg/AlGaAs material. The author gratefully
acknowledges valuable discussion with S.V. lordansky
and the partia support of thiswork by INTAS and the
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Anomalously intense dispersion was observed in the magnetic resonance signals of manganese clustersin the
chalcopyrite crystal ZnGeP,:Mn with a high concentration of manganese. The EPR signals detected corre-
sponded to two types of isolated manganese ions. One of these apparently possesses acceptor properties, which
makes manganese a self-contained impurity for the formation of aferromagnetic state in accordance with recent
theoretical predictions. © 2003 MAIK * Nauka/Interperiodica” .

PACS numbers: 76.30.Da; 75.30.-m; 75.50.Pp

Electron charge and spin are the basis of modern
information technology; however, charge and spin
properties are used in different materials: semiconduc-
tors (Si, GaAs) and ferromagnets, respectively. It isnat-
ural to suggest that the use of electron charge and spin
propertiesin the same material holdsthe greatest prom-
ise. In this case, inasmuch as the electronic properties
(conductivity) are controlled by doping donor or accep-
tor impurities, the magnetic properties can be changed
by introducing magnetic impurities; in other words, the
solution of the problem residesin the creation of anew
class of materias, namely, magnetic semiconductors.
Originally, it seemed that compounds of the [1-VI type
were the most suitable semiconductors. These com-
pounds can readily be doped with magnetic ions, for
example, manganese, in high concentrations, because
manganese readily replaces a cation, for example, zinc.
However, it is difficult to control n and p types of con-
ductivity in such materials. At the same time, com-
pounds of the I11-V type are difficult to dope with Mn
ionsin sufficient concentrations because of the low sol-
ubility of these elements. The development of methods
for doping such compounds with the use of molecular-
beam epitaxy (MBE) is one of the waysfor solving this
problem [1]; however, the use of ternary compounds of
the chalcopyrite type (for example, ZnGeP,) is aso
promising. On the one hand, these compounds are ana-
logues of 111-V compounds, on the other hand, manga:
nese can replace zinc in anatural way. In thiscase, high
concentrations of manganese can be obtained under
equilibrium conditions, in contrast to oversaturated
solutions of [11-V (Mn) compounds obtained by MBE.
It should be noted that, at one time the use of ternary
compounds (for example, yttrium—aluminum garnets)

instead of binary ones (sapphire) solved the problem of
introducing high concentrations of rare-earth element
impurities into crystals for creating lasers based on
them.

Electron paramagnetic resonance (EPR) is one of
the most direct methodsfor studying magnetic impurity
ions. A number of papers have been published in which
manganese was studied by the EPR method in 111-V
crystals [2—4] and in a number of chalcopyrites [5, 6].
In al the materials, except for GaAs, the EPR spectra
of only Mn?* ions were observed. Signals of the Mn?*—
hole complex were detected in the GaAs crystal along
with Mn?* spectra. The hole occupied a delocalized
orbital centered at the Mn?*ion [2, 3]; that is, Mn** isa
negatively charged acceptor A<(3d).

In recent years, anumber of works have appeared in
which the observation of magnetic ordering (ferromag-
netism) at room temperature is reported for chalcopy-
rite films doped with manganese in high concentrations
[7-9], in particular, in (Zn,MnN)GeP, films grown on
single crystal ZnGeP, substrates[8, 9]. Recently, ferro-
magnetism at room temperature has been observed in
bulk (Zn,Mn)GeP, materials [10]. Studies of magnetic
resonance in the (Zn,Mn)GeP,/ZnGeP, system are pre-
sented in [11]. EPR signals of isolated Mn?* ions
replacing zinc were detected in the ZnGeP, substrate.
In this case, in the process of manufacturing the mag-
netic film, manganese diffused into the substrate con-
taining, according to the EPR data[11], a high concen-
tration of zinc vacancies. It was aso suggested that
more than one type of manganese centers are contained
in the substrate. The occurrence of two types of manga-
nese in (Zn,Mn)GeP, is a principal problem, because,

0021-3640/03/7710-0582$24.00 © 2003 MAIK “Nauka/Interperiodica’



DETECTION OF MAGNETIC RESONANCE SIGNALS

according to the new theory [12], manganese can
replace germanium and create holes, which just leadsto
ferromagnetism in these compounds. Thus, searching
for EPR signals of manganese replacing germanium is
an urgent problem. The goal of thiswork isto perform
studies of bulk ZnGeP,:Mn crystals containing high
concentrations of magnesium (~2%) using magnetic
resonance techniques.

The experiments were carried out on a commercial
EPR spectrometer (Jeol) at a frequency of 9.3 GHz
(X-range) with the use of a laboratory-made flow
helium cryostat, which allowed the temperature to be
varied in the range of 4-300 K. All EPR spectra pre-
sented in the figures were recorded without accumula-
tion as aresult of one sweep.

Several types of magnetic resonance signals were
detected in ZnGeP,:Mn (~2%) crystals. Part of the sig-
nals represented EPR absorption spectra of isolated
manganese ions. These signals were characterized by
the conventional hyperfine (HF) structure in the form of
a sextet of lines due to the HF interaction of unpaired
electrons with the nuclear magnetic moment of manga-
nese | = 5/2; the signals were observed without signifi-
cant changes throughout the entire range of tempera-
tures at which the studies were performed (4-300 K). A
signal in the form of abroad (~30 mT) unresolved line
was also observed. This signal significantly differed
from the conventional EPR signal, because it was char-
acterized by anomaloudly intense dispersion.

Figure 1 presents EPR spectra of the
(Zn,Mn)GeP,/ZnGeP, structure (curves 1a and 1b) and
the ZnGeP,:Mn crystal containing ~2% Mn (curve 2).
EPR spectra 1a and 1b were measured at atemperature
of 42 K in the ZnGeP, substrate of the structure
(because of the small thickness of the (Zn,Mn)GeP,
film, EPR spectra cannot be observed in it) in orienta-
tions close to B || ¢ (five groups of fine-structure lines
corresponding to transitions Mg = 1/2 ~— Mg = -1/2,
Mg = #£3/2 ~—— Mg = £1/2, and Mg = #5/2 ~——~ Mg =
+3/2 are shown only for the B || c orientation; see [11])
and B [ ¢, respectively. Spectrum 2 was measured in
the ZnGeP,:Mn crystal (~2%) at atemperature of 30 K.

EPR signals 1a and 1b belong to isolated Mn?* ions

replacing zinc ions (Mn?,'1 ), and the broad unresolved

linein the form of absorption belongsto saturated EPR
signals of zinc vacancies (a low temperature of 4.2 K
was used precisaly for the saturation of this line over-
lapping with the Mn?* signals, and the EPR signal of
zinc vacancies was used for the detection of the crystal
orientation).

Six virtually equidistant narrow lines are observed
in the spectrum in Fig. 1, curve 2. These lines are of
approximately the sameintensity, and an additional five
pairs of lines are seen between them. This EPR signal
(wedesignate it as Mn(1)) istypical of the central tran-
sition Mg= 1/2 ~— Mg=-1/2 for Mn?* ions (S=5/2),
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Fig. 1. EPR spectra of (1a, 1b) the (Zn,Mn)GeP,/ZnGeP,
structure and (2) the ZnGeP,:Mn crystal containing ~2%
Mn. EPR spectra 1a and 1b were measured in the ZnGeP,

substrate of the structure at a temperature of 4.2 K for ori-
entations close to B || ¢ (five fine-structure-line groups are
shown only for the B || c orientation); spectrum 2 was mea-
sured in the ZnGeP,:Mn crystal (~2%) at a temperature of

30K for the orientation of the magnetic field corresponding
to the maximum splitting of the fine structure assigned to
the Mn(I1) spectrum. The low-field and high-field parts of
signal 2 are shown separately with 15x magnification. The
sextet of lines of the HF structure with forbidden transitions
between them is assigned to Mn(l) centers. The narrow line
in curves 1la and 1b with g = 2.00237 designated by arhom-
bus belongs to quartz, and narrow lines designated by stars
in spectrum 2 belong to boundary linesin the EPR spectrum

of Mn?* ionsin MgO, which we used as a reference.

where the lines arranged between the six main transi-
tions correspond to forbidden transitions AMg = 1,
Am, =+1. Additional lines of lower intensity are seenin
spectrum 2 (al so shown with 15x magnification). These
lines are arranged symmetrically about the central line
and represent the fine structure of isolated manganese
centers (spectrum 2 was recorded for the orientation
with the largest splitting of this fine structure). Appar-
ently, the fine-structure lines do not belong to Mn(l)
centers because of the large difference in intensities;
therefore, we designate them as Mn(l1). The narrow
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Fig. 2. Orientation dependences of the EPR signas
observed in the ZnGeP,:Mn crystal (~2%) recorded at

4.2 K. The orientation at which the fine structure splitting is
amaximum and the line width isaminimum corresponds to
0°. The sextet of lines above is designated as Mn(l), and its
position insignificantly varies with orientation. At the bot-
tom, the four groups of six lines correspond to the position
of the fine structure lines for an angle of 0°. Their corre-
spondence to the Mn(l) center or acenter with S= 2 isdis-
cussed in the text.

linewith g = 2.00237 designated by arhombus belongs
to quartz, and narrow lines designated by stars belong
to boundary lines in the EPR spectrum of Mn?* ionsin
MgO. These lines were used as reference signals.

Orientation dependences of the EPR signals in the
ZnGeP,:Mn crystal (~2%) recorded at 4.2 K are shown
inFig. 2. A fine structure is seen in the spectrum (shown
below for an angle of 0° as four sextets). Its distinctive
feature is a strong broadening and, as a consequence, a
sharp decrease in the intensity of these lines upon devi-
ation from the orientation with maximum splitting.
This behavior can be observed in the presence of acer-
tain defect in the nearest environment of manganese
(for example, a hole center), which causes symmetry
lowering and reduces strain in thevicinity of theMnion
(deviation from the axial symmetry). In this case, a

BARANOV et al.

defect can belocated at several positionswith respect to
the manganese ion. The fine structure is characterized
in the standard designations [13] by the spin Hamilto-
nian parameters D (axial symmetry) and E (deviation
from the axial symmetry). The sharp broadening of the
lines upon variation of the angle provesthat an angle of
0° approximately corresponds to the magnetic-field
direction along the symmetry axis of the manganese
center. Only for this orientation does parameter E make
no contribution to the position of the EPR line. This
contribution increases with increasing angle and
reaches a maximum at an angle of 90°. The greatest
effect is observed for the outer groups of the fine struc-
ture; therefore, the signal is hardly seen at angles
exceeding ~40° and the outer lines are broadened more
rapidly. Exchange interactions between manganese
ions can aso make a certain contribution to the broad-
ening of fine-structure lines. In addition, relatively
intense EPR signals were detected as a group of six
lines of the manganese HF structure in the region of
fields of 150-160 mT (g ~ 4), which, probably, corre-
spond to the transitions forbidden for Mn(l) centers
with the selection rules AMg = 2, Am, = 0, £1. Signifi-
cant orientation dependences of the intensity were
observed for these forbidden EPR signals. It was also
found that EPR signals for some orientations exhibited
splitting into alarger number of lines. The EPR spectra
presented in Fig. 2 essentialy differ from the conven-

tional signalsof M n; ; therefore, we believe that these

spectra belong to isolated manganese ions located at a
different crystal lattice position. Two suggestions can
be made concerning the observed fine structure in
Fig. 2. Thefirst suggestion isthat thislineis associated
with the central sextet of lines (Mn(l), shown abovein
Fig. 2) and belongs to a center with S=5/2, that is, to
an Mn?* ion, because the appearance of this fine struc-
ture correlates with the disappearance of thelines of the
forbidden transitions and because all the lines are com-
parable in intensity. The hyperfine structure constant of
Mn(l) manganese centersis comparable with the corre-

sponding constant for Mn2,, (~5.6 mT), which may

point to ahigh degree of covalence[14]. Thus, theinter-
dtitial position of manganese can be excluded from con-
sideration, and it isvery likely that manganese occupies
a germanium position in the lattice. According to the
second suggestion, the fine-structure lines observed in
Fig. 2 can be considered separately from the central
sextet of linesif it is assumed that the fine structure for
Mn(l) is completely averaged, for example, due to
strong exchange interactions. Then, thefine structurein
Fig. 2 inthe form of four mutually overlapping groups
of lines by six linesin each group may belong to Mn3*
centers with aspin S= 2, which also confirms the ger-
manium position of manganese.

The charge and spin state of Mn(ll) centers cannot
be unambiguously determined because of the strong
overlap of their EPR signals with more intense lines of
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Mn(l) centers. It isimportant to emphasi ze that the fine
structures presented in Fig. 1 (curve 2) and Fig. 2 are
observed for different orientations of the magnetic
field; that is, the symmetry axes of these centers do not
coincide. Along with the natural suggestion that these
signals belong to Mn?* centers, the occurrence of the
state with an integer spin S cannot be excluded, which
excludes the charge state Mn?* and corresponds to the
state Mn®* or Mn*. However, additional investigations
with precisely oriented crystals are necessary. Themain
challenge of this work was to show that several differ-
ent EPR spectra of isolated manganese ions are
observed in the crystal. The occurrence of twinsin the
crystal cannot be excluded, which complicates the
interpretation of the EPR spectra; however, we investi-
gated crystals of different sizes (differing by approxi-
mately an order of magnitude) and observed no signif-
icant difference in the EPR spectra.

Figure 3 presents the magnetic resonance spectrum
for the ZnGeP,:Mn crystal (~2%) measured at a tem-
perature of 25 K by absorption (curve 1) and by disper-
sion (by the change in the microwave frequency at the
instant of resonance) (curve 2). A broad unresolved line
is seen in the spectrum, which overlaps with the signals
of isolated manganese ions shown previoudly in Fig. 1
(curve 2) and Fig. 2. In the case of conventional mea
surements by the absorption of the microwave power
(curve 1), these signals are observed as the derivative,
however, the intensity of the broad line was signifi-
cantly lower than that of the EPR signals of isolated
manganese ions. Thus, the signals with broad lines are
characterized by anomalously large dispersion and,
apparently, belong to clusters of manganese ions occu-
pying zinc positions. It is not excluded that the manga-
nese ions are magnetically ordered. The temperature
dependence of the intensity of this signal qualitatively
corresponds to the temperature dependence of magne-
tization observed in [10], where a relatively fast
decrease in magnetization was observed for a close
concentration of manganese (~2%) in the temperature
range of 4-50 K, followed by a smooth decrease in
magnetization up to 300 K.

Thus, it is rather probable that at least two types of
manganese ions differing in their charge state with
respect to the lattice occur in ZnGeP,:Mn (~2%):

(i) Mn2:, which may be conceived as a neutral A%(3d°)

site,and (ii) M ane (or M né;), which correspondsto the

AZ(3d®) (or A<(3d*) state in the lattice and represents a
double acceptor, similarly to the way the Mn?* state in
GaAs represents a negatively charged A(3d°) acceptor
[2, 3]. It may be suggested that anomalous orientation
dependences in the EPR spectra associated with Mng,
are due to the occurrence of a defect, possibly a hole,
delocalized in the vicinity of Mn, which is similar to
what takes place in the GaAs:Mn crystal [2, 3]. The
broad line with anomalous dispersion most likely
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Fig. 3. EPR spectra of the ZnGeP,:Mn crystal containing
~2% Mn measured at 25 K (1) by absorption and (2) by dis-
persion. The orientation of the crystal approximately corre-
spondsto an angle of 10° in Fig. 2. The meaning of the nar-
row lines designated by the rhombus and stars is the same
asinFig. 1.

belongs to Mnif1 ions coupled with strong exchange

interactions, because the concentration of theseionsis
high. The HF structure is unresolved because of these
interactions. The occurrence of inclusions of the MnP
type, which may be responsible for the broad linein a
way similar to the inclusions of MnAs in GaMnAs
compounds[15], cannot be completely excluded. How-
ever, studies of the photoemission of electrons from
film samples of (Zn,Mn)GeP, showed the absence of
chemical statestypical for the MnP compound.

The results of this work corroborate the theoretical
prediction [12] of the existence of stable defectsin the
material. These defects generate holes, which can form
complexes with manganese ions replacing zinc. Hence,
it may be suggested that manganese is a self-contained
impurity for the creation of a ferromagnetic state,
which isin agreement with the theory [12]. At the same
time, the conclusion made by the authors of [10] that
ferromagnetism in chalcopyrites, as distinct from the
GaMnAs system, may not have a hole nature cannot be
considered sufficiently justified in light of the results
presented in this work.
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We study the Josephson junction between two d-wave superconductors, which is discussed as an implementa-
tion of aqubit. We propose an approach to cal cul ate the decoherence time dueto an intrinsic dissi pative process:
guantum tunneling between the two minima of the double-well potential excites nodal quasiparticles, which
lead to incoherent damping of quantum oscillations. The decoherence is weakest in the mirror junction, where
the contribution of nodal quasiparticles corresponds to the superohmic dissipation and becomes small at small
tunnel splitting of the energy level in the double-well potential. For available experimental data, we estimate
the quality factor. © 2003 MAIK “ Nauka/Interperiodica” .

PACS numbers: 74.50.+r; 85.25.Cp; 03.67.Pp

Among various candidates for physical implemen-
tation of quantum bits, solid-state proposals, and in par-
ticular superconducting devices, have a number of
advantages, e.g., scalability and variability [1]. Particu-
larly interesting are the so-called quiet qubits, which
are intrinsically degenerate, i.e., do not require any
external source for maintaining the degeneracy. Such
qubits can be redlized in systems involving d-wave
superconductors [2]. Recently, it was experimentally
demonstrated that a double-well potential is indeed
realized in the Josephson junctions between d-wave
superconductors [3]. The qubit variable in this case is
the phase difference ¢ across the junction. The energy
of the phase qubit has two nontrivial minimaas a func-
tion of the phase difference (see Fig. 1). Alternatively, a
quiet flux qubit can be realized if the spontaneous flux
is generated in the loop of d-wave superconductors [4].
The two qubit implementations are quite similar; for
definiteness we shall speak about the phase qubit.

In such intrinsic qubits, there are also intrinsic
mechanisms of decoherence even at low temperatures.
The quantum tunneling of the phase between the two
minima leads to fluctuating voltage across the junction,
which excites quasiparticles. Dissipative current across
theinterface arises, leading to afinite decoherencetime
T,. The knowledge of T, is essential for estimating the
efficiency of the qubit: short decoherence time makes
the qubit senseless, while a long enough decoherence
time opens the way for quantum correction algorithms
that in principle allow one to perform an infinitely long
computation [5].

Therelevance of quasiparticle processes at low tem-
peraturesis specific for d-wave superconductors. In the

TThis article was submitted by the authorsin English.

conventional s-wave case, the quasiparticle transport
below the gap is suppressed. At the same time, in gap-
less anisotropic superconductors, the gap vanishes in
certain directions (the nodal directions); hence, low-
energy quasiparticles appear. In the present letter, we
consider a DID Josephson junction (D = d-wave super-
conductor, | = insulator) and study the decoherence due
to nodal quasiparticles (quasiparticles moving along
the nodal directions).

Decoherence time (general strategy). Theoretical
description of the quantum dynamics of atunnel junc-
tion between two s-wave superconductors was devel-
oped in [6] (see[7] for areview). The effective action
for the phase difference ¢ was obtained. Later this
description was generalized to the case of d-wave
superconductorsin [8, 9]. The effective action for ¢ is

2E,
18 /\
\ / \ 7/
i N4 \/

—T 0

|

T ¢
Fig. 1. Schematic dependence of the Josephson energy U on
the phase difference ¢ (in the flux qubit ¢ is substituted by
2nd/Py, with ®q the flux quantum). The barrier of the
height 2E ; separates two nontrivial minima. The splitting of

the lowest energy level due to the tunneling across the bar-
rier is denoted A;.

0021-3640/03/7710-0587$24.00 © 2003 MAIK “Nauka/Interperiodica’
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X A(6)

Fig. 2. DID junction of mirror orientation a/—o. An electron
e moving along atruly nodal direction 6; of the |eft super-
conductor tunnels into an induced nodal direction of the
right superconductor. Ag(6;) # 0, therefore the electron
experiences Andreev reflection; the hole h returns to the
interface and, after reflection at the interface, escapes into
the bulk along the truly nodal direction —6;. In this process,
the total current into the bulk of the right superconductor is
composed of the Cooper pair along 6; and the hole along —6.

similar to the general case considered by Caldeira and
Leggett [10, 11], who studied the influence of dissipa-
tion on guantum tunneling in macroscopic systems.
The dissipation was described as being due to the inter-
action with abath of oscillators (the environment). The
“strength” of the environment, depending on the fre-
guency w, is characterized by the spectral function
J(w). In the Josephson junction, the environment is rep-
resented by the quasi particles, and the spectral function
isgiven by 7l (hwe)/e, where | isthe dissipative quasi-
particle current taken at “voltage” iw/e [6].

A system living in a double-well potentia and
described by an extended coordinate can be“truncated”
to the two-state system (spin 1/2) with the two states
(o, = £1) corresponding to the minima of the potential
(seeFig. 1). Thetheory of dissipative two-state systems
is thoroughly elaborated [11] for the cases when the
spectral function behaves as J(w) [ w® up to some high-
frequency cutoff. The situationswhens=1, s> 1, and
0 <s< 1 arecaled ohmic, superohmic, and subohmic,
respectively. In this language, the dissipation due to
nodal quasiparticlesin the Josephson junction is super-
ohmic, as we demonstrate bel ow.

What is the decoherence in such a system? Assume
that during the timet < 0 the system is held in the right
well (i.e, at g,=1). Att = 0 the constraint is released,
and we consider the expectation value of the system
coordinate: P(t) = [ ,(t)[1Below we shall encounter the
superohmic case at zero temperature. Then [11]

P(t) = cos(At/h)exp(—t/T,), (1)

where the cosine describes coherent oscillations
between the two wells (4 is the tunnel splitting of lev-

FOMINOV et al.

els, see Fig. 1) while the exponential leadsto their inco-
herent damping.

The decoherencetime 1, is expressed interms of the
spectral function [11]. Returning from the general the-
ory to the particular case of the Josephson junction, we
write the corresponding result as

_ 4e _ ATth
53¢°1(Ade)  ddeRI(Ale)

where d¢ is the distance between the potential minima
and R, = h/2e? = 13 kQ isthe quantum resistance. Com-
paring the decoherence time with the characteristic
time of oscillations between the wells, #/A,, we abtain
the quality factor

)

Ty

Tl _ 2\
2h 3p%eR,l(Ale)

Q= ©)

which must be large for successful operating of the
qubit.

In the DID junction, the tunnel splitting A, is much
smaller than the order parameter A; hence, T, is deter-
mined by the quasiparticle current at low “voltage.”

Quasiparticle current. Motivated by experiment
[3], we consider the grain-boundary Josephson junction

between two quasi-two-dimensional dxz_yz -wave

superconductors with cylindrical Fermi surfaces. The
orientations of the superconductors are characterized
by the angles between the a axes and the normal to the
interface (the x axis); see Fig. 2. According to [3], we
consider the mirror junction, in which the misorienta-
tion angles on both sides are equal in magnitude but
oppositein sign, a/-a (wetake —45° < a < 45° because
all physicaly different situations in the mirror junction
are redized in this interval). The order parameter
depends on the direction (parametrized by the angle 6)
and the distance to the interface:

D w(x, 8) = ALr(¥e™ cos(20F a)),  (4)

where the indices L and R refer to the left- and right-
hand side of the junction, respectively.

The quasiparticle current in the tunneling limit at
low temperatures, kT < #w, is given by

/2
1 D(6) cosB
l(hwle) = — [ dd———F—
R
.
hw
X J’dEN(E—hw, 0)N(E, 6), (5)
0
/2
D = J’dBD(G)cosB.
-2
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Here, Ry is the normal-state resistance of the interface,
N(E, 0) is the density of states (DoS) at the interface
normalized to the normal-metal value, and D(8) is the
angle-dependent transparency of the interface. We have
not labeled the DoS by the indices L and R because
NL(E, 8) = Ng(E, 6) in the mirror junction.

Below we calculate the nodal contribution to the
current (5) at 2w < Ao, where Ag = A (2) isthe bulk
amplitude of the order parameter. The angle integration
contributing to the current is then limited to narrow

angles around the nodal directions, where the low-
energy DoSisnonzero (aswe shall see below, thewidth

of theanglesis 60 = Zw/Ao).

To calculate the DoS, we employ the quasiclassical
approach. The quasiclassical matrix Green’s function

.~ 0O 0

6=0% '@ (6)
Of —gU

obeys the Eilenberger equation [12] and satisfies the

normalization condition G> = 1. It can be parame-
trized as

_1l-ab f = 2a F__2b
97 T+ap 1+ab’ 1+ab’
Then the normalization condition is automatically sat-

isfied. The egquations for the new functions a(x, 8) and
b(x, 0) take the form of the Riccati equations [13]:

(7)

fv-cosb(da/dx) —2iEa+AlR*—A = 0,

)
#v cosB(db/dx) + 2iEb—Ab* + A0 = 0,
where v is the absolute value of the Fermi velocity v
and 6 denotes the angle between v and the x axis.

In the tunneling limit, the DoS is calculated at an
impenetrable interface. Let us consider, e.g., the right
superconductor (the right half-space). We need to find
the low-energy DoS in two cases. (1) in the vicinity of

a nodal direction, so that E, A(B) < Ao, and (2) a a
gapped direction, so that E < A(D). Inthefirst case, the
spatial scale & = #ivecos/|€,| on which the quasi-
classica Green's functions vary (we denote €, =

JE? —|A(e0, £6)|?) is much larger than the coherence
length & = Av/21ks T, on which variations of A occur.

Thisalows usto regard A as constant when integrating
Egs. (8) over x. In other words, the functionsa and b at
low energies do not feel the suppression of A near the
interface, because it takes place on asmall scale. Inthe
second case, the spatially dependent parts of aand b are
proportional to E/A(B) < 1 and hence small. Thus, a
and b at the interface are equal to their bulk values, as
if A was constant.
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Thus, we can regard A(x, 8) as equa to the bulk
value Ay(6) = A(, 8). The integration of the functions
aand b over xin Egs. (8) isstable only in the directions
determined by the sign of cosB. At cosB > 0, the func-
tion b(x, 6) is stably integrated from x = oo to the inter-
face (x = 0); hence,

b0, 8) = b(w, 8) = i(E—%,sgnE)/A(®).  (9)

At the same time at cosB > 0, the function a is stably
integrated from theinterfaceto x = c. Therefore, to find
a(0, 8), we consider the trgjectory directed along 11— 6.
Since cos(1t—0) < 0, the function a is stably integrated
from x = o to the interface. Finally, the direction Tt— 0
is converted to © upon reflection at the specular inter-
face:

a0, 8) = a(0, t— 6 = a(, TI— 6)

(10)
= i(E-é_sgnE)/A} (-9).
Asaresult, the DoS N = Re g at theinterfaceis
N(E, 6) = Re [El(E. +¢) (1)

TE2—A(0)A%(-0) + €. €

The gap in the spectrum is Ey6) = min(|Ay(8)],
|2o(=6)])-

The DoS is symmetric, N(8) = N(-8), because the
Green's functions are continuous upon reflection. Thus
in each superconductor there are two “truly” nodal
directions, (i = 1, 2) intheinterval -2 <08 <172, and
also two “induced” nodal directions —6;,. Near a nodal

direction E4(6) = 2A0 |6 6;|. Along atruly nodal direc-
tion, the gap vanishes and the DoS isthe same asin the
normal metal, N(E) = 1. For an “induced” nodal direc-
tion, thisis so only near the interface.

In the left superconductor, the truly nodal directions
are6; , = o+ 45°. Duetothemirror symmetry, thetruly
nodal directions of the right superconductor coincide
with the induced nodal directions of the left one, and
viceversa. Intotal, therearefour nodal directionsin the
junction, which are symmetric with respect to the inter-
face normal.

In this situation, the transport is due to the processes
of the following type. An electron moving along atruly
nodal direction 6; of the left superconductor tunnels
into an induced nodal direction of the right supercon-
ductor (see Fig. 2). However, the electron cannot
escape into the bulk of the right superconductor
because Ax(6;) # 0. Therefore, the electron experiences
Andreev reflection; the holereturnsto theinterface and,
after reflection at the interface, escapes into the bulk
along the truly nodal direction —8,. In this process, the
total current into the bulk of the right superconductor is
composed of the Cooper pair along 6, and the hole
along —6;, which is overall equivalent to the transfer of
one electron.
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2.5F Ay(-0) =

B — Ay(9)

— — 2A40)

3A4(0)
- - 8A(0)

N(E)

E/A(0)

Fig. 3. Density of states following from Eq. (11). The
energy is normalized to Ag(0), while Ay(-6) is varied.

The nodal contribution to the current (5) appears
only dueto integrating in the vicinity of the nodal direc-
tionswhere E, < fio. The DoS near the nodal directions
at small energies can befound from Eg. (11). Below, we
distinguish the general case when Ay(8) # £A4(-6), and
two special cases: Ay(8) =Ay(-0) (at a =0°) and Ay(B) =
—Ny(-0) (at o = 45°).

At a = 0°, the truly nodal and induced nodal direc-
tions coincide in each superconductor, and Eq. (11)
yields the BCS-like DoS:

No-(E, 8) = Re(|E|/JE*—|A(8)[%).

At a =45°, thetruly nodal and induced nodal direc-
tions again coincide, and Eq. (11) yieldsthe DoS of the
inverse BCStype:

Nus:(E, 6) = Re(,/E*—|Ay(8)|%/|El).

Finaly, if |a| > fio/ Ao and 45° —|a| > il Do (i €.,
o is not too close to 0° and +45°), then Ay(B)in the

essential angle of the width 68 = 7w/ Ao around anodal
direction is much smaller than Ay(—68). Then in the
region of energies that contribute to the quasiparticle
current, |Ay(8)| < |E| < i < | Ay(-0) |, the DoS is again
given by the inverse BCS formula:

Ny(E, 8=6) = Re(/E*—|A(8)|*/|E]).

Figure 3 demonstrates the DoS at different angles 6,
which are parametrized by different ratios
Dy(—0)/Ay(8). At Ay(—B) = Ay(8), the DoS has a BCS
like square-root singularity near E; [see Eq. (12)]. At
Dy(—0) # Ay(0), the DoS has the inverse-BCS behavior
near E, [see Eq. (14)].

(12)

(13)

(14

FOMINOV et al.

Inserting Egs. (12)—«14) into Eqg. (5), we obtain

| (hole) = Aef_\fij)(hAw)2 5 D(Bi)bcosei1
0 12

where 6, , = a + 45° and Aisanumber that depends on
the orientation of crystals: A(0°) = 0.46, A(45°) = 0.19,
and A(a) = 2A(45°) = 0.37 when a is not too closeto 0°
or +45°,

In [8, 9], the quadratic current—voltage characteris-
tic, | Cw 2, was obtained for the case of aligned nodal
directions (i.e., for the a/a orientation).

Estimate. Equations (3) and (15) yield

4 d

Q = L 211 D&V&J
%¢2A(a) z D(Gi)cosei/f)ERth'

To proceed further, we need to estimate the tunnel
splitting A, (see Fig. 1). For the estimate, we assume
that the second harmonic dominates in the energy—
phaserelation, U(¢) = E;(1 + cos2¢), and the energy of
the levels is small compared to E;. Then the tunneling
action is calculated between the points ¢ = —17/2 and
172, and we obtain

A, = (4,2E,Ec/m)exp(—./2E,/EL), a7

where E = €/2C isthe charging energy (C isthe capac-
itance of the junction).

To obtain anumerica estimate, we take the charac-
teristics of the junction asin the experiment of II’ichev
et al. [3]. The capacitance of thejunctionisC ~ 104 F
[14]; hence, Ec/kg ~ 0.1 K. The characteristic Joseph-
son energy ison the order of severa Kelvin. For an esti-
mate, we take 2E,/kg = 7 K. The resistance of the inter-
faceis Ry~ 50 Q [14].

Asaresult, A/kg ~ 2.5 x 10# K. Finally, we estimate

0 ~ 11, Ao/kg ~ 200 K, and assume a thin d-functional
barrier with D(B) = D,c0s0; then the quality factor is
Q ~ 10°-10* Here we have retained only the order of
magnitude for Q, because we cannot expect a higher
accuracy in the case when important characteristics of
the junction (e.g., N and E;) are known only by the
order of magnitude. We also made an essential assump-
tion that the second Josephson harmonic dominates.

The latter assumption can be realized under special
conditions, while in a more common situation the first
and the second harmonics are on the same order. Esti-
mates for this case were made in a recent work [15],
where the characteristics of mesoscopic junctions
between high-T, superconductors were experimentally
studied and theoreticaly analyzed. A characteristic
value of A, ~ 0.1 K was reported under the conditions
that correspond to Ry ~ 100 Q. Assuming such param-

eters for the mirror junction, we obtain Q ~ 10-102.

(15

(16)
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The above estimates for Q are very different. At the
sametime, ageneral consequence of Eq. (16) isthat the
quality factor grows asthe splitting A, becomes smaller.
We notein thisrespect that the values of the critical cur-
rent (and hence the Josephson energy) measured in [3,
15], are much smaller than expected. If the critical cur-
rent is enhanced to the expected vaue, then A,
decreases, which finally leadsto an increase in Q.

If a # 0°, the low-energy quasiparticles are repre-
sented not only by the nodal quasiparticles, but also by
the midgap states (MGS) with zero energy [16]. In the
case of specular interface and clean superconductors
considered in this paper, the DoS corresponding to the
MGS is proportiona to &(E); hence, the MGS on the
two sides of theinterface do not overlap and do not con-
tribute to the current at afinite voltage.

In the asymmetric case, when o # 0o (precisely

speaking, when ||o | — |og|| > 7w Ao ), the nodal direc-
tions of the left and right superconductors do not match
each other. Then the transport from nodal to nodal
direction is suppressed. However, a more important
transport “channel” arises between the nodal directions
and the MGS. Thisleadsto astronger decoherence than
in the symmetric case.

In the mirror junction, the MGS contribute to the
quasiparticle current if they are split and/or broadened
[17]. To take into account the contribution of the MGS
into decoherence, the present approach should be con-
siderably modified. Thisissue requires a separate study.

In conclusion, we have proposed an approach that
allows to calculate the decoherence time due to nodal
quasiparticles in the DID junctions, which can be used
as phase or flux qubits. The dissipation in the mirror
junctions is weaker than in the asymmetric ones. We
find the superohmic dissipation with s= 2 in the mirror
junction, which becomes weak at small tunnel splitting
of the energy level in the double-well potential. For
available experimental data, we estimate the quality
factor.

The superohmic case is most favorable (compared
to ohmic and subohmic) for possible qubit applications.
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Anisotropy of Microwave Conductivity in the Superconducting

and Normal States of YBa,Cu;0O-,_,: 3D-2D Crossover
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The imaginary parts of microwave conductivity 6" (T < T,) and resistivity p(T) = 1/o(T > T,) along (o}, and
Pap) and across (o, and p,) the cuprate ab planes of aY Ba,Cus0; _, crystal with the oxygen doping level x
varying from 0.07 to 0.47 were measured in the temperaturerange 5 < T < 200 K. In the superconducting state,
the a3, (T)/ 03, (0) and o} (T)/o; (0) curves coincide for an optimally doped (x = 0.07) crystal, but, with an
increasein x, the slopes of the o, (T)/ o, (0) curves decrease noticeably at T < T./3, on the background of small
changes happening to the oy, (T)/ o}, (0) curves. The two-dimensional (2D) transport along the ab planesin
the normal state of YB&a,CuzO;_, is always metalic, but there is a crossover (at x = 0.07) from the Drude to
hopping (at x > 0.07) conductivity along the c axis. Thisis confirmed both by the estimates of the lowest metal-

lic and the highest tunneling conductivities along the ¢ axis and by quantitative comparison of the measured
p(T) curves with the curves calculated in the polaron model of quasiparticle transport along the ¢ axis. © 2003

MAIK “ Nauka/Interperiodica” .
PACS numbers: 74.25.Fy; 74.72.Bk

In recent years, growing interest has been shown in
the evolution of transport properties of high-tempera-
ture superconductors (HTSCs) upon changing the level
of doping with oxygen and other substitutional impuri-
ties or, in other words, upon changing the hole concen-
trations p per one copper atom in the CuO, plane. The
p value and the superconducting transition temperature
T.inHTSC arerelated by theempirical formula[1] T, =

T, e 1 — 82.6(p — 0.16)2.

A narrow region in the phase diagram of an opti-
mally doped HTSC (p = 0.16) with maximal critical
temperatures T, = T, .« has received most attention. In
the normal state of an optimally doped HTSC, theresis-
tivity pa,(T) in the cuprate ab planes increases linearly
with temperature, Ap.,(T) O T. The quantity p,(T) is
much smaller than theresistivity p(T) in the perpendic-
ular direction, which also has a metallic character (the
derivatives of p,,(T) and p.(T) with respect to tempera-
ture are positive). The exception is provided by the
most anisotropic HTSC compound Bi-2212 (the corre-
sponding ratio is pJ/p,, = 10° at p = 0.16), for which the
resigtivity pT) increases as T approaches T,
(dp(T)/dT < Q). This property of Bi-2212 agrees with
the estimate of the lowest possible metallic conductiv-
ity in the c direction for anisotropic three-dimensional
(3D) Fermi-liquid model [2]:

Ooin = APa/pcn€’d’/h, 1)

wheren = 102 cm3isthe carrier concentration, disthe
lattice constant along the ¢ axis, and h is Planck’s con-
stant. In Bi-2212, the conductivity o, = 1/p, << GiDmm at
T =T, but, in other optimally doped HTSCs, o (T) >

oiDmin(Tc). The conductivity o, i, in Eqg. (1) is lower
than the two-dimensional loffe-Regel limiting value

Or = EKe/N: O¢ min= J/Pan/Pc O /A < Og (&= 217ke is
the lattice constant in the CuO, plane), whereas
O-ab, min = OIR [2]

The ratio of the superconducting liquid densitiesin
the cuprate planes and in the perpendicular direction
serves as a measure of HTSC anisotropy in the super-

conducting state. This ratio equals o, (0)/o; (0) =

AZ(0) IA%,(0), where o, and o are the imaginary
parts of the corresponding conductivitiesand A, and A,
are the microwave-field penetration depths for the cur-
rents flowing, respectively, in the ab planes and perpen-
dicularly to them. It iswell known that, in high-quality
optimally doped HTSC single crystals, A\, (T) O T at
T < TJ/3, and this experimental fact suggests a dxz_yz

symmetry of the order parameter in them [3]. Thereis
no agreement in the literature about the low-tempera-
ture behavior of AA(T). Both the linear dependence
M(T)OTat T<TJ3[4-6] and the quadratic depen-
dence [7] have been observed for the most studied
Y Ba,Cu;04 o5 (T, = 93 K) single crystals.
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Annealing temperatures, doping parameters, and characteristics of the superconducting and normal states of Y Ba,Cuz05 _y

téﬂr:ggral a![ rl]?e t aggélr (;IallJ o Doping parameters Avaluesat T=0 M(T) 0T A /)\_ab m
T, °C T, °C p X Nap, NM Ao UM a aTt=0 |gT=200K
500 92 0.15 0.07 152 155 1.0 10 11
520 80 0.12 0.26 170 3.0 11 18 18
550 70 0.105 0.33 178 5.2 1.2 29 16
600 57 0.092 0.40 190 6.9 13 36 16
720 41 0.078 0.47 198 16.3 18 83 35

A broad region of pseudogap states arising in the
HTSC phase diagram at concentrations p < 0.16 has
been studied to amuch lesser extent. It followsfrom the
measurements of dynamic susceptibility of oriented
HTSC powdersat T < T, [8] that, at T — 0, the slopes
of o (T)/o;(0) for a,,(T)/ oy, (0). The nonmetallic
behavior of resistivity p.(T) as T approaches T., the
deviationsfrom the linear dependence Ap,,(T) O T, and
a dramatic increase in the ratio pJ/pg, With decreasing
concentration p are common properties of underdoped
HTSCs in their normal state. Although many theoreti-

cal models have been proposed for the explanation of
these properties, none of them describesin full measure

the evolution of the oy, (T), o. (T), p(T), and p«(T)

curves over awide range of concentrations and temper-
atures. The transport mechanism along the ¢ axis has
also not been established, and, in particular, it still
remains unclear whether it can be metalic (of the
Drude type) or whether the conductivity for any p is
caused by the quasiparticle tunneling between the
cuprate layerswith scattering both within the layers and
between them.

In this work, the anisotropy and evolution of tem-
perature dependences of the conductivity components
of YBa,Cu;0,_, with oxygen doping in the range
0.07 < x < 0.47 were measured and the measurement
results were analyzed. The crystal was grown in a
BaZrO; crucible and had arectilinear shape with sizes
1.6 x 0.4 x 0.1 mm. Measurements were performed at
afrequency w2 = 9.4 GHz and temperatures5< T <
200 K. The oxygen content in the sample changed
through the controlled annealing in air at different tem-
peratures T = 500°C (listed in the table). Measurements
of the conductivity anisotropy were carried out for each
of the five crystal states, in which the superconducting
transition width, according to the susceptibility mea-
surements at a frequency of 100 kHz, was 0.1 K in the
optimally doped (x = 0.07) state and increased with x to
reach 4 K at x = 0.47. The superconducting transition
temperatures were T, = 92, 80, 70, 57, and 41 K. The
full cycle of microwave studies included (i) measure-
ments of the temperature dependences of the Q value
and the frequency shift for a superconducting niobium
cavity with crystal samplesin two, transverse and lon-
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gitudinal, orientations about the microwave magnetic
field; (ii) determination of the surface resistance R,,(T),
reactance X,,(T), and conductivity o,,(T) of the cuprate
planes in the normal and superconducting states from
the measurementsin thefirst orientation; and (iii) deter-
mination of o(T), X(T), and R(T) using the data
obtained for the longitudina orientation. The entire
measurement procedure for the optimally doped
Y Ba,Cu;04 g5 Crystal is described in detail in [6]. The
temperature dependences of the components of surface
impedance of Y Ba,Cu;0; _, at different x were reported
in our short communication [9].

The o5, (T)/o,,(0) (light symbols)

o, (T/o; (0) (dark symbols) curves at T < T, are pre-
sented in Fig. 1 for the YBa,Cu;O,_, crystal in the
states with T, = 92, 70, and 41 K. The field penetration
depths A,(0) and A,(0) at T = 0 are also given in the
table. The overall temperature behavior of the
0., (T)/ g, (0) curves changes only slightly upon vary-
ing p. A distinctive feature of the optimally doped
Y Ba,Cu30; o5 State isthat the temperature dependences
0., (T/0,,(0) and o (T)/a, (0) coincide to a good
accuracy. This fact can be rigorously explained only in
the theory of linear response of an anisotropic 3D
superconductor [8]. As p decreases, the o, (T)/a; (0)
dependenceat T < T./3 becomes noticeably weaker than

04 (T)/ 045 (0).

The model proposed in [10] is most suitable for a
comparison with the experimental data of our work. In
this model, the following contributions to the quasipar-
ticle transport along the ¢ axis in the superconducting
and normal HTSC states are considered: (a) direct hop-
ping between the cuprate planes and (b) hopping with
inelastic scattering from impuritieslocated between the
planes. The conductivity within the cuprate planes is
assumed to be of the Drude type:

and

2 2
ev,,D N,p€' T
O.ab - 23 ab - 2r|:]d , (2)
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Fig. 1. The oy, (T)/o,,(0) (light symbols) and

o, (T) oy, (0) (dark symbols) measured curves for three

states of aY Ba,Cuz0; _ crystal with T, =92, 70, and 41 K.
The solid and dashed lines correspond, respectively, to the

o, (T) ;. (0) and oy, (T)/ 0}, (0) dependences calculated
in[10] for oxygen-deficient Y Ba,CuzO7 _ .

where v,, = m/Th? is the two-dimensional density of
states per unit areaand Dy, = VET/2, Vg, T, and Ny =

kZ/2m are the diffusion coefficient, Fermi velocity,

relaxation time, and two-dimensional quasiparticle
density in the ab plane, respectively. Thetotal Hamilto-
nian of the electron system in model [10] is the sum

»Hm of the Hamiltonians of individual (m) CuO,
layers and the interplane Hamiltonian Hy, which is
assumed to be small compared to ) H,. Asaresult,

the second-order perturbative quasiparticle transport
between the neighboring weakly bonded layers proves
to be analogous to the tunneling through the S S junc-
tionat T < T, and through the NIN junctionat T > T.. In
this case, the ab component of electron momentum is
conserved in process () (mirror tunneling) and is not
conserved in process (b) (diffuse tunneling) [11].

The calculations of the anisotropy of the supercon-
ducting HTSC state were carried out in [10] using the
BCS model with a d-symmetry order parameter in the

CuO, layers. The o (T)/o(0) curve numericaly cal-

culated with allowance for both processes (a) and (b) is
shown in Fig. 1 by the solid line and the same for

0.,(T)/ 0,,(0) is shown by the dashed line. A compari-
son with the experimental data obtained at T < T/2 for
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YBa,Cu;0,_, with an oxygen deficiency x > 0.07
clearly demonstrates that the slopes of the g, (T)/ o, (0)
curves strongly decrease with increasing x, while the
0., (T)/a,,(0) curves change only dightly. The fact
that the experimental curvesat T > TJ/2 are stegper than
the theoretical ones may be caused by the strong elec-
tron—phonon interaction [3], which was not taken into
account in[10]. Thedashed linein Fig. 1 coincides also
with the o, (T)/o; (0) curve calculated in [10] for the
case where there is no diffuse tunneling (b) and the
remaining mirror-tunneling regime (a) along the c axis
becomes identical with the transport along c in an
anisotropic 3D superconductor. This exceptiona situa-
tion corresponds to the optimally doped Y Ba,Cu;Og gs.

The real and imaginary parts of the surface imped-
ance measured for the YBa,Cu;O, _, crystal at T > T,
coincided with each other; i.e., Ry(T) = Xu(T) and
R.(T) = X(T) for each x from the table [9]. Because of
this, theresistivities p,,(T) and p(T) were derived from
R.,(T) and R(T) using the standard formulas for the

normal skin effect: pay(T) = 2R%(T) /owp and p(T) =

2R§(T) /wpy. The evolution of the p,(T) and py(T)
curves with changing x is shown in Fig. 2 for the tem-
peraturerange T. < T < 200 K, and the (p/pa,)Y? values
at T =200 K are given in the last column of the table.
The p(T) and p.(T) dependences have ametallic char-
acter only in optimally doped YBa,Cu;Og 43, and the
PJ/Pap ratio approximately corresponds to the anisot-
ropy of charge-carrier effective masses mym,, =

AZ(0) /A%,(0) in a pure 3D London superconductor, to
whichY Ba,Cu;0g o3 belongs. Inall other Y Ba,Cu;0; _
states with a lower hole concentration, the resistivity
p(T) increases with temperature decreasing, demon-
strating the nonmetallic behavior. In Fig. 3, the experi-
mental o,(T) dependences are compared with the

oo values calculated by Eq. (1) for three states of
theYBa,Cu;0;, _, crystal: T, =92 K (dashed line), T, =
70 K (dotted line), and T, = 41 K (dot-and-dash line).
Over the entire temperature interval, the Y Ba,Cu;Og o3
conductivity along c is the only one that exceeds the

minimal metallic value of 25,

Thus, it isnatural to assumethat, asin the case of the
superconducting state of YBaCu;O,_,, a smal
decrease in the carrier concentration from its optimal
level in the normal state leads to a crossover from the
3D metallic conduction to the 2D Drude conduction in
the CuQO, layers and tunneling conduction between the
layers (3D—2D crossover). To analyze this assumption,
it isconvenient to again use model [10]. If t;isthe hop-
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Fig. 2. Evolution of the p,(T) and p.(T) dependences mea-
sured for Y Ba,Cuz07 _  with differing oxygen content.

ping matrix element, the quasiparticle conductivity
along cin process (a) will be [10-13]

dir

2 t d 2
ol = ZeZT\)ZDE‘E—ED = 40,0 )

where 21(t-/A)? is the direct-tunneling rate between the
neighboring CuO, planes and o, is the conductivity
along these planes (Eg. (2)). In this case, the character-
istic hopping time #i/t appreciably exceedsthein-plane
relaxation time 1 [11]: A/t; > T. In the reverse limit
hlty < T, the conductivity is of the Drude type in al
directions, as in the case of an anisotropic 3D metal.
The crossover occurs when 7/t = 1. At this point, the
tunneling conductivity along ¢ (Eqg. (3)) reaches its

maximum oﬂf“max = 20\r/Pan/Pc, Which is approxi-
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Fig. 3. Symbols correspond to the experimental o(T)
dependences for three YBayCuz0; _ states with T, = 92,
70, and 41 K. The dashed, dotted, and dot-and-dash lines

are for the corresponding oiDmm (T) values obtained from

Eq. (1) using the measured p,,(T) and p(T) presented in
Fig. 2. The solid line corresponds to o(T) caculated for
Y Bay,Cu30g 57 by the formulas given in [10].

mately equal to the minimal metallic conductivity

Ooha Given by Eq. (1). Inthe case of diffuse quasipar-

ticle tunneling (processes (b)) in model [10], the con-
ductivity along the c axisequals[11, 14]

2 2
diff ev,pD, _ € V2Dd

O-C = d T c ! (4)

where D, = d?1, is the diffusion coefficient and 1/t is

the scattering probability between the cuprate planes.
As in the preceding case, we find that ofr, =
Oira/Pa/Pec = Oumin fOF To= T, and, using Egs. (2) and
(4), we arrive a the following aternative form of the
criterion for a3D—2D crossover:

nZDljBZDZ
O-c, maxOab = ? DED . (5)

From Eq. (5) it followsthat, at n,p = n/d = 10* cm?,
the 3D—2D crossover occurs upon reaching the value
PePap = 1078 (Q cm)?. Returning to the datain Fig. 2, we
make sure that the product p.p,, = 107 (Q cm)? only at
x = 0.07, thereby substantiating the applicability of the
anisotropic 3D Fermi-liquid model for explaining the
properties of optimally doped Y Ba,Cu;04 gs.

Equations (3) and (4) account for the basically dif-
ferent temperature dependences of the conductivity
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Fig. 4. Comparison of the (symbols) experimental and
(solid lines) calculated (by formula (6)) p.(T) dependences
for YBay,CuzO7 _ .

aong the c axis at T = T for the direct tunneling,
0" (T) Do ,(T) increases with increasing ©(T) as T

approaches T, whereas og"f (T) decreaseswith increas-

ing T(T). According to model [10], the total conductiv-
ity o, along the ¢ axis is the sum of conductivities
caused by each of the above-mentioned processes ((a)

and (b)). Near the T, temperatures, 62" is mainly due
to the quasiparticle scattering from the impurities
located between the cuprate planes and, hence, isinde-

pendent of T, because the phonon contribution to og"f

isfrozen out. Quitethereverse, the phonon contribution
becomes dominant at T > T.. As aresult, the tempera
ture dependence of the conductivity o (T) takes an
approximate form, A/'T + C + BT (A, B, and C are inde-
pendent of T), that does not describe the experimental
data; an example of o (T) calculated by the formulas
givenin [10] is shown by the solid linein Fig. 3 for the
Y Ba,Cu;04 47 SAMple.

However, al p(T) dependences shown in Fig. 2 can
be described by the c-transport model that was recently
proposed in [15]. Contrary to [10], where the electron—
phonon effects appeared in the second-order of the per-
turbation theory, the model Hamiltonian [15] includes
them through the canonical transformation [16], after
which the interplane quasiparticle tunneling can be
considered as a perturbation of the originally strongly
coupled €electron—phonon system. This approach
appliesif ex > wy, > t, where € is the Fermi energy
and wy, is the characteristic phonon energy. Both ine-
gualities are fulfilled for the layered anisotropic
HTSCs, in which, according to [15], an €l ectron mov-
ing in the c direction is envel oped by alarge number of
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phonons to form polaron [17] that only weakly affects
the transverse ab transport. For the Einstein spectrum
of c-polarized phonons, one has

exp[g°tanh (y/4T)]
JSinh(w,/2T)

whereg (g > 1) isthe parameter characterizing the elec-
tron—phonon coupling strength. The comparison of the
experimental data (symbols) with the p(T) depen-
dences calculated by Eq. (6) (solid lines) is demon-
strated in Fig. 4. In the calculations, the data given for
P.(T) inFig. 2 were used. The parameter g was almost
identical (g = 3) for al curves in Fig. 4, and wy
increased from 110 K (75 cm™) to 310 K (215 cm™)
upon decreasing the oxygen content (7 — X) in
Y Ba,Cu;0;_, from 6.93 to 6.53. It seems not surpris-
ing that the anomalies of the optical ¢ conductivity were
observed for aY Ba,Cu;0; _, crystal with oxygen defi-
ciency just in the indicated range of frequencies wy
[18].

In summary, the anisotropy of microwave conduc-
tivity was measured for a YBaCu;O,;_, crysta in
which the hole concentration p was varied in the range
0.08 < p<0.15. An analysis of the temperature depen-
dences of theimaginary parts of the conductivity tensor
6"(T) in the superconducting state and the resistivity

p(T) inthenormal stateindicates that optimally doped
Y Ba,Cu;04 3 IS athree-dimensional anisotropic metal.
A decrease in the carrier concentration leads to a cross-
over from the Drude-type to hopping conduction along
the c axis. In order to quantitatively describe the evolu-
tion of the o-(T) and p,(T) dependences with changing
p, the effects of strong electron—phonon interaction
must be taken into account.

We are grateful to V.F. Gantmakher and A.F. Shev-
chun for helpful discussions. This work was supported
by the Russian Foundation for Basic Research, project
nos. 03-02-16812, 03-02-06386, and 02-02-08004.
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