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Using methods of x-ray diffraction analysis, differential scanning calorimetry, dilatometry, and
transmission electron microscopy, we have investigated the initial stages of decay of the
amorphous phase in a bulk metallic glass based on zirconium. We found that crystallization of
the bulk metallic glass proceeds in several stages, where in the first stage the bulk

conversion effect is equal to more than 1.6%, or about 80% of the total bulk crystallization

effect. We showed that the first stage of decay of the amorphous phase in the bulk metallic glass
Zr,9Ti1,CUgq leads to the formation of a nanocrystalline structure with a grain size of

1-5nm. We have analyzed the change in the shape of the diffraction maximum during the
formation of the very fine nanocrystalline structure. 1®99 American Institute of Physics.
[S1063 -783#9)00107-0

The new upsurge of interest in amorphous materials id. EXPERIMENTAL TECHNIQUE
connected with the creation of new bulk amorphous alloys or
bulk metallic glasses. The possibility of forming bulk metal ~ TO prepare the alloys, we used pure metats39.8%
glasses by quenching a melt is based on the fact that it ha/rity)- Ingots, 25g in weight, were remelted four times in
become possible to find new compositions which have a hig" &C furnace in an argon atmosphere. The metallic glass
viscosity in the liquid state and can produce the amorphou 29T111Clo was qbtalned in the form of a rod Of, diameter
state at a comparatively moderate rate of cooling of the melt; mm by pouring into a copper crucible in a helium atmo-

- S here.
The glass transition temperature of these materials is usuaIF' The structure and thermal stability of the metallic glass

below. the crystallization tempera‘Fure. As a cor?sequenchere investigated by differential scanning calorimetry,
there is an extended temperature interval, wherein the allobﬁilatometry, x-ray diffraction, and transmission electron mi-
is found in the state of a supercooled liqdid.As a rule,  croscopy. The calorimetric measurements used a Perkin—
these materials based on zirconium have a complex chemicgmer DSC-7 differential scanning calorimeter at a heating
makeup and only rarely contain less than three componentgate of 20 K/min. For the dilatometric measurements we used
Bulk metallic glasses have good mechanical properties, chag Perkin-ElImer TMA-7 dilatometer; the heating rate in the
acterized by a high stored energy of elastic deformation, suctilatometric measurements was 10 K/min. The dilatometric
that the magnitude of the elastic deformation can exceed 3%nd calorimetric measurements were performed in an argon
(Ref. 4. In the temperature interval above the glass transiatmosphere.

tion point, some bulk glasses, e.g.,g#l 1oNi;Clys, are The structures of the initial and annealed samples were
superplastiC the bulk glass Z;TisAl;Cu,oNig in the par- examir!ed by x-ray diffraction, and by transmission and high-
tially crystallized state possesses high flow and hardness linfésolution electron microscopy on the same samples. The

its (1800 and 1950 MPa, respectivefyand its hardness in- x-ray measuremgnts were performed on a Siemens D-500
creases in the initial stages of crystallizatich. diffractometer with a CuKa source. For the electron-

) ._microscope studies we used JEOL-100 CX and JEOL 4000
Bulk metallic glasses were developed and prepared in-

dependently by three research groups in Jap#ime USA3 E;iis(gr;;zgggvb)yl?sglimﬁ:ifé with the electron microscope
and Russid.The present paper is devoted to a study of ther- The grain size in the cr)./stallized samples was deter-
mal stabilization and of the initial stages of decay in thémined from electron-microscope data. In the analysis of the
amorphous phase in the bulk metallic glassqFi;Cus,  diffraction patterns we used special programs for separating
containing only three components. the overlapping diffraction maxima and determining the half-

widths of the diffraction peaks.
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are also observed. After mechanically removing the surface
layers, only diffuse reflection$=ig. 2(b)] remain in the x-ray
diffraction patterns and at first glance the diffraction patterns
show only signs of an amorphous structure.

After heating to 530 °Gthe middle of the left branch of
the second DSC subpegathe samples contain a series of
crystalline phases. Polishing the surface of the sample does
not lead to a substantial change in the diffraction pattern:
reflections from the oxide layer disappear, but reflections
corresponding to the remaining crystalline phases are pre-
served. Thus, the impression is created that the first subpeak
M in the calorimetric curve is due to oxidation of the surface
710 while maintaining the amorphous phase in the bulk of the

sample, and crystallization corresponds to the higher-
FIG. 1. Thermogram of the bulk metallic glass,dii;;Cugp. temperature subpeaks in the DSC curve.
In order to test this assumption, we carried out additional
experiments.
2. EXPERIMENTAL RESULTS AND DISCUSSION 1) The weight of the samples for the calorimetric mea-

After preparation the samples were amorphous. Onlypurements was sgbstaptially increased. In the first series of
diffuse reflections characteristic of the amorphous phas€XPeriments we investigated samples of thickness 0.2mm
were present in the x-ray diffraction patterns and electrorithe diameter of the samples was 3inrin the additional
diffraction patterns. No signs of crystalline phases were deSeries of experiments the sample thickness was 1.5mm.
tected in the electron-microscope images. Thus, the surface area was increased by almost twofold while

Figure 1 shows the calorimetric curve of a sample, takerthe weight of the sample was increased by a factor of 7.5. In
at a heating rate of 20 K/min. A wide exothermic maximum this case, the contribution of oxidation to the total thermal
is present in the thermogram, extending over the temperatu@nversion effect should have been markedly smaller since it
interval 400—700 °C. This wide peak consists of at least threé associated with surface oxidation. However, no significant
overlapping maxima. The temperatures of the maxima of thehange in the area of the first subpeak occurred. Conse-
first two subpeaks are 491 and 545 °C, respectively. Afteguently, it can be surmised that the first subpeak is associated
heating in the calorimeter, the samples became coated withith more than just surface oxidation.
an oxide layer. Figure 2 displays an x-ray diffraction pattern ~ 2) We performed dilatometric measurements in the same
of a sample heated in the calorimeter to 508&@ding point  temperature interval. The dilatometric curve, recorded at a
of the first DSC subpeakand then cooled rapidly to room heating rate of 10 K/min, is shown in Fig. 3. As can be seen
temperature. The x-ray diffraction pattern contains primarilyfrom the figure, crystallization of the amorphous sample
reflections corresponding to the oxide Zt@esides reflec- takes place in two stages. The bulk effect, corresponding to
tions from the oxides, weak reflections from copper crystalghe first stage of conversion, is significantly greater than the
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FIG. 2. X-ray diffraction pattern of a sample heated in the calorimeter to 508 °C b@oamd after(b) polishing of its surface.



Phys. Solid State 41 (7), July 1999 Abrosimova et al. 1029

1.00 surface oxide layer. Figure 4 presents an x-ray diffraction

pattern of the initial samplé) and the sample heated in the
calorimeter to 508 °Qb) (i.e., to a temperature above the

§0, 75 R end-point of the first DSC subpeakBoth patterns contain

bl only diffuse maxima; however, the patterns differ markedly.
= We analyzed the diffraction patterns with the help of special
§"U.50 1 computer programs which allow one to correct for the back-
2 ground, smooth data, separate overlapping maxima, and de-
§0 25 | termine the half-widths of the maxima. We described the
W g

shape of the diffuse maximum with the help of the Gaussian

s : L 1 ) L L ! L _ 2
"0 a0 310 w0 80 610 hexp(—bx),
Temperature, °C
FIG. 3. Dilatometric curve for heating rate 10 K/min. where the experimental curve and the calculated curve were

fitted using both parameterst and b. Note that the first
maximum of curvea, corresponding to the initial amorphous
bulk effect in the second stage. Moreover, the second stagdase, is described by a single Gaussian with a high degree
obviously includes within itself more than one process, a®f accuracy, and the half-width of the maximum is 4.3 in
follows from the complex shape of the second maximumunits of 20 (Cu Ke radiation, which is quite typical for
Note that the first stage of conversion in the dilatometricmetallic glasseFig. Xa)].
curve corresponds to the first stage of conversion in the calo- ~ The diffraction pattern of samplb), heated to the tem-
rimetric curve, and the observed difference in temperatures igerature marking the end-point of the first DSC subpeak,
due to the different heating rate associated with peculiaritie8liffers from patterns characteristic of metallic glasses. A
of the design of the dilatometer. The total bulk crystallizationtypical diffraction pattern for the metallic amorphous phase
effect is around 2%, which is quite typicai for Crysta”ization consists of a set of diffuse maXima, the first of which is the
of metallic glasse® The bulk conversion effect in the first Most intense and differs sharply in intensity from all of the
stage is around 80% of the total bulk crystallization effect.following maxima; the second maximum is characterized by
Such a large value of the bulk effect in the first stage doeéhe presence of a pronounced shoulder on the side of larger
not agree with the conclusion drawn earlier that, after thediffraction angles; subsequent maxima have abruptly de-
first stage of conversion the structure remains amorphous§reasing intensities. During the structural relaxation preced-
The magnitude of the bulk effect at this stageore than ing crystallization of metallic glasses, the height of the peaks
1.6% is too large for structural-relaxation processes of theof the interference function increases by-2% (Ref. 11.
amorphous phase which occur during heating. Therefore it id- Egami, investigating structural relaxation in metallic
natural to conclude that the alloy crystallizes during the conYlasses, noted that structural relaxation is not the initial stage
Version Stage Corresponding to the first DSC Subpeak_ Oxpf CryStallization, it leads to an increase in the Stablllty of the
dation takes place in parallel and does not have a substanti@gMorphous state. Confirmation of this is provided by the fact
effect on the shape of the DSC curves. that the changes in the second peak of the interference func-
To investigate Changes in the structure Corresponding tgon during Stl’uctural relaxation and CryStallization are
the first stage of conversion, we performed x-ray diffraction0Pposite” The diffraction pattern we observed after heating
measurements after polishing the samples, i.e., removing tHge sample does not correspond to the case of structural re-
laxation of the amorphous phase. The normalized intensity of
the first maximum in curvé is 10% greater than in cuneg
the half-width of this maximum is 3.6n units of 20) in
comparison with 4.3 in the previous case, and the number
and magnitude of the oscillations are considerably greater.
The curve also changed considerably in the region of the
second maximum: instead of a wide second maximum with a
shoulder on the side of larger diffraction angles there appear
two pronounced maxima, whose positions do not coincide
with those of the shoulders of the maximum of the initial
b amorphous phase. And finally, there is one more important
difference: the first maximum in the diffraction pattern of
a sample(b) cannot be described by a single Gaussian, but it is
described quite well by a sum of two GaussigRiy. 5(b)],
20 #0 2 R 80 700 120 one of which corresponds to the amorphous phase. It may be
26, conjectured that the second Gaussian with smaller half-width
FIG. 4. Diffraction patters of the starting samigl® and after heating to ~ COIT€sponds to the nascent nanocrystalline structure. The
508 °C with subsequent polishing of its surfabg. fraction of the nanocrystalline component of the structure is
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FIG. 5. Fitting of the first diffusion maximum of the starting samfdg and after heating to 508 °() (total curve is plotted along with its two Gaussian
components

greater than that of the amorphous phase, in agreement wigfhous phase remains unchanged after heating, as is quite
the dilatometric measurements. Note that the difference imatural.

area of the diffuse maxima is not so large as could be ex- To test the conjectures advanced on the basis of the
pected from an analysis of the dilatometric data. However, ik-ray data, we investigated the structure of the samples using
is necessary to bear in mind that in nanocrystalline materialligh-resolution transmission electron microscopy. According
with such grain size the fraction of grain boundaries is exto the electron-microscope data, the starting sample is com-
traordinarily large and the disordered structure of boundariepletely amorphous and only a hazy contrast is observed in
undoubtedly contributes to diffuse scattering. The experithe high-resolution electron-microscope images. In contrast,
mental data we have obtained do not permit us to draw anwe found that sampléb), after being heated to 508 °@he
conclusions about possible changes in the chemical compdemperature corresponding to the end-point of the first sub-
sition of the amorphous matrix during the formation in it of peak in the DSC plot and in x-ray diffraction patteis) in
nanocrystals, nor does it allow us to draw any conclusiong-ig. 4 which contains only diffuse maxima, has a very fine
about the lattice parameter of the nanocrysf@iscan be nanocrystalline structure. Figure 6 shows a high-resolution
determined only with a large ernoor the degree of chemical image of such a structure containing extraordinarily fine
homogeneity or the chemical composition of the nanocrysgrains. For visual ease, we have circled images of a few
tals. In principle, the diffuse maximum observed in Fi¢p)5 nanocrystals in it. The size of the nanocrystals in this struc-
can also be broken down into a sum of two Gaussians. Thaure varies is 5 nm.

breakdown that we obtained corresponds to the case where Thus, the first stage of conversion during heating of
the half-width of the maximum corresponding to the amor-samples of the metallic glass4Fi;1Cugg, leading to a bulk
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FIG. 6. High-resolution electron-microscope image of the structure of the sample after heating in the calorimeter to 508 °C.
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We have examined the influence of nonstoichiometry and order—disorder phase transformations
on the basis periotof type B1) of the structure of titanium carbide Tj¢0.5<y<1.0).

We found that ordering of titanium carbide Ti@ith formation of superstructures of the type Ti

Ti,C and T;C, leads to growth of the period of the basis crystal lattice in comparison with

the disordered carbide. Taking the change in the lattice period into account, we discuss the question
of the directions of the static displacements of atoms near a vacancyt999 American

Institute of Physicg.S1063-783#9)00207-3

Disordered titanium carbide T{QTICy[;_,) with ba-  of TiC, e and metallic titanium in an atmosphere of high-
sis cubic structure of typB1 belongs to a group of strongly purity argon(conditions of synthesis given in Tablg The
nonstoichiometric compounds and possesses a very widgnthesized samples were also annealed in vacuum quartz
range of homogeneity—from Ti35 to TiCy oo (Refs. 1-3,  ampoules for 4 h at 1200 K with subsequent quenching of the
within the limits of which the carbon atoms C and structuralmpoules with the samples in water to obtain the disordered
vacancies] form a substitutional solution in the nonmetallic giate: the cooling rate during quenching wag50 K min L.
sublattice. Depending on the composition, conditions of syn- 1o composition of the samplgEable |) and impurity

thesis, and heat treatment, titanium carbide,Te@n existin  content were determined by chemical and spectral analysis:

eithesrt adqézog?irr%dero rdqsrg(:(;g? tsr;t?t'ons in the related carthe impurity nitrogen content was 0.1wt%; the oxygen

udi —di iti i - . . :
impurity content in the samples prepared by hot pressing was

bides VG,,* NbC,,>® and TaG have revealetithat the pe- purity Pes prep yhop g

. 14 wt.% in th I lid-ph
riod ag; of the basis lattice of these carbides in the ordere 05-0 6, and in the samples prepared by solid-phase

. ; . : ) intering it was 0.35 wt.% on average; the content of metallic
state is larger than the period of disordered c_:arblde_s with thﬁnpurities did not exceed 0.02wt.%. X-ray analysis of the
same carbon content. Analogous systematic studies of the .
. : ) ; o . . quenched samples was performed on a DRON-2 autodiffrac-
influence of ordering on the lattice period of titanium carbide

; . . “tometer with CuK«, , emission using a comparison refer-
have not been carried out. There are only disconnected indi- 1.2 9 P

cations of the variation of the peria; in TiC,: in Refs. 7 ﬁnce star_ld:rq())og\:\‘/‘dBeorgg smg[lt_er-]crysdt%l S|I|t(_:0n with cup|c Iatt—
and 8 the growth ofg; after ordering anneals of TiGs, 'ﬁe p(?rtlﬁ ‘ ”' £ th nm hed : ra<|: on eﬁpenmen
TiCqsg, TiCyes, and TiG g7; the authors of Ref. 9 reported showed that afl of the quenched samples are homogeneous

on growth of the period of Ti(0.6<y<0.9) after anneal- [splitting of x-ray reflection doublets was observed even for

ing at 1000 and 900K for 15h after annealing at each temt"€ (311k1 line] and contain only the disordered phase TiC

perature; the same effect was observed ingFi@nd TiG ss with B1 structure. To determine the lattice periag;, we
annealed at 773 KRef. 10. ' ' used the split doublets tla; and CuK a, of the structure

The goal of the present work is to find out how nonsto-eflections (3313;, (420)g,, and (422}, The error in the

ichiometry and ordering affect the period of the basis struc€términation ohg, did not exceed=0.0001 nm. The varia-
ture of nonstoichiometric titanium carbide TiC tion of the lattice period as a function of the composition of

the disordered carbide TiGTable |) is in good agreement
with the most accurate data.
1. SAMPLES AND EXPERIMENTAL TECHNIQUE To reach the ordered state, the titanium-carbide samples

Samples of nonstoichiometric titanium carbide JiC synthesized by solid-phase sintering were annealed for 455 h

(0.50<y=1.00) with differing carbon content were synthe- in the following regime: 1070 23h+1020Kx90h

sized by three method4 — solid-phase sintering of Tig, 970 KX 100 h+ 920 KX 65 h +870 KX 167 h; the tempera-

powders, gaseous soot, and metallic titanium at 2000 K foture was then lowered to 300K at a rate of irkin™*.

6h in a vacuum of 0.0013 Pa K110 ° Torr) with interme- ~ Samples of the carbides TjG,, TiCys4, TiCqsg, TiCo o,
diate grinding of the products after 3h of sintering; 2 — TiCqgg, TiCq g3, and TiG, g5, prepared by hot pressing, were
solid-phase sintering of powders of metallic titanium andannealed for 340h in the regime 107&RO0 h+ 1020 K
gaseous soot at 1800K for 8h in a vacuum of 0.0013 Pak 20 h+ 970 KX 24 h+ 920 KX 48 h+ 870 KX 72 h+ 820K
(1X10 °Torr) with intermediate grinding of the products X 98 h+ 770 Kx 48 h; the transition from one annealing tem-
after 4 h of sintering; 3 — hot pressing of powder mixturesperature to the other, and also cooling from 770 to 300K,

1063-7834/99/41(7)/7/$15.00 1032 © 1999 American Institute of Physics
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TABLE I. Composition, conditions of synthesis, and lattice peragd of samples of disordered titanium carbide JiC

Conditions of synthesis

Lattice

Composition Method Composition, wt.% period temperature time pressing pressure
TiC, of synthesi¥ Ti Chond Ciree O N agi, hm T, K t, h p, MPa
TiCy 50 1 88.42 11.18 None 0.24 0.15 0.43017 2000 6.0 -
TiCo50 2 88.45 11.20 == 0.17 0.08 0.43040 1800 8.0 -
TiCy 50 3 88.29 11.51 - 0.05 0.06 0.43057 1773 0.5 20
TiCo 54 3 87.87 11.96 - 0.08 0.06 0.43068 1773 0.5 25
TiCy 55 1 87.32 12.08 "= 0.20 0.07 0.43072 2000 6.0 -
TiCoss 3 87.13 12.71 —— 0.11 0.07 0.43105 1773 0.5 25
TiCysg 1 86.62 12.90 == 0.21 0.08 0.43114 2000 6.0 -
TiCo 60 2 86.68 13.13 - 0.15 0.07 0.43120 1800 8.0 -
TiCoe2 3 86.31 13.43 == 0.08 0.07 0.43152 1923 0.5 23
TiCp 63 1 86.05 13.58 - 0.30 0.06 0.43160 2000 6.0 -
TiCo 67 2 85.52 14.30 =" 0.14 0.08 0.43190 1800 8.0 -
TiCyes 1 84.45 14.37 == 0.76 0.07 0.43174 2000 6.0 -
TiCp s 3 85.26 14.63 - 0.10 0.07 0.43198 2173 0.5 30
TiCy g 1 84.38 14.70 == 0.30 0.08 0.43183 2000 6.0 -
TiCo 70 2 85.24 14.84 - 0.06 0.05 0.43210 1800 8.0 -
TiCo.g0 2 82.83 16.67 == 0.21 0.09 0.43250 1800 8.0 -
TiCy g1 1 82.14 16.75 "= 0.18 0.08 0.43248 2000 6.0 -
TiCp g3 1 82.02 17.03 - 0.38 0.07 0.43260 2000 6.0 -
TiCy g3 3 82.45 17.24 == 0.14 0.07 0.43254 2173 0.5 30
TiCpgs 3 82.18 17.51 - 0.12 0.07 0.43260 2173 0.5 30
TiCg g0 1 80.79 18.30 == 0.45 0.08 0.43256 2000 6.0 -
TiCp g0 2 80.92 18.32 - 0.23 0.06 0.43270 1800 8.0 -
TiCp.g25 1 80.41 18.65 0.25 0.51 0.07 0.43269 2000 6.0 -
TiCg o4 1 79.68 18.84 <0.01 0.31 0.07 0.43259 2000 6.0 -
TiCo o7 1 79.47 19.35 <0.01 0.22 0.08 0.43265 2000 6.0 -
TiCy s 3 80.02 19.69 None 0.08 0.07 0.43258 2473 0.5 35
TiCp g9 2 79.60 19.72 0.18 0.17 0.09 0.43280 1800 8.0 -
TiCy g0 2 79.07 19.79 0.28 0.18 0.12 0.43270 1800 8.0 -

*1 and 2—solid-phase vacuum sintering; 3—hot pressing.

were performed at a rate of 1-Kiin~ 1. Annealing TiGs, bic (space grougc222) ordered phase IC,. Annealing of
samples resulted in metallic titaniute Ti) being liberated the carbides Tigg, and TiG ¢ led to the appearance of
along the grain boundaries. Liberation @fTi as a result of  superstructure reflections corresponding to the rhombic
annealing of other carbides TjQy=0.52) was not ob- phase TjC,.
served. Thus, it follows from the structural data that during or-

The phase composition and crystal structure of the, TiC dering of TiG, in the ranges Tigso— TiCqse and TiG 63
samples after annealing were examined by x-ray analysis us-TiC, 43 ordered phases of the type,Ti and TiC, are
ing CuKa, , radiation scanning with a step26=0.02° in  formed. A detailed analysis of the diffraction data and a de-
the angle interval 14%260<130°; when recording the x-ray scription of the structure of the ordered phases of titanium
diffraction patterns we used an exposure time of 5s at eacbarbide are given in a preceding pagRef. 12.
point.

Annealing led to the appearance of superstructure reflec-
tions in the x-ray diffraction patterns of samples of Jig, 2. EXPERIMENTAL RESULTS AND DISCUSSION
TiCos2, TiCos4, TiCyss, TiCoss, TiCos9, TiCo62, TiCooes, The variation of the period of the basis crystal lattice as
TiCoe7, and TiG eg. The same set of superstructure reflec-a function of composition of the disordered and ordered car-
tions corresponding to the cubispace groug-d3m) of the  pides Tig, is plotted in Fig. 1. The dependence of the lattice
ordered phase JC was observed in the x-ray diffraction periodag; on the composition of the disordered carbide TiC
patterns of annealed samples of Jig, TiCosz, TiCoss,  was fitted by a second-degree polynomii;(y,0)=a,
and TiGss. A distinguishing feature of the diffraction pat- +a,y+a,y? with a,=0.421595 nma;=0.023699 nm, and
terns of the annealed samples of Jigand TiG sgis trigo-  a,=—0.012655 nm.
nal splitting of the structure lines (22§, (311)g, As the composition varies from TiGg to TiCyg,, the
(331)gy, (420)s;, and (422}, indicating the formation of a  |attice period increases weakly and passes through a maxi-
trigonal (space grouf3m) superstructure }C. In the x-ray  mum at TiG g;_o93. Further decrease of the carbon content
diffraction patterns of the annealed carbides ¢lgcand  in the disordered carbide TiCi.e., growth in the concentra-
TiC, gzalong with reflections from the trigonal ordered phasetion of structural vacancies, leads to a rapid decrease of the
Ti,C we observed superstructure reflections from the rhomlattice periodag;. The presence in thag;(y) curve of an
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FIG. 1. Dependence of the periagd;

of the basis crystal lattice on the com-
position of the titanium carbide
sample, TiG, in the quenched, disor-
dered (2, 4,5 and annealed, ordered
(1, 3 states:1, 2— samples prepared
by sintering Ti together with Tigq,;

3,4 — samples prepared by sintering
_ a mixture of Ti and C;5 — samples
prepared by hot pressing of Ti together
with TiCgy gg; I, II, Il — existence re-
gions of ordered phases of ,0O,
Ti3C,, and TECs, respectively.

0.432

@, nm

0.431

T

O W =

0.430

almost horizontal segment in the region Fig—TiC,, Placed in the opposite direction, i.e., toward a vacancy. Thus,
(Fig. 1) indicates that, for a low concentration of structural the perturbation field created by a vacancy should extend out
vacancies, the perturbed regions created by them in the cry8t least to the second coordination sphere of the metal atoms.
tal lattice have a small radius and do not overlap. The abln this case, the decay of perturbations with increasing dis-
sence of such a segment in thg;(y) curve of NbG and tance undergoes Friedel oscillations. Judging from the
TaG (Refs. 5 and Bindicates that the perturbations createdestimates;**~*%in nonstoichiometric cubic carbidésC, the
by the vacancies in these compounds are more long-range @ffective perturbation radius exceeds the period of the unit
nature than in titanium carbide TjC cell and the perturbation extends out past the second coordi-
In carbides having thB1 structure each metal atom is in nation spheree.g., in niobium carbide the correlations ex-
an octahedral environment of six sites of the nonmetallidgend out to the eighth coordination sphere, Ref. 13
sublattice, and each site of the nonmetallic sublattice is sur- Thus, in the most general case, a decrease in the lattice
rounded by six metal atoms. The presence of one or severgkriod of the disordered carbide with growth in the concen-
structural vacancies in the immediate environment of a metdration of vacancies can occur when metal atoms of the first
atom leads to its static displacement due to the asymmetry @foordination sphere are displaced away from vacancies as
the combined action of its nearest neighbors. Let us considavell as toward them. The available experimental results on
in what direction the metal atoms can be displaced so as t®iC, show that titanium atoms in the first coordination
produce the experimentally observed decrease in the latticgphere are shifted away from the vacancy.
period of TiG when the concentration of structural vacan- ~ The mean static atomic displacemexits were deter-
cies is increased. mined in earlier studies by elastic diffuse neutron scattering
If the metal atoms are displaced toward a vacancy, theon TiCy 5, and TiG, s Single crystald®~*¥The measurements
growth of the concentration of vacant interstic8d14 hav-  were performed at 1173 K, which is quite clearly above the
ing a smaller linear dimension than the filled octahedral in-order—disorder transition temperatdrg,,s, that is, in disor-
tersticesCMg will be accompanied by a decrease in the lat-dered carbides. The values obtained for the short-range order
tice period ag;. The period will decrease if the static parametew and the static atomic displacemefits for four
displacements of the metal atom decrease monotonically anmbordination spheres centered about a vacancy are listed in
tend asymptotically to zero as the distance to a vacancy i$able Il. Positive value of the displacements corresponds to
increased and even in the case when the perturbations cretovement of the atom away from the vacancy. As can be
ated by the vacancy extend out only to the first coordinatiorseen from Table II, for disordered carbides the main atomic
sphere. displacement is a shift of the titanium atoms in the first co-
If the metal atoms nearest the vacancy are displacedrdination sphere away from the vacancy by roughly
away from it, then to decrease the lattice period the metaDd.005 nm.
atoms forming the second coordination sphere should be dis- A diagram of how the lattice period decreases, with in-
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TABLE Il. Short-range order parameter mean static atomic displacemefis* (in units ofag; X 10" %/2) and displacements relative to an isolated vacancy
u in titanium carbide.

TiCp g4 (231 =0.4322 nm at 300 K TiCqy76 (251 =0.4330 mn at 300 K
Coordination a (u)* (u), nm u, nm a (u)* (u), nm u, nm
sphere fikl) Ref. 16 Ref. 16 (at 300 K (at 300 K Ref. 16 Ref. 16 (at 300 K (at 300 K
100(1) O—Ti 0 253 0.00547 0.00662 0 232 0.00502 0.00589
110(11) Oo—cC —0.058 —45 —0.00097 —0.047 —38 —0.00082
111(1m) O—Ti 0 —48 —0.00104 0 —40 —0.00087
200(1V) o—cC —0.291 42 0.00091 —0.122 -13 —0.00028

Note The center of the coordination spheres is a vacancy.

dications of the directions of the atomic displacements durfrom the vacancy, where the perturbations created by the
ing the formation of a vacancy, is shown in Fig. 2. It is vacancy propagate out to a distance equal to almost two pe-
constructed for the (11@) plane of a nonstoichiometric car- riods of the unit cell.

bide MC, with B1 structure. The diagram takes into account ~ The displacementgu), found from diffuse scattering,
propagation of the displacement field about the vacdncy are averaged over all atomic configurations existing in
out to several coordination spheres and the oscillating decaliCq ¢4 and TiG, 7 With a high concentration of structural

of the displacements with distance from the vacancy. Applyvacancies. To first order, the displacement fields created by
ing the data of Ref. 17, Fig. 3 plots the magnitude and directhe vacancies are additive; therefore, the displacements
tion of the static displacements of the titanium and carbo{u’®;) of the titanium atoms of the first coordination
atoms (u™ ) and (U™ ) in the first 12 coordination sphere can be represented in the form

spheres of a vacancy in the disordered carbide, JiCAs

can be seen from Fig. 3, the displacements of the Ti and C

atoms oscillate, falling off in absolute value with distance (U2 =PEC Uty + PEC 5 U@, (o

[P A

[100],, [o10]g,

FIG. 2. Diagram of decrease in the lattice period of nonstoichiometric carbdgs(TiC,) with structureB1 during formation of d&J vacancy and static
atomic displacements around the vacancy in the (gs1f)ane:1 — implantation atomgC); 2 — vacancy;3 — metal atomdTi); 4 — ideal defect-free
lattice; 5 — lattice with vacancywithout atomic displacements taken into accouft— actual lattice with atomic displacements taken into acoouit—
contour of unit cell; I, 11, IV, V, VIl — ordinal number of coordination spher@elative to the vacangydirections of displacements shown by arrows.
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0.006 theoretical calculationg, in the composition interval
TiCqy 7~ TiCy g7 the formation of the ordered phase;Ti is
possible. Ordering is accompanied by growth of the period
of the basis crystalline latticag; of titanium carbide. In the
dependencag;(y) of the ordered carbide Tidt is possible
to distinguish three segments corresponding to the possible
= 0.002F . ordered phases JC, Ti;C,, and TECs (Fig. 1). The most
iy noticeable increase in the lattice period is observed for for-
~ 212 mation of the ordered phases;Th and, to a lesser degree,
0 '100 ;11 2;0 30/' 317,\327) Ti,C. In the composition range TiGg— TiCq g7, Where for-
\__/ ( hkL) mation of the phase §Cs is possible, the increase in the
period exceeds the measurement error by only an insignifi-
! cant amount.
1 z J r/(ag/2) Ordering of titanium carbide is observed at high concen-
trations of structural vacancies @&%1—y)>0.2. In the dis-
ordered carbide, at such concentrations of vacancies, the per-
turbed regions created by them overlap, and as a result the
perturbations propagate throughout the entire crystal, leading
to a rapid drop of the periodg;. As a result of ordering, the
vacancies and carbon atoms are redistributed over the sites of
, , . 220 . the nonmetallic sublattice in such a way that the relative
11y 200 211 N 301 222 number of vacancies that are nearest neighbors in the ordered
(hk1) carbide is less than in the disordered carbide of the same
i composition. The degree of overlap of perturbed regions is
7 2 3' 7/ (dgy/2) the_reby lowered and the p_eriaa_:gl of the basis crystallin_e
lattice of the ordered carbide is greater than for the disor-
FIG. 3. Oscillation of the static displacements of the titanium and carbondered carbide of the same composition.
atoms(uD_Ti) and(uD_C) relative to the vacancy with increasing radius A phenomeno|ogica| model for quantitative ana|ysis of

of thg coordination spherehkl) in disordered titanium carbide TiG, (a variation of the lattice periodg, during formation of the
positive value of the displacement corresponds to movement of the atom

away from the vacancy, and a negative value corresponds to movement &dered phaseM 6Cs in Fhe C.arbides Nbg and Tag was
the atom toward the vacangyconstructed with the help of experimental suggested earlier by Lipatnikoet al® Let us consider its

data from Ref. 17. application to the ordered pha$é,C,_; (t=1,1.5,2,3,
and 4, which can form in nonstoichiometric carbides.

In nonstoichiometric carbides witB1 basis structure,
where P20 .=y (1— ayy) and P2° =1-y(1—ay,y are each metal atom is found in the immediate vicinity of six
the probabilities of existence of the pailS—C and O sites of the nonmetallic sublattice, which can be occupied by
—0O; ul®_. is the displacement of the titanium atoms rela-carbon atoms or be vacant. This makes it possible to repre-
tive to an isolated vacancy, i.e., in a chain of the gart sent a crystal withB1 structure as a set of clusters in the
—Ti—C; ut®@=0, the displacement of the titanium atoms shape of a Dirichlet—Vororypolyhedron, i.e., a distorted
in a chain of the kind1—Ti—[J, is identically equal to zero Wigner—Seitz cell(in the B1 structure, the Wigner—Seitz
because of the symmetrical position of the Ti atom. Takingcell is a rhombododecahednoitach cluster includes a metal
the above into account, the displacement of the titanium atatom located at its center, and six sites of the nonmetallic
oms relative to an isolated vacanay:’;, can be found sublattice(Fig. 4). Such clusters in the form of Dirichlet—

'

S

(=)

(=1

o
T
1

0.002

(Upy?, P
o

=0.002

using the formula Voronyi polyhedra fill the entire crystal and occupy all sites
100 _ ;. .100 of the crystal lattice.
Ug—mi=(Ug=m)/[y(1— azpo]- 2 To first approximation, we assume that the volume of a

The calculated values ofit°, (Table I) are equal to clusterVy, depends only on the number of vacanaes it
0.006-0.007 nm (the values of the displacements’,,  and does not depend on their mutual arrangement. In this
given in Refs. 16 and 17 are incorrect since the values ofase, the volum¥ of a crystal containing\ metallic lattice
aq;0Were used in the calculations by error instead of valuesites has the form

of a,qg). This is quite close to the data in the literature: the
displacement of the Ti atoms from an isolated vacancy is B
0.0044 nm in TiGeo (Ref. 14, 0.0097 nm in TiG.o4 (ReF. V=N 2 nP(Y, 7))V, )

19), and 0.0080 nm in Tigqe7 (Ref. 20.

Studies of the structure of annealed samples of, TiC whereP(y,7) is the probability of formation of a cluster
show that in the composition intervals Tig— TiCys9 and  with m vacancies;y is the long-range order parametar;,
TiCqe3— TiCy g the ordered phases ;0 and TgC, form, =C¢'is the multiplicity of anm-configuration of the cluster.
and the composition interval Tigge— TiCq g3 cOrresponds to  On the other hand, the volume of disordered titanium carbide
the two-phase region JC+ TizC,. In addition, according to can be represented in terms of the period of the basis struc-

6
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a cluster withm vacancies in an ordered phase of the type
M, C,, 1 With any degree of long-range order can be repre-
sented in the form??2

1 g v(t,f)
f v V
Pm,t(yv 77) = 5 2 I/(t f) ZO C « f)

X nllv(t,f)—y] n[Ze—m— v(t,f)+v]
X(1=ny)"(1—ny) M=), (6)

wheren;=y—(2t—1) /2t andn,=y+ 5/2t are the prob-
abilities of finding a carbon atom at a site of the vacancy and
carbon sublattices during formation of a superstructure of the
type M, Co_1; 05 is the multiplicity of nonequivalent posi-
tions of the metal atoms located at the center of each cluster
(Z19;=P); v(t,f) is the number of sites of the vacancy
_ _ o , , sublattice belonging to a cluster with multiplicity; in the
FIG. 4 'Cluster flgurg(W|Fhout (_1|stort|ons talfen into _accou.)nnseq in the superstructurév ,C,; ;.
description of nonstoichiometric metal carbidesC, with B1 basis struc- . 2t=2t—1 L . .
ture: 1 — nonmetallic sublattice site% — metal atom M. Using Egs.(3), (5), and (6), it is possible to find the
volume of the crystal and the period of the basis lattige
of a nonstoichiometric carbide with any degree of order. We
ture agy(y)=ao+a;y+ayy? as V=(N/4)a§1(y). Taking  calculated the periodg; of ordered titanium carbide in two
this into account, Eq(3) for the disordered carbide takes the ways.

form In the first approach, we assumed that the maximum
6 degree of long-range ordey,,,, was reached in the crystal.

> AP(Y,0Vi= (8p+ayy +azy°)° , (4)  According to Refs. 1 and 2, the dependencergfy on the

m=0 4 composition of the carbid¥C, during formation of an or-
whereP, (y,0)=(1—y)™y®~™ is the probability of forma- d€red phase of the typd,C,, has the form
tion in a disordered carbide of a cluster containmgacan- 2t(1-vy), if y=(2t—1)/2t,
cies. Solving Eq(4), we find the volume of the cluster Dmal Y) = . 7)

. 2ty/(2t—1), if y<(2t—1)/2t.
1 k! (6—m)!
V=7 kzm A6—km’ 5 In the second approach, we assumed that the long-range

order parameter in ordered titanium carbide has the same
whereAq_ is the coefficient of/* on the right-hand side of value as it has at the order—disorder transition temperature

Eq. (4). Tians 1-€45 7= Nyrans:
The contribution of each cluster to the total volume of Calculation of the change in the lattice periddg;
the crystal is proportional to its probabili®,,. For equilib- =ag;(y,7)—ag1(y,0) in the approximations;= 7., and

rium conditions the probabilit?,(y, ) of the existence of 7= 74, (Table 1) shows that the experimental values of

TABLE lIl. Variation of the periodAag; =ag;(Y,7) —agi(y,0) of the basigof type B1) of the crystal lattice during ordering of nonstoichiometric titanium
carbide TiG .

Aag;=agi(y,7) —ag(y,0), nm
Calculation

Carbide Phase 7= Nequilib 7= Mtrans nj= Mmax
TiCy transition Experiment n T, K Aag; n Aag; n A
TiCos0 TiC,—Ti,C 0.00010 0.640 940 0.000100 — — 1.000 0.000622
TiCo 50 TiC,—Ti,C 0.00035 0.735 760 0.000350 — — 1.000 0.000622
TiCoss TiC,—Ti,C 0.00032 0.710 730 0.000320 — — 0.900 0.000506
TiCy 59 TiC,—Ti,C 0.00013 0.510 1020 0.000229 — — 0.820 0.000421
TiCo60 TiC,—Ti3C, 0.00010 0.340 800 0.000100 0.190 0.000018 0.900 0.000401
TiCp g3 TiC,—Ti3C, 0.00014 0.400 760 0.000140 0.233 0.000030 0.945 0.000501
TiCp g7 TiC,—Ti3C, 0.00010 0.365 760 0.000100 0.281 0.000048 0.990 0.000551
TiCpes TiCy—TisC, 0.00024 0.560 600 0.000240 0.289 0.000046 0.960 0.000519
TiCgg9 TiC,—TisC, 0.00020 0.515 610 0.000200 0.296 0.000049 0.930 0.000487
TiCy g1 TiCy—TigCs 0.00008 <0.60 <600 0.000080 0.632 0.000140 0.972 0.000332
TiCogs TiCy—TigCs 0.00020 0.750 610 0.000200 0.635 0.000142 0.996 0.000349
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Aag, correspond to an intermediate value of the long-range  This study was supported by the Russian Foundation for
order parametemyans< 7< 7max- 1able Il lists calculated Basic ResearcliGrant No. 98-03-32856a
values of 7= 7¢quiinr at Which the experimentally observed
change in the lattice periaag; is reached and the tempera-
ture T at which this value of the long-range parameter is the,
equilibrium value. The values Ofiyans and 7equiinr Were cal-
culated using the method of a functional of the order—————
parameter$:122
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NMR spectra of’Fe and?’Al in LuFe, and LuFg ¢sAl, o4 alloys were measured by the spin
echo method at 4.2 K. The main contributions to the hyperfine field€fm nuclei are
estimated, along with the magnetic moments on the Fe and Lu atoms iB.L@@€1999 American
Institute of Physics[S1063-78389)00307-X

During roughly the last ten years, the intermetallic Laveslosses to metal evaporation were taken into account. Ingots
compoundsAFe, (A=Y, Sc, Zr, Hf, etc) have attracted a of LuFe, and LuFeg g6l o4 Obtained in this way were an-
great deal of interest from the research community. Previnealed for 50h at 900°C in an argon atmosphere. X-ray
ously it was presumed that only the iron atom possesses easurements on powder samples obtained from these ingots
magnetic moment in these compounds. However, calculashowed that the alloys had cubic structure and were single-
tions of the electronic structures of many of these comphase. NMR spectra were recorded by the spin-echo method

pounds have shown that the atoms should also have a at 4.2 K. The NMR spectra were normalized to the square of
magnetic moment, with the magnetic moments of these aithe measurement frequency.

oms antiparallel to the moments of the iron atotTfsin As is well known®® to obtain the necessary resolution

polarized neutron scattering studies in the alloys XfRef.  and accurate measurements of the narrow NMR spectra in
5 and ZrFg (Ref. 6, and also in NMR studies of Yge  ferromagnets requires that one use radio pufsesxcite the
(Ref. 7), ZrFe, (Ref. 8, and ScFg(Ref. 9 it was found that  echg of comparatively long duratiom and small amplitude
theAatoms(Cs, Y, Zn) possess a negative magnetic momentg  The NMR spectrum of Fe in LuFe was measured with
relative to the moment of the iron atom_s. A study of they,q help of two identical radio pulses with= 10 us (i.e., the
dependence m;the frequency of the Jnaximum of the NMRyequency range of echo excitation was<0.1 MH2) and
spectrumf o on ®Y nuclei in YFe; and*Zr nuclei in ZrFe By<0.3B,, (WhereB,, is the amplitude of the radio pulses
(Ref. 10 on the external pressufehas shown that, grows ., 0snonding to the strongest echo signal at the maximum

W|th.t.|ncr“elasm|9P. Tthisi' daia {)homt to the e?lsl;tﬁnce fgf 4of the NMR spectrum For LuFg gAl g g4 the duration of the
Egﬁ;s'\@':g)cgn t(;]%nsg\'( l;r']%nglgr nﬁc?é(ipae::;necnoﬁseyB:thllne radio pulses was=5 us. Besides the requirement of small
' d Y, angles @) of rotation of the nuclear magnetization (

negative mqgnetlc moments on the Y and Zr atoms. ~171Bg) in the measurement of the NMR spectra, it is also
Calculations of the electronic structures of the alloy : .
. : . necessary to keep the quantiyf fixed for the entire range
LuFe, (Ref. 4 predict a negative magnetic moment on the . !
of measurement frequenciés According to Ref. 14, pro-

Lu atomsu(Lu)=—0.41uy, . In a neutron scattering study . . y
of LuFe, (’légf )1]) the ajfftlr)]ors estimated only the r‘?1agne¥icv'ded these experimental conditions are observed, the mea-
: sured NMR spectrum, normalized to the square of the fre-

moment on the iron atoms. Recently, a study of the depen: > S
dence of the NMR frequenc, of 173Lu nuclei on the ex- 9YeNcy ¢<), corresponds to the true distribution of the

ternal pressur® in LuFe, (Ref. 12 showed that the quantity resonant frequencidsr hyperfine fieldsfor the investigated

dfo/9P is positive and, consequently, the lutetium atoms'€fomagnet.

should have a negative magnetic moment. Experimental es- Figuré 1 shows NMR  spectra of Lufeand
timates of the magnetic moments on the lutetium atoms arkUFeLafAlo.0s- The NMR spectrum ofFe in LuFg has an
also lacking. asymmetric line with maximum at 28.6 MHz. Usually, the
The present paper presents results of an NMR study JNMR spectrum of*Fe in cubic Laves phases (MgQu
Laves alloys with cubic structure based on LyFeontaining  Pased on Fe consists of two linés the ratio 1: 3 due to the
an aluminum impurity, whose purpose was to measure th&v0 magnetically nonequivalent states of the Fe atoms,
hyperfine fields on thé’Fe and>’Al nuclei, and also esti- Where the direction of the easy axis coincides with(th&1)
mates of the magnetic moments on the iron and lutetiunglirection. For the case where the easy axis coincides with the
atoms. (100 direction, the NMR spectrum of'Fe consists of a
single line, and for th€110 direction, of two lines of iden-
tical intensity. From Fig. (@) it can be seen that in the fre-
quency region around 28.0 MHz there is an additional con-
Samples of the alloys Lukeand LuFeg giAlpqs Were  tribution to the spectrum. Geometric separation of the lines
prepared from metals of high purity in an arc furnace in anshows that the ratio of areas of the lines with maxima at 28.0
atmosphere of high-purity argon. In the melting processand 28.6 MHz is equal roughly to 1:2. In the unannealed

1. EXPERIMENTAL DATA

1063-7834/99/41(7)/3/$15.00 1039 © 1999 American Institute of Physics
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The quantityH,,(Fe) in the Fe matrix was estimated in
Ref. 17. An estimate based on shifts of the hyperfine field of
>Fe, AH(Fe), in diluted Fe-alloys and also in §®i com-
pounds gave the valud,, (Fe)~—-14.5T.

Reference 7 considered another method for estimating
the induced contributions in Fe-based alloys. The authors
proposed to estimatd,, (Fe) from data on the hyperfine field
on nonmagnetic impurities. However, to the reasons given in

Ref. 7 we must add the following. The hyperfine field&2)

on the nonmagnetic impuritieZ} in an iron matrix have an
oscillating dependence as a functionZpfvarying in sign and
significantly in magnitudé® From this dependence it is clear
that only for?’Al and %383Cu nuclei isB(Z)=H(Z)/A4(Z)

o [here A4(Z) is the polarization constant for treelectrons,
Ref. 18 almost equal toB(Fe)=H, (Fe)/A,(Fe)=0.81
05t o . ] 10"t [H,(Fe)=—14.5T]. For other nuclei the values of
° B(Z) differ from B(Fe) by several-fold. From the equalities
B(Fe)=B(Cu)=B(Al) we can find a relation betweeH,,
and the experimental hyperfine fields on%#é or ©®Cu
impurity nuclei in the investigated iron-based sample, i.e.,

Hy (Fe=H(Z)As(Fe)/As(2), 2

26 28 30

A, ard. units

whereZ=Al or Cu. Thus, by measuring the hyperfine fields
on the nuclei of’Al or 83%%Cu impurity atoms occupying Fe
sites in the iron-based alloy and using relati@ it is pos-
sible to estimate the induced contribution to the hyperfine
fields on the °Fe nuclei and thenH,,.(Fe)=H(Fe)
—Hgy(Fe).

The fieldsH,,(Fe) andH,,.(Fe) on >’Fe nuclei in LuFe
compounds were estimated on the basis of the experimental
data forH(Fe) and H(Al) measured in this work. The ob-
tained values oH(Al) andH(Fe) also contained the Lorentz
field for LuFe. Thus, H(Al)=2.88T and
H(Fe)=—21.08T; thusH,,(Fe)= —5.89 T[estimated using
formula (2)]. Consequently, H,c(Fe)=—15.19T and

The hyperfine field on nuclei of magnetic atorfesg.,  «(Fe)=1.69u;,. This value of the moments on the Fe atoms
5’Fe) in ferromagnetic metallic alloys is usually representedis found in agreement with the estimatesofFe) from po-
as a sum of two main contributions, local and induced larized neutron scattering measurements in LulgFe)

=1.67up (Ref. 1. Calculations of the electronic structures

H(Fe)=Hoc(Fe)+Hy (Fe), @ of LuFe, (Ref. 4 gave the following value for the magnetic
where H,,.(Fe) is the contribution to the hyperfine field moment on the states of the Fe atormpgFe)=1.64u,,.
from the polarization of the inner and outeelectrons by the In order to accurately estimate the magnetic moments on
intrinsic magnetic moment of the iron atom(Fe), and the A atoms in Laves compounds of the typ&e, from the
H,;(Fe) is the contribution to the hyperfine field due to po-hyperfine-field data, it is also necessary to know the values
larization of the outes electrons by the magnetic moments of the hyperfine fields on the nuclei of tlsep, andd impu-
of the neighboring atoms. Sind#,,.(Fe) is proportional to  rity atoms occupying thé and Fe sites in th&Fe, lattice.
wn(Fe) (Ref. 15, it is usually assumed thaH,,.(Fe)  However, such data for Lukelloys are lacking. In LuFe
=P(Fe)u(Fe), whereP(Fe) is the polarization constant; for w(Lu) can be estimated from data on the mean magnetic
iron P(Fe)=—9.057/ u;, (Ref. 15. moment of the alloyu;, calculated on the basis of the

We determinéH (Fe) from the experiment. To determine chemical formula of the compoundFe, [ui=2u(Fe)
u(Fe from the hyperfine-field data, it is necessary to esti-+ w«(A)]. It should also be borne in mind that going this
mate the contributiorH,,.(Fe) [or H(Fe] to H(Fe). At  route can incur significant variations in(A) since there is a
present, estimating the main contributions from the experispread in the data om; due to the sensitivity of the values of
mental data is one of the main problems in the method ofu to the stoichiometry of the composition and the single-
hyperfine interactions. The most reliable experimentaphase character of the samples Affe, compounds. The
method for estimating the main contributions to the hyper-magnetic momentg:; in LuFe, were measured in Refs. 12
fine field of the magnetic @ atom is based on a measure- and 19 and found to lie in the range;=(2.85-3.00)uy, .
ment of the hyperfine field on nonmagnetic impurity atoms atUsing the obtained value ofu(Fe), we obtain w(Lu)
the beginning and end of thed3series:® =—(0.38-0.53)u;, . Estimates ofu(Lu) in LuFe, from cal-

FIG. 1.

alloy this ratio is equal to 1:2.4. The easy axis in LuFe
probably coincides with thé111) direction at 4.2K. The
NMR spectrum of LuFgggAlg o4 is found in the frequency
range 20- 30 MHz and contains two resolved peaks, one of
which belongs to the NMR spectrum dfFe (at 28.6 MH3,
and the other, to the NMR spectrum DAl with maximum

at 29.8 MHz.

2. DISCUSSION OF EXPERIMENTAL RESULTS
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Self-consistent calculation of the hole autolocalization barrier in the CuO > plane
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We examine the behavior of an extra hole added to the ground state of an antiferromagnetically
ordered Cu@ plane with account of the Cu—O and O—O hybridization. We show that spin
flipping in the CuQ plane will lead to separation of localized and free-hole states by the energy
barrierE,,~0.05eV, which can be manifested in various kinetic phenomena.13©9

American Institute of Physic§S1063-783@9)00407-4

Various studies of lightly doped high-temperature super-of a free hole and the energy of the packet for one flipped
conductordHTSC’s) show that the hole ground state in the spin coincide.
antiferromagnetically ordered Cy@lane is an autolocalized
state’? Both the spin—charge interaction, arising due to a
breakdown of antiferromagnetidAF) order? and the 1. FREE HOLE IN AN ANTIFERROMAGNETIC LATTICE
electron—phonon interaction, leading to a local distortion of
the crystal latticé, contribute to the localization. The small The model Hamiltonian of the CuyOplane in the
dimensions of a hole polaron lead to quantization of leveldHartree—Fock approximation of the Hubbard model has the
and to finite excitation energigs-0.5-1 eV).3 New studies  form'#*3
of HTSC’s with a finite hole concentration clearly indicate
the existence of hole subsystems in them of both band and H=>, Hg—U>, (nd_Y(nd_ ), (1)
polaron typet= 4 m

Holes can be created optically as well as by chemicalyhere
doping. A wide photo-induced absorption band is observed
arour_1d~0.5 ev’8 Thg rglatively long I.ifetime of the ab- HOe=> (eg+U(nd_ y)nd_+ epz nP +T
sorption band~1 mg indicates that optically created holes n m
exist for some time as free quasiparticles. This indicates that

the free and autolocalized states in the Gylanes are sepa- X 2 (dﬁapm(ﬁ H.c)+t 2 (p;wpm,(,—l— H.c),
rated by an energy barriér. nm mn’
In cuprate perovskites holes are quasi-two-dimensional. 2

In this case, formation of a polaron due to the electron

h : ion is barrier-frf(al Ref 11 wh Tng, andnf,, are the occupation numbers of ttg:_,2 and
phonon interaction is barrier-free(also see Ref. 11, where D Orbitals of copper and oxygen, respectivedy, and e,

) > _ - ) e the energies of these stat€sandt are the Cu-O and
three-dimensional casdn contrast to this, there is a barrier 0-0 overlap integrals, respectively, is the value of the

in the spin—polaron modé| The difference consists in the ,phard correlation energy on copper. The values of these
nonlinear nature of the local spin excitation: a flipped SPiNparameters can be obtained from band calculations:
forms a stable topological defect in an antiferromagnetic latyy~g ey T~1 eV. t~0.3eV. ande= €p— €q~3 eV (Ref.

tice. Therefore, a wave packet of large radius of a free pary4).

ticle in an antiferromagnetic lattice with one flipped spin A free hole in an antiferromagnetic lattice is described
forms a metastable state in contrast to a packet in a Iocallhsy the eigenstates of the Hamiltoniéh) provided that the
distorted lattice. lower band is filled with holes. The mean values of the oc-
The above-indicated metastable state has a larger energyipation number$nf’, ) are calculated self-consistentfyFor
than a wave packet of the same radius in an ideal antiferrahe above-indicated values of the parameters, the second hole
magnetic lattice. However, the energy of a small packet ishand (empty in the undoped cas@as four minima at the
less if one spin in the lattice is flipped. For some value of thepoints (+ 77/2a, = 7/2a) of the Brillouin zone, whera is the
size of the wave packdt, the two energies coincide. Con- lattice constanfsee Fig. 1L
sequently, to calculate the height of the barrier between a In the antiferromagnetically ordered state the unit cell is
free hole state and an autolocalized hole state it is necessadpubled. CyO, cells form a simple cubic lattice with lattice
to find the value ot. at which the energy of the wave packet constanta’ =a+/2. The minimum of the hole band is shifted

1063-7834/99/41(7)/4/$15.00 1042 © 1999 American Institute of Physics
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-0.60 Below we examine the behavior of the following large-
radius hole packet in an antiferromagnetic lattice:

-0.60 W)= AL exf —2(|my|+|my)a’/L+i7m,.]a, 0},
m/

ar;, is the creation operator of the staté,,), A =tanh

-1.00
< X(2a'/lL); this form is similar to the form
& [~sech&/L)] of a soliton wave packet having minimum

-1.20 energy for a given sizé=(f|¢|*dx)"1>a’. The kinetic

energy of the packet is equal to
140 Bun(L)=2 2 E(K)g(ky—m/a)e(ky?,  (9)
x" Ky’
160 ' . where
(0,0) (7,0) (w/2,7/2) (0,0 o(q)=(A)¥%sinh(2a’/L)/(cosi2a’/L)—cogga’)).

k ForL>a’' the energy depends quadratically @fL despite
FIG. 1. Band structure of a hole in an antiferromagnetic lattice, calculated ifhe above-indicated maximum in the density of states.
the mean-field approximation. To find the total energy of the packet, it is also necessary
to calculate the correctiokgg to the energy of the packet
arising due to the spin—hole interaction. In the limit
to the points (-7/a’,0) and (0y w/a’) of the Brillouin  L/a’—c it depends on the mean hole concentratjgi’
zone. At these points the wave function is a linear combina=(a’/L)?. Therefore, for largeL Egg is approximately
tion of the lattice-site functions equal to 1N, part of the correction to the energy of the state
= (— 1)™ (i | Ay +COS & Py, 3) )[/;/llitshel:l]grggciigzgﬁiurl\g:j.alsn the mean-field approximation

1
|Pl>m’:§(|pl>m’_|p2>m’+i|p3>m’_i|p4>m’)v 4 ESE:NL[E(S-*C-)(NO)_E(r)(NO)], (6)
0

|pnym denotes the states of the four oxygens surrounding thﬁ/here EO(N

copper in the unit cell with the indicea’; according to our  4qjitional holes of the same spin, added to the rigid antifer-
calculations, sine=0.39. As is well known, the cage=0 is romagnetic lattice. When finding> ~%(N,), the values of
degenerate: the minimum of the hole band is found at thg, polarizatior(n%) are calculated self-consistently with the

boundary of the Brillouin band, but the density of states hagy "5 jgitional holes taken into account. Results of calculation

a logarithmic divergence at the energy of the minimum. Tak—of E.(L) and the total energy of the packet=E,(L)

ing the O-0 interaction into account removes the singularity+ E<g(L) are plotted in Fig. 3. It can be seen thatgrows

and shifts the maximum of the density of states to a finit§in"qecreasing size of the packet. Taking into account that

energy(see Fig. 2 the energy of a spin polaron is less than the energy of the
minimum of the hole ban, we can conclude that the free
hole state is separated from the state autolocalized by the

o) is the energy of the CuQplane with Ng

9.00 energy barrier.
#0047 2. EFFECT OF SPIN FLIPPING ON COPPER
" | In order to find the height of the barrier, let us consider
| 300 how the energy of a packet of large radius varies when one
E i spin on a copper atom flips. In this case, we need to take into
- account two different contributions to the variation of the
5 200 energy.
§ i 1) An increase in the energy due to change in the mag-
netic interaction upon one spin flip; it is calculated in the
7.00 - mean-field approximation by the Lifshitz’ method of local-
. ized perturbationgdetails of the application of this method
0.00 in the three-band Hubbard model can be found in Ref. 15
0 w0 120 100 ' 0.[80 " 060 For typical values of the parameters we obtain

E eV E®~0.15eV, which essentially coincides with the experi-
mental value of this parameter in an antiferromagnetically
FIG. 2. Density of hole states, calculated in the mean-field approximation.ordered Cu® plane.
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L
FIG. 4. Dependence of the energy of the free hole state in an antiferromag-
: : l netic lattice with one flipped spif@) and of a ferron statéb) on the size of
000 020 040 060 060 100 the stated .
A / N
FIG. 3. Dependence of the mean eneWypf a hole in the Cu@plane with G 1 _ 7 - >
N, additional holes of identical spin in a rigid) and a self-consisterit) ~ En~E' T 5LeLtes V(e —e1)?+2(TA_cosasinp)?],
antiferromagnetic lattice, consisting df unit cells, on the additional hole (10)
concentratiorNg /N.
where

2) A decrease in the energy due to hybridization of a 81:1(604‘62— /—(60—62)2+12T2),
copper ion with spin fligd,) and the oxygen ions surround- 2

ing it, entering into the four nearest packets and forming two L \/—2—2
; =(g1— - +3T-.
orthogonal symmetrized states sin B=(21~ €)/\(e1~ )"+ 3T
1 The energy of the wave packet in an antiferromagnetic
|41)= = (P 1+|P1)2—|P1)3—|P1)a), lattice with a flipped spin calculated in this was, , and the
M vz Ve e energy of a free wave packet are plotted in Fig. 4 as
functions of L. The corresponding curves intersect at the

1
|¢//2>=§(|P2>1+|P2)2+i|P2)3+i|P2>4); packet sizeL,~4a’ (i.e., 32 CuQ cells. The energy at
which the curves interse¢teckoned from the energy of the
the|P,), states are defined by formu(d), minimum of the bang E,~0.05eV, is the height of the
barrier.

1 . . . . .
— Thus, the mechanism of barrier formation consists in the
P = 3 + i + , s . o o 8
IP2)1.2 2\/§( [PL21.2¥ P2 1271 ([P)12t Pa)12) following: during the initial localization(contraction of a
(7) hole packet of large radius the energy grows. This takes
1 place until the localization energy excees, i.e., it be-
P)a = 3 4 +i I ' comes sufficient to flip a spin. After this, the hole relaxes to
|P2)sa 2\/5( |P3434t|Pasati(|PL)sat[P2)sd) a ferron state.

(8) Thus, we conclude that the spin polaron of a hole in an

The energy hybridization matrix of a wave packet with antiferromagnetically ordered Cy(lane, in contrast to a
|do) and|y,) states has the form phonon polaron in a two-dimensional lattice, is separated
0 2 from the band hole state by a potential barrier. The found

T value of the barrier~0.05 eV allows us to explain the sig-
e +EO® A cosa O e e . .
L 5L nificant lifetime of the photo-induced absorption band near
0.5eV.
Hp=| T T3 . (9 We express our gratitude to the Estonian Scientific
EALCOS“ €0 Foundation for support of this wortGrant No. 2274
0 T\/§ €y
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e +E® is the energy of a hole wave packet in an antifer-
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The method of isotopic contrast in combination with inelastic neutron scattering has been used to
investigate the vibrational spectrum of the copper atoms jJE&D,. It is shown that the

energy positions of the features of the vibrational spectrum of copper@ul; and CuO(which

also has a planar oxygen coordination of copmaincide. We conclude that the dynamical

behavior of the copper atoms is formed mainly by their interaction with the nearest-neighbor
oxygen atoms. ©1999 American Institute of PhysidsS1063-783%09)00507-9

At present it is acknowledged that the presence of concoordination in the Cu@plane is a distinguishing feature of
ducting CuQ planes[a common structural element of all the structure of these compounds. The mutual coordination
high-temperature superconductifi TSC) cuprate$ is es-  of the copper and oxygen atortfgst coordination sphején
sential for the occurence of high-temperature superconduchis case is similar to that found in the binary oxide CuO,
tivity. And although there is no mechanism of charge-carriewith the difference that in Cu@monoclinic lattice the en-
attraction providing a transition to the superconducting stateironment of copper has rhombic, not square coordintion.
at “high temperatures,” it is clear that the role of phononslt follows from optical spectroscopy data and calculation
must be taken into account in any case, in particular thdased on the central-force modéhat in compounds having
influence of vibrations of the copper and oxygen atoms makthe structure of thd" phase RCuQ, (R = Pr, Nd, Sm, Gg
ing up the conducting cuprate planes. In this light, the interin contrast to the other HTSC cuprates, a strong force inter-
est in vibrations of these atoms is understandable. action of the copper atoms does take place, where the stron-

The method of isotopic contrast in combination with in- gest bond is formed not with the oxygen atoms but with the
elastic neutron scatteriricf. which is based on the difference rare-earth atoms. On the basis of their calculations, the au-
in the scattering cross sections for chemically equivalent isothors of Ref. 9 conclude that the presence of an apical oxy-
topes of the same element, in a number of cases opens up tH8" inT phas_es leads to strong screening of the inter_action of
possibility of experimentally retrieving the partial vibrational the copper with the rare-earth atoms. At the same time, cal-
spectra of atoms of one kind or another. Unfortunately, théulating in the shell model, which provides algopd descrip-
difference in the isotopes for oxygen is so srhdiit, at the ton Of the phonon dispersion curves inJGLO,, ™ gives the

present state-of-the-art, it is impossible to determine the patmaxmum value of the force constant responsible for the in-

tial vibrational spectrum and, therefore the possibilities forteraction of copper with oxygen, with the interaction of cop-

obtaining experimental information are limited to atoms of PE' with the rare-earth atoms in general not 'bemg taken into
copper and a few other metals account. Apparently, an answer to the question of the role of

In experiments measuring the vibrational spectra of cop:[he copper—oxygen interaction in the formation of the dy-

per atoms in HTSC cuprates with hole conductivity and ingi:glri?erstf;??hz;o\l/aipbfgtgggssC:(r:]trz?nprowded by direct mea-
related compounds (YBEwO,, LaCuQ,, and P )

. 8 ) To experimentally investigate the vibrational spectrum
2,4-6
BioS1Ca - 1CLOzn 14) ™" it was shown that the dynamical ¢y copper atoms specifically with square coordination, we

?eha;{lor pftt:efgotpg;r atom; lst§hapeﬂ prlmacrzlly by the 'tT'chose the system f@uQ,, which has the lowest neutron
eraction in the first two coordination spheres. Consequen yabsorption cross section.

the main interactions for copper in these compounds are its
interactions with the nearest-neighb@n the CuQ plane
oxygen atomgFig. 1) and with apical oxygerithe atoms at
the vertices of the oxygen octahedra or tetrahedra surroun
ing the coppex As is well known!? information about the vibrational

In contrast to the mentioned HTSC cuprates, in com-spectrum of the crystal lattice can be extracted from inelastic
pounds with electronic conductivityR/Ce,CuQ, (the so- incoherent neutron scattering data on a polycrystalline
calledT’ phases, R= Pr, Nd, Sm, Eu, Gd, Ref.)the second sample. If the investigated material is monoatomic and its
coordination sphere around the copper atoms does not conuclei scatter neutrons incoherently.g., vanadiury then
tain an apical oxygefiFig. 1) and the purely square oxygen direct retrieval of the phonon spectrum is possible. For a

&_. EXPERIMENT
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Opr W, ~ J E~1gi(E) coth E/2kT)dE. 3
oo

® Cu Herec;, o;, M;, W;, andg;(E) are the atomic concentra-
tion, neutron incoherent scattering cross section, atomic
mass, Debye—Waller thermal factor, and partial vibrational
spectrum of the atoms of théh sort, respectively, ang(E)

is the spectral distribution of the vibrations of the crystal
lattice (phonon spectrum The sum in expressiond) and

(2) extends over all atoms of different sort in the unit cell or
in a formula unit.

In the case of a material consisting of atoms whose nu-
clei have a considerable amount of coherent scattgiaitig
HTSC cuprates are like thisthe functionG(E), in which
the total neutron scattering cross section by atoms ofttine
sort figures awr;, can be obtained from the inelastic neutron
scattering spectra of a polycrystalline sample only by aver-
aging the data over a large volume in phase sffattbe
incoherent approximationin this case, the larger the phase
volume V encompassed in the experiment in comparison
with the volume of the Brillouin zon&/gz7, the better will

retrieve the generalizegheutron-weightepvibrational spec- o G(E).

FIG. 1. Unit cells of theT phase(representative compound J@u0Q,) and
the T’ phase(representative compound, RPuG;.

trum of the crystal lattic&s(E) The presence in expressiad) of the factor o /M.
opens up the possibility of experimentally separating out the
G(E)=2) (Cioi/M;)gi(E)exp —2W,), (1) partial vibrational spectra of atoms of a given sort. It is this
that is the basis of the method of isotopic contrast in inelastic
-~ neutron scattering.
9(B)=2 cigi(E), @) Let us consider this situation in the case of copper
1.00
2
‘2
=1
o
s
g 050f
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FIG. 2. Neutron-weighted vibrational spectra fo,®u0, containing different copper isotopes: solid line £Cu, dashed line —£Cu.
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FIG. 3. Partial vibrational spectra of the copper atofns:- in Pr,CuQ,, 2 — in CuO (Ref. 13.

atoms'3 which has two stable isotope®’Cu (6=5.2 barn tions, it is impossible to retrieve the neutron-weighted vibra-
and®°Cu (0=14.5 barn with greatly different cross sections. tional spectrum of the crystal lattice from the inelastic neu-
Since the difference in the atomic masses of the copper isdron scattering data. However, it is possible to retrieve the
topes is~3%, it is possible to neglect differences in the partial vibrational spectrum of the copper atoms since it is
partial vibrational spectrum and, consequently, the thermatlefined as the difference of spectra measured for two
factor between the two isotopes. In this case, the partial visamples with different isotopic composition, but the effect of
brational spectrum of the copper atomg,(E) is propor- the crystal field on the rare-earth ion does not depend on the
tional to the difference of the neutron-weighted vibrationalcopper isotope. Of course, obtaining reliable data in this case
spectraAG(E) measured on two samples enriched withrequires especially high statistical accuracy in the measure-
65Cu and®3Cu, respectively ment of experimental spectra.
With the aim of obtaining the maximum possible con-

e B)~AG(B)exp(2Wey). ) trast in the neutron scattering on the vibrations of the copper

SinceWg, is a weighted integral of - (E) over energy, atoms in PsCuQ,, we synthesized two samples enriched
simultaneous solution of Eq$3) and (4) by the method of  with ®°Cu (99%) and®3Cu (99.7% weighing 15 g each. Syn-
successive approximations allows one to experimentally rethesis and heat treatment of the samples took place under
trieve both the partial vibrational spectrum and the thermaldentical conditions(to avoid differences in their oxygen
factor for the copper atoms. contenj. We found by x-ray analysis that the samples were

From the experimental point of view regarding cupratessingle-phase and the lattice parameters of the tetragbhal
containing rare-earth atoms in their makeup, an additionaphase §=3.95A, c=12.21 A agree with the data in the
difficulty arises(besides the relatively high neutron absorp-literaturel®
tion cross sectiow,=11.5barn for Py, associated with the The inelastic neutron scattering experiments were car-
strong magnetic scattering by the rare-earth ions. In the douied out at room temperature on the IN6 time-of-flight neu-
bly differential inelastic neutron scattering cross section oftron spectrometer with rectilinear geometry mounted on the
Pr,CuQ, there is an intense line at the enerfgy-18 meV, ILL high-flux reactor(Grenoble, Frande The energy of the
responsible for the transition between levels of th& Ron incident neutrons was 3.12meV, and the inelastic neutron
split by the crystal field**° The intensity of this line, which scattering spectra were recorded in the interval of scattering
falls within the band of greatest density of vibrations of theangles 1+113°.
copper atomg0—-40 meV, is comparable with the intensity Estimates show that sincég,=2.6 A3 for Pr,CuQ,
of the elastically scattered neutrons and significantly exceedsnd the volume of phase space over which the IN6 experi-
the intensity of scattering by phonons. Under these condimental data were averaged wds-35.8 A2 for the elasti-
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TABLE |. Integral characteristics of vibrations of copper atoms in a parison, Table | also lists the values of the force interaction

PrCUO, lattice. constants of Cu—0O obtained in Refs(fér Pr,CuQ,) and 10
Compound (u?) (E) (B) (for Nd,CuQ). . . . -

To summarize, the method of isotopic contrast in com-
PRCUC, 5.380.16 2.82:0.6 Ozéi“tgés 9 bination with inelastic neutron scattering in the presence of a
Nd,CuO, 2_731’Ref_ 10 strong contribution from magnetic scattering has been used

to experimentally retrieve the partial vibrational spectra of
copper atoms in the compound,BuQ,, which has square
Note (u”) — Mean-square thermal displacement at 300 K'(18%); (E)  oxygen coordination of its copper atoms. It has been shown
- n”;f;};’:g;it}g;a' energy at 300 neV); (B) — mean force interaction that the vibrational spectrum of copper in,Et0, is quali-
tatively similar to the vibrational spectrum of copper in the
binary oxide CuQO; consequently, the dynamical behavior of

cally scattered neutrons and wals=831A~3 for neutrons  the copper atoms in this cuprate, which is related to HTSC
with energy 85meV(near the boundary of the vibrational cpm.p_ounds with eIectromc_ condu.ctlwty', |s'determ|ned to a
spectrun), the incoherent approximation works quite well Significant extent by their interaction with just the nearest-
over the entire spectrum although the low-energy region i§'€ighbor oxygen aton_‘(a similar result was obtained earlier
reproduced less accurately than the high-energy region.  for HTSC cuprates with hole conductivity

As a result of processing in the one-phonon approxima- 1 he authors express their gratitude to N. S. Tolmacheva,
tion, with the above qualifications taken into account, weA. V. Irodova, G.V. Laskova, and A.P. Babichev for their
obtained neutron-weighted vibrational sped®¢E) directly ~ help in the synthesis and testing of the samples, and also
from the experimental data for each of the samples, distorted?- G- Fedorov for help in setting up the neutron experiment.
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We have investigated the specific heat of the ceramjgr, :CuC, in the temperature range
2—-800K in magnetic fields up to 8 T. We have determined the magnitude of the specific-
heat discontinuity at the superconducting transito@/ T, and estimate the coefficient of the
electronic specific heat. In the temperature interval 5—800 K we have separated out the
phonon contribution to the specific heat, determined the temperature dependence of the
characteristic Debye temperatude and calculated the mean frequendie®ments of the phonon
spectrum. We compare the parameter values obtained in this way with data for the compound
La; g51h.1sCUO, having similar crystal structure, but hole conductivity. The magnitude

of the specific-heat discontinuity and consequently the effective electron mass in the “electronic”
superconductor RgLCe, 1£CuU0;, is several times smaller than in the “hole” superconductor

Lay g5S1h 15Cu0, . The phonon spectrum in PgCe, 1£Cu0;, in the low-energy region is somewhat
“more rigid,” and in the high-energy region somewhat “softer” than in,lggSry 1=CuQ.

© 1999 American Institute of PhysidsS1063-78349)00607-3

Comparative studies of compounds with similar crystaldependence of the specific heat of the nonsuperconducting
structure and carrier concentrations, but different conductivsample in the low-temperature region.
ity type are of great significance in elucidating aspects of the ~ With the aim of refining the parameters characterizing
properties of high-temperature superconductetSC’s). the electronic and vibrational subsystems, the present work

Compounds of the system Ln,CeCuQ, (Ln=Nd, Pr, looks at the specific heat of the ceramic compound
Sm) have a crystal structure similar to that of,LaSr,CuQ,.  Pr1.gsCe& 15CUO, over a wide temperature rang2—800 K
The CuO planes, in which the charge carriers responsible fdp magnetic fields of 0, 2, 4, 6, and 8 T. We detected a dis-
superconductivity are concentrated, are identical in botrfgontinuity in the specific heat at; and examined the behav-
cases, and the difference in their structures consists in tH€r of the specific heat in the low-temperature region, which
fact that in the first case the copper atom is surrounded bgnabled us to estimate the depsﬂy of electronlc'states. We
four oxygen atoms and has a square—planar environmeﬁ?parated out the phonon_ cpntrlbutlon to the specific heat a_md
while in the second case the copper atom is surrounded b@i,etermmed the characteristic Debye temperature over a wide
six oxygen atoms and is located at the center of an Oxygeﬁemperature range, and also calculated the moments of the
octahedrort. Both measurements of the transport propefties phonon spectrum. We con_1pared the parameters of the com-
and arguments about the formal valence state indicate th pund PY5eC&.16CU0,  with th(.)jsre of the compound
for doping of the La-system with strontium and of the Pr- % 55510.15CUQ,, investigated earliet.
system with cerium, the majority charge carriers in the first
case are holes and in the second electrons. 1. PREPARATION OF SAMPLES AND EXPERIMENTAL

We have initiated comparative studies of the normal and’ECHNIQUE

superconducting properties of samples of the system of ce- 5 sample of PygCe,£CuUO, was prepared by solid-
ramic compounds Br,CeCuQ, with differing Ce content phase synthesis from a mixture of oxides,®y (purity
(0.13<x<0.17) and the system of ceramic compoundsgg_g%, Ce0(99.9%, and CuO(99.6%, which after careful
Lay,SKCUQ, (Ref. 3. These studies include measurementsyrinding was annealed for 14 hours in air at a temperature of
of the thermal voltage, Hall effect, magnetic properties, antysg °C. The obtained material was ground anew and pressed
specific heat measurements. under a pressure of 5 kbar into pellets 12 mm in diameter and
Measurements of the temperature dependence of the spgmm in thickness, which were annealed in air &t
cific heat of Pyg:Ce,15CUO, samples were carried out in =1100°C for 18 hours and cooled to room temperature at a
Refs. 4 and 5, where primary attention was given to the&ate of 20 °C per minute. Then, to achieve the superconduct-
behavior of the specific heat near the superconducting tranng state the pellets were placed in a reducing anneal under
sition temperaturel, and in the low-temperature region. conditions of dynamical vacuum of 18 Torr at a tempera-
However, the expected specific-heat discontinuitf atvas  ture of 920 °C for seven hours with subsequent cooling to
not observed, apparently because of the large width of theoom temperature at a rate of 10 °C per minute.
transition. These references gave an estimate of the Sommer- A chemical analysis performed using the method of
feld coefficient, which was obtained from the temperatureplasma fluorescence spectroscopy confirmed the formula

1063-7834/99/41(7)/5/$15.00 1050 © 1999 American Institute of Physics
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FIG. 2. Temperature dependence of the specific heat pf®e, ;:Cu0,

FIG. 1. Temperature dependence of the specific heat,qi®8, ;:Cu0, in near the superconducting transition in zero figldand in a magnetic field
magnetic fields of 0, 2, 4, 6, and 8 T in the temperature range 2-10K. Of 4T (2). Below: superconducting transition curve from the ac magnetic
susceptibility.

composition of the sample. According to x-ray analysis, thefield of 8 T gives 10K, and the concentration of magnetic-
sample was single-phase and had tetragonal structure. moment carriers is of the order of 0.02 per unit cell.

The critical temperatur@ of the superconducting tran- Figure 2 shows a graph of the specific heat of the sample
sition, determined from ac magnetic susceptibility measurein the vicinity of the superconducting transition. A disconti-
ments, was 18K, and the width of the transition was 2 K.nuity is observed in the temperature dependence of the spe-
The curve of the superconducting transition is shown in Figcific heat of Py g<Ce&, 15CuQ, in zero field around 18 K. Ap-

2. plication of a magnetic field of 4T shifts the specific-heat

Studies of the Meissner effect in ReCe) 1:CuQ, at he-  discontinuity toward lower temperatures, but aboVg,
lium temperature T=4.2K) by the technique described in within the limits of experimental error, the magnetic field has
Ref. 7 enabled us to estimate the volume fraction of theno effect on the specific heat. The suppression of the
superconducting phase in the sample to be 40%. specific-heat discontinuity by a magnetic field, and also the

The specific heat of the sample in magnetic fields up tacloseness of the temperature of the specific-heat discontinu-
8T was measured using the adiabatic method with pulseily to the superconducting transition temperature determined
heating® The experimental error was around 2% in the tem-
perature range 1.5—-4K, 1% in the range 4-10K, and 0.2—
0.5% in the range 10—-150K. In the temperature range 130-
800K the specific heat measurements were performed usin
the method of differential calorimetry, which allowed us to
measure microsamplé0—200 mgwith an accuracy of 2%.
The operation of the differential scanning calorimeter is de- <
scribed in Ref. 9. 350 ] .

400 |- -

2. EXPERIMENTAL RESULTS ; \ \ \ ! i ) ! "

Results of our study of the specific heat of 04l /"5... i
Pr; ¢5Cey 1:CUQ, are shown in Figs. 1-3 and in Tables | and -« 2" (1
[I. The temperature dependence of the specific heat at low i 4
temperatureg2—-10K) in fields of 0, 2, 4, 6, and 8T is 03} A ® J
shown in Fig. 1. In the temperature range 5-9 K in zero field £
the temperature dependence of the specific heat obeys tF
law C=y* T+ BT3, which corresponds to a straight line in ¢ 0.2 © .
the coordinate<C/T vs T2. At temperatures below 3 K in = %
zero field an anomaly is observed in the temperature depenU o1k .
dence of the specific heat of |ReCe, ;:CuQ, consisting in a : ® a
deviation from the lawC=y*T+ BT3: the specific heat b
grows with decreasing temperature. As the magnetic field is 0 P T S T S S TN
increased, the anomaly shifts toward higher temperatures. # 0 20 40 60 80 100
guantitative analysis shows that the anomaly can be satisfac T, K

tonly described by a dependence characteristic of a SChOttkMG. 3. Temperature dependence of the characteristic Debye tempeddature

anomaly with a gap, that depends almost linearly on thga and the phonon specific hedb) for Pr gCe;:CUO, (1) and
magnetic field. An estimate of the magnitude of this gap in a.a, g:Sr14CuQ, (2) in the temperature range 5—100 K.

mol -

ml
[ 4
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TABLE |. Smoothing of the molar specific he&@p of Pr; g£Ce£Cu0, TABLE II. Characteristics of superconducting transitions and specific heat
(1 mol=409.2 9 and Lg ggSr1CuO, (1 mol=397.7 g in zero magnetic  of Pr; g=Ce&) 18CUQ, and Lg gsShy 15CUO, samples.
field.

Parameter RiCe) 1:Cu0, Lay gsS1p 1:CUO,
Cp, J(mol K)
T, K 18 39
T, K Pr; gsCey 15CUO, Lay g5500.15CUO, AC/T,, mJ/mol K 2 12
Yn, mJ/mol K 1.4 9
2 0.020 0.0037 ¥+, mJmol K2 3.3 05
i 8'83 8-823? B, md/mol K 0.244 0.230
5 0.048 0.0310 g; ' i ggg 228
6 0.072 0.0515 A, mJ/mol K2 26.5 14
18 0.150 0.123 Qg K 211 209
0 0.285 0.261 Q ,K 209 207
15 1.050 1.176 Q K 259 259
2 570 570 21K o 0
30 10.02 11.05 32’ KK jéi i?g
35 15.80 16.00 *
40 216 20.90 Note. T. — superconducting transition temperatukéC/ T, — amplitude of
45 27.5 26.24 the specific heat discontinuity ang, — coefficient of the electronic specific
50 33.4 33.0 heat of the superconductor in the normal state, normalized to 100 % of the
60 44.6 43.0 superconducting phase. The coefficieptsand 3 fit the specific heat in the
70 54.7 53.5 temperature range-59 K with the dependenc@= y* T+ BT3. © and®,
80 64.9 63.5 — low-temperature and high-temperature values of the Debye temperature,
90 73.4 72.5 A — coefficient of the linear term at high temperaturBs,,, Q_,, Q_;,
100 80.7 80.4 Q,, Q,, andQ, characterize the mean frequenciesoments of the pho-
150 106.6 106.0 non spectrum as defined by relatiof®—(8), expressed in temperature
200 128.5 126.4 units.
250 143.0 140.0
300 154.6 150.0
400 1715 163.6
500 179.5 1725 for the system La ,Sr,CuQ, have a substantially larger val-
600 186.0 1753 ues than for electronic superconductors and have the values
700 192.0 178.8 AC/T,=11-12mJ/molK? and v,=8—10mJ/molK?.
800 194.0 182.6

This shows that the effective mass of the carriers in an
electron-doped system is much smaller than in a hole-doped
system.
from the ac magnetic susceptibility give reason to conclude The obtained data allowed us to separate out the phonon
that the specific-heat discontinuity is due specifically to acontribution from the experimentally measured specific heat
superconducting transition in the bulk of the sample. Theover a wide temperature range and determine the temperature
amplitude of the jumpAC/T.. for the investigated sample is dependence of the characteristic Debye temper&uf€ig.
1 mJ/mol K2, Since the superconducting phase, according t®&(a)] and also calculate the values of some mean frequencies
the data on the Meissner effect, occupies only about 40% dfmoment$ of the phonon spectrum.
the volume of the sample, the amplitude of the specific-heat When separating out the phonon contribution to the spe-
discontinuity for content of the superconducting phase equadific heat, we assumed that the phonon component of the
to 100% will be around 2 mJ/mak?. specific heat in the harmonic approximatiGg, is related to
Figure 3 plots the temperature dependence of the phonaihe experimentally measured specific heat at constant pres-
specific heat and characteristic Debye temperatdrdor  sureC as

Pr; g:Ce 15CUO, (1) and La gsSto 15CU0;, (2) in the tempera- C=Cpn+Ca, @)

ture range 5-100K.
Ca={7+(A=7)(Cp/3nR)3T, @)

whereC, combines within itself contributions to the specific

As is well known, the specific-heat discontinuyC/ T, heat having a linear temperature dependence and due to an-
at the superconducting transition is connected with the renoharmonic effects, thermal lattice expansion, and also conduc-
malized density of electron states at the Fermi I&NEEL).  tion electrons. Here is the coefficient of the electronic spe-
Estimation of the Sommerfeld coefficienty, for cific heat of the superconductor in the normal state at low
Pr, gsCe 1:CUQ, according to the BCS relatioMC/T.  temperaturesA is the coefficient of the linear term at high
=1.43y, gives y,=1.4mJ/molK? and correspondingly temperaturesR is the gas constant, andis the number of
N(Eg)=0.042 states/eVspin. Comparison of our data for atoms per formula unifin our casen=7).
Pr; sCe& 1:Cu0, with the data obtained in Ref. 10 for The interpolation formula2) for C, gives the corre-
Nd; g=Ce) 1CuO, shows that these quantities are similar: for sponding linear asymptotic limits both at high and at low
Nd, gC&) 1:CuQ, AC/T,=1.7-2 mJ/molK? and y,=1.2 temperatures and provides a smooth transition between the
—1.4mJ/molK? (Refs. 6 and 1)l These same parameters low- and high-temperature asymptotic limits according to a

3. DISCUSSION
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law similar to the Nernst-Lindeman equatithNote that  experimental results with a standard deviation around 1.3 %.
the contributionC, to the total specific heat in the tempera- The values of the parametefs (),, and (), are given in
ture range 20—120K does not exceed a few percent of th&€able Il. Table Il also gives the limiting high-temperature
phonon background, and therefore the simplicity of formulavalue of the Debye temperatuf®,, related to the second
(2) applied to the description df, is completely justified. =~ moment of the phonon spectrum by the formuld,

The values of the coefficientg and A were determined = (3/5)Y2.
by successive approximation of the experimental data by the The above analysis allows us to separate out from the
corresponding asymptotic expansions. total specific heat the phonon backgrou@gy, in the har-

In the low-temperature region we used the standard remonic approximation by eliminating the electronic and an-
lation C=yT+ BT, which allowed us to describe the ex- harmonic components using relatiofi3 and(2), and to es-
perimental data in the temperature interval 5—9 K with stantimate the values ofA and y by successive approximation.
dard deviation~1.5%. The quantitiey and 8 and also the Some moments of the phonon spectrum are expressed
limiting low-temperature value of the characteristic Debyedirectly in terms of integrals of the phonon specific h2at
temperature ©,, related to B8 by the formula B c
— 122*nRI(507), are listed in Table . ()= Zf (1_ _Ph)dT

In the high-temperature region the total specific heat was 3nR
described by a relation with three variable paramet@rs;

3 (= Cpn
Q* s andA <w71>: . J' 2d-|—
w2 Jo 3nR
C=CpntCa,
* Cpyh
1 QZ 2 Q* C {w_2)=0138651J’ _p 3dT
_3Rn+1_1—2(— +lﬂ ? +A(3nR) T (3) 0 3n R
where 3 (= C
-1 - ph —2
Pexp(z) 2 (0™ " log w) - jo 3nRIog 0.7070;1— dT.
¢<z>=—2—(1——). (4) o _ |
(1—expz)) 12 The indicated moments were determined numerically,

H o d ibe the bh t of th _f_where the integration was carried out over the experimental
ere, 1o describe the phonon component ot the spect '_ oints in the temperature interval 10-800K, outside of
heat we used an approach that is similar to that employed i hich we extrapolated the specific heat using the low-
Refs. 1f3tr?nd r1]4 speuﬁca}lly, r’e ;Jsedt;he asylrlnptonc e>ipantemperature asymptotic limitC,= BT2 and the high-
sion of the phonon specific heat in the small parameter temperature asymptotic Ilmltlnthe model of the Debye spec-
=QOJ/T, where() is the characteristic energy of the phonons,[rum as in Ref. 16
andT is the temperature The mean frequencies corresponding to these moments
* (k— Q are listed in Table II, where all the frequencies are expressed
( 1)Bk Qy _ _ I
Cph=3nRj 1 Z T (5  in temperature units. The quantiti€s,, Q,, Q_,;, andQ,
B were determined above by Ed$) and relation(7), and pa-
Here By are the Bernoulli numbers, where &| with odd  rameter(}y, is defined as
k>2 are equal to zero.

L . (0™ tog w)
In formula (3) the second-order correction }/T is l0g(Qjpg) = ————
written separately, and the functio(}, /T) includes all (0™h)
higher corrections in the “Einstein” approximation, i.e., by " "
settingQ, = Q, for all k=4. =f wd / Lw)dw (8)
The quantitiex), are the momentémean frequencigs o
of the phonon spectrum and are defined as Note that the moments of higher ordef4and(, ) reflect
w % the characteristics of the phonon spectrum in the region of
)*=(0") f g w)wkdw/ f g(w)dw (6)  higher energies and are determined primarily by the behavior

of the specific heat at high temperatures. The mom@pjs,
Hereg(w) is the energy density of phonon states, and () _,, and()_; characterize the low-energy region and are
is the energy, expressed in temperature units. determined mainly by the specific heat at low temperatures.
Note that in expansiof3) the term containing), de- In the given systems, for example, the momént, is de-
scribes the higher-order corrections witk 4, and therefore termined mainly by the temperature region up to 50K and
the quantity(), is determined primarily by the fourth and characterizes the spectrum in the energy region from 0 to
sixth moments of the spectrum, i.e., 25meV.
0. =0, O ) The experimental data on the specific heat of the previ-
xR RT6 ously investigated sample, LgSr, <CuQ, (Ref. 6, were
The quantitieq),, Q, , andA were determined by least processed using the same procedure as fpgLe, 1:CuQy,
squares using formuléd) over the temperature range 115— which made it possible to perform a correct comparative
800 K. In this temperature range we were able to describe thanalysis of the parameters for these two samples. The analy-
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sis of the obtained numerical values of the mean frequenciesy, ,.Ceq, ;{CuQ, sample is several times smaller than in the
(moments of the phonon spectrum in PgCe 15CUQ, and g, ¢St ;8CuUQ, sample. This fact indicates that the effective
Lay g550.1sCUO, shows that the quantities characterizing theelectron mass in an “electronic” superconductor is several
low-frequency region of the vibrational spectrunflify,  times smaller than in a “hole” superconductor.
w_3, and Q_;) in La; S 1CUG, are smaller than in 2) The phonon component of the specific heat has been
Pr, gsC& 15CUO, and, thus, the low-frequency region of the separated out. Within the framework of a more accurate
phonon spectrum of LasSr, 15CU0Q, is “softer.” As for the  analysis of the specific-heat data in the region of intermedi-
moments (), and {, , which characterize the higher- ate and high temperatures, we have calculated the mean pho-
frequency region of the spectrum, here the reverse is trugion frequencieémoments of the phonon spectrum and have
Pry gsCe& 15CUO, has the “softer” spectrum. determined the characteristic Debye temperafirever a
As is well known, the low-temperature specific heat car-wide range of temperatures. In the low-energy region the
ries sufficient information to draw conclusions about thephonon spectrum of the system;lgSr, 1£CuQ, is “softer”
low-frequency region of the vibrational spectrum. Towardthan the phonon spectrum of the systemggte, ;:CuQ;. In
this end, it is advantageous to plot the phonon component ahe high-energy region the spectrum of the system
the specific heat in the coordinaté:%h/T3 vs T since the  Pr, oCey ;LU0 is “softer.”
detailed analysis carried out in Ref. 17 showed that the quan- The authors express their gratitude to T. Kemen’ for
tity C,n/T* gives a good approximate picture of the function participation in the experiments on measuring the high-
o~ ?g(w) for 0=4.93T. This implies that vibrations in the temperature specific heat and to N.A. Babushkina for pro-
energy regiorE~5kT, wherek is the Boltzmann constant, viding the samples.
make a substantial contribution to the phonon specific heat at  This work was supported by the Scientific Committee on
the temperaturd. the Problem of High-Temperature Superconductivity and
Since the information content of the analyzed depenwas performed within the scope of Project No. 96039 of the
dence decreases with increasing temperature due to the rapiate Program “High-Temperature Superconductivity.”
falloff of Cph/T3, it would be more appropriate to discuss
the temperature dependence of the specific heat with the hetfe-mail: khlopkin@ismain.isssph.kiae.ru
of the temperature dependence of the characteristic Debye
temperaturé@®, which is a more sensitive characteristic, gov-
erning, as it does, in particular, the rate of convergence of Y. Tokura, H. Takagi, and S. V. Uchida, Natuiieondon 337, No. 6205,
Cph(T) to its asymptotic limit. The temperature depend_ence23MATSE(.1L9c?p9e.z—Morales, R. S. Savoy, and P. M. Grant, Solid State Commun.
of Cph(T)/T3 for Pry gCey14CUQ, passes through a wide 71 1079(1989.
maximum atT~ 30K [Fig. 3(b)], which corresponds to the *M. N. Khlopkin, J. Toth, G. Kh. Panova, R. O. Zaitsev, N. A. Babushkina,
presence in the phonon spectm of an intese_ o, £ At and € Yo, ot e et 21,
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istic paramete® on the temperature. The shift of the maxi- 7, g Egorov and A. A. Teplov, Sverkhprovodimost: Fiz., Khim., Tekh.
mum in the dependeno@ph(T)/T3 and the corresponding  No. 2, 44(19889.
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: : : ; IAE, No. 3549/10. Moscow1982.
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On the decay of generalized Swihart waves
A. S. Malishevski ,*) V. P. Silin, and S. A. Uryupin

P. N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 Moscow, Russia
(Submitted September 29, 1998; accepted for publication November 17) 1998
Fiz. Tverd. Tela(St. Petersbungdl, 1160—1167July 1999

For Josephson junctions in sandwich geometry and in thin-film geometry we formulate the
equations of nonlocal electrodynamics which take account of the influence of normal electrons in
superconductors. On the basis of these equations we examine the spectrum and decay of
generalized Swihart waves. We find that the decay of these waves by normal electrons becomes
especially prominent in the short-wavelength region. Comparison of various dissipation
mechanisms has revealed the conditions for efficient emission of electromagnetic waves from
Josephson structures with finite dimensions. 1@99 American Institute of Physics.
[S1063-783%9)00707-9

The properties of Swihart waves have attracted continuTaking the small dissipative terms on the right-hand side of
ous attention from the moment they were predicted at théq. (1) into account leads to the following expression for the
beginning of the 1960'¢Ref. 1). The interest in these waves decay decrement:
has been motivated by studies of the spectral properties both
of solitary Josephson junctionsee, e.g., Refs. 2+4and y= é+ Ekz_ 3)
layered Josephson structure€rdinary Swihart waves are 2 2

described by the Klein—Gordon—Fock equation with dissipa-Wi,{h increasing magnitude of the wavelength/&, the sec-

tion ond term in Eq.(3) falls away. Therefore, for long enough
52 , 52 , P P! waves, when
—o—vi—optoe=—B—pta—o, 1
a2’ gt Pane “aoz” W 1 o, 1k)\ 2< o 1 A
R, N |2 2d R,’ @

where o= ¢(z,t) is the phase difference of the wave func-
tions of the Cooper pairs on different sides of the junction, the influence of normal electrons on the decay of Swihart

ve=cdlen (2 Wwaves is negligib!y small. In Eo[fl) we have used the nota-
tion R, for the resistance per unit area of the superconductor,
is the Swihart velocity, and and R, for the resistance per unit area of the junction. The
167 112 quantityR, in Eg. (4) depends on the London length Note
wj=| 5 e djc) that in those cases when the field penetration depth of the
€ superconductor is different fromthe expression foR,, con-

is the Josephson frequency. Héges the critical Josephson tainsAg or A (see below.

current densitye is the charge of the electrondZ2is the Equation (1) describes Josephson junctions within the
thickness of the junctiorg is the dielectric constant of the framework of local electrodynamics. The development of the
nonsuperconducting layef; is Planck’s constantc is the description of Josephson structures within the framework of
speed of light is the London length. The right-hand side of nonlocal electrodynami€s® has made it possible to reveal

Eq. (1) contains terms describing dissipation of Swihartthe conditions under which the need for a nonlocal descrip-
waves. The term containing tion of the wave properties of Josephson junctions arises. In

particular, according to Ref. 1(kee also Refs. 10 and J1fdr

p=amole, a Josephson junction between bulk superconductors the local
describes dissipation in the nonsuperconducting layer witlglescription becomes unsuitable when the characteristic scale
conductivity o, and the term containing L(pzlaln ¢ldz|~* of spatial variation of the phase difference
5 is small in comparison with the London length<\. For a
o= 2_770 Nd= Aman (E) A° junction on a thin superconducting film of thicknégswhen
g " € N 47 the effective penetration depth of a static magnetic field
describes dissipation in the superconductors with conductivg'gn'ﬂcamtly exceeds the London lengfth
ity of the normal electronsgr,. Neglecting dissipation, Eq. Ae=\2/D>\,
(1) gives the following relation for the spectrum of the Swi-
hart waves: an adequate description of the properties of the junction is
s 210 possible only within the framework of nonlocal electro-
0= i +kv;. dynamics®®1314.17.265ptial nonlocality has as its result that

1063-7834/99/41(7)/8/$15.00 1055 © 1999 American Institute of Physics
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Eqg. (1) must be replaced by an integral equation over theconditions for efficient emission from a Josephson junction
spatial variables. Another reason for nonlocality of the elecin a superconducting film.
trodynamics of Josephson junctions has to do with the pos-
sibility of emission gf Siwmart waves from a sandwich 85, \IATERIAL EQUATION OF LONDON'S
well as from a thin filn? ELECTRODYNAMICS

As was already mentioned, a considerable number of
work$~2* have been dedicated to a description of Josephson The electric current density in a superconductor is equal
junctions within the framework of nonlocal electrodynamics.to the sum of the superconducting current density and the
Here dissipation of the electromagnetic energy is connectegurrent density of the normal electrons
either with losses in the nonsuperconducting I&@f or
with losses to radiation of waves to the vacutin contrast  j(r,t)= —
to these works, Ref. 23 takes account in the equations of 4m
nonlocal electrodynamics of the dissipation associated withere o= % c|e| ! is the magnetic flux quanturd(r,t) is
the conductivity of the normal electrons of superconductorsthe phase of the wave function of the Cooper pai(@,,t) is
Note that already in relation®) and(4) it is clear that with  the vector potential, anB(r,t) is the electric field vector. In
growth of the Swihart wave vector the role of the normalEq. (5) the current density of the normal electrons as it is
electrons becomes more and more important. written assumes that the characteristic time of variation of

In what follows we consider Swihart waves on the basisthe electric field is large in comparison with the inverse col-
of the equations of nonlocal electrodynamics, where the terrfision frequency of the normal electrons while the character-
“generalized Swihart waves” is used for such waves. Weistic spatial scale of variation of the field is much greater
present results of a study of the spectrum of such generalizatian their mean free path. Taking into account the condition
waves and regularities of their decay. The paper is organizedf gauge invariance in the theofgee, e.g., Ref. 24
as follows. Section 1 discusses consequences of London’s bo 0
electrodynamics. It is found that at temperatures not too V(r,t):—o—rb(r,t),
close toT,, (the superconducting transition temperajudis- 2me ot
sipation by normal electrons of the superconductor is comwhereV(r,t) is the scalar potential, we rewrite E¢p) for
paratively small and it can be described using expansiothe current density in the forrtsee, e.g., Ref. 25
(10). Section 2 considers the wave properties of a supercon-
ducting sandwich. A nonlocal equatidapecifically, nonlo- ij(r,t)z( +Uni> E(r,t). (6)
cal in spacgis derived for the phase difference which takes ~ dt 47m\2 ot
account of ohmic I(_)sses in the junction and supe_rconduc_tinq.aking the Fourier transforms for time, E) yields
electrodes. It considers the spectrum of generalized Swihart
waves and provides a description of their decay. Conditions
are revealed under which absorption of waves by normal
ele.ctrons of the.sqpercondu.ct(.)r plays a def'””?g role. Sec“.o\r/]vhere the dynamic dielectric constasiiw) is described by
3 gives a description of radiative decay of Swihart waves e expression
the region of long wavelengths. A comparison is given of the

2 %grad(l)(r,t)JrA(r,t) +o,E(r,t). (5

2

i(r,0)= g e(@Er0), @

radiative decay decrement and contributions to the total dec- c2 ¢ 4w

rement by normal electrons, superconducting electrons, and &(@)=———=———+i—o. )
. . . ) . . [N W\ w

by losses in the junction. This enables one to judge the emis- *

sion efficiency of Swihart waves from a sandwich. This sec-Taking into account the relation between the London length
tion also finds the spectrum and decay decrement of surfagnd ng (the number density of the superconducting elec-
waves. Section 4 is dedicated to the theory of a Josephsdrons,

junction in a thin film. It derives a nonlocal equation for the N2=mc/4mre?n

phase difference which, in contrast to the known equétion, s

takes account of the influence of normal electrons in the filnnd of the conductivity, with ng (the number density of the
and makes it possible to determine their influence on théormal electrons

decay of generalized Swihart waves. Section 5 derives the 5 —e2n /my,

corresponding equation for the phase difference that takes . ) ) ) o
account both the influence of normal electrons and the effedfneremis the effective electron mass ands their collision

of emission of waves from the film. This latter processfrequency, we have from Eg8)

makes this equation nonlocal in time. Temporal nonlocality 4re?

also arises as a result of the interaction of Swihart waves &(w)=———ny(1-iw7), 9
with surface waves of the film. Conditions are revealed, un- Mo

der which the decay decrement of the Swihart waves is gowhere 7=n,/vn, is the characteristic relaxation time of the
erned by radiative losses, and the decay due to the influendield. At temperatures of the superconducloless than the

of normal electrons in the film and losses in the junction arecritical temperaturel, the ratio ofn, to ng falls with de-
comparatively small. In other words, we have identified thecreasing temperatursee, e.g., Ref. 25
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ENL_]_ T —T<T _ Vg K 2] 16
nS_Z(TC—T) ) c co Q(Z)_H ol x ) (16)
My A\ A vz (2] 12|

n—_f(z”?) ep -5 T<Te Qn<z>=w—jﬁr<1(y _K0<T), (17)

Here A is the width of the energy gap &=0, A~T;. In \whereK (x) is the McDonald function, and the velocity
addition, within the limits of applicability of relation5)  pas the form(2). In the case when the characteristic spatial
w<v. This implies that at temperatures of the superconductogcale of variation in the phase differente significantly
that are not too close to critical the imaginary part of theeyceeds the London length, relatiofis$) and (17) allow us

dielectric constant8), (9) is small in comparison with the g represent the right-hand side of E@1) in local form

real part. Under these conditions, we may use the approxi-

mate expression . , 1, &

. Lle(z,t)]= VS—2¢(Z,t)+ EVST—Z(,D(Z,'[). (18

i 0z dtoz

MN=A1—iwr) Y=\ 1+ s w7]. (20 )
2 In this case, of course, E{¢L1) reduces to Eq(l) (see, e.g.,

for the complex London length, . According to the mate- Refs. 3 and #in the local electrodynamics of Josephson

rial equations(7) and (8), in the following treatment of the junct'ions. In the opposite.limiting case, whep<A, using
electrodynamics of superconductarscan be replaced by relations(16) and(17) we find for the operatok [ ¢]
) 2

S

Lle(zt)]=—=

1+ 7
TN T

ot

» dz 9
P.V. —o(Z',1),
—w 7' —z7 97’

2. SLOW WAVES IN A SANDWICH (19

. . L ) where the integral ovez’ is understood in the sense of its
C?onsn_jer a Josephson junction in a SandW'Ch_ formed b¥)rincipal value. In essence, relatiofi®)—(19), which do not
two identical superconducting elt_ectrodes of thl_ckness contain any dependence on the thickness of the supercon-
S‘?par?“ed b.y a nonsuperconductlng.layer of th.lckned;s 2ducting electrodes, conform to the electrodynamics of Jo-
W'th. dlelgctr!c constang and CondUCt'V't.W' As.summg that sephson junctions in bulk superconductors. The dependence
the junction is characterized by a real dielectric constard of the kernelsQ(z) andQ,(z) on L can be manifested in the
and conductivityo, in what follows we will digress from a  ._<a of thin electrodes, r\‘thm@\_ Then, to describe phase

discussion 9f non-ohmic energy Ios;es in it. Following Ref'difference distributions that have scales less than the London
15 and taking account of the relation between the current,

lengthL <\, we find from relationg12)—(14
density and the electric fiels) and making use of expan- gite 12-(19
sion (10) we have the following equation for the phase dif- § |z
ference of the wave functions of the electrodes: Q(2)=—Qu(2)= = Injcoth —— ] |.
5 . d 9? In turn, the integral operator in E¢l1) takes the form
wjsing(zh)+B—e(z0)+ EQD(Z,t) )

S

~ 14
L[<P(Z,t)]=2}\—|_

J
1+7—

g P.V.

R 9 [
=L[e(z,t)]= P Lde’Q(Z—Z’)qJ(Z’,t)

m(z—2")| 5z
2L

- T

o dz' d
xf — "oz, @
_msil—{

P
. f dZ'Qn(z—2")e(z' 1), (1D

atgze J -
where the difference from Ref. 15 lies in taking dissipation

into account. Obviously, fol ,<L expression(20) goes
Q(2) < dk _ Q(k,\) over to expressiofil9). Another possible way of manifesting
[Q (z)] :f eXIilkZ){Q (K )\)]. (12 the finite thickness of the electrodes is realized lige>\

" m >L. Under these conditions the functionial¢] takes the

where the kernels of the integral terms are given by

o 27T

N vZ o tanhl & 13 form
Q( .7\)=Y7\( ) tan K| (13 o2
N s Ak
N 9 L[QD(ZJ)]_VSL 1+T&t (922 (P(Zat) (21)
The main difference between expressiéa$) and(18) con-
MK)=NV1+HK2ANZ. (15) sists in a change in the Swihart velocity, which in the case of
thin electrodes depends on the effective length=\?/L
If the thickness of the electrodesis much larger than the S P Nt

London length, the kerneld2) of the integral terms in Eq.
(11) take the form(cf. Ref. 23 v =CVd/eNegg<vs.



1058 Phys. Solid State 41 (7), July 1999 Malishevski et al.

We will use Eqs(11)—(14) to describe linear waves in a

N 1
sandwich. The corresponding dispersion relation looks com- —,ZZWUn—ZS[k)\ tanh(kL)]Y?= Ew’q« 1. (27)
paratively simple @ c
w2+i,8w=wj2+k2Q(k,)\)+iwTkZQn(k,)\). 22) According to Eq.(27), in the short-wavelength region, when

the phase velocity of the generalized Swihart wave is sub-

Here the Fourier components of the kern€¢k,\) and stantially decreased, wave decay by normal electrons is

Q,(k,\) are described by expressiofis3) and(14). Setting ~Manifested quite dramatically. However, within the limits of

w=w'—ivy, wherey<w', for the real part of the frequency applicability of the basic approximate relatioh0), the de-

Eq. (22) yields® cay of generalized Swihart waves turns out to be compara-
tively small.

Nk L
0'2= WP+ K22 )tanr{r 23

A (k)]
Next, taking the imaginary corrections in E@®2) into ac-
count, we obtain the de_cay dgcremen_t of_ the generali_zed Equations (11)—(15) are suitable only for describing
Swihart waves, whose dispersion law is given by relation, ayeg with phase velocity less than the speed of light. To

3. FAST WAVES IN A SANDWICH

(23 consider fast waves witlw/k>c, it is necessary to use a
_ more general equation for the phase difference that allows
Y=Yat ¥n- (24) o o . :
for the possibility of radiation of electromagnetic waves into
The termyy in expression(24) describes wave decay due to the vacuum. The corresponding equation is obtained within
ohmic losses in a Josephson junction the framework of the approach of Ref. 21 if we use the
material equations linking the current density with the field
Ya=PBI2=270le. (25 in the superconductor&). In this case, in contrast to Egs.
(11)—(15 an equation that is nonlocal in time as well as

The termy,, in expression(24) is related to energy losses in

the superconducting electrodes, due to scattering of normaPace arnses

electrons , 9 92
2sing(z,t)+ B—e(z,t) + — o(z,t)
___(k 2.2 7 mta L wJ ’ ﬁtgo &tzqo
W=7y SON| 22 A(k) =Lle(z,1)]
1 NK) [P L - .2
EET 21}5 T an{m EledZ, fwdtrg Q(Z_Z,,t_t,)
1 k 2 L 'h—l 2 26 J ’ 2 Y
X §+( \) +WSIH m . (26) _TﬁQn(Z_Z A=) |e(Z', ), (28)

where for the kernels of the integral term we have the rela-

Let us compare the decay decreme(®§) and (26). For i
ions

k\~1 andL>\ the decay decrement of the waves is mainly
caused by normal electrons if the effective resistance per unit ( (1) » dk (> de
area of the superconductBr=\/0,<R, whereR=2d/o is ‘ ] = J — f — exp—iwt+ikz)
the resistance per unit area of the Josephson junction. Simi- Qn(zt) — 27 ) 2T

larly for kh~1, but in the case of thin electrodes, when Q(K,w,\)
L<\, because of the fact that in the theory we are using x{ J (29
Aer=N2/L>\ and the resistancR, is increased, decay of Qn(k,@,\)
the waves is governed by the normal electrons provided the A (K) L
more restrictive conditiorR>R,=\q/0,>N\/ 0, is met. Q(k,w,)\)zvi X tanh W}
Also note that fokA <1, as can be seen from E@®6), the -
decay decrement on the normal electrons decreases in pro- L] c2
portion to (k\)?, and forkA>1 it grows in proportion td\. cotr{m — 5 MK (k)
In the short-wavelength region, whé&h>1, the decrement « I Mo (30)
vy is governed by the normal electrons R>(2/ko) L ] c? '
coth kL). In this case, Eq923) and (26) yield tam{m - )\zwz?\(k)lﬂ(k,w)
1 Lk
=7 7vsy tanftkL), Qn(kw,)\)E%%Q(k,w,)\), (3D)

and the function#(k,w) associated with the possibility of

r_ s 12
AR \/ﬂ[tanl"(kL)] ' emission of waves is given by
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WK w)=[ 7(c?k’— w?) —i p(w?—c®k?) signw] For typical values ofh and v: A\~3x10 °cm and »
~10%s71, the ratio(37) is much less than unity if the tem-
X V|w®c* =k, (32 perature of the electrodes is substantially less than critical

andn,<ng. Under these conditions, the radiative decay dec-
rement exceeds the decay decrement on normal electrons.
The quantityy, also exceedyy if

7(x) in Eq. (32) is the Heaviside function.

Since it is usually the case tha{\ <c, the phase veloc-
ity of the generalized Swihart wavésee Eq.23)] exceeds
the speed of light only in the range of wavelengths much C (4770)\)1/2

larger than the London length, whdeh<1. To describe k)\>v_s

eC
long-wavelength KA<1) low-frequency @\<<c) varia-

tions of the phase difference, instead of relatidf) we can  Which is fulfilled comparatively easilysee Ref. 2L
use the approximate relation In the case of thick electrodes, whee-\ and radiative

losses are negligibly small, the decay decrement is governed
by the normal electrons if

N (8770' 2

. (33

kon)=r2tan] || 1-2i X sinh 2| 25
Q( W, )_VS an )\ IC Sin )\

. kN> —
wherew> ck. Expression$31) and(33) allow us to express Vg

the right-hand side of Eq28) in the form

ET

To complete the picture, note that E§8) with kernels
2 of the form(29)—(31) is solved not only by generalized Swi-

R L\ g . !
Lle(z,t)]=v2 ta”'{i) —e(zt) hart waves, but also by surface electromagnetic waves in the
Jz sandwich. The dispersion law for these waves is determined
by the zeros of the denominator of kerii@0), and decay, by
N L T L . .
+{ —cost| —| + = tanH — the Fourier component of kern€d1). Since the phase veloc-
¢ N2 A ity of the surface waves is less than the speed of light, to find
2L/\ 3 their dispersion law and decay we have the equation
G | gt O " S RN
2 Icu7'2 N N(K) an \(K) =4C [

Substituting expressiof84) into Eq.(28) and replacing sip
by its argumentp, it can be seen that fap’>ck the disper-  Hence we find a relation between the frequeacyand the
sion law of the generalized Swihart waves has the form  wave vector

0'?=wf+ k2 tank(L/N). (35) c {
wi=——N(k) coth ——
Function (35) joins well with function (23), which de- ® \/E?\2 A (k)
scribes the relation between the frequency and the wave vec- 2 2
tor for w<<ck. The decay decrement of fast waves has three 5 \/1+4k2 tani? q 38)
parts A2(k) A(k)
Y=Y4+ Yot v - (36)  and the decay decrement due to absorption on the normal
electrons
In Eq. (36) y4 describes decay due to energy loss in the
junction (25). The term 7 N(k) L
Ys=7 0>~ COthf| =~
T, L 2L/\ 4 Ao
=gk ta”k(i 1 Sinrzin) oL oL
X1 142k?\2— ——csch ——
describes energy losses due to scattering by normal elec- N(Kk) N(K)

trons. Finally,y, describes decay of Swihart waves due to
radiation to the vacuum x{ 1+2Kk2N*\ " 2(k) tant?[L/N(K) ] 1]

V1+4K2N*\ "2(k) tanH[L/A(K)]

The interaction of a surface wave with a Swihart wave can
) ) ) . ) be manifested at those wave numbers at which their phase
In the case of thick electrodes the inequality \ is fulfilled — \g|qities are similar. The dependences of the frequencies on
and the radiative decay decrement is exponentially small. Ofhe wave vector obtained abov@3), (35), and(38), hold far

the contrary, forL <\ losses to radiation are very large. In o the intersection points of the dispersion curves.
particular, forL<<\ in the limit under discussion here, the

long-wavelength limit kN <1), the ratioy, /y, does not de-
pend on the wave number

_A 2 —2
7r=2—c(kv5) cosh “(L/\).

4. SLOW WAVES IN A FILM

Let us turn now to the problem of a Josephson junction
_ = (37) in a thin film whose thicknesP is much less than the Lon-

Yr et AV AN don length. As is well knowA? the effective penetration
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depth of the field into the film in this case is=\%/D>\.  with new kernelsQ and Q, (40). This relation leads to the
Taking into account the presence of normal electrons in thevell-known dispersion law for the generalized Swihart
film and using relatior(10), it is necessary in our treatment waves’

of the electrodynamics of a film to replaag by

r2_ 2 €22
Nex =Ne(1—i@n) I=\o(1+iw7). (39) 0" = wjt ks (2KAe) (42

Next, repeating the derivation of the equation for the phasgnd a decay decrement of the fot@#), where the contribu-

difference proposed in Refs. 8 and 9 and taking into accounfon to the decay decrement due to the normal electrons is

the redefinition of ¢ (39), we obtain an equation of the form gjven by

(11)—(14) for ¢(z,t) in which the Fourier components of the

kernels of the integral operator are given by the expressions 2 Ne k2vZ

Vo= —{8k2)\ F(2k\g)—1}. (43)
8 ™\ 4k2)\2

Q(k\e)=v5— =F(2Kk\,), . .
m D For 2k\.~1 the decay decrement associated with the nor-

mal electronsy, (43) exceedsyy (25 if R>R,=\ /0,

Qn(kAg)=Ng— Q(k No), (40)  where the resistance per unit arég, exceeds its value in
INe bulk electrodes by a factor of/D=\./A>1. As in a sand-
and the functiorF(x) has the form wich, in the long-wavelength region k2.<1) the decre-
ment y, (43) decreases:(2k\o)?, and for KA1 it in-
1 Vxe—1 _ creases<2k\.. When X\ >1, the total decremeny (24)
FO)= We—1 arctan 1+]|x| x|=1 is governed by the normal electrons f&t>R,~1/Kko,
<\c/oy,. In the short-wavelength region k2 .>1) the ra-
1 14+1—x2 tio of the total decay decrement- v, (43) to the frequency
F(x)= N In IX] , o IX=1 o' (42) has the fornicf. Eq. (27)]
When the spatial scale of variation of the phase difference lzzwon)‘_”s\/—)\z Ew,7<1. (44)

L, is much less than., we can replace expressio@) by

the approximate expressions :
PP P It can be seen from Ed44) that the ratio ofy~ vy, to the

2 frequencyw’ is small.

QA== Qulkhe)= 5

which allow us to represent the integral terms in Eidl) in

the form(19). If, on the other hand, ,> X\, then 5. FAST WAVES IN A FILM
1 2 To consider fast waves in a Josephson junction in a thin
Q(k,\g)= V Mpln Tkng” Qn(khe)=—7s5, film, we will use the approach of Ref. 21. Taking into ac-
R count the material equatiq®), we obtain an equation of the
and the operatok[ ¢] takes the form form (28), (29) for the phase difference of the wave func-
3 5 tions. In this case, the Fourier components of the kernels of
)\e 2 Ne , 0 . -
Lle(z, t)]— < <P( )+ — —v2— the integral operatok[ ¢] have the forms
sy " U N TS 2
Ak, 0 h ) =4 fo dke 1
* ,(,(), = =V A _ 5 5
xf dz’ sign(z—z') TS D ) 27 1242
2k2/K2
lz—2'|\] o el
X|C+In —(Z,1), (42) 1420\ c2y—202,
Ae 0z’
whereC=0.577 is the Euler constant. As can be seen from Q. (k,,w,\o)= )\eai Q(K,,w,\e),
Egs. (11) and (41), the equation for the phase difference
describing a Josephson junction in a film remains nonlocal in
9 phson) p= K+ K, ), (45)

the coordinate also foc ,>\.. At the same time, the first

term on the right-hand side of E¢41), which is due to the and the integral ovek in Eq. (29 must be replaced by an

influence of normal electrons, has local form, but in contrasintegral overk,. As can be seen from the dispersion law

to its analog for a junction in bulk superconductors, it con-(42), the phase velocity of the generalized Swihart waves can

tains an additional large factom@/7A>1, which is due to become comparable with the speed of light only ko,

the increase in the effective penetration depth of the field<1, when the frequencw’ is close to the Josephson fre-

into the film. quency o;. This means that to examine fast waves with
The dispersion relation for waves propagating along thew’>ck, we can use a comparatively simple approximate

Josephson junction in a film, as before, has the f@& but  expression for the Fourier components of the kernels



Phys. Solid State 41 (7), July 1999 Malishevski et al. 1061

‘ \ 4 K ) 2 k2 | c Yo _ T w'\? 1 >7T o’ 2>1
Qlkz o he)= " |‘1’|)\ Yo 2 Ck w'T ck, .
w2 ¢ o As the phase velocity of the waves approaches the speed

2k2

—i , of light, y, falls off in proportion to (@'2—c?k%) 7(w'?

lold ~ 2¢2

—czkg), and for largek, it can be neglected. In this case,
4 wave decay is governed by the quantity if the resistance
Qn(ky, 0 \g)=— -5 ,,5_ (46) of the junction is large enougiR> (7/2)R,/(\¢k,)2, where

Ry=\e/oy.
The parameterr also governs the decay of surface

In this case the operatdi ¢] has the form waves, the dispersion relation for which follows from the

4\ P condition that the denominator of the Fourier component of
Lle(zt)]= ;Tf V2 prpw o(z,t) the kernel(45) vanish
2 22 (1 iwnw?= (PP a?, K=kC+K2 (50
2 N|[vg| 0 = dt’ 9 c ) x T Kz -
——|= —P.vf — —¢(z,t)
mDlc) at —=t' =t gt’ Setting o=w.—ivys, we find from relation(50) the fre-
uenc
4d|>\ea2(t)+2>\2 a y
———=In——e(z — = Vg c2
meD d a2 ™D 0'2=—— (J1+162N2-1) (51)
2 1 32\ (= _ She
X\ =-"53 f dt’sign(t—t’) and decay decrement
Jz ce ot —o
7 c2| 1+8k%\2 52
clt—t'[\| o V=g | T
x| C+In |)\ l) Ego(z,t'). (47) * 8\2| J1+16k2\2
e

Within the applicability limits of relationg51) and (52),
The first term in Eq(47) is due to the influence of the nor- whenw’7<1, the ratioys/w is much less than unity.
mal electrons, the second term describes radiation of waves To summarize, the treatment presented here makes it
into the vacuum, and the last two terms in E4jr) describe, possible to obtain information about the influence of the nor-
in particular, dispersion of fast generalized Swihart wavesnal electrons in a superconductor on the decay of general-
with allowance for their interaction with surface waves in theized Swihart waves. The influence of the normal electrons in
film. The influence of surface waves on the spectrum of thehis case is especially large for short waves. A comparison of
Swihart waves is also evident fas’ <ck, and leads to a various decay mechanisms allowed us to find the conditions
decrease in the square of the frequet3) and in the decay in which emission of waves from a Josephson junction in a
decrement25) by a factor of sandwich and from a junction in a thin film takes place effi-
ciently.
4 d 1
Alk)=1+ T eD In k,d’ This work was carried out with the support of the Rus-
sian Fund for Fundamental Resear@@rant No. 96-02-
For w'>ck,, replacing sip by ¢, we have from Eqs(28), 17303 and the Scientific Committee on High-Temperature
(29), and(46) SuperconductivityProject AD No. 95008and state support
for leading scientific school@Project No. 96-15-96750
1 2+i£k2 2| ( ¢ )
: + D ZVs In

)\ewj

whereA=A(wj/c), and the expression for the decay decre-APPENDIX A

ment is of the form(36) with In any treatment of linear waves in a sandwich it is suf-

ya=BI2A, ficient to use Eqgs(11) and(28), in which the phase differ-
ence depends on one coordinate,which corresponds to
2 choosing the direction of propagation of the wave to be
7r:ﬁ<?) o', (48) along thez axis. At the same time, to examine nonlinear,
two-dimensional vortex structures, it is necessary to utilize
- an equation for the phase differences that depends on the two
TN vsks . (49 coordinates in the junction plane. A two-dimensional equa-
tion for the phase difference that allows for ohmic energy
It can be seen from relationd8) and (49) that the ratio of losses in the Josephson junction, energy losses to radiation,
the radiative decay decrememnt to the decay decrement on and small dissipation by the normal electrons, and is nonlo-
the normal electrons is much greater than unity & ck, cal in time and space, has the form
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, d 52
o sine(r) ,t)+ﬂﬁfp(f|\ 1)+ ?‘P(r\l )

32 ®
:PJ' dr”’f dt’Q(rH—rH’ ,t—t’)<p(rH’ 1)
[ 7°°

fdru’f_wdt’Qn(r”—rﬁ,

Xt—t")e(r] t').

53
,
ﬁtarﬁ

Herer | is the two-dimensional position vector in the junction
plane, and the kernels of the integral terms are given by

Q(ry,b) dk (= do o
[Qn(f”,t)J:f (277)2Xfw _wexp(—lwtﬂkr“)
Q(k,w,\)
Qn(k,w,)\) '
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Nb/AI/AIO, /Nb superconducting tunnel junctions were investigated in the role of x-ray

detectors. Amplitude spectra of pulses arising upon irradiation of tunnel junctions of different
sizes by*>Mn x-radiation were recorded at a temperatilire 1.4 K. We also analyzed

the temporal shape of the pulses. We considered the influence of diffuse motion of nonequilibrium
quasiparticles, the inverse tunneling effect, and exchangégblfonons between electrodes,

on the characteristics of the tunnel detectors. It is shown that phonon processes can

bring about changes in the amplitude, duration, and polarity of the signall999 American

Institute of Physics.S1063-78389)00807-2

Superconducting tunnel junctioSTJ'9 are promising 1. EXPERIMENTAL TECHNIQUE
devices for detectors of x-ray and ultraviolet radiation pos-
sessing high energy resolution and a low threshold of The superconducting tunnel junctions were fabricated by
operationt The record characteristics of such devices argnagnetron sputtering. A diagram of a superconducting tun-
linked with the substantially larger number of current carri-nel junction is shown in Fig. 1. A buffer layer of amorphous
ers (quasiparticlep arising in the superconductor upon the Al;O3 90 nm thick was first sputtered onto a silicon sub-
absorption of a quantum of radiation as compared to converstrate, followed by the three-layer structure Nb/Al/AINb
tional semiconductors. At present, prototype detectors havwith layer thicknesses 240/8/2/120 nm. Five STJ's having
already been constructed possessing an energy resolution @fferent areas of the tunnel barriers were formed on one
29 eV at the x-ray line of 6 keV energiRef. 2 in the statis-  chip: 400, 400, 1800, 6400, and 20,006. The tunnel
tical limit of 4 eV, along with detectors having a threshold of junctions had rhombic shape in the plane of the layers with
operation around 1 eVRef. 4. ratio of the diagonals 1:2 and 1:4. The dimensions of the

The energy resolution that it is possible to achieve inupper electrode coincided with the dimensions of the tunnel
STJ detectors is limited by various loss mechanisms of théarrier. The dimensions of the lower electrode exceeded the
nonequilibrium quasiparticles. The most important are diffu-dimensions of the tunnel barrier by:8n along the short
sive escape of quasiparticles from the tunneling region andiagonal, forming a belt, or “skirt,” of width=2 xm not in
their loss on the boundaries of the STdapture of quasipar- direct contact with the barrier. The current-lead strips had a
ticles in the region with decreased width of the superconwidth of 6um near the STJ. The normal resistivity of the
ducting gap, and also quasiparticle recombination and escapennel barrier was equal t0X210 °Q - cnr?.
of 2A phonons. The reverse tunneling effect can also have a Current—voltage characteristi¢€VC’s) of the super-
substantial influence on the operation of STJ detectors, bgonducting tunnel junctions were measured in the tempera-
which we mean the possibility of the quasiparticles to tunnekure range 1.4 4.2 K using the four-probe method. Super-
multiply from one electrode to the othéGray effect, Ref. conducting tunnel junctions with areas of 400, 800, and
6). This makes it possible to amplify the output signal of the6400um?, which we will denote as samples, B, and C
detector, with simultaneous degradation of the energy resdrom here on, had CVC'’s of the same shape and differed
lution, however. only in the scale of the currents. STJ's with a barrier area of

At present, questions regarding diffusion of quasiparti-20,000um? had too high a level of leakage currents and will
cles, reverse tunneling, and exchange d&f ghonons have not be considered further. We determined the values of the
been investigated for superconducting tunnel junctions havsuperconducting gap from the CVC's: for the low®ase
ing the simple structure Nb/AI/AI@ND. In this construction, electrode A,=1.33(2) meV, and for the uppefcountey
the additional trap-layer used to increase the effective tunelectrodeA.=1.48(2) meV. The smaller value df, is due
neling probabilit§ was not deposited near the tunneling bar-to the influence of the Al layer adjacent to the tunnel barrier.
rier, which allowed us to study the indicated processes under Spectroscopic measurements were taken at the tempera-
simpler conditions. ture T=1.4K under irradiation of the STJ's with Mn

1063-7834/99/41(7)/7/$15.00 1063 © 1999 American Institute of Physics
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X-rays trodes, corresponding to spectra measured with the bias volt-
ageV,=0.75(1) mV. For other values of the bias voltagge

the structure of the spectra remained the same and the maxi-
mum chargeQ,, varied in a similar way as in Ref. 10.

Table | also shows exponential-growth times of the
pulses of the lower electrodg,, which are equivalent to the
effective lifetimes of the nonequilibrium quasiparticles in
this electrode. The values ef, were obtained by processing
averaged pulses of maximum amplitude. The pulses of the
counter electrode have shorter duration; however, their shape
is not described by exponential growthee the following
section. It follows from the data of Table | that increasing
the geometrical dimensions of the STJ leads to an increase in
the collected charge®,, and quasiparticle lifetimes, .

To first order, the shape of the pulses can be described
by the diffusion mode?. This model takes account of diffu-
sive motion of the nonequilibrium quasiparticles in the STJ
electrodes, their loss in the bulk and at the boundaries of the
electrodes, and escape of quasiparticles from the tunneling
region to the peripheral regiorisskirts” ). Since the linear
dimensions of the electrodes are significantly larger than
6. 1. Sehematic sectional view of a tunnel detedlor Current lead t their thickness, the problem can be treated as two-

. 1. Schematic sectional view of a tunnel aete T urrent lead to H H H HHA™
the lower electrode2 — silicon substraté0.5 mim); 3 — amorphous AIO; dimensional. Propagation of the cloud of nonequilibrium

layer (90 nm); 4 — lower Nb electrode(240 nm); 5 — aluminum layer qu§3ipartiCIes formgd upon absorption of one qyamum of
(8 nm); 6 — AlO, tunnel barrier2 nm); 7 — upper Nb electrodé120 nm); radiation at the point with coordinates=(xg,Yo) is de-

8 — insulating layer of SiO9 — current lead to the upper electrode. scribed by

- an n  9°n
5.89 keVKa (88% and 6.49 ke\VK B (12%) x-radiation ac- i D — -, (1)
companying radioactive decay &fFe. To suppress the Jo- ox=  ay

sephson current, we applied a magnetic field with field o s the two-dimensional quasiparticle densityis
strength up to 200 Oe, lying in the plane of the tunnel bamertime, x andy are the spatial coordinateB, is the diffusion

and oriented along the short diagonal of th_q rhombus. ,'_rl‘oefficient, andy is the effective rate of quasiparticle losses.

these measurements we used a charge-sensitive preamplifier, -1, -1 wherer; and 7, are the quasiparticle tunnel-
T L

kept at room temperature and connected to the STJ by mea%g and loss times in the bulk of the electrode, respectively.

of a coaxial cable. To measure the amplitudes of the gener-~ 1, iiial and boundary conditions have the following
ated pulses, we used a multichannel analyzer. Simultaneoys, ..

with recording of the amplitude spectra, we encoded and
wrote on disk the temporal shape of the pulses at the output n(x,y,t=0)=Ngd(X—Xg) d(Y—VYo),
of the preamplifier. Thus, each measurement produced an

amplitude spectrum and a dataset of roughly 200 pulse files. 0_” _ @)
Some details of the experiment are given in Ref. 9. N b_ an,
2. AMPLITUDE SPECTRA whereNy is the initial number of quasiparticles formed upon

absorption of a quantum with energy 6 keMy=2.4x 10°,

Figure 2 shows typical spectra of pulses from samples et 3 (gn/gN)|, is the derivative along the normal to the
B, and C. The spectra are superpositions of Cont“buuonselectrode boundary, and is the probability of loss of a

corresponding to absorption of photons in the counter ang]uasiparticle in the region of the boundary.
base electrodes of the STJ. The narrow peak in the small- The collected charge is given by the integral

amplitude region corresponds to the counter electrode. The

wide distribution in the large-amplitude region, which has (=

the form of a trapezium, corresponds to absorption in the ~Q(Xo.Yo)=€7y fo dthn(x,y,t)dxdy, ©)

base electrode. A small “step” is observed on the right side

of the spectra, which arises thanks to absorption ofkie  wheree is the electron charge, and the integral is taken over

line in the base electrode. The spectra of all the samples hatke area of the tunnel barriéx.

a similar form and differ only in the scale of the collected In the given model, broadening of the spectra is caused

charge. by the dependence of the collected charge on the coordinates
As a characteristic of the spectra we can use the maxief the point at which a quantum of radiation is absorbed. The

mum chargeQ,,, corresponding to absorption of the more maximum charge®,, correspond to absorption of a quan-

intenseK«a line. Table | lists values of),, for both elec- tum in the center of the electrode. Results of a calculation for
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700+ B FIG. 2. Spectra of pulses arising upon irra-
diation of samplesA, B, and C by a *Fe
0 source (bias voltage at the detector
+ V,=0.75mV). 1 — calculation using the
§ 50 - diffusion model.
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the base electrode are depicted in Fig. 2, based on analytical REVERSE TUNNELING
Zaxpresic;ons obt:;med n ?heft' t5hfo(rj_fsfqugre—sth?d ele_cdtrodes, An important mechanism affecting the operation of a
CL:.ere t' an € stfaen fath € diftusion ?lodetpro_l\_/r'] es SSTJ detector is reverse tunneling, i.e., multiple tunneling of
tsa} 'SSC olry esfctr;]p 'g.?_fo. € eﬁ?e.nnlwienall ?Z'. tf? 0 nonequilibrium quasiparticles from one electrode to the
ained values ot the diriusion coetlicielt are fisted inthe "1 The collected charge in this case is given by the
table. The distinguishing difference of the spectra of the
counter electrode has to do with the shorter diffusion length
in it, due to the short quasiparticle lifetime in this electrode,
At the same time, the simple diffusion model does not Q1= . ,
. . o o d2
give a self-consistent quantitative description of the spectra 1—( )
T2
different dimensions. where 7, and 71, are the tunneling times, ang}; and 74,

eNy

4

other!
expression
Tai) [, Ta
and also with the absence of a “skirt.” 1 T2
a1
of the counter and base electrodes, and of spectra of STJ’s of

11
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TABLE |. Parameters of STJ detectors. (7q4it=22us). We varied the following parameters: the am-
plitude of the pulseQ, the timesr; and 7,, and the contri-

Sample A B c bution of reverse tunnelin§ To describe the shape of the

Sr, wm? 400 1800 6400 pulses of the base electrode, it turned out to be sufficient to

Qim' 10% 16.82) 30.24) 51.84) use an expression with one growth timg (i.e., we set the

Sbm Mlge 50"3(;)1) Z)g;)l) 22@?2) parameterf =0). This result is in line with the above esti-

D”sz/s 10 26 3.7 mates of the small contribution of reverse tunneling to the

Teps 4S 0.152) 0.202) 0.334)  signals of the base electrode.

Toar S 0.483) 0.743) 1.356) Processing of the pulses in the counter electrode showed

fK"g; 45(?5 61(1)5 71(‘;)3 that, for a correct description of the shape, it is necessary to
, %

take account of the contribution of reverse tunneling. Figure
Notes S; — Area of tunnel barrierQ® and Q%, — maximum collected ~ 3(&) displays a pulse of sampk® obtained with a bias volt-
charges for base and counter electrodgs;- quasiparticle diffusion coef- ageV,=0.74mV. The solid curve depicts the result of fit-
ficient; 7, 71, andlrcz_— time constants Qf pulses Of base and counter ting, the dashed curves are contributions with different
electrode§f— contr_lbunon of reverse tunnel!ng to the signal of the counter growth times. The obtained values of the times and 7,
electrode K — fraction of quasiparticles arising in the base electrode upon . . -
absorption of a photon in the counter electrode. and the parametdrare given in the table. Note that the time
7o coincides within the limits of error with the timey,
obtained by processing the pulses of the base electrode. The

are the effective quasiparticle lifetimes. The subscript 1 perliMe 7c1, corresponding to the effective quasiparticle lifetime
in the counter electrode, is substantially shorter, in line with

tains to the electrode in which the quantum was absorbed - . e
and the subscript 2, to the opposite electrode. the form of the amplitude spectrum in the diffusion model.

It follows from expression4) that the contribution of However, the values of the paramefedescribing the
reverse tunneling is governed by the ratig,/71,. These contribution of tunneling from the base electrode signifi-

quantities can be estimated from the values of the maximurﬁa”tly exceed the values calculated in the reverse tunneling
chargesQ,,: 4/77~Q,,/eNy. For the STJ's investigated in model (5) and vary from 45% to 71% as the area of the

the present work, these ratios are substantially less than 1. anne_I barrier |s_|ncreased_. This implies that, 3'0”_9 with qua-
addition, the effective quasiparticle lifetimes in the counters'_par'F'Cle tunnelmg,_t_he_re IS anot_her c_hannel leading to redis-
and base electrodes are significantly different. Under thesiiPution of nonequilibrium quasiparticles between the STJ

conditions, the time dependence of the collected charge iglectrodes. W|.thout going into specific mechanlsms., the col-
given by the expression lected charge in the counter electrode upon absorption of one

quantum in the counter electrode can be described in sim-
plest form by

Td1 1
Ql(t)EeNO(E)[(l—f)(l—eX}C(—le t))

Tel T
_ =eNy| (1-K)| —|+K|—]], 6
+f(1—exp—7551))], (5) Qe=eNo( )(m T } ©
wheref= 74,/ 5. where K is the fraction of quasiparticles belonging to the

It follows from relation(5) that, under conditions of re- base electrode. Values & were calculated for all of the
verse tunneling, the leading edge of the pulse should be dgrocessed pulses based on the obtained values of the param
scribed by a superposition of two exponentials with growtheterf (K= fon/Qﬁq). It turned out that the number of quasi-
times roughly equal to the effective quasiparticle lifetimes inparticles formed in the base electrode upon absorption of one
the STJ electrodes. For pulses of the counter electrode, tlantum in the counter electrode is essentially independent
contribution of reverse tunnelinfshould be~7, 13, and of the dimensions of the STJ and other parameters and is
22 % for sample#\, B, andC, respectively. For pulses of the equal roughly to 14 %.
base electrode, reverse tunneling should not exceed 3 %.

To obtain data on the effects of reverse tunneling, the
shape of the recorded pulses was analyzgd using expressiQNey cHANGE OF 2A PHONONS
(5). To enhance accuracy, pulses belonging to the counter
and base electrodes were selected from the experimental set An additional process leading to redistribution of non-
of pulses and averaged. For the base electrode we selectequilibrium quasiparticles between electrodes appears to be
pulses that had maximum amplitude, which corresponded texchange of 2 phonons. It is well known that a dynamical
absorption of quanta in the center of the electrode. For thequilibrium between quasiparticles and phonons is main-
counter electrode, in addition to the amplitude criterion wetained in superconductdfs:
selected for a shorter duration of the leading edge in com-
parison with the pulses of the base electrode.

We fit the pulses by the method of least squares. Towartlere n and p are the quasiparticle density and the
this end, expressiofb) was modified to take account of dis- 2A-phonon density, respectivelys,, is the pair-breaking
charge currents through the resistance of the tunnel junctiotime, 7 is the quasiparticle recombination time, ards the
and load, and also to take account of the effect on the signaécombination constant. For Nb,,=4.17ps andR=2
of the differentiating circuit of the preamplifier xX10 ° cm’s ! (Ref. 14.

TR'N=273p and mz'=Rn (7)
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20
79
>
£
= 70
5 A
O A FIG. 3. Shape of the pulses arising upon ab-
! ) 7 T T T sorption of radiation in the upper electrode.
2 4 6 8 Vp, mV:a— 0.75,b — 0.09. Solid curves
t S — result of fitting, taking reverse tunneling
? /L into account according to Ed5). Dashed
curves plot the contributions of the lower
20 (BE) and upper CE) electrodes.

In thermal equilibrium afT=1.4K 7g~1us. In this whered is the thickness of the electrodg, is the transpar-
case the number of 2 phonons is less than the number of ency of the interface, andis the speed of soun@n Nb ¢,
quasiparticles—by six orders of magnitude, and they cannot5.1x10°s ! andc;=2.8x10°s™ ).
have a noticeable effect on the operation of a STJ detector. i i
However, upon absorption of an x quantum the density of the For the case uanr con5|deratrp5)”~ 1. When the den-.
formed quasiparticles significantly exceeds their thermaPity Of 2A phonons is increased, this mechanism can provide
density; therefore, recombination proceeds primarily by non& noticeable redistribution of the excitation energy between
equilibrium carriers, i.e., self-recombination occurs. Esti-the two electrodes. Note that after relocating to the second
mates show that the recombination rate in this case grows bglectrode the 2 phonons, by virtue of relatiof7), are al-
several orders of magnitude, which according to relati@hs most completely converted into quasiparticles. A diagram of
results in an increase in theA\2phonon density. the exchange of quasiparticles and phonons in a STJ

At low temperaturesT<T), scattering processes with detector is shown in Fig. 4.
decrease of energy are attenuated farghonons; therefore,

the main loss mechanism forA2phonons is their escape to Let us estimate the £-phonon flux from the counter

the other electrode and/or substrate. The characteristic tim%[ec'trode' to the bage elect'rode for the superconducting tun-
of this process is given by the expression nel junctions investigated in the present work. We assume

that the nonequilibrium quasiparticle density in the counter
electrode,n(r,t), can be represented as the solution of the
diffusion equation

. 7mC

prtr_ﬁv (8)
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Qp. loss T4e1 Ph. 10SS tpjoss

Recombination g
e, The counter

electrode

Diffusion 7
Qp.1 Ph.1 .
/ FIG. 4. Diagram of electron and pho-
— T

— N R non processes in a STJ detector upon

Tunneling ) Pair breaking tpp, Phonon exchange 1, the absorption of radiation in the upper
p-tr electrode: diffusion, tunneling, recom-

bination, and other losses of quasipar-

QN

N

ticles (Qp.); breaking of Cooper pairs
TT2 The b by phonons(pair breaking , phonon
: ; TR2 L2 hange between electroddzh. ex-
Diffusion P> € base exchang
Qp2 /// Ph.2 /// [ d changg, loss of phonons to the sub-
//4 / electroae strate. Characteristic times and the role
Pair breaki 7722 of these processes for each of the elec-
air breaking 1, . . .
Qp. 10ss T1o502 Ph. 1 trodes are discussed in text. Thickness
B 1. 1058 of arrows reflects the intensity of the
processes.

Substrate

nels. However, in Refs. 10 and 18 anomalous polarity pulses
©) were not observed. In the present study, the appearance of
anomalous pulses of negative polarity could be expected for
Since expressiof) falls off rapidly with time, we will ne-  the counter electrode\(>A,). However, instead of this, for
glect boundary effects and we will consider the problem ingmgaj| pias voltages we observed anomalous bipolar pulses
an infinite plane. According to relation$7)—(9), the  \yith a short negative excursidsee Fig. &)].
2A-phonon flux from the counter electrode to the base elec-  according to the model of exchange oA2phonons, the

trode is equal to pulses in the counter electrode are formed by the sum of
NZR Tob 2t tunnel currents from both STJ electrodes. In this case, the
|2A_16ﬂ_th( F{ ) (10 contribution of the counter electrode is around 40 %, and the
contribution of the base electrode, due to phonon exchange,
Expression(10) diverges as—0; therefore to obtain the s roughly 60 %. For small bias voltagag,<(A;—A,)/e
total number of relocated® phonons,P,, , the integration  the tunneling current from the base electrode has the usual
over time should start from the timg at which quasi- positive polarity and the tunneling current from the counter
equilibrium is established in the system after absorption of &|ectrode should have negative polarity. In conjunction with

2
n(r.t)= No F{_(r ro® t

470t Tabt T,

Tp,tr Tc1

quantum. We finally obtain the different duration of the currents from the counter and
2 base electrodes this should lead to the formation of a bipolar
b _NoR7pC7 (TCl)_O 57} (11)  output signal
227 e4md?D | \2ty) )

In Fig. 3(b) the solid curve depicts the result of fitting
If we adopt the values,=2 ns(Ref. 3, D~1cms %, and expression5) to the experimental pulse assuming a negative
7e1~0.2us, then using Eq11) we can estimate the value of contribution of the counter electrode. The variable
the coefficients for which the 24 phonon flux stimulates Parameters—the effective lifetimeg and 7, and the contri-
the formation in the base electrode N, quasiparticles. bution of reverse tunneling—agree with the data obtained
These estimates give a value around 0.1 forwhich is by processing pulses observed in large fields. Apparently, the
entirely acceptable taking into account the multilayer strucabsence of anomalous-polarity pulses in Refs. 10 and 18 can
ture of the tunnel barrier. also be explained by compensation of signals from different
The influence of phonon exchange can explain a serieglectrodes, brought about by phonon exchange.
of experimental facts regarding the operation of STJ detec- Phonon processes can also have an effect on signals of
tors which have not yet received a consistent interpretatiorthe base electrode. In the investigated samples, escape of
In particular, it is well known that in asymmetric STJ’s with phonons to the counter electrode upon absorption of a quan-
electrodes having different superconducting gaps#A,), tum of radiation in the base electrode gives a small contri-
anomalous polarity signals should be observ&’ These bution to the signal as a consequence of smallness of the
signals arise upon the absorption of quanta of radiation in theatio 74,/71, for the counter electrode. Escape ofA 2
electrode with the larger gap fof,<(A;—A,)/e thanks to  phonons to the substrate requires a separate treatment. First
a competition between the electron and hole tunneling charef all it should be noted that the lifetime of the\2phonons
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in an insulating substrate in contrast to a superconductor iand also the polarity of the observed signals. The intensity of
larger than the typical duration of the pulsed tunneling curthe phonon processes depends on the acoustic transparency
rent (rg~1 us). If the substrate is a high-purity single- of the interfaces and, consequently, on the choice of materi-
crystal wafer(e.g., silicon or sapphijethen the ZA phonons als and technology. These issues must be taken into account
can propagate ballistically across the wafer to the oppositen the development of new designs of STJ detectors.
facel® In this case, since the thickness of the substrate is In conclusion, we would like to thank K. Mitsen and
usually much greater than the linear dimensions of the eled®. lvanenko for useful discussions of phonon aspects of non-
trode, the back flux of 2 phonons is negligibly small, and equilibrium superconductivity.
escape of A phonons to the substrate is one of the channels
of quasiparticle Ioss_. The efficiency of this channel is gov-«g_ - andrva@srdlan.npi.msu.su
erned by the acoustic transparency of the boundary.
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We have investigated cathodoluminescence both in unannealed ZnSe crystals and in crystals
annealed in a Bi melt at a temperature of 1200K for 120 h with subsequent quenching. In the
wavelength range 450480 nm we have detected a new line sefiesnLO—mPI

consisting of the bound-exciton emission lifewith wavelengthA=455.9 nm and its plasmon
andLO-phonon echoe’—LO (A1=461.3nm, I7—2LO (A,=466.8nm, I7—3LO (A3
=472.4nm, andl{—4LO (\,=478.3nm. We have determined the mean number of emittéd
phononsN, o=2.2+0.1 per photon. It is shown that the observed finer structure of the band
may be due to multiphonon optical transitions. At low plasma densitigs<(w o) the Coulomb
interaction causes broadening of tife-nLO series. In samples with denser plasma, in

which the conditionw,<w o is met, multiplasmon satellites of the serigs-nLO—mP| are
observed. Theoretical calculations of the shape of the emission band agree with
experiment. ©1999 American Institute of Physid$$1063-783%9)00907-7

Multiphoton optical transitions involving the participa- multiplasmon low-temperature series varied from 2 to
tion of low-frequency plasmons created by vibrations of thel0 meV. This is an experimental proof of the participation in
plasma of band charge carriers have been studied under réne optical transitions of plasmons whose enefgy, de-
diative recombination of electrons and holes in the directpends on the plasma density and, therefore, varies with the
band semiconductor compounds ZnSe, CdS, and ZnTe hgvel of excitation and from sample to samfle.
the authors of Refs. 1-8. Photo- and cathodoluminescence A Striking manifestation of mu|tip|asmon radiative tran-

(CL) spectroscopic studies of free—free, free—bound, anditions during recombination of bound excitons is the red
bound-bound recombination transitions with emission of-athodoluminescence band in ZnlRef. 7).

photons, phonons, and plasmons were carried out over & The present paper examines multiplasmon transitions

wide temperature rangS.Zn—?%S. E) (ﬁfdiﬁeregtlleve.ls of that were detected in the cathodoluminescence spectra of
e(;«in_afgn 0_1_%?\]1_ 10 'dC ) wit 'tl erent e"i)y t|(;ne§ ZnSe crystals, both unannealed and annealed in a Bi melt
(©. ms. €W wide composHe emission bands, In- ., subsequent quenching. As the starting material, we used

cluding around ten plasmon echoes, were detected at hi
L : ) nSe crystals grown from the vapor phase. The samples
levels of excitation in the intervals of lattice temperatures

40—70 K (ZnSe and 30-120 K (ZnTe) 2~ corresponding to were annealed at 1200K for 120 h.. Coolifguenching to
the maximum lifetime of the plasmons and the minimum°°M temperature took place outside the furnace by sub-

mobility of the charge carriers. It was shown that the muIti-merg'n%tZe Iampoule In water. ited |
plasmon fine structure of the bands is due to recombination athodoluminescence was excited at a sample tempera-

of free band electrons and holes strongly interacting with thdu'® Of 4.2 K by an electron beam with energy 40 keV, pulse
plasmons. duration 0.4us and a pulse repetition rate of 200 Hz. The

Multiplasmon optical transitions, showing up in the fine emission was analyzed with a DFS-12 monochromator in the
structure and in broadening of the bands, enable one to exavelength range 0-40.8 um.
plain many key features of the emission spectra of I1-VI The edge cathodoluminescence of both the unannealed
semiconductor compounds. It has been shown that not onf§nd the annealed samples consists of a series of lines in the
the high-temperature series of green luminescence of Cdgxciton region of the spectrum. The most intense line is the
which is due to free—bound transitions, but also recombinaEPK lineI{' (445.8 nm, produced by an exciton localized at
tion of electrons and holes at donor—acceptor pdd&Ps) a neutral acceptor—a zinc vacancyy(,). In Refs. 9-12 it
can be accompanied by emission and absorption of severalas suggested that tHl& line is formed by two acceptors of
plasmong. The measured distances between the lines of theifferent nature-V,, and/or copper substituting for zinc

1063-7834/99/41(7)/5/$15.00 1070 © 1999 American Institute of Physics
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. 2
<9
~ FIG. 1. Cathodoluminescence spectra of ZnSe crystals
at T=4.2K: 1 — sample annealed in a Bi melt with
subsequent quenching;— starting sample.
| /\JV
1 ] A 1
490 480 470 460 A, nm

(Cuy,). For undoped samples! is due to zinc vacancies. tical phononsmis the number of plasmohsThis points to a
For copper-doped samples, defects based oy, @e re- substantial role of zinc vacancies in the formation of the

sponsible forl ¢ centers responsible for emission of ttfe-nLO—mPI se-
In the wavelength region 450480 nm at low levels of ries.
excitation, we detected a new emission baifd-nLO We will begin our analysis of the emission spectra with

—mPI (Fig. 1), consisting of the emission line of a bound & consideration of the emission series of the bound excitons
exciton! with wavelength\ =455.9 nm and its plasmon and including thel{ line and itsLO-phonon echoes, for which
LO-phonon echoe$’—LO (A;=461.3nm, I°=2LO (), the radiative recombination rai® can be represented in the
=466.8nm, 17—3L0O (A\3=472.4nm, and I°—4LO (n, form

=478.3nm. Besides theLO-phonon echoes, we also ob-
served a finer band structure, due to multiplasmon transitions
(curvesl and2in Fig. 1, and curvel in Fig. 2).

Note that in the samples annealed in a Bi melt, a Bi melt
with zinc admixture, and a Zn melt and slowly cooléuy Here R, is a constantx=(w— wg)/w o, o is the pho-
turning off the furnacg the I’—nLO—mPI band was not non frequency,w, is the frequency corresponding to the
observed® (heren is the number of emitted longitudinal op- maximum of thelid line, w o is the frequency of the.O

RﬁRo; (NJo/n!) v /[ (x+n)2+ ¥2]. 1)
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FIG. 2. Cathodoluminescence spectra
with different densities of the equilib-
rium plasma:1 — dense plasmav,
<w_ o, in which plasmon echoes are
observed;2 — low-density plasma
Wpy<|w| o -

IL‘L

1 1 | {
495 485 475 465 A, nm

phonons,N, o is the number ofLO phonons emitted per take the line at the wavelength=461.3 nm to bel?
photon, 2y, is the half-width of thenth phonon echo in units —3L0). As can be seen from Fig. fcurve 1), the I¢

of w o . For a series of lines of identical half-width, EQ) ~ —2L0 line has a shoulder on its short-wavelength side. Al
corresponds to a Poisson distribution Ry at the maxima of  tnese features are easily sorted out if we note that in the
the LO-phonon echoet;’—nLO. According to our results, region of the secondO-phonon echo of thé! line there are

N_o=0.20=0.01 if we defineN o as the ratio of intensities (superimposedtwo 19— 2L0 lines and a new non-phonon
of R, at the maxima of the non-phonon peak and the single; '

Max/mmax._. line I7. For the second sample, this is mainly the Iiﬁ’e

szoggzni?\lho Rz;s {[E r;{::?%ﬁi}’g@;;’:g /g)]lfl Ot(h er /ha)n d, —2L0O at \=456.0 nm whereas for the first sample the in-

; Lo 2 L : Lol Y1 ¥2), tensity of thel?—2LO line is two times greater than the
then it turns out thaN, 5>0.2 and it varies from sample to | g s e : 8
sample within the limits 0.20.5. Yet more striking results Ntensity of I7. For the series;” the interaction of a bound
obtain if we defineN o in terms of the third and second exciton with phonons turns out to be stronger than for the
phonon echoes. According to the cathodoluminescence spegeries!{. According to the results presented in Fig. 1, for the
tra shown in Fig. 1N, o=4 for sample 1 andN o=1 for series of the new ling’ and itsLO-phonon echoes we find
sample 2. In addition, for the first sample the half-width ofthatN, o=2.2+0.1.
I?—ZLO is greater than the half-width df—BLO (if we The radiative recombination raf®, (Ref. 8 is defined
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by a generating function, which in the two-level approxima- Ra/R,
tion for a bound exciton has the form 130

125
320

pn(K) = pe(K)|?

I(t)=exp[2k (v, /mh)

><fwlm{sx/8*(K,w)}f(t,w)/w2dw.}. (2
0

The notation here is the same as in Ref. 8. The frequen-
cies of the elementary excitations with which the recombin-
ing electron and hole interact are determined by the zeros of
the dielectric functione(x,w). At low densities of the
plasma of band charge carrie®f<w| o) these excitations
are plasmons K<1/\o, where\, is the screening length
andLO phonons. For hydrogenlike centers

pe,h(K):<eah|eX|ii K- re,h)|evh>
={1+(kaen/2)% 2. €

It can be seen from E@2) that, in the case when the radii of
the electron and hole statag anda,, are of the same order
(ae=ap, pn(k)=pe(k)), the interaction with plasmons and
phonons is weak. Thus, we can judge the structure of the
center from the cathodoluminescence spectra. A strong inter-
action with LO phonons and plasmons is characteristic of
centers that strongly bind one of the carriers okanh pair,
localizing it within the limits of a unit cell, and create a
Coulomb field for the second charge carrier. In this case, the
region of motion of the second carrier in this field encom-
passes hundreds of lattice constants. Knline and its
LO—phonon and plasmon echoes, whose shape can be ap-
proximated by the expression

3 & % 72 0
RF% (N[ o/nD(NI/M) Y/ {(0+n+am)2+ 52 1, T = (@ -Wo)/ Wy

(4) FIG. 3. Shape of thé;—nLO-mPI bandR, (a=wp/w o, b, 71, 72,
. . . Nio, Np, x) at different plasma densities and different satellite half-widths
are associated with a center of this type. Yno=7Y1» Yam=7v2(1+mb) (m=12,...):1—R, (0.3,0,0.03,0.1, 2, 2,

Herea=w,/w . Figure 3 displays results of calcula- x); 2— R, (0.3,0,0.05,0.2, 2, %); 3—R, (0.1,0,0.1,0.1,2 %); 4
tions of cathodoluminescence spectra for various values of Ry (0-3,0.35,0.03,0.1, 2, %); 5—R, (0.3, 035,003, 0.1, 2, k).
the mean numbers dfO phononsN o and plasmons\,
emitted during recombination, various ratios®f andw o,
and various half-widths of the lines making up the emissiorand curvel in Fig. 2). The numerical calculationg=ig. 3
band. and experimental cathodoluminescence spectra are found to
Numerical calculations of single-phonon and single-be in satisfactory agreement, which allows us to conclude
plasmon satellites can be performed using the results of Refthat plasmons participate in the emission of the new series of
1-8 and the generating functidit) (2) with e(x,w) in the  bound-exciton linesl;—nLO—mPI in ZnSe crystals to-
random phase approximation. It turns out that the half-widttgether with emission from donor—acceptor pHiis this re-
of the single-plasmon satellite is greater, as a rule, than thaion of the spectrum.
of the single-phonon satellite. This has to do with the large  Noting that LO-phonon echoes are usually observed
dispersion of the plasmons and with Landau decay. Thus, iuring recombination of excitons bound to acceptors, it is
is necessary to surmise that the inequakty,>vyno (M natural to suppose that the center responsible for the appear-
=1,2,...) issatisfied and that the quantity, ,, grows with  ance of thel} line is a zinc-vacancy based acceptor. The
growth of the number of emitted plasmons For small line is observed only in samples subjected to quenching;
plasma densitiesef,<w| o) the multiplasmon structure is therefore, it may be concluded that the given acceptor center
not resolved. Processes involving emission of several plagxists at high temperatures and is frozen in during quench-
mons lead to a broadening of thgline and itsLO-phonon  ing. Upon slow cooling, on the other hand, this center is
echoes(curve 3 in Fig. 3), in agreement with experiment destroyed and new associates based on it are formed. Such
(curve2in Fig. 2). If, on the other handp,<w o, thenthe an acceptor center is possibly a complex consisting of two
plasmon structure can be observedrvesl and2in Fig. 1,  zinc vacancies and one selenium vacancy.
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Low-temperature near-band-edge photoconducti{f®§) spectra of CdS crystals were studied as

a function of IR illumination intensity in the PC quenching interval. The photocurrent

quenching by IR light of the PC response profile has been investigated. An analysis of these
relationships permitted establishing a direct connection between getoconductivity centers

and the near-band-edge structure of the spectrum. The effect of “pinning” of majority-

carrier lifetime on the semiconductor surface has been discovered and interpreted. It is proposed
that surface-acceptor states in CdS crystals play the part of surface photoconductivity

centers. ©1999 American Institute of Physids$1063-783#9)01007-3

Additional illumination by IR light in the photoconduc- (2) The IR-induced quenching is spectrally selective;
tivity (PO quenching region was reported to affect dramati-namely, the quenching is particularly strong around the so-
cally the low-temperature photocurrent response in CdSalled additional maximaM; andAM, [Ref. 5] (I, andl y,
crystals'® However the experimental data and their inter-respectively, in the notation of Ref).2
pretation presented in Refs. 1-5 exhibit substantial discrep- (3) In crystals with a peak-shaped F§pe |, a), the IR
ancies. This has stimulated our investigation of the changeguenching of the photocurrent is accompanied by noticeable
in low-temperature T=77 K) near-band-edge spectra of changes in the spectrum, namely, by an enhancement of the
steady-state PC excitation in CdS crystals which are inducegycitonic and a weakening of the additional photocurrent
by IR illumination in the PC quenching region at different haxima. For high enough IR intensities, one observes a

intensity levels. spectrum with a very sharp peak-shaped FS, with practically
The PC response measurements were performed on @ 5qditional maxima visiblécurve 3).

laboratory setup based on an MDR-2 high-collecting power 4 | crystals with a dip-shaped F&pe II, b), as the
m_(t)ﬁocgrsopmztor. T:e sTphectra Wlere record_ed au(';omatlcallt,h illumination intensity increases, the prevailing photocur-
with a -4 recorder. The samples were plise: undope rent quenching in the region of additional maxima is accom-

CdS plates with the hexagonal axis in the sample surface panied by FS transformation to the peak type. The general

plane. Cooling down ta' =77 K took place by immersing . A
) . : o character of the spectrum also changes under IR illumination
the sample into an optical cryostat filled with liquid nitrogen. to acquire features characteristic of crvstals with peak-
The IR light for PC quenching was isolated from the con- d y P
shaped FScurve 3).

tinuum of a halogen filament lamp with an IKS-1 color filter. Th itude of IR-induced oh h
The IR intensity was varied either by controlling properly the . (5) The magnitude of IR-induced photocurrent quench-

lamp power voltage or by diaphragming the objective lens"9 _differ; substantiallyby orders of magni.tu.c).e'n crystals
focusing the IR light on the sample at a fixed lamp voltage.hav'ng different FS types. In crystals exhibiting dip-shaped

The spectra were measured in e C incident (probing FS, IR illumination of a suffic_iently high intensity may sup-
polarization € is the light-wave electric vectprThe spec- Press the photocurrent at a fixed wavelength near the funda-

tral resolution was not worse tha A in all experiments. ~ Mental absorption edge by three to four orders of magnitude,
and in crystals with peak-shaped FS, by one to 1.5 orders of

magnitude in the same conditions.
1. EXPERIMENTAL RESULTS To complete the picture of the observed effect of IR-
Figure 1 shows PC spectra of CdS crystals with a findnduced photocurrent quenching in CdS crystals, one should
(excitonig structure(FS) of type | (a) and type Il p) (no-  add to items 3 and 4 the following remarks.
tation of Ref. 6 obtained withoutcurvesl) and with(curves (i) Most of the crystals with type-I FS exhibit a clearly
2 and 3) additional IR illumination at various intensity lev- pronounced trend to saturation of the IR quenching effect
els. As seen from Fig. 1, IR illumination affects PC spectrawith increasing IR intensity;
of the CdS crystals studied in the following way. (i) In crystals with type-Il FS, one observes a direct
(1) IR illumination produces photocurrent quenching correlation between the relative intensity of the additional
throughout the photoconductivity spectral range studied. Thenaxima in the spectrum and the IR intensity required to
guenching increases with increasing IR intensity. change the FS type; indeed, some of the dip-FS crystals re-

1063-7834/99/41(7)/4/$15.00 1075 © 1999 American Institute of Physics
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FIG. 1. PC spectra of CdS crystals wii type-I FS andb) type-1l FS without(curvesl) and with(curves2 and3) additional IR illumination at different
intensity levels T=77 K,ELC). ab 1 —1=1y,2—1=9l3, 3— 1=90ly; |, is the IR intensity.

versed their FS type only at extremely high IR illumination decrease of the PC. Thus the mechanism of IR-induced PC
intensities. quenching in CdS reduces actually to an increase of the re-
Figure 2 presents typical peak- and dip-type spectra ustecombination flow through the centers through suppression
ally observed at low T=77 K) temperatures in most of by IR light of the recombination channel via theenters.
the ~150 CdS crystals studie@ee also Fig. 1 and Refs. 2 The IR-induced photocurrent quenching in the CdS crys-
and 7. tals studied is observed to occur throughout the spectral
Note that the relationships of the IR-induced changes irtange covered, including both the intrinsic region and the
CdS PC spectra established in our experimeste also region of the additional maximAM; and AM,, which lies
Refs. 4 and b while exhibiting substantial discrepancies in substantially below the excitonic resonantg_, (see Fig.
some aspects, correlate largely with the data obtained i This implies a decrease in the carrier lifetime both in the
similar studie$™3 It should also be pointed out that a number bulk (r,) and near the surfacerf) of the semiconductor
of essential features in the phenomenon of IR-induced phoypder IR illumination. Note that crystals with both peak- and

tocurrent quenching in CdS have not been mentioned, {0 0Wi_shaped FS exhibit a substantially larger decrease, of
knowledge, in any of the work we are aware of, including they, 5, of 7.

most comprehensive publication of &vand coworkers. In crystals with peak-shaped FS, this manifests itself in a

relative enhancement of the excitonic maxima in spectra
2. DISCUSSION OF THE EXPERIMENTAL DATA with increasing IR intensityFig. 1. Indeed, an FS appears

IR-induced quenching of photocurrent in CdS crystals isif 7s and7, are not equal; with the 7> 7, case correspond-
a well-studied phenomendaee, e.g., Ref.)6lt is associated N9 0 the peak-shaped FS, amd<r,, to the dip-shaped
with the presence in CdS of slow-recombination centdrs ~ One. This model suggests that the relative height of the ex-
so-calledr center§), which are responsible for the high pho- Citonic maxima above the background in crystals with a
tosensitivity of the semiconductor. In CdS, these are deepeak-shaped FS is determined by the ratia—(7,)/7,.
compensated acceptors, which possess a high hole-trappid¢ierefore an increase of a peak-shaped FS above the back-
cross section £10 210 2 cn?) and a low electron- ground indicates an increase of thg/ 7, ratio. In the con-
trapping cross section~10"1°—10"2° cn?). In “pure” ditions wherers and 7, decrease simultaneously, this is pos-
CdS crystals, intrinsic lattice defects can acraenters:!®  sible only if 7, decreases faster.

The mechanism of the IR-induced photocurrent quench-  The effect of prevailing decrease af under IR illumi-
ing in CdS crystals is well knowhlt is associated with the nation is seen particularly clearly in crystals with dip-shaped
IR-induced relocalization of photoholes fromto s centers.  FS. It manifests itself in a disappearance of the structure in
The latter are fast recombination centers, which reduce ththe PC spectral response at low IR intensities and in the PC
lifetime of the majority carriers and, hence, bring about atype inversion at high enough, and, in some cases, the high-
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electron and a hole, with subsequent hole localization in a
surface staté® These states may play a significant part also
in the formation of spectra in the region of band transitions
by trapping the photoholes and increasing in that way the
photoelectron lifetime near the surface.

Thus the stabilization of in the near-surface layer un-
der discussion may be connected with a sort of pinning of the
majority-carrier lifetime on the CdS surface by surface ac-
ceptor states. Switching on IR illumination reduces drasti-
- 2 (x30) cally 7, by suppressing bulk photosensitivity centers, and

surface acceptor states, which act as surface photosensitivity
centers, may provide a photosensitivity in the near-surface
layer of the crystal higher than that in the bulk, which ac-
counts for a response curve with a peak-shaped FS. It should
be pointed out that the idea of a possible presence in CdS of
surface photosensitivity centers differing in properties from
the bulkr centers is in no way nevsee Ref. 3

Of particular interest for the interpretation of the nature
of the additional photocurrent maxinfeM, andAM, is the
spectrally selective IR-induced quenching of the photocur-
rent (Fig. 1). Because the action of IR illumination reduces
primarily to suppression of the bulk photosensitivity cen-
ters, the IR-induced quenching will be the strongest for the

Photocurrent , rel. units

>

n spectral features which are due to the states directly interact-
U' ‘\ ing with ther centers. Therefore the selective IR quenching
\ of the photocurrent maximaM; and AM,, by supporting
I their bulk nature, argues convincingly for a direct relation of

AM, the corresponding states with theenters. Hence thAM;

and AM, maxima may be considered as indicators of the
CdS volume photosensitivity determined by the volume con-
X centration of the centers. On the other hand, if one identi-
4;0 4“'70 o fies theAM; andAM, maxima with bulk photosensitivity
’ centers in CdS, they may be used as a probe for studying

FIG. 2. PC spectra of a CdS crystal obtaine@at77 KandELC.1—no  these centers.

IR illumination, 2 — IR illumination with an intensityl =60l ,. In this connection it should be noted that tA&1, and
AM, photocurrent bands in CdS photoconductivity spectra
quite frequently cannot be resolved into isolated maxima

est IR intensities teste@urves2 and 3 in Fig. 1b. Indeed, and, in addition, become superimposed on the excitonic

the transformation of the type-Il to type-1 FS corresponds tostructure to form a broad dominant long-wavelength photo-
regular changes ofg and 7, resulting in the reversal of the current band in crystals with a dip-shaped FS or a long-
7s<7, inequality (see above These changes ing and r,  wavelength tail on the exciton pe#kin the case of a peak-
are equivalent to a monotonic growth of thg 7, ratio from  shaped FS. In these conditions, states in the PC spectrum,

a value less than onéype-Il curve to one (structureless including those responsible for tHeM; and AM, maxima,

curve to greater to ondtype-l curve. Clearly enough, if can be resolved by using IR illumination at moderate inten-

both 75 and 7, decrease, thes/r, ratio can grow only ifr,  sity levels. This is demonstrated by Fig. 2. One readily sees
decreases faster. that illumination of a CdS crystal with a dip-shaped FS with
The observed pattern of carrier lifetime variation underIR light of a moderate intensity results in a good spectral

IR illumination in the near-surface layer and in the bulk of resolution of excitonic states and of the states responsible for

Cds, first, indicates that the carrier lifetime in the but, the AM; maximum due to a good spectrally selective IR-

is determined by the bulk centers, and, second, evidencesinduced photocurrent quenching.

the existence near the surface of a factor that favors stabili- The possibility of reversible switching of a spectrum

zation of 74 and, thus, allows its substantially smaller from type Il to type | by suppressing the bullkcenters by IR

changes under IR illumination compared witl). Filled light suggests that in CdS crystals with a dip-shaped FS the
acceptor-type surface states could act as such a factor stabulk r center concentration exceeds substantially that in
lizing 75 in the presence of IR illumination. The existence of peak-shaped-FS ones. This suggestion is buttressed also by
such states was established in a large number of st(gbes the strong difference in the magnitude of this IR quenching

e.g., Refs. 12—-14 They play a key role in the formation of effect between crystals having different types of FS, the ob-

the excitonic structure in surface photo-emf spectra of CdServed trend to PC quenching saturation under conventional

by providing conduction-stimulating exciton decay into anlIR illumination levels in type-I crystalésee abovg a lower,
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as arule, integrated photosensitivity of the latter compared tbigh, can produce a background on which excitonic photo-
that in crystals with type-ll FS, as well as by the presencecurrent maxima will be seen, as well as give rise to features
among the samples with dip-shaped FS of crystals having aim the form of long-wavelengthM; and/orAM, maxima.
extremely high photosensitivity. A similar conclusion was

reached also in an analySisf the irreversible transformation

of peak- to dip-shaped PC spectra in samples subjected to 3/ E. Lashka}reV, E. A. Sal'kov, and V. A. Khvostc_JH_’roceedings of the
3rd International Conference on Photoconductivittanford, 1968
thermal treatment.

. . . . . p. 111
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This paper discusses the question of how isotopic disorder affects the position of the thermal-
conductivity maximum of germanium. The discussion is in terms of a Callaway-type

model. Experimental data on the thermal conductivity of a natural Ge crystal and of highly
enriched G& crystals are analyzed. @999 American Institute of Physics.
[S1063-783%9)01107-1

V. I. Ozhogin’s group has recently obtained chemically the specific role ofN processes and obtained a simple and
pure, perfect, and highly enriched crystals of "€ éwith elegant expression for the thermal conductivity. Note that
99.99% enrichment They simultaneously measured the Ref. 8 attempted to assign a different significance to the for-
thermal conductivityK(T) in a wide temperature range not mation of the steady-state distribution of low- and high-
only on a highly enriched sample but also on’&samples  frequency groups of phonorias T—0, the high-frequency
with 96 % enrichment and a natural samg$ze also Ref. phonons must be virtually in equilibrium and have a weak
2).They found that the position of the maximum of the ther-effect on the steady-state distributjon
mal conductivity for the “99.99” germanium is shifted sub- We note that the phonon spectrum of germanium has
stantially to the right on the temperature scale compared tbeen studied in great detail. The theoretical papers can be
the analogous “96” germanium and the natural germaniundivided into two groups. The first group develops and modi-
sample. fies phenomenological models. The second group bases their

The effect of isotopic disorder on the thermal conductiv-analysis on the theory of the density functional, using the
ity K(T) has been analyzed in many papers. It is well knownapproximations of linear response and “frozen-in” phonons
that isotopic disorder substantially reduces the thermal consee, for example, Refs. 7 angl 9
ductivity of insulating single crystalsee, for example, Refs. In this paper, we shall consider the relatively low-
3-5. However, as far as we know, the question of the positemperature region near the maximum of the thermal con-
tion of the maximum oK (T) as a function of isotopic com- ductivity. The contribution from the optical modes can be
position has not been discussed for crystals with a stronglyeglected in this situation, and only acoustic modes need be
anisotropic phonon spectrum, such as germanium. This sp&cluded. As far as the acoustic modes are concerned, the
cific question is considered below, using the experimentastrong dispersion of the phonon modes needs to be taken into
results of Ref. 1. account in the case of Ge-type crystéee, for example,
Ref. 10. Taking this into consideration, a model that in-
cluded thet modes along with the longitudinal )( modes
was used earlier to describe the thermal conductivity of Ge.

In considering thermal conductivity, it is usually as- In terms of the two-mode model of Ref. 2, the thermal
sumed that the various scattering processes of nonequiligonductivity is defined as
rium phonons, namely boundary scattering at the sample
walls and elastic scattering due to isotopic disorder and im- K=K{+K, @

purities, as well as inelastic anharmonic collisions, are inde- . . I
pendent. It is well known in this case that norml)(anhar- where subscriptsand| denote the partial contributions ¥

monic phonon-scattering processes, i.e., processes in whidfpm the transverse and longitudinal phonons, respectively.

quasi-momentum is conserved, do not cause finite thermalccording to Refs. 2-and 6, for a cubic crystal in which a
resistance in themselves. At the same time, in the temperé@mperature gradient exists along one of the crystallographic

ture interval in which resistive scattering processes ofXes:
phonons by phononsU processes with loss of quasi- 4 () (N2
momentum, freeze oul processes can determine the struc- . Kg T3 <T(i)>+ (re’l ') )
ture of the steady-state nonequilibrium phonon distribution, Y 27%h3y, R (701 (D 7D)y |
so that their role is extremely important.

Taking this into consideration, the results of Refisée  wherei=t,l. The quantitiesh andkg are the Planck and the
also Ref. 7 are widely used in analyzing the influence of Boltzmann constantsy; equals 2/3 and 1/3, respectively, in
various relaxation mechanisms. That paper took into accourthe cases of transverse and longitudinal modes vaiislthe

1. THE GENERALIZED CALLAWAY MODEL

1063-7834/99/41(7)/5/$15.00 1079 © 1999 American Institute of Physics
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group velocity of soundr. and gz denote the combined pic disorder in Ge was analyzed in detail in Ref. 13. Since
relaxation time and the total relaxation time of the resistiveri’sl~ w’g(w), the relaxation time given by Ed6) varies
processes, with more rapidly tharw? in the region of strong frequency dis-
persion of the transverse vibrational modéshe partial

-1_ -1 -1
T TTRTTIN ©) spectrum of thé modes has a sharp peak at 2.4 THz, and its
The symbok(. . .) is defined by maximum frequency is=3.2 THz. However, the spectrum of
« the | modes is localized at much larger frequencies of
N[ e . ~6 THz % Nevertheless, since we are using the Debye ap-
(fi) dx X ———f;(x). 1z, ) N
0 (e*— proximation, it was assumed that
Here the upper limit is given by, =kgw; /h, wherew; is the v
maximum frequency for polarization Ti;l:G 5 w?. (63
It was assumed in the specific calculations that the group Amvg

velocities equal v,=3.16x10° cm/sec and v, . . . .
=5.21x 10° cm/sec(see, for example, Ref.)2The charac- The parameters of the isotopic scattering mechanism were

teristic Debye temperatures are also taken from Ref. 2. HerBO! varied in the calculations. ,
6,=101 and6,=330K. The question of the relaxation mechanism du&tpro-

Assuming that the various relaxation mechanisms ofesses has also been considered by many authors. In the case

nonequilibrium phonons act independently, we have of t modes, there are two substantial typesUoprocesses:
t+t—| andt+I1—1. It was shown that only the first channel

@ =t )T (4)  plays a substantial role for Ge. In this case,
Here 7, 7is, and Ty are the relaxation times of phonons 1 w?T3exp(—BY/T), T<4,
determined, respectively, by boundary scattering at the walls — _ pr (7)
of the sample or the boundaries of the blocks, elastic scatter- 7u | @“T6¢, T>6,/2

ing caused by isotopic disorder, and inelastic anharmoni
Umklapp processes.

We should point out that, if th&l processes are slowe
than the processes that result from momentum losses, t
main contribution comes from the first term in Eg). Oth-
erwise, the thermal conductivity is determined by the second
term. _ o ——=AlNw?T exp(—BUD/T) (79

Note thatr, for diffuse boundary scattering is deter- (")
mined by an expression of the form

%see, for example, Ref.)2Let us discuss the quadratic de-
r pendence ofrlj1 on frequency. See below for the value of
(1)

In this paper, a representation in the form of

. was chosen for the relaxation rate dueUoprocesses for
Tp ~=Vp(U+1y). 5 both types of phonon modes. Based on the results in Ref. 4,
Here . is the Casimir length, and is the length of the We obtainedB=55 andB(")=180K. TheB values corre-
sample(in the direction in which the heat flowdn this case, ~ate with the Debye temperatures of thendl modes and are
for a sample with a rectangular cross section with Seme  about6;/2.

haveIC=1.12\/§ (see, for example, Refs. 11 and)12s far Note that a representation similar to Eda was also
as velocityv, is concerned, it was assumed that used in a recent papéiin which the behavior of isotopically
L enriched diamond samples was studied.
—1_p-1 -1, -1 As far as the relaxation rates due o processes are
vV, =bs ==[2v, "+v, "] 5 .
b s 3[ t ] (53 concerned, it was assumed as ugisale, for example, Ref.

Let us consider the scattering mechanism associateﬁ@ that
with isotopic disorder. The corresponding relaxation time is 1
defined as o =AVwT?, o) =AQ w213, (8)
-6 g(w) ®) ) )
Tis —27g glw), It was found in Ref. 2 from a comparison of the theoret-

whereG is the isotopic disorder parametat s the volume ical and experimental results for “99.99” germanium that

per atom, andg(w) is the density of phonon statdsll

. AD=2% 10734 Al=2x10 2K 3
modes. In this case, N 0 . Ay 0 #sK™3,

(1) _ — 19, —4 ) _— — 19, -3
G=(<M2>—(M>2)/<M)2,<...>=E > . AY=1X10 K™%, Ap=5x10 "sK™°. 9
" Moreover, the specific calculations used the parameters
Heren is a lattice nodes s the sort of isotope, antf® isits  from Table | and assumed that the mean velocity of sound is
concentrationsee Refs. 1 and 4 for detgils ve=0.35x10° cm/sec and that the atomic volume is
Note that the situation relative to the frequency depenV=22.64 A>. The geometrical dimensions of the samples
dence of the relaxation rate of thenodes because of isoto- and the corresponding values of the isotopic-disorder param-



Phys. Solid State 41 (7), July 1999 A. P. Zhernov 1081

TABLE |. Values of the isotopic-disorder paramet@rand the geometrical 1 I c
sizes (x, |y, |,) of the samples. - f dq a dq ~a (10)
| vl O g
Sample G I, 1y, 1, mm I aa a
1 A — > 5152 525040 Perecq |ds the pzzrtlallco?]trlbutlon to Ithg lattice heat capacity
> 757105 2 50x2.50x40 rom modeq, andvy is the group velocity. _
3 8.16x10°8 2 48x2.47X29 At low T, let the path lengthk, andl g corresponding to

normal and resistive processes satisfy conditions of the form
In<d, Igly>d2

) Hered is the characteristic geometrical size of the sample.
eter that appeared in Ref. 1 were also used. These are shov»men, according to Ref. 17, for example, it can be assumed
in Table I. Note that the three values Gf correspond t0 14t the motion of the phonon gas under the action of an
mean masses of 72.69, 70.11, and 70.0002. applied temperature gradient has the character of viscous

We now turn our (%tE?ntion tc()i)t_hle fact that using E@S.  pojseville flow. The effective path length increases in this
and (8) to representyy’ ~ and 7y~ actually restricts the  ,<a |t is determined from

theory to the region of comparatively low temperatures )
(about the temperature of the maximum thermal conductivi- | ~0 1d_
ty). Indeed, above liquid-nitrogen temperature, a power-law ¢ T
dependence on temperature must be followed instead of aR .

) - s the temperature is reduced further, when
exponential temperature dependence. The contribution from
optical modes must be finite. In Jr>d,  lo=d?ly,

Finally, effects_ associated with a h_ydrodyn_amlc €NeT%Y e phonon gas enters the Knudsen regime, similar to the
transport mechanism can show up in sufficiently perfect !
samplessee, for example, Ref)1 case of a strongly rarefied gas. . o .

’ . . . . References 18 and 19 established the criteria for Poi-

In order to elucidate this, let us first determine the free

path lengthl, corresponding to thé mechanism of phonon seuille flow; namely, itis required that

scattering. We have Ir/1y=10%, d/l=30. (11
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Note that Ref. 18 considered the thermal conductivity ofThus, no hydrodynamic regime is developed in the case in
extremely perfect and monoisotopic samples of solid He question, but the effects associated with it manifest them-
and distinctly detected the features predicted in Ref. 17 in theelves to a definite extent for the longitudinal modes. In the
temperature dependence K{T) in the region to the left of temperature interval-4—10K, their scale is-10 %. As far
the maximum. Moreover, the question of the appearance ads the samples with 96 % enrichment are concerned, as well
the hydrodynamic regime in connection with the problem ofas those with natural composition, the isotopic scattering
second sound was analyzed in NaF and Bi crystals, whicihechanism is substantial in the same intervataf—10K.
have no isotopic scattering mechanism. See, for exampless a result, the diffusion mechanism is ineffective. This

Ref. 5 for a discussion of the corresponding resullts. question will be considered in detail in another paper, allow-
The next section briefly discusses the possibility of theing for the possibility that the phonons are specularly re-
appearance of the hydrodynamic effect in germanium. flected from the surface.
Secondly, the experimental results of Ref. 1 in the region
2 ANALYSIS OF THE THERMAL CONDUCTIVITY of the thermal-conductivity maximum in the temperature re-
OF GERMANIUM gion ~Ty, were analyzed, using Eq&l)—(9). In this case,

Fig. 1 shows the experimental and theoretical curves for the

h I::rzt tge que_stion (,)f thg possi?ility of éh(ra]la;r)ﬂpearar_ncr(]a %f[hermal conductivity. Figure 2 shows theoretical curves that
the hydrodynamic regime in periect and highly enriched;,irate the role of the partial contributions of thendt

samples of “99.99” germanium was studied. Equati@®) 405 1o (T) for the isotopically highly enriched “99.99”
was used to calculate the path lengtisndl . It was then and "96” samples
checked whether or not the condition given by inequalities A few commeﬁts regarding the results shown in Figs. 1

(11) was satisfied. It turned out that the inequalijy<d and 2 are called for. As can be seen from Fig. 1, the agree-

<l is not satisfied for the transverse modes in the tempera- . . .
. . . ment between the experimental and theoretical curves is sat-
ture region to the left of the maximum in the heat conduc-

O e isfactory for all the samples studied here. As far as Fig. 2 is
tivity. As far as the longitudinal modes are concerned, the . . . Y
L0 ). concerned, we note that, for the highly enriched “99.99

situation is as follows: It can be shown thit<I{)); i.e., the

. . ! sample, the main contribution #(T) right in theT,, region
path lengths differ substantially. At the same time, we haveturned out to be connected with thenodes, since the influ-
l. 5%X10°T® ence of thd modes is partially veiled because of the isotopic
5 scattering. This explains why the maximum for the “96”
sample is shifted toward lower temperatures by several de-
where 6, =330K is the Debye temperature for the longitudi- grees (~4K) by comparison with the “99.99” sample. In
nal modes. Thus, fof >4-10K, |, is larger than but of  the case of the natural sample, the role of ltineodes under
the same order of magnitude. Generally speaking, the condeonditions of sufficiently strong isotopic scattering increases

tion given by inequalitieg11) is not rigorously satisfied. somewhat relative to themodes, and the maximum is dis-

INN 0|5
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The first results obtained in studies of the temperature dependences of electrical conductivity and
Hall constant oin-CdGeAs single crystals prepared by low-temperature crystallization are
reported. It has been established that the method developed permits growing single crystals with
a free-electron concentration(1—2)x 10*® cm™2 and a Hall mobility=10000 cm/(Vs)

at T=300 K. It is shown that the temperature dependence of Hall mobility exhibits a behavior
characteristic of electron scattering by lattice vibrations, whereas bel6wW 1% deviation

from this law is observed to occur evidencing an increasing contribution of static lattice defects
to scattering. The Hall mobility in the crystals prepared was found to res®6000

cn?/(Vs) at 77 K. Photosensitive heterojunctions basedha®dGeAs single crystals were

prepared. The spectral response of the photosensitivity of these structures is analyzed. It is
concluded that this method is promising for preparation of perfect Cd&erystals.

© 1999 American Institute of PhysidsS1063-78349)01207-1

Complication of the atomic composition of diamond melt-solution, which permitted us to make a qualitative
semiconductors, in accordance with the criteria of their for-breakthrough in the technology of this material and surpass
mation developed by Goryunovaoffers a possibility of the electron mobility limitU,<3000 cni/(Vs) which had
varying the fundamental properties of these compounds so gersisted for over 30 yeafg!~13
to meet the demands of electronics. For instance, substitution 1. CdGeAs single crystals were grown from nonsto-
of atoms of Groups Il and IV for two atoms of Group Il of ichiometric melts in the temperature region substantially be-
the periodic system paves the way to formation of ternarjjow the melting point of CdGeAsand the temperature of the
compounds ABCY, which are more numerous than the additional thermal effect, which is frequently sékim DTA
-V family, and whose physical properties are capable ofcurves within the stability region for this compound. The
not only complementing but broadening the potential of thecrystals grown exhibit a well developed natural faceting
semiconductor electronics, which is presently based primaeharacteristic of chalcopyrite compounids-ray diffraction
rily on elemental and binary semiconductdrsAmong the  measurements show that the unit-cell parameters of these
most essential of known differences o'I’B"VC\Z’ compounds samples agree within experimental error with those quoted
from their 11—V analogs are the anisotropy in physical prop-for CdGeAs single crystals which were grown at the
erties and the record-high nonlinear susceptibility of somerystallization temperature from a close-to-stoichiometric
ternary semiconductors. Therefore one witnesses at presentrzelt1%1!
revival of interest in chalcopyrite semiconductors, specifi- 2. Parallelepiped-shaped samples abouk@.5%x5 mm
cally in CdGeAs.*® The priority in the preparation of were prepared for measurements of the transport coefficients.
CdGeAs single crystals and the first studies of their funda-The electrical conductivity- and of the Hall constari® were
mental properties belongs to the loffe Institdte! The main  measured by the compensation method in constant weak
obstacle on the way to a wide application of CdGeAs  electric and magnetic fields. The current and potential con-
high-efficiency nonlinear optical converters is the fairly high tacts were pure indium pads. The relative accuracy aehd
optical absorption in the transmission window of this R determination within the 77—300 K region studied was 3
compound*’ and 5%, respectively. Measurements of the sign of the Hall

It should be stressed that all studies performed until revoltage and of the Seebeck coefficient showed that the low-
cently were made on single crystals prepared from close ttemperature crystallization permits one, similarly to
stoichiometric melts at the crystallization temperature of CdZnGeR,*? to prepare without deliberate dopimetype crys-
GeAs. In the absence of doping, such crystallization yieldstals with a free-electron concentration=(1—2)x 10'®
p-type materiaP:® This work reports the first measurements cm™2 at T=300 K and a Hall mobility of 10000 cf(Vs).
of the physical properties of CdGeAsingle crystals grown Figure 1 presents temperature dependeng€E) and
by low-temperature crystallization from a nonstoichiometricR(T) for one of these samples. As the temperature decreases,

1063-7834/99/41(7)/4/$15.00 1084 © 1999 American Institute of Physics



Phys. Solid State 41 (7), July 1999 Polushina et al. 1085

10F 10
—_A A _4—————’0__'
- il ——tr
'E ir RS
~
‘j’ - 2 ) "’E FIG. 1. Temperature dependences of
b_; S (1) electrical conductivity and2) the
1 7 ] ~ Hall coefficient for an n-CdGeAs
7 & crystal grown by low-temperature
< | i crystallization(sample 2.
©
L 1 L : " i L 1 1 L
! 5 10 !
10°%/7, K’
the electrical conductivitycurve J first grows (down to Extrapolation of the empirical relationship,~ T~ to

T=180 K), then remains practically constant, and only forT=77 K yields U,=70000 crd/(Vs), which is in accord
T<100 K exhibits a tendency to decrease with decreasingith the low effective electron mass in this compotfad
temperature. On the whole, the behavior ®fT) in the 3. Until recently, photosensitive structures of several
samples studied is apparently associated with changes in tigpes were fabricated only from-CdGeAs crystalst®—1°
scattering mechanism. At the same time, the Hall constanthis work reports on the first attempt to prepare such struc-
falls off monotonically with increasind within the tempera-  {res usingn-CdGeAs crystals. It was based on a method
ture range covered, which can be assigned to shallow-don@mpioyed successfully recently in studies of compound
center ionizatioricurve2 in Fig. 1). Precise determination of - gemiconductors and requires placing different semiconduc-
the ionization energy of these centers would require extendy, s i, gptical contact, an approach which does not require
ng t:'s mves]'flgatlqu to 2hetI;]um ’lten:peralgurltlas. bility i any postgrowth treatment capable of affecting the properties
o staSIsS;?:rr]ez;ggns V\;ﬁh d,ecriaziic rtc;r;n :ragfesi)loylénagur of these compound®. The heterojunctiongHJ) were pro-

y 9 b duced by bringing in optical contact the natufal? specu-

U,~T %2 down to ~150-160 K, which, taking into ac- ar surf t 5 CdG inale crvstal with fact
count Ref. 14, gives one grounds to assume electron scattefy Surtace ot a eAssingle crysta a periec

ing from lattice vibrations to be dominant. As the tempera-C/¢2ved surface af-InSe. This contact was fixed in a special
ture is lowered still more, a deviation from thé, ~T 3?2 crystal holder gnd provided a possibility of |Ilum|nat|ng the
relation takes place with the growth bf, slowing down, so HJ from both sides. One used undoped InSe s!ngle crystals
that, at the nitrogen temperature, the electron Hall mobility[”N1014 cm™®, U,=30 cnt/(Vs) at T=300 K], which were
reaches a level which is not characteristic of CdGeAs 9rown by directed crystallization from a close to stoichio-
samples studied earliér*>*°and is fairly high,U,=36000 Mmetric InSe melt. The cleaved InSe plates wer80um
cn?/(Vs). This observation implies a higher quality of mate- thick. The heterocontact area in the structures thus produced
rial prepared by low-temperature crystallization compared tovas ~1072 cn? and was determined by the area of
the traditional* high-temperature method. CdGeAs.

The steady-staté—V characteristics of these isotypic
structures were close to linear and practically did not depend
on the polarity of the external voltage. For bias voltages
U=0.1V, the current ratio obtained for opposite voltage
polarities did not exceed 1.1-1.2, the resistance was at a
level of 10 Q) at T=300 K and was determined primarily by
the InSe resistance. The steady-stiat¥ characteristics of
the HJ obtained were found to be similar in pattern to those
of knowrf? isotypic structures.

lllumination of an n-CdGeAs/n-InSe heterojunction
generates a photovoltaic effect, in whicfCdGeAs charges
negatively relative to InSe, irrespective of the incident pho-
L ‘ | ' ton energy and illumination geometry. The photosensitivity

100 200 300 is dominant when the heterojunction is illuminated from the

7, K side of its wide-band componentinSe?223 The maximum

FIG. 2. Temperature dependence of the electron Hall mobility in anPhOtosensitivity of the best HJs is 70-100 V/W &t
n-CdGeAs crystal (sample 2. =300 K, which is substantially better than that of previous

U,L*'IU‘I', em? Vs




1086 Phys. Solid State 41 (7), July 1999 Polushina et al.

band absorption is lower than thatfab=1.21 eV by four to
five orders of magnitude. This can be traced to differences in
the doping levels of CdGeAsand InSe, as a result of which
the HJ active region is localized primarily in InSe. Our mea-
surements show also that the photosensitivities of the
cleaved InSe interface and of the CdGeA®mstgrowth sur-
face do not exhibit any signs of degradation.

No natural photopleochroism was observed in our HJs
illuminated with linearly polarized radiation in the region of
the high photosensitivity {w>1.1 eV). This may be as-
signed to the fact that incident radiation penetrates into the
HJ active region along the isotropic direction in IfSd=or
intrinsic photopleochroism to become observable in such
HJs, one obviously should bring the doping levels in both
components closer in magnitude, and in this way assure that
polarization photosensitivity arises through anisotropy of ab-
sorption in CdGeAs

Thus the results presented here demonstrate the potential
of the low-temperature crystallization method for improving
the quality of CdGeAs single crystals.

The authors are grateful to A. A. Yaolin for x-ray dif-
fraction measurements and interest in this work.
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Local deformation and the structure of the Stark splitting of rare-earth ions
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A model for describing the relaxation of ligand ions close to a defect when impurity ions are
introduced into a crystal is proposed and verified. The approach assumes that ionic
displacements into new equilibrium positions can be regarded as fundamental parameters of
impurity crystals that can be determined from experimental data concerning the energy structure of
the impurity ion. Direct calculations for rare-earth impurity ions using crystal-field theory

showed that the energy spectrum of these ions strongly depends on the equilibrium positions of
the nearest matrix ions surrounding them. The results of the calculations are compared

with the available experimental data. The parameters of the theory are determined. The possibility
of applying this approach to the study of other systems is discussed.999 American

Institute of Physicg.S1063-783109)01307-9

1. The calculation of the energy structure and transitionration can be described by means of a relatively simple ap-
intensities of impurity ions remains one of the main prob-proximation of the wave function.
lems of the theoretical study of defects in crystalEhis is When foreign atoms are introduced into a crystal, a local
mainly because they strongly affect the physical propertiegleformation of the lattice occurs, causing it to expécom-
of diverse substances and because they are therefore widglyess close to the defect. This must be taken into account in
used in practice. They are also of theoretical interest in themerder to adequately explain the local physical properties. In
selves, since they can serve as model systems when descrihis connection, a number of papers have been devoted to
ing the many-electron defect structure of condensed sulhis question and, in particular, to the determination of the
stances. Among impurity ions, specific features possessed fjew equilibrium positions of the main lattice ions close to
rare-earth ioné;*are directed mainly toward the use of their the defect by minimizing the energy. The following have
optical properties(see, for example, Ref.)5lons of this  peen considered: mixed alkali-halide crystskaline-earth
group with a small number of electrofisoleg are especially  yided® and halide¢!~1%and also semiconductot%6 Vari-
important. Although they constitute many-electron systems, s impurity ions, including rare-earth ions, were considered
with a complex energy structure, they are easy to descrlbqn this case. At the same time, a number of payéos ex-
Therefore, they in_ turn can serve as mOd.eI systems for thﬁmple, Ref. 1}, have noted that estimates of the ion dis-
study of how the intracrystalline electric field affects them.placements made by different authors for the same sub-

. o o0 . :

Most |mportan_tly, the Pr lon studied in this Paper, with stances disagree. Moreover, it has been noted that there is

two electrons in thd shell, is included among such ions. . : L .
disagreement not only in the quantitative results but even in

Various methods are uged to calculate .the |mpur|ty—_|or}he qualitative results, including the displacement directions.
energy structure that describes the absorption and Iummei:II this only underlines the complexity of the prablem. In

cence spectra and other properties of doped cry3taisO thi . the | bl It tive t
LCAO, crystal-field theory, theX-a scattered-wave method, is connection, the inverse problefas an alternative to

various semiempirical methods, and other approaches th§{réct calculations of the new equilibrium positioris of

are some combination or modification of the methods menSCMe interest. Namely, one can consider how the energy
tioned above. Because of the complexity and unwieldiness O?tructure and the other characteristics de_pend on a given rela-
the problem(its many-atom, many-electron, and multilevel tive placement of the atoms and can estimate thes:_a displace-
nature, the relaxation of atoms close to the defect, and thB1€nts as the parameters of the theory by comparing theory
presence of various kinds of compensators and compl,exe@nd experiment. It is important in this case that the displace-
as well as the use of numerous approximations even ifents be given and that the energy terms depending on them
“first-principles” calculations, it is rarely possible to achieve Pe determined in terms of the same concept. This paper at-
good agreement between theory and experiment. In this coiémpts such a treatment.

nection, it is worth while to consider simple methods that 2. The PF™ ion is chosen as the object of the stugy
contain the minimum number of theoretical parameters angort of probg for the following two reasons: First, as indi-

at the same time adequately describe the main forms of incated in the introduction, it is of methodological interest.
teraction in the defect structure of crystals. One such apSecond, studies of this ion, especially recent ones, have es-
proach, used in this paper, was proposed and implemented iablished that it strongly affects the physical properties of the
Ref. 8, which showed, in particular, that the energy structuresrystals into which it is introduced. This has made it possible
of a rare-earth impurity ion with a definite electron configu-to use it for numerous practical purposes.

1063-7834/99/41(7)/5/$15.00 1088 © 1999 American Institute of Physics
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Thus, crystals with high concentrations offPrcan be in terms of the three diagonal MB%;, n (m is the orbital
used as high-gain media and are therefore suitable for creatnomentum quantum numbeof potentialV on the single-
ing compact surface lasers and microlagé®oping with  electron functions. Finally, the MB€., , given in a single
Pr* promotes the accumulation of the light sum by lumino-coordinate system, were expressed in terms of a linear com-
phores and the amplification or quenching of the luminesbination of the MEs of the potentia¢® of an individual
cence caused by other dopants. The use bf Bromotes the ligand, given in the coordinate system whassxis coincides
creation of an active medium for multicolor lasers in thewith the direction to théth ligand?’ As a result, the expres-
visible range:’ New lasing possibilities have recently been sions for aII theAE; were written as a linear combination of
found for it, and, in particular, a powerful praseodymium the MEs V¥ mm Of potential VK. The coefficients of these
laser has been developed. Crystals doped with Pr can be usedmb|nat|ons are the numbers and angles that characterize
as photoluminophors and can convert UV into visible light tothe direction to thekth ion. The MEsVX moy are identical
create powerful sources of modulated radiation. An amplifiekyithin the coordination sphere and depend only on the dis-
with high output power has been based on a praseodymiumanceR, to the kth ion. The resulting expressions have a
doped fluoride fiber. Intensive studies of the optical propergeneral character and are independent of the form of poten-
ties of this promising ion are continuidg. tials V and V.

r3+There is equal interest in the nonoptical properties of the  For specific calculations, a radial function of the f8rm

Pr’™ ion, which are appreciably different from those of other
rare-earth ions. We should point out, most importantly, that R4f:2/(3\/3—5 a*exp( — ar) @
Pr* ions suppress superconductivity in HTSCs and stronglys chosen for the initial single-electron wave function, where
affect T, by decreasing it as their concentration is increasede is the Slater orbital parameter, and the point-charge ap-
They possess specific properties, including anomalous ma@roxlmatlon is chosen as potentid! In this case, the MEs
netic and other properties, inherent only in them. In this case\/m o are computed in analytical form, so that all tA&;
there is a correlation between their presence and the charaare explicitly expressed in terms of parameters),, « and
teristic manifestation of their anomalous properties, on ondR,, whereqy is the charge of th&th ligand (in units of the
hand, and the suppression of HTSCs on the othéf. Rms  electronic charge), y is the characteristic ionicity levéfor
possess specific transport properties and cause a charactepstely ionic crystals,y=1); AE;=(Ey+k;A+I;B), where
tic metal—insulator transition and a dimensional effect. ThisEy= —2aXFq(x,)qy is the overall shift of the levels,
list of properties inherent only in PF ions could be ex-
tended. A=(al4d) > afiFa(x0),

Rare-earth ions are usually found in a low-symmetry K
neighborhood; this is associated not only with the low spatial
symmetry of many crystals but also with the presence of B=(25a/1716 Y qif&Fe(x), Xx=aR,
compensators close to the impurity ion. However, the ion is “
sometimes found in a cubic neigkg?q&r?gg(lj; these are called fk=35n7—30n2+3,
centers with nonlocal compensatioir.”~°~“*This produces
a simpler level system and facilitates the study of how vari- fk 23]nk 31&‘k1+ 1051§_5, M= COSby,
ous factors determine the character and magnitude of thand 6, is the polar angle of the direction from the impurity
splitting of the free-ion terms. Therefore, this paper discussemn (the origin of coordinatgsto the kth ligand ion. The
a crystal of cubic symmetry containing the’Prion in cubic  expression foF ,(x) includes direct and inverse polynomials
surroundings, while specific calculations are carried out foin x in combination with exp{2x). For simplicity, they are
alkaline-earth halides, in which the praseodymium ion renot shown heré¢see Ref. 8 Coefficientsk; andl; are num-
places the metal. This group of crystals, and in particular théers that characterize a specific level. Thus,*Hg ground
fluorides, are chosen because they often serve as model dierm of the free ion is split in the crystal field into four
jects when impurity ions are studfécand have been widely levels:E, T;, A;, andT, (using the usual notation of irre-
used in laser technologyHowever, they are also of interest ducible representationsThe values for them are, respec-
from a theoretical viewpoint, since they are the most ionictively: —28/33, —4/33, 26/33, and—14/33 for k;; and
compound$? in which crystal-field theory with the point- —272/165, 1088/825;-68/165, and 68/825 fd, .
charge model is most applicabié®2* The lattice sumoverk) was carried out twice: directly

3. In general, according to group theory, the thirteenover the coordination spheres atabs a contrgl over cubes,
terms of the free Br ion are split in an intracrystalline using the method of fractional chargésyith each cube con-
electric field of cubic symmetry into forty levels; of the  taining fourteen positive and eight negative charges.
impurity ion. TheE; levels have been calculated in terms of The lattice deformatiorithe relaxation of the atoms of
crystal-field theory:?® The interaction-energy operator of the the surroundingsis allowed for by varyingR, close to its
ion with intracrystalline fieldv was chosen as a perturbation equilibrium positionRE, corresponding to the ideal lattice.
operator, and the correctiosE; to the atomic levels were Assuming thatR,=ap,, where a is the lattice constant
found in first-order perturbation theory. The latter, using(equal to 10.32a.u. for CaFRef. 29, we getx,=aapy,
symmetry theory® were expressed in terms of the minimum p,=p2+ Ap, . Because the lattice can be either compressed
number of matrix elementdMEs) of potential V on many-  or expanded close to the impurity ion, parameigr, was
electron atomic functions. These MEs in turn were expressedaried from —0.03 to 0.03 for all the coordination spheres.
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FIG. 1. Dependence of the energy levels on parametdte solid curves are fakp,; = —0.03, and the dashed curves are Agr; = 0.03. The experimental
values here and in the other figures are plotted on the vertical axis. The following notation is introduced here and in FigsT 2afdA—2, T,—3, E—
4, y=1.

This interval covers all the fixed displacements of the iondrated in Fig. 3 in more detail, taking into account the con-
calculated earlier, but is significantly less than the distancéribution of each coordination sphere.
between the nearest ions in the undeformed lattice. Let us compare the results of our computations with the
4. For brevity, we show below only the results of the results of calculations from first principles. In order to do
calculation of the energy structure of thid, ground atomic  this, we substitute into our equations the results of Ref. 13
term in the crystali.e., theE, T, A, andT, levelg as a  for the equilibrium positions of the atoms of the closest four
function of various parameters, including the displacementspheres, calculated by the method of Ref. 14. The results of
of the ligand ions from the equilibrium position in an ideal the calculations are shown in Fig. 4. As in the case\pf
lattice. Figure 1 shows the dependence of the energy levels0.03, Ap,..;=0 (Fig. 1), the agreement with experiment
on parametera for limiting values of Ap; (Ap,=0 if  was improved as compared to neglecting the displacements
k#1). TheE; values corresponding to othAip, values are of the ions. The results of our calculations thus qualitatively
included between the limiting curves. In particular, theconfirm the conclusions of Refs. 13 and 14 that the lattice
Ei(a) curves forAp,=0 are approximately centered be- expands when a Pt ion is introduced. It should be pointed
tween the curves foAp,;=0.03 andAp,;=—0.03. It can be out here that all the calculations given here and above were
seen from Fig. 1 that, in the region before the, T,, andE  carried out for the casg=1, i.e., for ideal ionic compounds.
levels cross ovefat smalla values, where their order cor- However, even for fluorides, the most ionic compounds, the
responds to the experimental datalit is quite impossible effective charge of the fluorine, as shown in Ref. 22, equals
to match theory and experiment for amy values if Ap, ~ 0.8. Taking this into account further improves the agreement
=0. Although the relative distance between thg T,, and  with experiment(see, for example, Fig.)4
E terms in the region okvr=2.4-2.7 is close to the experi- Recalling that, as shown by the analysis, the displace-
mental value, this entire group of terms is separated from thenent of the ions of the first coordination sphere has the larg-
T, term by about a factor of 2 greater than the experimentagst effect on the energy structure, we determined the region
value. ForAp;>0, the agreement with experiment is im- of the optimum values ofAp; and « that best satisfy the
proved. experimental data fory=0.8: (Ap;)ep=0.025-0.005 for
The contribution of the displacements of the atoms ofe,,=2.62+0.02. These were compared with experiment for
eachkth coordination spherdp;.,=0 to the positions of all three distances between tBeT,, A;, andT, terms. We
the levels is plotted in Fig. 2. It can be seen from this that theshould emphasize thalp, ), depends on the values of the
main contribution comes from the displacement of the atomghosen parametety,; the larger is«, the smaller is
of the first sphere. The contributions of the second and thirdA p;) . The resulting § p;) o Value was close to that ob-
spheres are of the same order of magnit(tie curves vir- tained in Ref. 13 by minimizing the energy. It is noteworthy
tually merge. The displacements of the atoms also have arhat the value ofa,,=2.62 was smaller than the value
effect on the crossover point. of the levels. This is illus- =4.83 obtained by using the approximation of the exact ini-
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FIG. 2. Dependence of the energy levels on the displacenteptsof the atoms fora=2.6. The solid curves correspond ke-1, the dashed curves to
k=2, and the dot—dashed curveskte 3. Displacements of the atoms of the fourth sphere within the indicated limits have no effect on the position of the
levels; y=1.

tial wave function of a free Bf ion®! in Eq. (1).2 This  approach makes it possible to estimate the magnitude of the
difference is caused by the ligand field and is the so-calleshephelauxetic shift from they,, data. It also follows from
nephelauxetic shift the essence of the work that the above treatment can be ap-
It thus follows from the above treatment that the ionicplied to other impurity ions and halides, as well as to
displacements can be regarded as theoretical parameters tla#italine-earth oxides with rare-earth impurity ions. Consid-
can be directly determined from experiment. Moreover, thisering the relative simplicity of the method, it can be assumed
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FIG. 3. Dependence of parameteg, corresponding to the point where the levels cross over, on the displaceteptsf the atoms(for Ap;=0, if
i #k). The numbers on the curves correspond tokivalues.
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This paper discusses the pulsed electron conductiviof KCI, KBr, and NaCl crystals when

they are excited by an electron be&n2 MeV, 50 p$ with current densities in the interval

j=(30-10) A/lcm?. It is shown that the lifetime of the electrons in the conduction band is
7<<100ps. To explain the experimenta(j) dependences, a model is proposed that

includes electron capture by structural defects and stable radiation defects at low excitation
densities and electron capture predominantly by unstable radiation defects generated by the
excitation pulse at high excitation densities. 1®99 American Institute of Physics.
[S1063-783%9)01407-7

The investigation of radiation-induced electron conduc-of subnanosecond processes to be discriminated and would
tivity of ionic crystals when they are excited by pulsed make it possible to more accurately interpret the results.
beams of high-density electrons is an informative method for ~ To solve this problem, we studied the conductivity of
studying primary energy-dissipation and radiation-damagerystals with a NaCl lattice when they are excited with 50-ps
processes. electron pulses.

A number of papers, summarized in Ref. 1, have dis-
cussed_the pulsed conductivity of ionic crystals when theyl. TECHNIQUE AND EXPERIMENTAL RESULTS
are excited by dense beams of electrons of nanosecond pulse
width. The authors showed that, under the experimental con-  Pure single crystals of KCI, KBr and NaCl were studied,
ditions, the pulse of conduction current follows the excitationgrown from grade-VHP salt by the Kyropoulos method. The
pulse with no lag, with the dependence of the conductiorsamples had dimensions of XQ0X3 mm. A cylindrical
amplitude on the excitation density having a complex char<rater 2mm in diameter was drilled in the center of the
acter. To explain the results, the authors proposed models sample in such a way that the thickness of the bottom was
two new forms of nonequilibrium conduction. The first of 50 um, considerably less than the path length of electrons in
these is associated with conduction-band electrons with erthe crystal; this is necessary for homogeneity of the excita-
ergy 1-10eV in the process of relaxing to the bottom of thetion. Platinum contacts were sputter-coated into the crater
band—so-called “high-energy conductivity*? The second and from the other side.
is associated with thermalized electrons in the field of the = The sample was mounted in a coaxial cell and irradiated
trapping and recombination centers—so-called “intracentewith an electron beam through a collimator 1 mm in diam-
conductivity.” Both forms of conductivity, according to the eter. An electron accelerator with a discharger—petker,
models, have a picosecond relaxation time. having a pulse width of 50 ps and a maximum electron en-

However, the nanosecond time resolution used in studyergy of 0.2 MeV, was used as the irradiation source. The
ing the elementary stages of the radiation damage is clearlgesign of the measurement cell makes it possible to vary the
inadequate. It is well known, for example, that autolocalizeddistance between the sample and the accelerator diode, and
excitons and- centers are formed in alkali-halide crystals in this allows the excitation density to be varied in the range
a picosecond time rande® In this connection, to discrimi- (30—1¢) A/lcm?. The time resolution of the measurement
nate the primary processes, excitation pulses of picosecorzhannel is 150 ps and is determined by the limiting frequency
width must be used in combination with apparatus havingpf an S7-19 oscilloscope with a signal-delay line to the scan-
good time resolution. The use of excitation pulses with atrigger time. The experiments were carried out at room tem-
width of 7,~50 ps in optical and electrophysical studies hasperature.
shown that the charge-carrier lifetime before capture or re- The structure of the conduction-current pulse depends on
combination for various objects can lie either in the intervalthe prehistory of the sample and the excitation current den-
0.1-1 ng(for example, Csl, Refs. 9—11, and,&l;, Ref. 12 sity. This is clearly demonstrated by the oscilloscope tracings
or in the region<100 ps(for example, crystals with a NaCl for the KBr crystal shown in Fig. 1. If the crystal was not
lattice®~19). preirradiated, the conduction-current pulse has two compo-

Therefore, the results of studies with nanoseconchents when it is excited with a low-density electron beam
excitatiort™2 used as the basis of fundamental conclusiongj~30A/cn?): an inertialess component and a component
concerning the presence of two new forms of conductivitythat relaxes withr~1 ns (oscilloscope tracin@ in Fig. 1).
need to be experimentally checked with substantially bettelo the extent that the sample is irradiated, the contribution of
time resolution. This would allow the possible contribution the inertial component decreases, and essentially only the

1063-7834/99/41(7)/4/$15.00 1093 © 1999 American Institute of Physics



1094 Phys. Solid State 41 (7), July 1999 B. P. Aduev and V. N. Shva ko

1.0r Jor
Y 10.10,,
7§ “E 10E ] E
5 & f {1 F
- 0.5 hQ" i J S
] SEE i &

a X
N' b -
3+ ~10.02
b
. . 0.01 0.10 1 10
0 0.5 1.0 1.5 Jj-1073, A/cm?
t, ns

FIG. 3. Dependence of conductivity and concentratiom on the current
FIG. 1. Relaxation of the conduction current in KBr fp=30 Alcn? (a) densityj of the beam in KBr.

and forj =100 Alcn? (b).

the o(j) dependence is very reproducible for a specific
sample after a preirradiation dose= 100 pulses). Figures
2—4 show just such curves.

inertialess component remaiftwsscilloscope tracing in Fig.

1). For current densities g 100 A/cn?, the contribution of
the inertial component is virtually negligible even in the first
irradiation pulses. In the NaCl and KCI crystals, no inertial
component of the conduction-current pulse was detected piSCUSSION OF THE RESULTS
with the excitation densities used here.

The volt—ampere characteristics of the test crystals, me
sured at the maximum of the conduction-current pulse, are  The structure of the conduction-current pulse in the KBr
linear in fields up to X 10* V/icm. The slope of the volt— crystal for low irradiation densities shows that the conduc-
ampere characteristic was used to calculate the resistance tidn is associated with thermalized conduction-band elec-
the sample and the conductivity. The experiment was car- trons whose concentration is commensurate with that of pre-
ried out in a wide range of excitation densities on a largeradiation structural defect@incontrolled impuritiesthat are
number of samples. capture centers for electrons. The fast component of the con-

The following regularities were detected. With irradia- duction in this case can be associated with bimolecular
tion densities ofj<10® A/lcm?, the increase ofr with in-  electron—hole recombinatiorV( centers, while the inertial

éﬂ_\. Low excitation densities

creasing can be approximated by the power law component is associated with electron capture on structural
o~j°. (1) defects. As the sample is irradiated, stable radiation defects
build up to some steady-state concentration that exceeds the

In this case, the exponewtlies within the limits(0.5—  concentration of structural defects. The lifetimg of the

0.69 for various crystals and depends on the specific sampleonduction-band electrons before they are captured on stable
and the preirradiation dose. Aincreases, the increase of the radiation defects then becomes less thgn and the ob-
conductivity sharply slows down and reaches a virtually conserved oscilloscope tracir§ig. 1b) includes recombination
stant value for all samples, beginning with certpimalues processes with the rate constant

for all the test samples. Typical results for KCI, KBr, and

NaCl are shown in Figs. 2—4. It should be pointed out that ~*~ ¥~ @
3of 100 F -o.60
£ H0.10 't "
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G 1 g @ L °
hh10: : l:-l e 070&:’
S v S o
L | ﬂ ] i R
4t I
4( s
2 | 1. 1002 i i . 30.02
0.01 0.70 1 10 0.01 0.10 1 10
Jj107%, A/em? J-1073%, A/em?

FIG. 2. Dependence of conductivity and concentratiom on the current  FIG. 4. Dependence of conductivity and concentratiom on the current
densityj of the beam in KCI. densityj of the beam in NaCl.
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where v is the thermal electron velocity an8 is the  TABLE I Values used for the parameters.
e—V,-recombination cross section, and capture processes arm

k . P P Lf\/laterial KCI KBr NacCl
the defects with the rate constant

@, 10 % cni/sec (31=5) (18+4) (4=1)
B=viSN;, ) g 10tsect (1.6+0.4) (1.4+0.4) (1.2+0.3)

where theS; andN; are the effective capture cross sections®: 106 sec*A™*  (1.12:0.02)  (1.21+0.03)  (0.42:0.01)

. L S, 10 2cn? 1.7 1 0.2
and concentrations of stable radiation defects and structural ; 12 .. 6 7 8
defects. The character of the(j) dependence on the in- —
creasing section@-igs. 2—4 is determined by just these two
processes, with the coefficiedtin Eq. (1) being determined

by the ratio of the contributions of the processes namedtate approximation. However, it follows even from the form

above. of Eq. (7) that the extrapolation afi to high excitation den-
sities givesn=A/B=const. The solution of Eq.7) has the
) o » form
B. High excitation densities R,
It is very difficult to explain theo(j) dependence with n= i(,@+ Bj)[ 1+ & _1]_ (9)
increasing excitation density. A weak dependence with 2a (B+Bj)?

6~(0.1-0.3) in a definite dose interval on the same objects
was observed by Maburdet al3 for excitation by electron
beams of nanosecond pulse width. To explain this, they pro- n=o/eu, (10

posed the “intracenter conductivity” model ment'oned_whereeis the charge of the electron apdis the mobility,

above. This effect is expressed more clearly in our experizong with the experimental values efand literature values
ments:o is virtually independent of (Figs. 2—4. To explain 17,18

) : ; . of u, n was calculated from Ed9). The solid curves in
this result, we propose another, in our view, simpler mOdelFigS 2-4 are constructed from E), and parameters, 3
which is as follows: It is well known that, with pulsed exci- : T

. o andB for the test crystals are indicated in Table I.
tation, unstable radiation defedtslectron and hole centers Let us analyze the resulting values of the microscopic

are generated at the instant of irradiation. These relax Withi'barametersz and 8. We use Eq(2) and the valuer=1.75
nano- and microseconds to(2-5)% of the initial value per 157 cysec aff =300 K to estimate the effective electron—
pulse, which corresponds to the stable defetiSWe as- |0 recombination cross sectisrand 1B= 7, the electron-

sume that, for large excitation densities, the electron "fetim%apture time on stable radiation defe¢tmth indicated in
in the conduction band is predominantly controlled by cap~raple )

ture at just these defects at the instant of the irradiation pulse.
The rate constant of this process is

Using the expression

The reasonable values of the microscopic parameters
and g calculated from the experimental data are evidence in
y=vSN, (4)  favor of the proposed model. We should also point out that,
. . in the range of excitation densities studied here, no high-

whereS and N, are the effective capture cross section and g g

energy electron conductibf is detected under the condi-

concentration of unstable defects. It is also assumed that tt}?ons of the experiment

%/rllgld of these defects_tls proportional to the dose per pulse. In The authors express their gratitude toE Aluker for
IS case, we Can write useful discussions and for supporting the work.
N,=kG7,, (5) This work was carried out with the support of Grant

wherek=1 is a coefficient, ands is the generation rate of MOIPO of the Russian Federation.

electron—hole pairs. According to Ref. 16,

jE ID. I. Vaisburd, B. N. Semin: EG. Tavanov, S. B. Matlis, I. N. Balychev,
G=—"——-=A], (6) and G. |. Gering,High-Energy Solid-State Electronicin Russian
(1.5-2) Eqd (Nauka, Novosibirsk, 1992

. . . 2D. I. Vaisburd, Izv. Vyssh. Uchebn. Zaved. Fiz. No. 12, 10996.
whereE is the effective energy of the electrons in the beam, 3p_| vaisburd, G. A. Mesyats, V. L. Naminov, and &. Tavanov, DokI.

andE, is the band gap of the test crystainder our experi- Akad. Nauk SSSR65, 1113(1982 [Sov. Phys. Dokl27, 625(1982].
mental conditions, A~ 10%°cm lsec lA—l). Using Egs. 4Y. Suzuki, H. Ohtani, S. Taragi, and M. Hirai, J. Phys. Soc. 5n3537

. . (1982.
(2)—(6), th_e ba!ance equation for the conduction eIectronssY_ Suzuki, M. Okumura, and M. Hirai, J. Phys. Soc. Jof, 184(1979).
can be written in the form SR. T. Williams, J. N. Bradford, and W. L. Fast, Phys. Revl® 7038
dn 7(197&
A 2 - R. T. Williams, B. B. Graig, and W. L. Fast, Phys. Rev. L&®2, 1709
E_Aj_an _(B+Bj)nr (7) (1984 9 Y
8E. D. Aluker, V. Z. Gorbenko, R. G. Deh, G. S. Dumbadze, A. D.
where Tal'virskii, and V. G. Shpak, Fiz. Tverd. Tef8, 3154(1986 [Sov. Phys.
Solid State28, 1775(1986)].
B= k’TpAVS. (8) 9B. P. Aduev, G. M. Belokurov, and V. N. Shik, Fiz. Tverd. Tela37,

. . . 2537(1999 [Phys. Solid Stat@7, 1392(1995].
Since the conduction pulse follows the excitation pulsewg p_aduev, A. V. Igolinski, and V. N. Shviko, Fiz. Tverd. Tele8, 947

with no lag, Eq.(7) can be solved by using the quasi-steady- (1996 [Phys. Solid Stat&8, 525(1996)].
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A comparison of NMR spectral parameters of ~ 4’Ti and “*°Ti nuclei in rutile and anatase
L. V. Dmitrieva, L. S. Voratilova, I. S. Podkorytov, and M. E. Shelyapina

L. V. Grebenshchikov Institute of Silicate Chemistry, Russian Academy of Sciences, 199155 St. Petersburg,
Russia

(Submitted October 26, 1998

Fiz. Tverd. Tela(St. Petersbungdl, 1204—-1206July 1999

The paper reports on a measurement of the chemical-shift tens®fTiaand *°Ti in TiO, single
crystals(rutile and anatageThe nature of the chemical shift anisotropy is discussed.
© 1999 American Institute of Physids$1063-783#%9)01507-3

NMR has been employed actively in recent years tothese crystals revealed a stronger anisotropy in the thermal
study new materials containing titanium oxides. In order toexpansion coefficient of anatase compared to that of rutile.
identify NMR spectra correctly, it is essential to know the Table I lists the room-temperature structure parameters of the
NMR parameters for the principal crystal phases of JIiO crystals.
rutile and anatase. We carried out earlier a study of single-
crystal anatase and determined the tensors describing NMR
spectra of thé’Ti and**Ti nuclei, namely, those of the quad- 2. EXPERIMENT

rupole coupling2QV;; and the chemical shiff;; .1 While the . .
guadrupole splitting parameters for rutile were available in The experimental study of NMR specira was carried out

the literature’ data on the chemical shift were lacking. This on single crystals grown at the ISC RAShe samples were

work reports determination of the chemical-shift tensor ofparallelepmed shaped, with the long edge along [0@1]

49T} nuclei in rutile and compares the characteristics of Specglrectlon. The side faces of the rutile crystal were identified

tra in the two crystals. by x-ray diffraction mea§urements (a]le) a_nd (110). Ori-
entation of the crystals in the magnetic field was based on
their faces and refined by the pattern of the spectra.

NMR spectra of thé'Ti and “°Ti nuclei were measured

The structure of the two Ti® phases, the low- on a Bruker AM 500 spectrometer at a frequency of 28.2
temperature anatase and the high-temperature fthetran-  MHz at room temperature using a 10-mm broad-band probe-
sition temperature 800—900 JGs well studied. They belong head. Both isotopes have close resonant frequencies if there
to tetragonal symmetry, the space symmetry groups of anarre no quadrupole effectfor instance, in a liquidl In crys-
tase isl4;/amdand that of rutileP4,/mnm? The unit-cell  tals, the position of the titanium isotope lines varies within a
parameters were given by various authors, with refined datBroad range because of large nuclear quadrupole moments:
cited in Ref. 4. Both crystals are built of “TiOg octahedra, eQ(*'Ti)=0.29b, 1=5/2; eQ(*°Ti)=0.24b, 1=7/2. Be-
which are distorted in the same way in the anatase and rutilgause of the difficulties met in measuring the total spectrum,
namely, there are two relatively long Ti—O bonds, i.e. thethe side bands were not sought and the parameters were cal-
octahedron is extended along a crystallographic axis. In angulated based on the orientational dependence of the central
tase, the long bonds are directed ald0@1], and in rutile  |ine (the 1/2— — 1/2 transition.
they are aligned witti110] and[110]. The difference con- The conditions for spectral measurements were chosen
sists in the way in which the octahedra are joined and in thas follows: pulse duration 3@s, delay time 1 s, accumulated
number of magnetically inequivalent sites, to wit, one in ana-counts~1000. TiCl, was used as a reference for chemical
tase, and two in rutile. The atomic coordinates are given irshift determination. The shift was reckoned from tHe&i
Refs. 5 and 6. An investigatiérof thermal expansion of signal in the reference.

1. STRUCTURAL DATA

TABLE |. Room-temperature structure parameters of anatase and rutile crystals.

Cell parameters, A Bond lengths, A

Substance ag Co Ti-O 0-0
1.934 R,) 2.464¢4 (A,)
Anatase 3.78450.0001 9.5143.0.0004 1.979R,) 2.793¢4 (Ay)
3.040¢4 (Ag)
1.948 R,) 2.536x2 (A,)
Rutile 4.5941-0.0001 2.9589:0.0001 1.980 Ry) 2.777%8 (A,)
2.959¢2 (Ag)

1063-7834/99/41(7)/3/$15.00 1097 © 1999 American Institute of Physics
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49

Ti
-5§99.5
47+,
-834.6 ~838.6
] ! 1
=600 ~700 - 800
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FIG. 1. NMR spectrum ofTi and “°Ti nuclei measured in an orientation closeBg|[ 001].
3. DISCUSSION OF THE RESULTS 3.2. Parameters of *’Ti and “°Ti spectra in the rutile

4715 493 : : . . .
3.1. Parameters of “Ti and ™Ti spectra in the anatase Because of the existence of magnetically inequivalent

The sites corresponding to the central transition of botsites in rutile, its spectra obtained under an arbitrary crystal
isotopes were measured in an anatase Sing|e Crysta| for Ste:ientation contain pairs of lines for each titanium isotope,
eral magnetic-field orientations in tH&@00) plane. Because Which merge into one in theL00], [010], and[001] orienta-
of the quadrupole coupling and chemical shift tense@);;  tions (Fig. 1). The principal axes of theQ\;; and §;; ten-
and 8, in this crystal being axially symmetric, the expres- SOrs are rotated relative to the crystallographic axes through
sions describing the position of the £42-1/2 transition are  45° in the(001) plane, so that the principal axial system can
fairly simple, and have been given in Ref. 1. The possibilitybe writtenx||[110], y|[110], Z|[001].
of observing the two nuclei at the same site, combined with  We can use the expressions derived by us from Volkov's
the knowledge of the ratio of their quadrupole momentsrelation for the quadrupole shift, which describe the position
eQ(*'Ti)/eQ(*°Ti) =1.21, permitted one to determine both of the central line in spectra of half-integer spin nuclei in the
the quadrupole coupling parameters and the chemical shifirincipal orientations:
from measurements at one frequency. The values obtained

are as follows:s;= —840= 10 ppm, &, = —960= 15 ppm, BollX, (v—vo)/vo=10"%8,,+A(1)(3+ 7)?v}/v§,
eQV,,/h=5.90-0.10 MHz, and =0 for “Ti, and e ) 2 s
eQV,,/h=4.85+0.10 MHz andy=0 for “°Ti. Bolly,  (v=v0)/vo=10""8,,+A(1)(3~n)*vy/ v,
49,
1
762.0
398.9

VA M A,

| }
1200 800 400 0

FIG. 2. “°Ti NMR spectrum measured in a rutile sample Byf[110].
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Figure 3 shows schematically Ti®ctahedra in anatase
and rutile. The Ti—O bond lengths are listed in Table I. We
note immediately that the minimum chemical-shift tensor
component 840 ppm in anatase and815 ppm in rutile
or, using the terms related to magnetic shielding, the mini-
mum shielding, corresponds to the longest Ti—O bond. Note
that the anisotropy of thé;; tensor in anatase is larger than
that in rutile, which also correlates with the scatter in bond
lengths in the octahedron, namely, rutile exhibits the smallest
difference in the Ti—O bond lengths. Finally, one can com-
pare the average bond length in the octahedron with the iso-
tropic shift §igo= (Syxt dyy+ 6,7)/3. In rutile, .= —860
+10 ppm for an average bond length of 1.959 A, and in
anatased;,= — 920+ 15 ppm for an average Ti—O bond
length of 1.949 A. Thus a purely qualitative consideration
indicates a possibility of establishing direct correlation be-
tween the shift and the structural parameters in isotypic crys-
tals. A more rigorous analysis of this problem would require
complex calculations invoking quantummechanical models.
For crystals such calculations still remain unfeasible.

The isotropic shift and the anisotropy of tiég tensor
obtained here for the crystal phases of Ti€an be used in
studies of spectra of'Ti and “°Ti in more complex oxides
for identification of the titanium sites and simulation of spec-
tra of powders and ceramics.

The authors express their gratitude to M. V.
Razumeenko for providing rutile and anatase crystals, and to
Bolz, (v—vo)lvo=10"%65,,+ B(I)nzvé/vg, A. E. Lapshin for assistance in x-ray diffraction determina-
tion of the sample face indices.

FIG. 3. Schematic representation of Fi@ctahedra in(a) rutile and (b)
anatase. Th&; andA; distances are given in Table I.

whered,,, é,,, andd,, are the components of the chemical
shift tensor(in ppm), vq, 7 are the conventional quadrupole
splitting parameters, withrg being related to theQV; ten-
sor throughvqo=3eQV,/2I(2I —1)h, and A(l) and B(l)

are numerical factors depending on the nuclear spin. . L _ .
L. V. Dmitrieva, L. S. Vorotilova, and M. V. Razumeenko, Fiz. Tverd.

For the isotopes of interest heAgl), B(l) Tela(St. Petersbung39, 1194(1997 [Phys. Solid Stat&9, 1057(1997].
A7 | — - - . 20. Kanert and H. Kolem, J. Phys. Z1, 3909(1988.

T 1=5/2, A=1/18, B=2/9; 3Minerals [in Russian, edited by F. V. Chukhrov and.B. Bondshtedt-
49Ti: | = 7/2, A= 5/48, B=5/12. Kupletskaya,(Nauka, Moscow, 1965 Vol. 2, Pt. 2, pp. 239, 287.

4K. V. Krishna Rao, S. V. Nagender Naidu, and L. lyengar, J. Am. Ceram.
Substituting the values of, and 7 from Ref. 2 permits ~_Soc.53 No. 3, 124(1970. _

one to find the principal values of the chemical shift tensor M'gg'gm' C.F. Schwerdtfeger, and E. P. Meagher, Z. Kristallag6, 273
from measured line positions of one isotope. We chose in thaR. Re.stori, D. Schwarzenbach, and J. R. Schneider, Acta Crystallogr.,
experiment the*°Ti isotope, which has more narrow lines  sect. B: Struct. Sci43, 251 (1987).
(Fig. 2. For this isotope,ro=0.99 MHz and »=0.19, 76'\"5-8/-1522“269”"‘;; V. 2 Gruninyggde)p‘- A~9389°V' Kristallografiya26,
which yields for g;; (in ppm): 6y=—815+ 10, 8,,= —885 (1981 [Sov. Phys. Crystallog26, 371 (1983)].
+10, andé,,= — 885+ 10. Translated by G. Skrebtsov
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Spatial distribution of radiation defects in tooth enamel
S. S. Ishchenko, S. M. Okulov, and I. P. Vorona
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The spatial distribution of radiation defects in tooth enamel has been investigated using EPR
imaging. Plates of enamel irradiated withrays and electrons with energy 1.2 and 3.8 MeV have
been studied. A falloff of the radiation-defect concentration in the direction in which the

radiation acts is detected in the electron-irradiated plates, with the slope of the falloff decreasing
with increasing electron energy. The defect distribution was uniform inytiveadiated

plates. It is shown that the study of tooth enamel by means of EPR imaging can be used to
determine the type and energy characteristics of the ionizing radiation that acts on a living
organism. ©1999 American Institute of Physid$$1063-783%109)01607-X]

A rather large number of papers have been devoted ttBM PC 386/387 computer, which used a special program to
the study of tooth enamésee, for example, Refs. 1%-3his  process the experimental tomographic curve and to obtain
is mainly because it is a unique object—a mineral synthefrom it the distribution function of the radiation defects in
sized directly in a living organism. There is special interestthe sample along the magnetic-field gradient. The experi-
in the centers formed in tooth enamel by the action of ioniz-ments took place at room temperature, wah=2 T/m.
ing radiations'™® Such centergradiation defectsserve as Figure 1 shows tomograms of the test plates of tooth
probes for studying the microstructure of the enamel. Moreenamel. The plates were oriented so that their length
over, they have recently been widely used for dosimetrid-=4 mm coincided with the direction of gradie@®,. The
purposes and for dating archeological sitesSince radia- tomograms then reflected the concentration variation of ra-
tion defects in tooth enamel are paramagnetic,the most effediation defects in the plates along the direction in which the
tive way to study them is by EPR. Earlier papers used theadiation acted. It can be seen from Fig. 1 that the form of
ordinary technique for observing EPRin which the signal the tomographic curve depends substantially on the type and
was recorded from the sample as a whole. Below we deenergy characteristics of the radiation acting on the sample.
scribe the results of a study of plates of irradiated enamel in
an inhomogeneous magnetic field, which made it possible to
observe the EPR S|gnals_ from d|ffere|jt sections of the tes  THEORETICAL DESCRIPTION AND DISCUSSION OF
sample separately. This method is known as EP ESULTS
imaging!'? It is valuable in that it makes it possible to
obtain information concerning the spatial distribution of ra- In the case of a steady-state gradi€pt= const, the EPR
diation defects, as well as concerning possible inhomogengemogram can be described by
ities of the structure of the enamel. Plates irradiated by vari- y

. . )
ous types of radiation were studied. T(B)=f R(X)S(B—xG,)dx, 1)

X1

1. EXPERIMENT whereR(x) is the spatial distribution of paramagnetic cen-
The study used three rectangulax 3x 4-mn? plates ters,S(B) is the shape fu_nct_|on of the EPR line, axgdand
2 correspond to the beginning and end of the sample. Equa-

of enamel, .CUt f_rom th? front surfaces of _the teeth. .TWO ° tjon (1) is a Fredholm equation of the first kind, and there-
them were irradiated with electrons of various energies, an?l

the third with y rays from a®°Co source. They were irradi- ore ﬁf‘d"‘g R(x) is a rathgr complex problem. Fourier
ated perpendicular to thexi3-mn¥ surface, while the other analysis was used to solve it. .
surfaces were protected from the radiation by a speciallutioiquatlon(l) can be represented in the form of a convo-
holder. The irradiation dose was about 100 Gy.

EPR was measured in a Radiopan spectrometer equipped T=RxS, 2
with a ZZG-1 tomographic attachment, which made it pos-
sible to create a gradiei®,=dB/dx along the main mag- where * is the convolution symbol. Since the Fourier trans-
netic fieldB. A tomogram corresponding to a definite orien- form of the convolution of two functions equals the product
tation of the plate relative to the gradient was recorded byf their Fourier transforms, Eq2) can be written as
sweeping theB field and was a recording of the EPR signal _
in the inhomogeneous magnetic fieR-xG,, x|B. The FM=FRF(S). @
computer of the Radiopan spectrometer was connected to avhere

1063-7834/99/41(7)/2/$15.00 1100 © 1999 American Institute of Physics
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FIG. 2. Spatial distribution of radiation defects in a plate of tooth enamel
irradiated by a directed electron beam with energy 1.2 MeV.
ul i ]
326.0 330.0 334.0 distribution was obtained by the procedure described above
8, mT from tomogram 1 of Fig. 1R(X) is near toT(B) in our case

FIG. 1. EPR tomograms of plates of tooth enamel irradiated with electronsbecauseAS: 0.6mT is SUbStantla"y less tha@xl‘: g mT.

with energy 1.2 MeV(1) and 3.8 MeV(2) and y rays(3). The curves cor- The R(x) curves obtained from Eq6) for the other two _
respond to the absorption signal. plates are also close to the corresponding tomographic

curves T(B). The resolving power of the EPR imaging
method is determined by the expressidbr=AS/G, . This

% ) equalled about 0.3 mm in our experiments.
F(T)= f_xT(B)exq—le)dB, (4) Our studies have thus established tRéx) depends on
the form and characteristics of the radiation, and this makes
and e is the independent variable in Fourier space. it possible to use tooth enamel to obtain detailed information
R(x) is found from Eq.(3) by the inverse Fourier trans- about the nature of the radiation damage of living organisms.
formation In favorable situations, EPR imaging of tooth enamel can be
R(X)=F Y F(T)/F(S)]. (5) used to establish not only the type of radiation that acts on an

) o organism but also its energy characteristgse curved and
The main problem of deconvolution is division by zero 3 iy Fig. 1). The latter makes it possible to elucidate what
or a quantity close to it. In fact, actual spectral distributions,ggioactive nuclei were the source of the radiation. The
are described in most cases by a line shape that is Lorentziagmnooth behavior of the resulting(x) curves is evidence

Gaussian, or a linear combination of both. Theref61€5)  that there are no inhomogeneities in the structure of the tooth
—0 whenw—. The actual deconvolution thus results in gnamel.

division by zero at larga. Moreover, the indicated problem
also arises fpr smalb _n‘ the value ofF(S) becomes s_maller 13, E. Glas, Arch. Oral. Biol7, No. 1, 91(1962.
than the noise amplitude. One uses so-called windows tGF. c. M. Driessens and R. M. H. Verbediominerals(CRC Press, Boca

overcome these difficulties. In this case, [Eg). becomes Raton, Fla. 1990
3C. Rey, V. Renugopalakrischnan, M. Shimizu, B. Collins, and M. J.
R(X)=F F(T)f(w)/F(9)], (6) Glimcher, Calcif. Tissue Int49, No. 1, 259(1991).
. , .43 4F. J. Callens, R. M. H. Verbeek, P. F. A. Matthys, L. C. Martens, and
wheref(w) is the window functiort: E. R. Boesman, Calcif. Tissue Int, No. 1, 124(1987).
We used a computer program in which the Fourier trans-*Y. Doi, T. Aoba, M. Okazaki, J. Takahashi, and Y. Moriwaki, Calcif.
formation has a rectangular window, ( Tissue Int.28, No. 1, 107(1979. _
S. S. Ishchenko, S. M. Okulov, I. P. Vorona, A. B.&in, and A. A.
1 wo<ows Klimov, Fiz. Tverd. Tela34, 2847(1992 [Sov. Phys. Solid Statg4, 1522
- (1992].
f@)=10 w>o;. () 7\, Ikeya, Appl. Magn. Res7, 237 (1994

8A. 1. Ivannikov, V. G. Skvortsov, V. F. Stepanenko, and A. F. Tsyb, Fiz.

: ; Med. 2, Nos. 3—-4, 291992.
Parameterwf depends on the SNR and is determined 9A. B. Brik, S. S. Ishchenko, L. G. Rozenfel'd, D. I. Zabolotngnd I. S.

from the ®(w)=F(S)F*(S) spectrum as the maximum Zaritskaya, Med. Radiologiya8, No. 1, 25(1993.

value of w above which®(w) does not exceed the noise °C.P. PooleExperimental Techniques in Electron Spin Resona¥iditey,
level. New York, 1966; Mir, Moscow, 1970

: ; . 110, E. Yakimchenko and Ya. S. Lebedev, Khim. Fiz.445 (1983.
An analysis of the theoretical expressions shows that, theZG. R. Eaton, S. S. Eaton, and K. OhEPR imaging andn vivo EPR
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Electroelastic fields of moving dislocations and disclinations in piezoelectric crystals
Sh. Kh. Khannanov
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Integral representations for the electroelastic fields of moving dislocations and disclinations in
piezoelectric crystals have been obtained in terms of a four-dimensional formalism of

dynamic Green'’s functions. The cases of continuously distributed and single linear defects are
considered. The correctness of the results is confirmed by the fact that they meet the
necessary requirements as one goes to the purely elastic solutioh99® American Institute of
Physics[S1063-783109)01707-4

Linear defects of a crystal lattice have been studied fronthe electric displacemeni3; with the elastic strains,, and
the viewpoint of both the mechani¢aind the electricdl  the electric fieldE .>~> Expressinggy, in terms of the elastic
properties. The nature of the electrical activity of the defectslisplacement vectau,, in the forme,, = (u, + Uy ,)/2 and
depends on the crystal type. Here we are dealing with piezaexpressings; in terms of the electric potential in the form
electric crystal$;® in which, because of electrical polariza- E;=— ¢, the indicated equations of state can be written as
tion, linear defects possess coupled electroelastic ffeftls. follows:3—5 oij = NijkpUpk+ Brij@ k: Di=BikpUpk—&ij @, -
The theoretical study of these fields is an extremely criticaHere the subscript after the comma denotes differentiation
problem and has attracted the attention of a number ofvith respect to the corresponding coordinate.
researcher$:® To determine the displacemanmtand the potentiab for

For a purely elastic body, general solutions for arbitrarygiven f; andg, we have the equations of motion of the par-
distributions of moving dislocations and disclinations haveticles of the body(the equations of elasticity thedfya; ;
been obtained using Green’s functior$.The elastic fields —pU=—f, and the equation of electrostafic®; ;=g,

in this case are completely expressed in terms of the densifynere is the density of the body, and an overdot denotes
and flux of the defects. Such a general solution for electrogjfferentiation with respect to time. Substituting the expres-
elastic fields of arbitrarily distributed moving linear defects gjgng foroy; andD; into these equations, we get inhomoge-
(dislocations and disclinationbas not yet been obtained for neous equations containing ory and ¢,

the case of a piezoelastic body. The attempt made in Ref. 8
cannot be considered wholly successful, since the solution
there is expressed not in terms of the flux of defects but in
terms of macroscopic rates of plastic deformation and plastic
bending and twisting. The purpose of this paper is to fill in
this gap.

NijkpUk pj = PUi + Bij@ xj= — fi, D
BikpUk,pj~ €jkP,jk= —0- 2

Now f; andg in Egs.(1) and (2) need to be expressed in

terms of the basic plastic fields of the linear defects.
According to Ref. 9, a body with moving dislocations
In continuum theory, one starts from the assumption thagnd disclinations is characterized by a set of basic plastic

linear defectg(dislocations and disclinationsre equivalent ~fields: the strain field]] , the bending—twisting fielaf; , the

to certain basic plastisingulaj fields® The latter, as will be  velocity field v, and the rotation fieldo. As shown in

shown below, can be replaced by distributions of fictitiousRef. 9 (see also Ref. )1 the plastic velocityf can be set

volume forcesf; and charges. The problem of determining equal to zero for physical defects. The quantitiésand w

the electroelastic fields of the defects therefore reduces tdo not enter into the equations of state. Thereféyeandg

some problem of piezoelasticity for givénandg. will actually be determined only by the plastic straf. In
Let us consider a piezoelastic crystal that is characterthe presence oéi‘}qto, we have

ized by tensors of elastic;j , dielectrice;; , and piezoelec-

tric By;; constants(the notation follows Ref. 3, Sec. 17 T p p

satisWiJr19 well-known symmetry propertiés> Here and be- Ckp™ Cup™ ekp:i(upiﬁukyp)_ekp' )

low, except when otherwise indicated, lower-case latin sub-

scripts take the values 1, 2, 3. The constants enter into thwhereelp is the total(plastic plus elasticstrain, and we set

linear equations of state that relate the elastic strassesyd  fi=g=0 in Egs.(1) and(2) (the role of the external forces

1. FORMULATION OF THE PROBLEM

1063-7834/99/41(7)/3/$15.00 1102 © 1999 American Institute of Physics
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and electric charges is now played by the basic plastic fields

of the defects Taking this into account, Eq$l) and (2)
take the form

(4)

_ P
BikpUk,pj— €k ®, ik = Bikp€pk, - (5

Comparing Eqs(1) and(2) to Egs.(4) and(5), we see that

_ - _ P
Nijkp = Uk,pj— PU;i T Bkij @ kj = Nijkp€pkj -

Sh. Kh. Khannanov 1103

In accordance with the form of Eq$8) and (9), the
Green'’s functiorG , ; describes various types of responses of
a piezoelastic body: a displacement fofcemponentss;, ),
a potential forcelcomponentss,,), a displacement charge
(components$s;,), and a potential chargeomponents ).

In what follows, we also need an equation ®4(r,t).
By applying an inverse Fourier transformation to E®), we
get

linear defects in a piezoelectric crystal are equivalent to a

distribution of fictitious volume forced; and chargesgy
whose magnitude is determined by

(6)

g= _ﬂjkpegk,j - (7)
The problem is to interpret the inhomogeneous Edsand

_ P
fi=—Nijkp€pk,; -

11

R d 4
Daﬁ(—|ﬁ, |a—)(p>Gﬁy(r,t)=5a75(r)6(t),

Wheref)aﬁ(—i alat, i dl 9xp) is the matrix with operator el-
ements that is obtained from matiix,z(w,k) by substitut-
ing w— —i dlat andk,—i /X, .

(5). This can be done in general form by using the Green’s

function formalism.

2. FOUR-DIMENSIONAL GREEN’'S-FUNCTION FORMALISM

Because of the symmetry of the material constants and

of the equations of the problem, Eq4) and(2), it is con-

3. ELECTROELASTIC FIELDS OF LINEAR DEFECTS

The solution of the fundamental E() is given by the
equality

u,=G,F,

venient to introduce four-dimensional dynamic tensoror, after inverse Fourier transformation,

Green’s functionsG,4(r,t), wherer is the radius vector,

andt is the time; subscripts indicated by Greek letters take
the values 1, 2, 3, 4. In the static case, such Green’s func-

tions were introduced in Ref. 12.
Carrying out the Fourier transformation

f_(w,k)=J f f(r,t)yexdi(k-r—ot)]dr dt,
Egs.(1) and(2) can be represented in matrix form

D op(@,K)U g(0,K) =F o(,k), (8)

where the (42) matrixD,4(w,k) has the form § is the
Kronecker delta

Dik=Nijkpkpkj ~pe? ik,
Dis=Dai= BiijkeKj,  Das= —ejkiky,

and the components of the four-dimensional vectdgsand
F, equal

Ui=u;, Us=e,
Fi:_fi, F4:_g

Starting from the form of Eq(_8), we define the Fourier
transform of the Green’s functioB ,z(w,k) by

D op(@,K) Gg(w,k)=46 9)

ay

Ua(r,t)=J JGaﬂ(r—r’,t—t’)Fﬁ(r’,t’)dr’dt’,

where U, = (u;,¢), and Fz=(—f;,9). Substituting here
Egs.(6) and(7) for the density of the fictitious volume forces
f; and chargeg, we get expressions for the displacemants
and the electric potentiap created by moving defects

Ui(r,t):_f f{qu(R,T))\qjkpe;’kJ,(r’,tr)

+Gai(R,T) Bip€yy (1 t)}dr’dt’, (1)
(P(rat):_f f{G4q(RyT))\qjkpesk’j/(r,at’)
+ Gl R T) Bipepy o (' t)}drdt’, (13

whereR=r—r’, T=t—t’.

Egs.(12) and(13) contain the macroscopic characteristic
egk—the plastic strain tensor. In order to eliminate macro-
scopic characteristics and express the electroelastic fields in
terms of the characteristics of the defe@ise density and
flux tensors, it is necessary to transform the solution of Egs.
(12) and(13), and this procedure is largely analogous to the
transformations in Ref. 10 in the case of pure elasticity. In
this case, one uses Eq4d.1) for the Green’s function and
also the defining relations for the density tensejisand 6;,

where 6, is the four-dimensional analog of the Kronecker and the flux tensorsly, and S, of the dislocations and

delta. Multiplying both sides of Eq(9) by the matrix
D.5(w,k), we find

dga(w,k)
D(w,k) ’

whereD(w,k) is the determinant of the matri® ,z(w,k),

Gapl(w,k) = (10)

and d,s(w,k) is the algebraic complement of element

D p(w,K).

disclinationg (see also Ref. )1
@p1= = € pmi €%1.m T Ekig¥ing)
qu= _gpmk%lfq,mi
Ju=elit eq0q »

__ P P
Skq— wq’k-l— %kq'
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Here, as above, we have set the plastic velocity equal to zero,

vP=0, and this has no effect on the final results.

Without showing the detailed calculations, we immedi-

ately write the final expressions for elastic strain tersgy
and electric field vectoE, :

emn(r1t):j f{[8pkaaikIGan,ia’pI_PGInJmI]

- 8pml<[8qslcaiklHom,is,‘gpq

_PHkn,sssp]}(mn)dr,dt,y (14
Em(r,t):f f{[SpmkcaikIGaA,iapl_pGI4JmI]

_Spmk[sqslcailecM,isapq

_PHkA,sSsp]}(mn)dr,dtla (15

wheremn is the symmetrization operatiog,, is the unit
antisymmetry tensor, and for simplicity the argumerRsT()

are omitted from the Green’s functioi®,; and the poten-
tials H,z, as well as the arguments’(t’) from the func-
tions ay, Opq,
tensor of the material constanS,zs,, in which Cjjy

=Njii » Caiki=Bixi» and the other components equal zero.

PotentialsH . 4(r,t) are determined according to Ref. 10:

Haﬁ(r,t)Zf G,p(r',t)(2mR) ~tdr.

In going to the purely elastic case, in whidBy;
=Bi=0, G,, andH_, go to zero in accordance with Eq.
(9), while electric fieldE,, disappears according to EG.5).

In this case, Eq(14) leads to the expression

emn(r1t):f J{[Spmk?\jimGjn,iap|_PG|nJm|]
_Spmk[eqsl)\jilejn,isepq

- PHkn,sSsp]}(mn)dr ‘dt’,

which coincides with Eq(4.6) from Ref. 10. This confirms
the correctness of the results obtained here.
The solutions given by Eq$14) and (15) are valid for

an arbitrary distribution of moving dislocations and disclina-

Jmi, andS;,. Here we have introduced the

Sh. Kh. Khannanov

Sl = fﬁL(T)spmka(quv;n(r',t>dL;

of the dislocations and disclinations of a single linear defect
and to carry out the integration. Helrét) is a defect Iinex?

is the coordinate of a point on the rotation axis,is the
Burgers vector of the dislocation associated with the defect
line, Q4 is the Franck vector, and, is the velocity with
which L(t) moves. As a result of the integration, taking into
account the properties of the delta function, we get

emn(r,)= f JL(t){gpmk(CaikIGan,i + p-GInVI;)

X (b + Slquq(Xr, _X?)) - Squspsl(cailean,iS

+pHin, V() Qghd Lty » (16)
Em(r:t):f fL(t){Spmk(CaimGazt,i+PG|4VIQ)

><(bl'i_‘glquq(xr,_X?))_squspsl

X (CaikiHasjs+ pHasvi ) QqrdLidt, (17)

In going to the purely elastic case, electric fiélg, disap-
pears, and Eq(16) coincides with Eq(5.7) from Ref. 10.
The elastic stress tenser; and the electric displacement
vector D; created by moving linear defects can be found
from the equations of stafe? by substituting in them Eqgs.
(14) and (15 or Egs. (16) and (17) obtained for elastic
strainse,,, and electric field vectoE,,.

General solutions have thus been obtained for the elec-
troelastic fields of moving dislocations and disclinations in
piezoelectric crystals. The physically observed fields in this
case are determined in terms of the density and flux tensors
of the dislocations and disclinations, which should be re-
garded as given.
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The amplitude-dependent defect of the elastic modulus has been calculated for the three main
dislocation-hysteresis modelgi) breakaway hysteresis of Granato-eke, (ii)

Davidenkov hysteresis, andi) friction hysteresis without restoring for¢®/RF). The ratior of

the amplitude-dependent decrement to the modulus defect has been considered for all three
types of loops, and it is shown that, in a general casipends on the vibration amplitude. In the
particular case of power-law amplitude dependences of the decrement and the modulus
defect,r does not depend on amplitude and depends only on the expenErpressions have

been obtained for the(n) dependence for the three hysteresis-loop types, and it is
demonstrated thatcan serve to identify the loop shape. A comparison of calculated curves with
experimental data accumulated to date shows that most of them lie closer to the Davidenkov
and WRF hystereses. An analysis has been made of the applicability of the secant modulus-
defect approximation used to derive the dislocation strain from internal-friction
measurements. €999 American Institute of Physids$$1063-783409)01807-9

In 1938 Davidenkov, in an analysis of the reasons for theand can vary from zero to fouifor the particular case of
dependence of sound damping in crystalline solids on vibraquadratic amplitude dependences of the decrement and
tion amplitude, put forward a hypothesis that this depenmodulus defegt He obtained different values of for an-
dence is the result of a hysteresis in microplastic stsgif  nealed and prestressed copper. The proportion&itywas
Davidenkov suggested that the hysteresis loop has a two-foldbtained also in the theory of Granato-dke > where a con-
symmetry axis, and that the nonlinearity in the microplasticclusion was drawn that the ratioshould be of order unity,
strain can be approximated by a power-law stress function but no exact expression was presented. In later theories based

both on the breakaway model of Granato€ke and on

various friction modelqsee, e.g., Ref.)6attention was fo-
(1) cused primarily on the vibration decrement.

Nowick* and Ishif demonstrated that the behavior of the

whereoy is the vibration stress amplitude varying accordingmodulus defect and of theratio carry significant informa-
to the harmonic law. Accordingly, for the vibration decre- tion, but these parameters, which allow experimental testing,
ment one obtained also a power-law functi®» oy, where  have not been adequately studied in present theories of dis-
m=n+1. location hysteresis. In most cagesge, e.g., Ref.)7one used

Readwas the first to relate the amplitude dependenceshe approximate relatién
of internal friction and of the elastic modulus defect in zinc
and copper directly to dislocation motion. Because modern  (AM/M)=~gyn/eg, 3
concepts consider microplastic deformation to be the result
of a small and, as a rule, reversible displacement of dislocayhere e 4= £4 (o) is the amplitude value of the disloca-
tions, one can say that the experiments of Read providegon-induced strain, and,, that of the elastic one, without
direct support for the hypothesis of Davidenkov. Besidesanalyzing the validity of this approximation.

Read established experimentally for the first time a propor-  An exact expression for the modulus defect measurable
tionality between the amplitude-dependent decremgrind by acoustic methods can be derived by taking into account
the elastic-modulus defectAM/M),, which was subse- only the component of4 which is in phase with the applied
quently confirmed by a number of researchers vibration stress, i.e., by Fourier transformation. Nowiekn-

_ ployed this approach to analyzA /M), andr for the case

On=r(AM/M)p, @ of quadratic amplitude dependences of the decrement,
where the coefficient of proportionalitydid not depend on  Boser® for the linear dependences, and Ndifrionsidered
the vibration amplitude but varied strongdlyy about a factor the amplitude dependences&fand AM/M);, for the case
ten in zinc with variation of the sample orientation with of work against the generalized friction forces of Peierls—
respect to the basal plane of the hcp lattice. Nabarro. Granato used in his thésiBourier analysis for the

Nowick* showed theoretically that the mechanism of breakaway model, but the mathematical difficulties associ-
simple (frequency-independenhysteresis results in E@2), ated with substitution of Koehler's distribution functidn
where coefficient does not depend on vibration amplitude forced him to limit himself to an approximate expression,

gq=(0+0o)™—2M 1o, forincreasingr,

eq=—(o0o—0)™+2M 1o, for decreasing,

1063-7834/99/41(7)/7/$15.00 1105 © 1999 American Institute of Physics
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FIG. 1. Schematic representation of a generalized Granaitkelloop® FIG. 2. Schematic presentation of various friction hystereses: Davidenkov

drawn in the stresso) — dislocation strain £4) coordinates. loop (R=1), loop without restoring forceR=0), and a loop with partial
restoring-force efficiency(a case ofR=0.5). The dashed line passing
through the origin illustrates the secant modulus defastin Fig. 1.

which led to the conclusion that the quantitids and

(AM/M), are practically equal, i.e., that=1.

Th|s work deals with a theoretical conS|derat|o.n c.)f theis not specified. The general expression for the breakaway
amplitude-dependent modulus defect and of theatio in

. : : . hysteresis can be writtén
various models of dislocation hysteresis. The work general-y

izes and complements the results reported by the author ear- s B
lier in Ref. 13(where the breakaway hysteresis is discussed h(o0) = 0'_0
in detail and a short communicatith

: 4

2 oo
col70) ~ = fo eq(@)dor

The principal difference between the friction and break-
away models consists in the shape of the hysteresis loop. In
friction models(Fig. 2), a steady-state loop does not pass

In the initial stages of amplitude-dependent internal fric-through the origin. The dashed line in Fig. 2 shows the Dav-
tion (ADIF), vibration energy is lost in reversible hysteretic jgenkov loop; its main feature is the existence of a restoring
motion of dislocations in the force fields of barriers actingforce, so that the absolute value of the dislocation-induced
against it. The ADIF theories based on the string dislocatiorstrain starts to decrease as soon as the absolute magnitude of
model of Koehler—Granato—icke™*? are presently enjoying  the stress has begun to decrease. The loop without restoring
the most widespread use. In these theo(@®, e.g., Refs. force (WRF) is shown in Fig. 2 with a solid line. Here the
15-17, dislocation hysteresis occurs by breakaway followedgis|ocation strain changes only after the stress has started to
by repinning at the same point defects during each vibratiofncrease in absolute magnitude, and it remains constant when
halfperiod. The associated displacements from the positioghe absolute magnitude of stress decreases.
of equilibrium are considered to be small, and it is assumed  Asand derived an expression for the generalized Dav-
that the dislocation breaks away only from one rdimear  jdenkov loop
array) of the weakest pinners, but that it cannot snap loose
from strong point defect&islocation network nodes, impu-
rity precipitates etg.

In other ADIF theories, a dislocation overrides several o ] o
rather than one rovplanar array of point defectsc.f. Refs. This relation is written .for the origin Iocated. at the loop
7,18,19 and even overcomes long-range internal stres§Orner. The generalization consists actually in tha{o)
field2%2! (one can find many relevant references in Rej. 21 ¢an be here any nonlinear function. Thus E§) can be
Following the classification of Asarfbmodels of the first formally applied to any loop having a twofold-symmetry
type are referred to as breakaway, and those of the second, &S, among which are both the WRF and GranatoKeu
friction theories, because dislocation damping can be adlysteresesthe actual form of this relation is determined by
signed here to an effective friction force. the c_h0|ce of_the origin, which, in its turn, is governed by

Following Asand® we shall call the generalized physical can|derat|om§For the WRF hysteres!s, Ecp) can
Granato—Lgke (or breakaway model any model in which be convenlgntly recastin the coordmate; of Fig. 2, so thaF the
the stress—dislocation-strain diagram has the following patéd (¢) function under the integral contains only the nonlin-
tern: the absolute value ef; grows nonlinearly from zero to  €ar portion
a maximum|egy,| with increasing absolute magnitude of M
stresso, and falls off linearly from|ey,| to zero when o] Sn(o0)=—
decrease¢Fig. 1). The reason for the nonlinearity ef; (o) 0o

1. MAIN MODELS OF DISLOCATION HYSTERESIS

. (5)

M
oh(o0)=—

20
200e4(209)—2 f Osd((r)d(r
[} 0

oo
dopey(og)—2 fo egq(o)do|. (6)
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2. THE TRUE AND SECANT MODULUS DEFECT AND THE r g™ in equations of the typ€3) or (8). This work deals with
RATIO a more general problem, namely, one looked for a function

e4 (o) which is necessary and sufficient to meet the.
The monograph of Lazdhmakes use of the concept of = const condition. As follows from the above, for continuous

the secant elasticity modulus, which is determined by th%d(a) ands/; (o) it is a power-law function. However even

slope of the straight line connecting the ends of a hysteresw one assumes the existence of a discontinuity in the deriva-

loop in the stress—total-strain coordinates. Because the afle as is the case. for example, with WRF hysteresis, it can

plitude value of total strain is a sum of the elastig be shown using Eq¢3) and (6) that the necessary and suf-

=0o/M, and dlslocatlon-lnduced:_dm, pafts' a_md Flgs. 1 ficient condition forr ;o= const is a power-law course of the
and 2 present only the part associated with dislocations, thﬁonlinear portions in they () function. This results natu-

straight I_ines pas_sing throggh the origin and the _ends of th?ally in power-law amplitude dependences of the decrement
hysteresis loops in these figures correspond obviously to th nd secant modulus defe1), and one obtains the follow-
modulus defect determined by E@®); we shall call it the ing relation for their ratio ’

secant modulus and denote byNI/M) .. Accordingly, the
ratio of &, to (AM/M)..Will be denoted by ... Now Egs. ree=4(N+1)/(n+2). (14

3) and (4) yield for the breakaway hysteresis
@ @y yhy Obviously enough, the absence of restoring force is ac-

- 2 o0 d 7 tually equivalent to the case where this force is balanced by
F'sec™ ooeq(ao) Jo gq(o)do. ) dislocation pinning at points farthest away from the equilib-
rium position(for eq=e4,y). INtroduce parameteR charac-

In the case of the Davidenkov hysteresis we have {Qgizing the efficiency of the restoring force. We write the
recall that Eq.(5) is written for the origin located in the loop equation in the form

lower left corner of the loop presented in Fig. 2. Nishino and
Asano used a trivial expression for the secant modulus in  €4=—¢&gm, —Rop>0=—0( and g4

these coordinatesAM/M) o= Me 4 (20) /207, to obtairf —e4(0), o=—Roy forincreasing.,

209

4
rsec:4_mfo eq(o)do. 8 €4=€qm, Rop<o=<o0y and ey

Hereey (o) is the equation for the upper branch of the loop =ed(0), o<Ro, fordecreasing:.

(for increasing stregs Assuming the conditiom .= const, A loop with a partial efficiency of the restoring force is
the integral equation&) and(8) allow straightforward solu- jllustrated in Fig. 2 with a dot-dashed lirféor R=0.5). If

tion. Indeed, differentiating, for instance, Hf) with respect ¢, (¢) andegy, (o) are power-law functions such that
to oy yields

— (0+Rog) "= oM(1+R)M2,
dsd_(4+rsejd(2cro) ea=(0+Roo) "= ap(1+R)

— . 9

ey Ad—rged 209 eqo=—(Rog— o)™+ a0 (1+R)™2,

Next, taking into account that ando are actually the same one readily obtains

stress ¢ varies from zero to @), the subscript 0 oy can o ome1

be dropped. Then if they (o) function and its derivative are h=2M(1+R)"oy “(m—R)/(m+1), (153
continuous, integration of9) yields a power-law relation _ m—1 m

gqx o™, wherem=(r¢oct+4)/(4—rs, and (AM/M)sec=Mag “(1+R)™/2, (15b)

= 4(m—1)/(m+1). (10) lrsec=4(M—R)/(m+1)=4(n+1-R)/(n+2). (150

Substitutinge 4= o™ in Egs.(3) and (5) gives power-law re- For R=1, Egs.(15) yield 8, (AM/M)g., andrgfor the
lations for the decrement and the secant modulus defect witPavidenkov hysteresis, and f&=0, those for a pure WRF
an exponenh=m-—1: loop. TheoreticallyR can vary from 1 to—1. The smaller is
R, the weaker is the restoring for¢er the stronger is the
=T sed AM/M ) gex 0. (11) pinning force at thesy=¢4, points. For R=—1, the loop
In other words, ifr .= const, then the generalized Daviden- becomes a rectangle, which yields amplitude-independent
kov hysteresis for a continuous; (o) function with a con-  hysteretic damping.
tinuous derivative reduces to the simple Davidenkov hyster- ~ There are grounds to assume that any loop having a two-
esis. The relation between,.andn follows from Eq.(10):  fold symmetry axis, where they (o) function has a linear
and a nonlinear portion with increasimg will yield power-
ree=4n/(n+2). (12 law amplitude dependences of the decrement and modulus
Similarly, Eq.(7) solved forr ;.= const likewise yield$11), defect and independence mf,.on amplitude. As an illustra-
where tion, one may consider not only the friction but also the
Foam /(N +2). (19 breakaway h_ystere_sis, because Bj.is vali"d for any sym-
metric loop, in particular, for the Granato—tke loop.
Equations(10) and (12) for the original Davidenkov Let us consider now the actual modulus defect which
model were derived earli&2> by direct substitution ok can be measured by acoustic methods.
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and after substituting= oy Sin

A. Granato-Lu’cke hysteresis 6 T T T T T B 1
The diagram for the breakaway hysteresis is shown in 1 z ) ﬁ §
Fig. 1, and the decrement is expressed by E. The 51 Te 4
amplitude-dependent modulus defect is obtained from the - % 18 g
Fourier transform o 7
s 8
AM 2M /2 f 9-13
_ | =— i i 14
M| ~oom fo egq(opsing)sinodo N .
u 16
. c 17
+f sd(ao)sinzadﬂ}, o
72 j
®
.
A
Iy
(o4

AM

M

2M

oo

a0 odo T
f ed(0) —=—=+ 7 &a(00)

h 0 Og\Og— 0O n

16
(16) FIG. 3. Comparison of experimental valuesrgh) for materials given in
Ther ratio follows from Eqs(4) and (16): Table Il (the symbols are numbered in accordance with the Jineth
theoretical curves for (a,b,c) andrg.(a’,b’,c'): aanda’ correspond to
4 . the Granato—Lcke loop[Egs. (19) and(13), respectively; b andb’ — to
28d(00) _ f Ed(O')dO' the Davidenkov loopEgs.(23) and(12)]; andc andc’ — to the WRF loop
og Jo [Egs.(14) and (26)].

r:
odo

0]
8d(0'0)+f ed(0) —FH—
0 o \/crz—cr
oNTo B. Davidenkov hysteresis

Because the integrals in the numerator and denominator of sing Fourier transformation, one can obtain the follow-

(17) are non-negative, we obviously comerts 2. ing general expression for the modulus defect within the gen-

If r=const(i.e. it does not depend on vibration ampli- gralized Davidenkov hysteresis modEig. 2, R=1):
tude), the solution of integral equatiofl?7) is a power-law

function g4 (o) = ™. 12 Substitutings 4 (o) <™ in (4), (16), (AM) oM foo odo
h

i — i ey(0) —=—. (20)
and(17) and replacingn=n+1 yields M 702 ) ay dl P
— n
Sh=r(AM/M)p< 0y, (18) For ther ratio one can write
3 2n o0
r 2(nt2) /nt3 1|’ (19 ’Tf,,osd(")d"
+2+ - 3 r= . (22)
o odo
_ . f e4(0) =
whereB(x,y)=T(x)I'(y)/T"(x+Yy) is the beta function, and — 0y oH— 0

I' is the gamma function.

An r(n) graph plotted using E19) is shown in Fig. 3 Substitutingo = o, cos# and the power-law relatiofil) in
(curve a). Curve a’ constructed using Eq(13) depicts (20) yields a power-law relation for the modulus defect:
rsedN). FOrn—oo, r tends to two, andge, to unity. -

It should be pointed out that EqL7) yields ther ratio (AM/M)h:(ZM/w)ag"’lf (1+cosf)™cosado.
for the generalized breakaway model, irrespective of the par- 0
ticular mechanisms and features responsible for the nonlin- (22
earity of ¢4 (o), for instance the breaka_way mechanismn Denotingn=m-— 1, we obtain forr
catastrophe, or detachment of double, triple etc. segments
the shape of the distributiofof dislocation segments in
length, or of pinning points in pinning forg.eThus one can
make two significant statements for any breakaway-model
variant: (i) the r ratio does not exceed 2, artiil) the inde- Equations(12) and (23) are also plotted in Fig. 3
pendence of the ratio of vibration amplitude is accounted (curvesb’ andb, respectively. We readily see that in the
for by the power-law form of the amplitude dependences oftase of the Davidenkov hysteredias for the breakaway
the decrement and modulus defé&B); if in the first and modelg the secant modulus defect is a good approximation
third quarters of the period the, (o) function is continuous for the modulus defect derived from acoustic measurements,
and has a continuous derivative, the relation betweandr if the exponent is smalln(<5). The error grows with in-
is given by Eq.(19). creasingn (if n—oo, r—o andrg—4).

r=2""ng/

(n+2) fOW(COSlg‘F 1)"*1 cosad 0} (23



Phys. Solid State 41 (7), July 1999 A. B. Lebedev 1109

TABLE |. The r andrratios of the amplitude-dependent decrement to 3. AMPLITUDE-DEPENDENT INTERNAL FRICTION AND
modulus defect calculated for some valuesidh the case of a power-law  piSLOCATION STRAIN

form of the §,=r(AM/M),= oy relations.

Baker proposed in 1962 a simple algorithm for determin-
ing the mean dislocation velocities from ADIF data and dem-
onstrated the relation of amplitude-dependent decrement to
dislocation strairf/ He made use of the proportionality be-

Granato—Leke hysteresis Davidenkov hysteresis WRF hysteresis

=}

r r sec r r sec r r sec

0 0 0 0 157 2

8_5 0.21 0.20 0.79 0.80 216 240 tween the decrement and the modulus def@gtas well as

1 0.36 0.33 1.33 1.33 267 267 of the approximate expressi@8) for the dislocation-induced

2 0.57 0.50 2.13 2.00 3.53 3.00 modulus defect. Then

3 0.71 0.60 2.74 2.40 427  3.20

4 0.82 0.67 3.25 2.67 491  3.33 Edm=€00n/T. (27

5 0.90 0.71 3.69 2.86 549  3.43 o ) ) L

6 0.97 0.75 4.09 3.00 601 350 For steady-state vibrations, the dislocation strain eqtes

7 1.03 0.78 4.46 311 6.50 356 proportional to strair y,,, Namely,eq=4fgeqm, wheref is

8 L.o7 0.80 4.79 320 695 360 the yipration frequency. Then the average dislocation veloc-
9 111 0.82 5.11 3.27 739 364 . . .

10 115 0.83 541 333 780 367 Y Va can be obtained using the well-known Orowan rela-

tion: e4=AbV,, . Note that Eq(27) does not depend on the
shape of the hysteresis loop.

Asand used another way to obtain the dislocation strain,
- . namely, he obtained the solution to integral equati®nin
C. Hysteresis without restoring force the form

The modulus defect for the WRF hysteresis can be writ-

ten A P f 7% (o) 28
Sd(O')— M 4 h(O' ) 0 oo ( )
AM| _ 2M | (oo odo Nishino and Asan® used EQ.(28) to derive theV,, (o)
&q4(0) =t &4(09) |, : .
M ], moo| Jo og\op— relations from ADIF data and stressed that this procedure
(24 does not require any information concerning the modulus

defect.
In the particular case of a power-law dependence of dec-
rement on amplitudes,xaq, Eq.(28) yields the Daviden-

and ther ratio can be obtained from Eq&) and(24):

ZWerd(UO)—Wfaosd(O')do- kov hysteresis. As follows from Sec. 2, however, the Dav-

= 0 (25) idenkov hysteresis is not the only solution to E§). In
fao odo particular, for a power-law behavior of the nonlinear portions

o0e4(00) . ed(0) N of the loops in Fig. 2 with exponemn, all of the loops yield

r= (n+2)I'

a power-law amplitude dependence of decrement with an
As in the two preceding cases, the solution of E2f) for exp(_)nemn_= m—l._ Thus one can_not extract absolute valg_es
r=const is a power-law stress—dislocation-strain relation®f dislocation strain and, accordingly, the average velocities
which results in amplitude dependences of the decremer®f dislocation motion solely from data on the amplitude-
and modulus defect of the forfi8). The expression for ~ dependent decrement. To be precise, using(Eg). may re-
can be written sult in error in determining4 andV,, .
The method of Bakéf was uset’*’ to derive the mi-
n+1 n+2 croyield stresso, as the vibration amplitude providing a
(”+1)2\/;F(T” / T” (26)  constants gy, level from ADIF data. One revealed a propor-
tionality (called the similarity lay between the temperature
Equation (26) yields r = 7/2 for n=0 (linear WRF hyster- dependences of micro- and macroyield stresses for a broad
esi9. In this case we have amplitude-independent hystereticlass of crystald®*° The similarity law stems, in particular,
damping, as, say, in the LDWRF mechaniglimited dis- from separation of variables in the amplitude and tempera-
placement without restoring forc@roposed by Gremad8 ture  dependences of the vibration decrement,
to account for the internal-friction background in solid solu- 6,=f1 (o) f5 (T).
tions. It is essential, however, that in the particular case of
Figure 3 shows (n) andrg(n) graphs, with curvec  power-law relation$18) the error in determining 4 depends
being a plot of Eq(26), and curvec’, that of Eq.(14). Asin  only on the exponent and, if n does not change under
the case of the Davidenkov hysteresis;r..for n=1, and  variation of external factors, the method of Baeyields a
if n—o, thenr—o andrg—4. Asn increases, the secant constant error by a factar,/r (which is small in cases of
modulus approximation for the WRF hysteresis yields apractical interest The method of Asarfas capable of pro-
larger error than in the two preceding cases. The magnitudeiding more information, because it permits one to obtain not
of this error can be judged from Table | listing numerical only the amplitude value of dislocation straif,, but the
values ofr andr ..for somen from zero to 10 calculated for total responser vse4 as well, but only provided one knows
the three loops considered here. the shape of the loop, at least qualitatively. If, however, it is



1110 Phys. Solid State 41 (7), July 1999 A. B. Lebedev

TABLE II. Ratio r of the amplitude-dependent decrement to modulus defect for various crystals calculated for the case of power-law appréximation
=r(AM/M)p=0oj.

Ref. (see Refs. 13, 14
for unspecified

Line No. Material Impurities, % T, K f, kHz r n references

1 Cu, s., ps. 0.002 293 335 4.4 2.1 Read, 1941 Ref. 3

2 Cu, s., ann. 0.01 293 39.8 2.2 2 Nowick, 1950 Ref. 4
3 Cu, s., ps. 213-306 3.6

4 Cu, s., ann. 0.01 Si 5 80 15 2 Saul, Bauer, 1968

5 0.01 Si 81 1.9

6 0.01 Si 294 2.9

7 0.005 Ge 76-210 2.7

8 Cu-Al, p., q. 1.38 Al 293 1 3 2.8 Takahashi, 1956

9 Cu-P, p. 0.002 P 293 2.7 1.8 1.05 ibid.

10 0.006 P 2.3 1.44

11 0.021 P 2.7 1.52

12 0.062 P 3.1 1.69

13 0.207 P 33 2.05

14 Cu-Si—Mn, p., ps. 1.6 Si, 1.4 Mn 7-293 100 1.4 1.2 Lebedev, Pilecki, 1995
15 Al, s. 0.66 Si, 0.22 Fe 6.5-293 100 14 1.3 Lebedev, Ivanov, 1993
16 Al-Al,Cu, eu. composite 6.5-293 100 1.3 14 Lebedev, Nikanorov, 1996
17 6061Al/SiC/Gr composite 343 0.001 0.39 1 Zhanal, 1997 Ref. 31
18 NaF, s., ps. 0.01 293 100 1.8 2 Lebed#\al, 1989

19 NaF, s., ps. 0.01 4.2-295 100 1.6 2 Kardaséeal, 1974

20 LiF, s., ps. 0.01 293 0.0005 1.3 0.8 Kusttval, 1988

21 NaCl, s., ps. 0.01 293 0.0005 2.1 1.6 ibid.

22 MgO, s., ps. 0.2 65-295 100 12 1 Kardasleeal, 1985

23 Zn, s.,0=0°, ps. 0.003 293 100 1.6 1 Lebedeval, 1993

24 Zn, s., ann.f=88° 0.001 293 39 0.55 1.7 Read, 1940 Ref. 2

25 0=20° 14 2.9

26 0=74.5° 45 3

27 0=61.3° 53 4

Note.s — single crystal, p — polycrystal, eu — eutectic alloy, ann — annealed, g — quenched, ps — prestressangle between the normal to basal
plane and sample axis.

unknown, the error in determiningy can become appre- Granato—Lgke hysteresis in such a complex composite ma-
ciable even for smalh (although it should be pointed out terial as aluminum-silicon-carbide—graphitme 17). This

that in this case too, the error depends onlyndn guestion remains unanswered.
Note that the orientational dependence ofitiparameter
4. COMPARISON WITH EXPERIMENT observed by Reddas far back as 1940 finds, for the first

) ) . time, a reasonable explanation. This dependence may quite
_ Most of the available experimental data exhibit a propor-y,ssihly be due to the dislocation hysteresis mechanism by
tionality of the type(2) betweendy, and (SM/M)y, which, 0 Granato—[ cke breakaway model for a pyramidal slip

fas menthneld n th? ||ntr(_)r(i]gct|on, W?.S flrsllt(obseSF\md;ead system being replaced by WRF hysteresis for basal disloca-
or zinc single crystais. 1Nis proportionali$ee Sec. ¥IS a — i,nq ror the orientations where both systems opdiate

consequence of the power-law form of HG8) relating the 25 in Table 1), r acquires an intermediate value, which de-
amplitude dependences of the decrement and modulus dé-

fect, which is observed in a large number of experimé pends on the relative contribution of the two systems to hys-
Table I1).2 Thus there is a possibility to compare theoreticalteres'S damping.

r(n) curves obtained for different types of hysteresis loops Interestingly, the data of Nowiél(lines .2 and 3 in Table
with experiment. II) for annealed copper are in accord with the Davidenkov

The available data are listed in Table II, and Fig. 3 dis-NySteresis, and those for prestressed copper, to hysteresis
plays them in a graphical form together with curves calcu-Vithout restoring force. This means that the restoring force
lated for the three types of hysteresis loops depicted in Figd? @nnealed copper originates from the Cottrell atmosphere
1 and 2. A comparison shows that most of the experimentdiermed in the course of annealing. A slight plastic deforma-
points do not fall on the curve corresponding to the breakiion at room temperature releases old dislocations from these
away model and lie insteaglthough with a large scater atmospheres and gives rise to new dislocations, which are
around ther (n) curves calculated for the Davidenkov and initially free of impurities. Because the room-temperature
WRF hystereses. Only two out of 27 points lie on the curvemobility of point defects in copper is low, the dislocation
corresponding to the Granato—tke model. We may recall free paths become substantially larger than the radius of ac-
that this model was developed for relatively pure crystalstion of the Cottrell atmospheres responsible for the restoring
and therefore a question arises about the origin of théorce.
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In Cu—P alloys(lines 9—-13, an increase in phosphorus 2ADIF curves exhibit, as a rule, the presence of more than one stage within
concentration to 0.06% reduces the restoring-force efficiency? broad range of amplituddsee, e.g., Refs. 32 and 3Power-law(18)
parameter t&R=0, which implies that this force is fully bal- [unctions are observed usually in the initial stage.
anced by the impurity pinning of dislocations at points of
their maximum displacement from the positions of equilib-
rium, i.e., that we have here a pqre WRF Ioop. . IN. N. Davidenkov, zh. Tekh. Fiz8, 483 (1938.

Thus a comparison of theoretical curves with experimen-21, o' Read, Phys. Re\68, 371 (1940.
tal data shows that all types of dislocation-hysteresis loops’T. A. Read, Trans. AIMEL43 30 (1941).
considered here can be realized, and that the ratio of the ;A S- Nowick, Phys. Rev80, 249 (1950.

. . A. V. Granato and K. Lake, J. Appl. Phys27, 583 (1956.
decrement to the modulus defect may serve to identify thesg’ Asano, J. Phys. Soc. Jp9, 952 (1970,

loop shape. K. Ishii, J. Phys. Soc. Jprs2, 141 (1983.

One could add the following points to the main conclu- 2A. S. Nowick and B. S. BerryAnelastic Relaxation in Crystalline Solids
sions: (Academic Press, New York, 1972
’ . 90. Boser, J. Appl. Phy$4, 2338(1983.
(1) The same functional form obj (o) may be ob- 10 Naimi, Phys. Status Solidi A2, 825(1982; Fiz. Met. Metalloved.
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but for a given amplitude-dependent vibration decrement'A. V. Granato, PhD Thesis, Brown University, Provider(¢855.
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This paper establishes the dependence of the velocity of the self-consistent motion of the foci of
inhomogeneous plastic deformation on the strain-hardening coefficient during the stretching

of single-crystaly Fe. It is shown that the relationship between the velocity and the indicated
quantity is inversely proportional at the linear-hardening stage. An interpretation of the

observed regularities is proposed on the basis of the concept of the autowave character of the
plastic flow of solids and of self-organization in a deformed medium. The dispersion

law of the plastic-deformation autowaves is established.1999 American Institute of Physics.
[S1063-78349)01907-3

It has been established reliably in experimental studiegonstant velocityv. For experiments to determine how the
of the inhomogeneity of plastic deformation of single crys-strain-hardening coefficient affects a material is needed in
tals and polycrystalline materials that there is a close conneahich comparatively moderate actions that do not substan-
tion between the observed shape of the inhomogeneity anihlly alter the structure can be used to alter efficienily
the nature of strain hardening of a material at the stage undevhile maintaining the linear relationship between the strain
consideration. The observed periodic regularities in the denand the stress. In this sense, it is convenient to use single
sity distribution of dislocations and the strain over thecrystals of highly dopedy iron grown from the melt by the
sample have been interpretédas the result of self- Bridgman method and maintaining an fcc lattice at 300 K
organization of a deformable medium in the shape of varioubecause of their high Ni concentration. By orienting the
forms of autowaves. Such an explanafias based on the stretching axis alon100] or [111] and by also using diffu-
concept that a deformable medium is active, i.e., capable dfion saturation with nitrogen up to 0.3—0.5wt.%, it was pos-
self-organization in the sense of the spontaneous appearansible to obtain fairly long linear stages of flow in them, with
of spatial, temporal, or functional inhomogeneities irf it. the strain-hardening coefficient varying within the limits
From the general standpoint of the theory of open sysfems1.2x 10°< §<4.2x 10° MPa, i.e., ~(0.5-2.0)x 10 °G (G
such a situation is quite realistic for loaded deformable bodis the shear moduliisThe samples were stretched at a con-
ies through which an energy flux passes from the loadingtant rate ofle/dt=3.4x 10 °sec ! on an Instron-1185 test
device. apparatus.

The observed localization zones of plastic flow move
along the sample during loading with a velocity of about
(10%=10"°) m/sec>® However, the question of the factors 2- EXPERIMENTAL RESULTS
that determine the velocity with which they are displaced  he gpeckle interferometry technique described in Refs.
remains open. There is special interest here in the case ¥ 4nq 5 was used to study the strain of such single crystals.
which the plastic deformation is accompanied by a collectionrhis made it possible to determine the field of the compo-
of equidistant strain-localization foci that simultaneously nents of the plastic-distortion tensor over the entire deformed
move along the sample. The task of this paper is to establis,mpje, to display the configuration of the strain-localization
and analyze the possible shape of the dependendanofhis  ;5nes and to establish the following regularities for the
situation on the force parameters of the loading process, iBiages of linear strain hardening) The observed space—
particular on the generally accepted dynamic characteristic—me pattern of the plastic-flow inhomogeneity in all cases
the strain-hardening coefficient of the materi@k do/de. has the shape of a wave travelling along the sample with
constant velocity(Fig. 1). (2) The propagation velocity of
this wave is 2 10 °<V=7x10 °m/sec.(3) The propaga-

tion velocity varies a8/~ 6~ ! (Fig. 2); i.e.,
As shown by the data published earffer® a stable pe- B

riodic pattern of plastic-deformation inhomogeneity is ob- V(6)=Vo+J/6. @
served at the linear stages of the strain hardening of single Such a shape of the dependence indicates that the ob-
crystals and polycrystalline materials under the conditiorserved wave processes are fundamentally different from
#=const. An equidistant sequence of from 3—6 foci of plasknown plasticity wave$, whose velocity isz=(6/po)1’2;

tic flow is formed in the sample in this case, separated from.e. V,~ 02 (po is the density of the materjal A simple
each other by 5-10mm and self-consistently moving withestimate moreover indicates thét>V. It will be assumed

1. EXPERIMENTAL CONDITIONS

1063-7834/99/41(7)/3/$15.00 1112 © 1999 American Institute of Physics
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FIG. 1. Typical pattern of the strain distribution over the sample during stretching at the stage of linear hardening.

in what follows that the proportionality coefficiedt whose Here W~Gb?p; is the energy of the dislocations accumu-
dimension is[Pa-m/sed = [J/n?-sed (here # has the di- lated in the course of plastic deformation per unit volume,
mension ofa), has the meaning of the energy flux passingwhile Q~obLp,, is the energy scattered into heat by the
through the strained object fastened in a loading device. Almovable dislocations also per unit volumie i6 the Burgers
this means that the observed periodic space—time regularitisgctor of the dislocationsy and p,, are the densities of the

of the inhomogeneous plastic flow must be assigned to thaccumulated and movable dislocations, respectively;Laisd
class of autowave phenomén@elf-organization processes their path length WhenJ=const, increasing the density of

in a deformable mediumalternative to ordinary waves. In the accumulated defectisicreasing the strain hardeningc-

this case, as is well knowt:8it is the presence of an energy cording to Eq.(1), reduces the propagation velociyof the

flux flowing through the medium that allows it to possessautowaves. Conversely, increasing the amount of thermal en-
self-organization processes. The elucidation of the characteirgy scattered in the sample causes it to become heated, and
of the V() relationship can contribute to the understandingthis increases the probability of elementary events of ther-
of the nature of the periodic processes observed during dénally activated plastic deformation and promotes the in-
formation at least by comparing it to the shape of the analocrease inv. A similar separation of the contributions accords

gous relationships for elastic and plastic waves. with the two-factor model of self-organization proces&be
generation of autowavg# an active medium, explained in
3. DISCUSSION OF THE RESULTS Ref. 8. It is well known that such a process can be imple-

mented in general when autocatalytic and damping factors

To understand the physical meaning of the dependencgith different kinematic and spatial characteristics act simul-
given by Eq.(1), we use the concept of the nature @f taneously. The data on the shape of ¥g) dependence
proposed by Roitbur,who regarded the strain-hardening also make it possible to choose plastic deformation as the
coefficient as a ratio of energies: activating factor and elastic stresses as the damping factor. In

0/G~W/Q~Gb2ps/abLpy,. (2)  accordance with the above, quant@/~L, associated with
the motion of dislocations during the deformation, serves as
the autocatalytic factor of the process. Conversely, an in-
crease oW~ pg results in an increase of internal stresses of
a dislocation natured;~GhbpZ?); i.e. W should actually be
regarded as a damping factor. Such an opposition of the roles
of plastic deformation and elastic stresses in the self-
organization of plastic flow was introduced for the first time
by Nikolis and Prigozhirt® who then applied it in Refs. 2, 6,
and 11. In terms of this approach, the linear stage of strain
hardening corresponds to a steady-state ratio of the autocata-
lytic and damping factors that control the self-organization
3F o kinetics in an active medium.

L 1 L I From the resulting experimental data, it is possible to
700 300 %00 6/6 obtain the dispersion law of the observed autowaves, whose
FIG. 2. Propagation velocity of autowaves vs the strain-hardening coeffivavelengthh was directly determined from patterns analo-
cient of single crystals. gous to those shown in Fig. 1, while the frequerepf the

V-10°, mss
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o and allow them to be regarded as self-organization processes
in a deformable mediunfautowave processesThe quanti-
tative parameters of thé(6) relationship then make it pos-
sible to also take into account the role of the factors that

. control the self-organization process and their connection
with the loading conditions. Finally, the nondispersive nature
of autowaves(the linear dispersion lawexplains the ob-
served stability of such structures during the linear stage of
the plastic flow process. The sequential transition of one type
of autowaves into another as the stages of plastic flow
change is caused in this case by the change of satec-
ture) of the deformable medium. Here it is essential to keep
in mind that the observed systems of localized strain foci
FIG. 3. Dispersion relationship for plastic-deformation autowaves. appear when they are generated from the chaotic distribution
of local strains characteristic of the transitional stages of the
process; i.e., this is an ordering process in a deformable me-
periodic process was determined from sequences of therdium.
Figure 3 shows the dependence of on wave number
k=2/\. Its linear character indicates the absence of disper-
sion in the case studied here; this is characteristic of auto1G. A. Malygin, Fiz. Tverd. Tela37, 3 (1995 [Phys. Solid State87, 1
wave processes in nonlinéaor activé"® media. A numeri- _(1995].

: : : 2L. B. Zuev and V. I. Danilov, Int. J. Solids Stru@®4, 3795(1997.
cal estimate shows that the slope of the straight line @{) 3H. Haken,Information and Self-Organization. A Macroscopic Approach

in Fig. 3 is wll ~Vp. In this case, Eq(l) can be transformed to Complex Systen{Springer-Verlag, Berlin, 1988; Mir, Moscow, 1991
to 4Yu. L. Klimontovich, Statistical Theory of Open SysteniKluwer
Academic, Dordrecht, 1995; Yanus TOO, Moscow, 1995
V~wl/k+J/6, (3) 5V. 1. Danilov, L. B. Zuev, N. M. Mnikh, V. E. Panin, and L. V. Shershova,

. . . . . Fiz. Met. Metalloved. No. 3, 1881991).
where the first term on the right characterizes the dispersions, g Zuev, V. |. Danilov, N. V. Kartashova, and S. A. Barannikova,

less character of the autowaves in a deformable medium, andvater. Sci. Eng., A234-236, 699 (1997).
the second term reflects the influence of the external defor?H. Kolsky, Stress \Qlaves in Solid€larendon Press, Oxford, 1953; Inostr.

: . Lit., Moscow, 1995.
mation conditions on_the value ot In SUCh_a c_ase( can be 8V. A. Vasil'ev, Yu. M. Romanovski and V. G. Yakhno,Autowave
undgrstood as the agnal—?ransport.velocny in a deformable processesin Russiai (Nauka, Moscow, 1987
medium subjected to plastic stretching. Information concern-The Physics of Strain Hardening of Single CrysfatsRussian, edited by
ing the beginning of the deformation process in a Iocalizeqo\é- ',-\Iitf?ftsevdalni V. Z-hBeF?gl(foi_uk- E?lir}:\ké(l: Kle\llé[_19;2 p-_5Eh wi

- . P . Nikolis and 1. PrigozhinPerception of the Compldin Russial ir,

volume propggateg with thIS. velocity in the sysf[em. Moscow, 1990,

The relationships established for the velocityd) and 11 B zuev and V. I. Danilov, Fiz. Tverd. Tel89, 1399 (1997 [Phys.
the dispersionw (k) of periodic vibrational processes of plas- Solid State39, 1241(1997].
tic flow are thus extremely important for the understandingle- M. Kpseyich anq A. S. Kovalevlntroduction to Nonlinear Physical
of their nature. Most importantly, they allow the observed Mechanicgin Russiaf} (Nauk. Dumka, Kiev, 1989

effects to be reliably excluded from the class of wave effectSranslated by W. J. Manthey
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Determining the microhardness throughout the depth in a sample

A. B. Gerasimov, G. D. Chiradze, N. G. Kutivadze, A. P. Bibilashvili, and
Z. G. Bokhochadze

Thilisi State University, 380028 Thilisi, Georgia
(Submitted December 20, 1998
Fiz. Tverd. Tela(St. Petersbungdl, 1225-1227July 1999

In order to improve the accuracy of the microindentation mechanism, experimental data on the
influence of the spectral composition and intensity of light on the microhardness of single-
crystal Si and theoretical calculations have been analyzed to establish that a thin layer of high
hardness exists near the surface of Si. This layer has a different influence on the
microhardness, depending upon how deeply the indenter penetrates into the substah®89 ©
American Institute of Physic§S1063-783@9)02007-9

Knowing the mechanism by which an indentation formsvacuum. To ensure the constancy of the elastic recovery, the
under the action of an indenter has great significance ndbad was removed a definite time after the formation of the
only for estimating the microhardneskbut also for under- indentatior? In all the experiments, the large diagonal of the
standing the physical processes that occur when a crystal knoop pyramid always coincided with t&00) direction of
damaged by an indenter. Even though quite a few papensie (100 test plane, to prevent anisotropy from affecting the
have been devoted to this problem and significant successefe of the indentatiofiA DRSh-1000 lamp was used as the
have been achieved;? unfortunately it has not yet been v light source, and a K21-150 incandescent lamp with a
fully solved:* This paper is devoted to a further study in this tungsten filament and silicon - 1500 - cm) filters 300um
direction. thick was used as the IR source. The intensity was varied by

As is well known’ the microhardness at small loads is changing the number of lamps and neutral-density filters. To
substantially greater than at high loads, when it approachesgevent thermal effects, the system of lamps, filters, and the
steady-state valuig. 13. As previously assumetthis can  test crystal was cooled by an air flow. The thickness of the
be caused by the presence of defects in the surface layegio, film on the Si test surface, measured by an ellipsomet-
However, regardless of the nature of this phenomenon, it is;. microscope, did not exceed 30A. Special experiments
of interest to determine the value Bfthroughout the depth. . o1e run to show that a SiQayer up to 60 A had no effect
It can exhibit two kinds of behaviortl) H gradually de- e shape ofi = o(P).
creases until it reaches a steady-state valu€)a thin layer It was shown in Ref. 10 that light with a quantum energy

of high hardness exists near the surface and affects the valye . \ ¢ (whereAE, is the band gapacts at low load-
9 9

of the microhardness even when the indenter penetrates molrr'T:gs, i.e., for small penetration depths of the indenter, while

deepl_y. . light with quantum energiesy<AE, acts in the entire load

SinceH is the mean value of the contact pressure on themterval that we studied. This resu?ts from the different pen-
area of the indentation, it is clear that a steady-state value Oeftration depths of the i .ht It can be seen from Fia. 1b that
H will be reached when the pressure applied to the indenter P gnt. 9.

by the part of the crystal with a constant microhardness Valugecreases Illnc.early as the mtensny (.)f the IR radiation n-
creases. This is because the IR radiation has a low absorption

H is significantly larger than the analogous pressure pro- o : . .
duced by the harder upper layers. The hardness of these |a9(_)eff|0|ent and penetrates into the entire region of the crystal

ers can be selectively changed by light. Therefore, in deterd@maged by the indenter for any penetration depths of the
mining the correct model for the distribution Bfover depth ~ indenter. However, when UV light acts on the system, the
and in estimating its value, it can be very useful to study how/inéar falloff of H transforms into saturation because the UV
the photomechanical effe¢the variation of the microhard- !lght is absorbe_d in a thin surface layer of the crystal, and the
ness under the influence of lightdepends on the spectral influence of this layer on the value ¢f decreases as the
composition and intensity of the light. penetration depth of the indenter increases.

The experiments were done on dislocation-free, single- ~As can be seen from Fig. 1aurve?), the UV light stops
crystal samples ofi-type Si with resistivityp=200Q-cm, acting when the loadings are greater than 100g. Starting
doped with Sb to give an impurity concentration If from the absorption coefficient of the UV radiation into Si
=2.3x10%cm 3. The samples were cut along tf0) sur-  and recalling that the penetration depth of the UV light is
face planes, and the misorientation did not exceed 0.3°. Thigss than 0.m, it can be assumed that the value-bin the
microhardness was measured on a Durimet apparatus by ineading regions beyond 1009 is mainly determined by the
pressing with a standard four-sided Knoop pyramid. Beforgpart of the crystal that is not subjected to the action of the
the measurement, the surface of the samples was subjectedight. Thus, the surface layer with increasddmust be less
chemical-mechanical processing, followed by annealing irthan 0.1um thick, and the value estimated from curen

1063-7834/99/41(7)/3/$15.00 1115 © 1999 American Institute of Physics



1116 Phys. Solid State 41 (7), July 1999 Gerasimov et al.

1800
1600
FIG. 1. (a) Experimental and calculated curves
2 of the load dependence of the microhardness of
E 1400 Si: 1—in the dark,2 and3—under the action of
~ UV radiation (experimental and calculated, re-
D) spectively. The measurement error indicated in
~< the dark for the given load also relates to the
;4200 illuminated system(b) Microhardness of Si vs
x illumination intensity, under the action of pho-
tons with 1—hv>AEy, 2—hv<AEg, (I is
1000 the intensity of the light sources in arbitrary
units, and 0 corresponds to darkness
L3
p 4
800 )1 A } [ ]
152§ 50 100 200 300

Fig. 1a when it is extrapolatédto a load of 1g isH force of the upper thin layerd=( +F,) with high values of
~3000 kg/mm. H by comparison with the steady-state values, the substance
Starting from these premises, H is represented as extruded from the lower layer will disturb or break open the
changing from one layer to another with definite values ofupper layers and will thereby reduce the influence of the
the layer thicknesk; andH; (Fig. 23, the mean value dfi upper layers, Fig. 2a. The larger the difference of these
can be calculated for a given lod&and the dependence bf  forces, the larger will be the damage of the upper layers and
on loadP can thereby be determinghby the following tech-  the smaller will be their contribution to the mean microhard-
nique: One must compute the force with which each layemness. This can be taken into account quantitatively if the
acts on the indenter for the corresponding load and then suffiorce of the upper layers is reduced by the factor by which
all the forces and divide by the area over which the embedthe force of the lower layer is greater than the sum of the
ded part of the indenter contacts the matertdk=->F;/S,  forces of the upper layers, i.e., by introducing the coefficient
whereF;=H;/S; is the force exerted by thgh layer,S; is
the area of thgth layer, andH; is the microhardness of the a=F3/(F1+F5).
jth layer. Keep in mind in this case that the friction and the
damage around the indentation is observed to increase as tlieshould be pointed out that>1 in this particular case for
load increase§This is because, when the force of the lowerloads of 50 g and above. THé= ¢(P) dependence calcu-
layer (F3) with a steady-state value &f is greater than the lated by this technique is shown in Fig. 2turve 2), where

T

7800 in de1\1.ter

FIG. 2. (a) Schematic image of the penetration
of the indenter into the materiah; andh, are,
respectively, the thicknesses of the surface layer
and the transition layer, arfa; is the thickness
of a layer with the steady-state value ldf F;
are the forces acting on the indenter from the
corresponding layetb) Load dependence of the
microhardness of Si in the dark:
1—experimental 2—calculated, taking into ac-
count coefficient ¢, with h;=0.03 and h,
=0.07um, H;=2900, H,=2600 and Hj
=900 kg/mn?, 3 and 4—neglecting coefficient
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it can be seen that, to within experimental error, it com-Yit should be pointed out that it is very difficult to obtain reliable experi-
pletely coincides with curvel, obtained by experiment. [t mental values off in Si for loads less than 5g.

should be pointed out that it is impossible to obtain such———

agreement for any variation of paramethysandH; (curves  'G. C. Kuczynsky and R. H. Hochman, Phys. R#08 946 (1957.

P . . . .1 2P. P. Kuzmenko, N. N. Novikov, N. R. Gorid’ko, and L. I. Fedorenko,
3 and4in Fig. 2b if the breaking open of the upper solid i, " o'y roi8' 17321968 [Sov. Phys. Solid Sta®, 1381(1966)
layers is neglected. Evidence in favor of the above consider3y. M. Glazov and V. N. VigdorovichMicrohardness of Metals and Semi-
ations concerning the depth and magnitude of layers with conductors(in Russia (Metallurgiya, Moscow, 1960

. . . . V. K. Grigorovich, in Test Methods for Microhardnessn Russia
increasedH is provided by experiments on the dependence (Nauka Mgoscow 1965p. 35. % L

of the photomechanical effect on the intensity and quantun®v. I. Kruglov, Uch. Zap. Leningr. Gos. Univ. No. 386, 118976.

energy of the I|ght, Fig. 1. Actually, if one takes into account V. P. Alekhin “Physical regularities qf microplastic deformathn of th_e
damage of the surface layers of a solid” Author’s abstract of dissertation,

the absorption coefficient of UV and the depth of the first ey 197s.
layer h;, its influence onH when it is illuminated by UV "Yu. S. Boyarskaya and M. I. Val’kovskay#icrohardnesgin Russiar

. . . (Shtiintsa, Kishinev, 1981 p. 67.
light must be negligible. In this way, the calculated 8P. D. Uoren, S. G. Roberts, and P. B. Khirsh, Izv. Akad. Nauk SSSR, Ser.

H=1f(P) curve agrees well with the experimental results Fiz. 51, 812(1987.
shown in Fig. lacurves3 and?2). 9A. B. Gerasimov, Z. V. Dzhibuti, and G. D. Chiradze, Soobshch. Akad.

. . . . Nauk Gruzii142 No. 1, 53(1991).
Evidence of the presence of a thin layer in whidhs 10A. B. Gerasimov and G. D. Chiradze, Soobshch. Akad. Nauk Gfuj

significantly higher than the steady-state value is provided by No. 1, 61(1991.
the data of Ref. 11. 1yu. I. Golovin and A. I. Tyurin, Fiz. Tverd. Tel&7, 1562(1999 [Phys.

. _ Solid State37, 849 (1995].
It can thus be concluded that a thin layer of high hard-12s g Gerasimov, G. D. Chiradze, N. G. Kutivadze, A. P. Bibilashvili, and

ness exists near the Si surface that affects the valud of Z.G. Bokhochadze, Fiz. Tverd. Ted®, 503(1998 [Phys. Solid StatdO,
differently, depending on the penetration depth of the in- 462(1998].
denter into the substance. Translated by W. J. Manthey
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MAGNETISM AND FERROELECTRICITY

Long-lived induction signal in antiferromagnets with a dynamic NMR frequency shift
V. S. Rukhlov*)

Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
(Submitted June 26, 1998
Fiz. Tverd. Tela(St. Petersbungdl, 1228-1230July 1999

This paper discusses manifestations of the singularities that appear in the frequency distribution
when an acoustic NMR mode is excited by an rf pulse. The conditions are found for

observing the power-law decay of the homogeneous precession. The macroinhomogeneous-
broadening suppression effect is predicted. It is found that the nuclear spin—spin relaxation rate can
be measured from the long-lived component of the induction signal19@9 American

Institute of Physicg.S1063-783#09)02107-3

1. A number of problems of pulsed NMR in weakly <|H| and frequency)=2v, lie in a plane with small mag-
anisotropic antiferromagnets are associated with reconstructetic anisotropy.
ing the inhomogeneously broadened spectrum of the acoustic The equations that describe the precession of the nuclear
NMR mode of mixed vibrations of the electronic and nuclearmagnetizationm of the sublattice, taking into account the
spins! The dependence of the spectrum on the excitatioPuhl-Nakamura interactioff, look especially simple in a
level is caused by the dynamic frequency skiffS of the  rotating system of coordinates connected to the sublattice,
NMR,?2 which determines the substantially nonlinear nature
of the spin dynamics and plays a key role in the mechanisms
by which the frequency-modulate@M) echo is formed. my=[AQ+Qpm,/mo]m,+Qym,—m,/T5, (1)
However, the possibility of obtaining reliable information m,=—Qmy—(m,—mg)/Ty,
concerning the kinetic properties of the spin system by 0. _ )
means of the FM echo when there is strong nonlinearity doe¥N€reAQ=27Ar=0-0, |sothe detuning relative to the
not have an adequate theoretical basis. The questions tridfdisplaced NMR frequenc@~y|H,|, Qp=2m, is the
appear here have a general character for nonlinear spin sy@gu'“b”um value of the DFS, and , are the spin-lattice

tems with large deviations from equilibrium and are alsoa!1d Spin—spin relaxation _t|_m§s, respecnvgly._'IZhems IS
. . o . . directed along the equilibrium magnetizatiom, (mg

being actively studied in experiments of the nuclear spin . . o
=|myg|) of the nuclear sublattice, while thé axis is along

echo in solid’He>® the circularly polarized resonance component of the ampli-
This paper is the first to discuss one of the main conse;. yp P P

fth iochroni fh ion duri Hed rf field at the nucleus, whose amplitude in frequency
quences of the nonisochronism of the precession during an [f_. isQ, = 27v,= y5|h|, wherey is the nuclear gyromag-

pulse, which consist of the appearance of singularities in thﬂetic ratio
perturbed frequency distribution, namely, points with anin- actual samples, the NMR line is inhomogeneously

finitely large density of the isochromatic curves. This matteryyadened and has a Gaussian shape. It is assumed that the
is important because the position and nature of the singularis,ain contribution to the inhomogeneous line widdf

ties largely determine both the spectral content and the , < .o i 0quced by the scattes(),=2m8v,=0,

damplng rate of the response. _ ) —Qg of the (), values at distances that substantially exceed
Unlike Ref. 3, here we study a substantially nonlmearthe Suhl-Nakamura interaction radiusy.! The DFS

situatign, in which the variations of_theT NMR resonance fre—ngzwvg:<Qp> averaged over the sample determines the
guencies are comparable to the initial detunings. We argisplaced NMR frequencf2®— Q°
n .

mainly interested in the appearance of the primary singular- 3 | et us limit the widtht,, of the rf pulse by the condi-
ity of the perturbed distribution in the simplest case oftion that the conservative approximatiag<T,, can be
single-pulse rf excitation. used. Then Eqs(1) reduce to the equation for a nonlinear

2. We use the two-sublattice model of an easy-planeyscillator® Allowing for macroinhomogeneous broadening,
antiferromagnet and consider the case of transverse pumghe spin system when such a pulse acts is an ensemble of
ing, in which the gainy=|H,|/|H| is maximized, wheréd,  noninteracting nonlinear oscillators with different resonance
is the hyperfine field at the nucleus. In this case, the constaitequencies.
magnetic fieldH that determines the equilibrium orientation Let us transform Egg1) to dimensionless variables: the
of the magnetic moments of the sublattices and the rf fieldlynamic  detuning §=(vme/mo+Av)3|Avv§|l’3, the
H,(t)=2hcosOQt perpendicular to it, with amplitude |B)| transverse components of the magnetizatiofY

m,=—[AQ+Qm,/mg]lm,—m,/T,,

1063-7834/99/41(7)/3/$15.00 1118 © 1999 American Institute of Physics
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:(Vp/3|AV22V1|1/3)(mX’y/mO)y and the pulse width7, 9(6¢3) = (L3 2moaCLexp — 5:292C2802) 5¢5 22,
=3|AQ05|"3,. The solution of the system of Eqél) is _ T
well known in the conservative approximatidtunder ordi- It follows from a comparison of the equilibrium rms values

nary experimental conditiofs% we restrict ourselves to  0o={8¢5)?= 6v/6y2 In 2|Av»Z|*® and the perturbed rms
studying it in the zeroth approximation in the small param-valueso=(5¢?)Y?= V15C;073 of the scatter of the detunings
eter that, to efficiently suppress the broadening, the inequality

(v1/Av)?P<1, 2) Svl|Av|<(vi/Av)?R<1 ®)

needs to be satisfied.

Estimates based on the data of Ref. 4 show that the
scatter in the frequencies can be made substantially less than
the homogeneous line width.

We shall describe the decay of the induction signal be-
cause the perturbed inhomogeneity in the resonance approxi-
mation by means of the circularly polarized component of
the dimensionless magnetization averaged over the en-
semble, (¢ (74))=(Lx(¢) +i{y (7)), where 7¢ is the di-
mensionless time, measured from the instant of turning off

the pulse. Omitting the details of the computations, we note

echo,™™is mo_dulated_because they are_crowded together <%nly that, when dissipation is neglected, this component is
the compressing sections of the mappifeg({o, 7,)/9¢ol expressed in terms of rapidly oscillating integréis.

<1, and are thinned out at the stretching sections of the ™ 14 \,3in consequence of the power-law divergence of

mapping,|d¢ (Lo, mp)/ Lol > 1. the perturbed distribution is that a long-lived component of

. It_is clear that, when the W'dth of th_e compres§ing S€Che induction signallS) appears, whose decay is described
tions is comparable to the equilibrium width of the line, it is b

. : > by the power-law asymptotic expression
possible to suppress the macroinhomogeneous broadenlng)./ P ymp P

and we consider the initial equilibrium detunings= (v,
+Av)/3|Avri| Y lying to the left of the separatrix value
{s=2"25. The region{,<{ contains the maximum ampli-
tudes s, (£o) = — (2/3)[ % (£o) + % (Lo)]? of the deviations
of ¢ from their equilibrium valuegy, wherex.({y)=[1/2
-+ (1/4_ gg) 1/2]1/3.

The approximate solutiof(({o,7p) is a single-parameter
family of mapping$? of equilibrium detuningg, into per-
turbed detuningg. The distribution of the perturbed reso-

nance frequencies, with formation of a single-pulse FM
10,11

Moreover, the suppression is most efficient when the detun- N 321 (1/3) w2 k21 13

ing from the center of the equilibrium NMR ling3=(,), (&3 Uﬂﬂ*m[(é’a) —(Loa)I7 .
coincides with the critical points of functiog(Zy,7), at o003

which the maximum number of its first derivatives with re- With such a character of the decay, Bloch relaxation
spect toy go to zero. becomes the dominant damping factor of the long-lived com-

The first degenerate critical poigi§,, in which two first ~ ponent at times-T,. Therefore, to observe the power law, it
derivatives go to zero simultaneously, appears in the regiois necessary that the time to reach the asymptote be less than
of small detunings when the threshold valug= T; is  the spin—spin relaxation time. Recalling tl'hAtV|zvg, this
reached. In order to findj , it is sufficient to investigate the condition is expressed by the inequality
approximate solution in the neighborhood of the turning

2.0\1/3) 72 »
point £,(Zo)=Zo— 7,({,) of the oscillator. For equilibrium ((v1vp) ™1 6v) <T,6vI3, 4
initial conditionsm, =0 andm,=my, it has the form which limits the pulse amplitude from above. When inequal-
) ) ity (3) is satisfied, the damping rate of the IS is virtually
{(Zo,mp) =& (L0) {4 (L0)[ &7 (Lo) — Lol + 8127 completely determined by the spin—spin relaxation, and no
X[ 75— 0(£0)12, power-law section is observed.

5. Whenr,> 777, the degenerate critical poigig; is split
where the rf pulse width, is close to the half-period of the into two nondegenerate point&y, (A7) and {5 (A7),
vibrations of the nonlinear oscillatord(¢y)=7.286(1 WhereAr,=7,— 75 . For 0<A7,<1, their position is de-
+0.615,+0.25Q3). scribed by

4. From the condition that two first derivatives of * %1026 AT
{(£o,7p) 9O to zero, we findgz=—0.210 andry = 6({5s) £0-(A7p)={03=0.26VAmp+0.12A 7.
=6.312. After an rf pulse with parametet§= %, and 7, Analogously to the preceding treatment, it is shown that, for
=7y, the perturbed detunings equdl({o,7y,)={({5 critical detuning values of the rf pulse from the center of the
+ 680, 75)={3+6L3. The critical value {3={({g3 75)  equilibrium NMR |ine,ggzggi(mp), the perturbed distri-
=0.630 is the center of the distribution of the perturbed resobution has asymmetric square-root singularities at the points
nance detuningés, whose scatted{;={;— {5 is associated % (A7p)={[{5-(A Tp),T; +A7,]. These correspond to the
with the scatter of the equilibrium DFS valuég,=¢,—¢5  long-lived components of the IS, which decay according to
= 6v,/3|Avvi|*® by the relationshipsz=C38¢3, where the law
Cee ()|~ 2

The distribution density of the perturbed detunings after = o
pulsed excitation at a degenerate critical point is divergent, 6. There is special interest for the experiment in how the
and, for a Gaussian shape of the unperturbed NMR line, hasequencies( (A7) of the long-lived harmonics in the IS
the form depend on the pulse width. The graph of this dependence is
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the caustic of the single-parameter family of functionsv1=57,3/2v;1/2, tp:1/357,, and Av+ %= —0.635v. From

{(4o,7p),#* which is described close to the turning point the viewpoint of variations of the frequencies of the long-
{3, 7 by the semicubic parabola lived harmonics, the most informative portion must be the

(g* _ §§)2238X 1073( To— T;)S. “tail” of the IS at times th.TZ- . .

9. The general conclusion is that the long-lived compo-

Note that this analysis is equivalent in mathematicalnents of the IS and FM echo must serve as an information
terms to the constructions of catastrophe theory used in angource concerning spin relaxation for highly nonlinear exci-
lyzing diffraction caustics in optics>*®In this case, the sur- tation regimes. The long-lived IS must be observed in the
face of the perturbed detuning$(,,7,) close to the caustic region of small detunings, where there is no single-pulse FM
and its turning point gives the normal shape of the fold andecho? Its use can therefore substantially increase the analyti-
assembly catastrophes, respectively. cal possibilities of the pulse method in nonlinear NMR. The

7. The condition for the appearance of singularities withformation mechanism of the long-lived IS is just as universal
large detunings|{g|>1, has the formr,=27((g)® and is  as the formation mechanism of the echo because of
more rigorous. For the long-lived IS to be observed in thisanharmonicity* while the conditions needed for observing it
region, the power of the rf pulse needs to be 3—4 orders ofio not go beyond the framework of known experi-
magnitude higher than for small detunings. Therefore, such gments*10-11
possibility is not discussed here. In conclusion, the author expresses his gratitude to G. V.

The question of the possible relaxation manifestations offeiteI’naum, N. K. Solovarov, and V. N. Lisin for useful
the singularities of a perturbed frequency distribution is alsajiscussions.
not touched on. The treatment above depends only on the
experimental fact that, even with a fairly strong pulsed per—*)E_maiI. rukhlov@dionis. kit ken.ru
turbation, the character of the signal damping because of : e
spin—spin relaxation remains approximately exponential;
even though the value af, can vary?

8. Unfortunately, the published experimental data are in-tA. S. Borovik-Romanov, Yu. M. Bun’kov, B. S Dumesh, M. I. Kurkin,
sufficient for a reliable check of the results given here. The '[V'S'O\F/"Pphet;o‘(jsagg \2/é5p('1§8h4?]kmarev’ Usp. Fiz. NalA2 537 (1984
studies in Ref. 11 of the Fourier spectrum of the rf responsep G: de éénneps, P A. Pincus,.F. Hartman-Boutron, and M. Winter, Phys.
by the parametric-echo method are the closest to the subjecirev. 129 1105,(1963.
of this article. However, they were carried out only fq:!" M. 1. Kurkin and E. A. TurovNMR in Magnetically Ordered Substances
values less than the threshoif, when the role of nonli- 57,1 epleaior Russon ke, boscow 1020,
earity is small. Nevertheless, the results of Ref. 11 for zero [soy. phys. JETRL 576 (1975].
detuning§8=0 reflect, in our view, a tendency for the per- °G. Deville, M. Bernier, and J. M. Delrieux, Phys. Rev1B, 5666(1979.
turbed spectrum to narrow with increasimg. T. Matsushita, R. Nomura, H. H. Hensley, H. Shida, and T. Mizusaki,

The most persuasive confirmation of the theoretical CO”'&.?JLJEWS'_P;Q/\ZIS; ggé%fg%_
clusions obtained here would be the experimental observast. nakamura, Prog. Theor. Phy0, 542 (1958.
tion of the power-law sections in the falloff of the IS and, in °E. A. Turov, M. I. Kurkin, and V. V. Nikolaev, Zh. Esp. Teor. Fiz64,
particular, the dependentg™. Taking into account the re- 283(1973 [Sov. Phys. JETRY, 147 (1973]. .

K . R 1 V. P. Chekmarev and M. P. Petrov, Zhkdp. Teor. Fiz.71, 377 (1976
;ults of our analygs and the experimental _pos&bﬂﬁ@sl, [Sov. Phys. JETR4, 197 (1976].
it seems convenient to use pulses for this purpose whoseyu. M. Bunkov and S. O. Gladkov, Zh.&p. Teor. Fiz73, 2181(1977)

parameters are close to the valuks+»J=—0.215v, v,  [SOv- Phys. JETRG 1141(1977]). _
P V. I. Arnol'd, Catastrophe Theor{Springer-Verlag, Berlin, 1986; Nauka,

= (6vI3)*?v, "2, andt,= 1/5v. Moreover, since the power-  woscow, 1990.

law asymptotic dependence is masked by the spin—spin réR. Gimore,Catastrophe Theory for Scientists and Enginei¥iley, New
laxation, samples with the maximuf, are necessary. York, 1981; Mir, Moscow, 1984 vol. 1.

. . 14R_ M. Gould Astrophys. J., Supp®7, 585(1969.
The optimum parameters of the rf pulses for measuring

T,, as follows from Eq.(3), must be close to the values Translated by W. J. Manthey
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Features of the motion of a 180° domain boundary in a thin ferromagnetic film
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For a thin ferromagnetic film, the braking process of a 180° domain boundary in a field of
randomly distributed point defects is studied using perturbation theory. It is established that, for
low velocities, the motion of the boundary is nonsteady-state. It is shown that the critical
velocity of steady-state motion depends substantially on film thickness and the defect
concentration. ©1999 American Institute of Physid$§1063-78349)02207-§

Questions regarding the braking of domain boundaries  5E, P (vp)
(DBs) play a central role in the theory of magnetically or- oy V1= 2ZMoH Sy, — —
dered systems. Dissipation processes have been widely stud- ° 0
ied by various authors in terms of a phenomenologicalhose solution has the form
appr_ogcﬁ ®based on the |ntr0du_ct|on of relaxz_mon terms of v=constexpy*t),
relativistic and exchange nature into the equation of the mag-
netization dynamics. However, DB-braking mechanisms ex- 9P (o) 9Exin
ist that cannot be considered on the basis of the principles of ¥ — P(vo) = dvg °

a phenomenological approach. One of them is associatefi| . . . .
with the interaction of moving DBs with magnetic-structure € sign ofy Qetgrm|nes whether the small ad.dltlon to the
onstant velocity increases or decreases as time passes. If

defects. To more accurately determine the nature of the ma&-

* . :
netization dynamics, the effect of this process should be con? ~ 9 Y1 damps out, and :Ehe DB will move with constant
sidered in detail velocity. Eliminating fromy* factors known to be positive

This paper discusses the influence of structural defect%nociigs'gg Eq(3), we can write the criterion of steady-state

on the DB-braking processes in a thin ferromagnetic film.
The character of the DB motion has been studied in the en- IP(vg)
tire range of velocities in terms of the model used here, for ¥(vo) =P(wp) — Jvg
materials with various magnetic and relaxation parameters. . S )
It can be shown on the basis of a simple analysis that, for N describing the dissipation processes by the Hilbert
small velocities, the nature of the DB motion is determinedrelaxation term in the Landau-Lifshitz equation, the power
by interactions with the defect field. lost because a thermostat absorbs the energy of the moving
It is obvious that the variation of the kinetic energy of DBS is proportional to the square of the velocity, and a DB

the DBs caused by an external magnetic field has the formMoves uniformly at any velocity less than the Walker veloc-
ity. It was obtained in Ref. 7 that, for small velocities, the

IEin . power lost by DBs when they interact with a defect field is
v U 2MoHSv—P(v), 1 proportional to\/v. Inequality(6) is not satisfied in this case,

and the motion of the DB is not steady-state. This paper
whereE,;, is the kinetic energy of the DBl is the external discusses the possibility of implementing regions of
magnetic field;M, is the saturation magnetizatio8,is the  nonsteady-state motion for a wider range of velocities, all the
area of the DBy is the velocity of the DB, andP(v) is the  way to the Walker value.

Uy, (4)

v, vp. (5

]v0$0. (6)

power lost by the DBs. In studying the character of the motion of a flat DB, we

To determine the condition of steady-state motion, weassume that the energy density of a ferromagnetic film has
represent the velocity of the DB in the form the following form:

1 M\ 2 1
v=1y+ vy(1), 2 —_ T nm2 e 2, — 142
w 2M0 a % ﬁMz+4Ter
where vy=const is the velocity of the steady-state motion, M 12
determined by the equation +AaAV2 (a_x) 5(x—xn)], @
n i

2M oHSvg— P(vg) =0. €))
wherea and B are the exchange-interaction constant and the

Here v, are small correctionfy;| <, that satisfy the equa- easy-axis anisotropy is the unit magnetization vector, and
tion H., is the magnetostatic field; the constant term in &9.is

1063-7834/99/41(7)/5/$15.00 1121 © 1999 American Institute of Physics
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associated with the presence of point defects whose interac-

tion potential with the magnetization field hassgorm lo-

calization and is associated with a change in a small neigh-

borhood with volume AV of the exchange-interaction
constant by a valud «; X, is the radius vector of a defect.

Yu. |. Dzhezherya and M. V. Sorokin

2
d . . 1
—a—nz, Xy = GVX:_EQ sin 2y tanhé,

Gy~ Q lcos2y, Q=p*/4m,

We shall study the dynamics of the magnetization in a

coordinate system whosgaxis is orthogonal to the plane of

the ferromagnetic film, while the surface of the DB is paral-

lel to Y Z. Then the magnetization distribution in the ground
state will depend upon one spatial variakle

For a thin ferromagnetic film, the magnetostatic field can

be represented with good accuracy in the Winter approxi-

mation?
H=—47Me,,

wheree, is the unit vector along.

)

To find the solution, it is convenient to use the variables

m=(m,,my,,m,), connected wititV by

cosy 0 siny cosf sing O
M = 0 1 0 —sing cosfd O
—siny 0 cosy 0 0 1

my

my

1+m,

X

9

Vector m corresponds to the perturbations of the DB

1
0

X~ Xo

cosh¢|’

sinhé&

> e

n

O(r—rnt &8 —

o

e=(Aala)(AV/&%).

cosit &
(11)

When the size of the defects is much less than the thick-
ness of the DB, the form of the right-hand side is indepen-
dent of the nature of the defects and is caused by the distri-
bution of the magnetization in the DB itself. An equation
identical to Eq.(10) was obtained in Ref. 7 for the variables
m, andm,, and it was shown that, in first order iy the
scattering at the defects does not change the dynamic prop-
erties of the DB §= o).

For highly anisotropic films, the solution of E¢L1) in
zeroth approximation i®@ ~1<1 can be written as an expan-
sion in the eigenfunctionéEFs of the operatoB* B, which
have the form

caused by the interaction with the defect field. In this case,

the ground state is determined by the Walker solution

COSyx(Siné

M,,=| Sinxgsing

cosé
0=2 arctan expé— &),

£=x18, &=\alp*,

B* =B+ 4mcod xo,

dXo . 9Xo 27 d&o
= AL I — — =
oy eV, ag -t & sin 2y, o U
v =vlwys, T=wol, wg=2B* ugMylth, (10

where ug is the Bohr magneton.
If the film is thin, magnetic moment oscillations along

the perpendicular to its plane can be neglected. From the

condition |[M|=1 and using Eq.(9), we get thatm,
=—3(m{+m() is an order of magnitude smaller tham,
andm, . The Landau-Lifshitz equation in the linear approxi-
mation will then look like

N J J ~

— v a—g'f'a—q_ O'ijmj+Gijmj:fi,
ag -1

oi=| 1 ag| mM=(mymy),

e(§)= Esechf, (12.3
_explik-r){—ik,+tanh¢}
(€)= PIECTETRIa (12.2

wherek=qd, q is the wave vectorgp(§) is an EF of the
discrete spectrum, describing the surface distortions of the
DB, and (&) corresponds to the volume vibrations of the
magnetization. As shown in Ref. 8, the contribution of vol-
ume spin waves to the energy dissipation of DBs moving in
a defect field is negligible for highly anisotropic materials,
and only the effect of the surface perturbations of the DBs
will be included in what follows. We thus write the value of
m(r,7) in the form

m(r,7)=m(7n,7)e(£). (13

Averaging Eq.(11) over the thicknesk, of the film and
finding the scalar product with the EF given by Eg2.1),
we get an equation fam(»,7):

52 ? 2w d
ﬁ‘f‘Za’G _(7_772_13_*0032)(>E'
52 52 T
_5_772( —&—#—B—*COSZX) m(#,7)=F(7,7),
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P A 2
—————CO0S
6 ‘9772 B* Sink(gn_go)
F(n,7)=e— —— 48— 7,). 14
(m,7) °L ; > oSt ) (7= 7n) (14
aT

For the Fourier transform of the components of the magnetization, we get froifidighe simple algebraic equation

m(k,w)=F(K,w),

2 ) 47
—w?—2ag| k*— —cos 2y |iw+k?| k?>— —cos 2y
ﬁ* B-k

4

5 i k?— —cos 2y w? &
—= o— * i —_—
F(k,w) sLZ P ,B e 2 ex;{l(wv* NEE (15
—lw sinh—
2v*
whose solution has the form
S
m(kw)=¢e— 2 a(k,w)exp i wé—kr]n ,
Lz n 'U*
. K2 Af—wcos&( w? sinh‘l(w—(:)
(_|) B* 2'U
ak,w)= : (16)
vt —iw 2 o 2m - o 2 AT
w+2ag| k ——*COS2)( iw—k| Kk ——*coszy(
B B
|
Using the inverse Fourier transformation, we wnité 7,r) ) )
as P2(v) = agwoMsB* L_S
z
S
m(7],r)=sL—Z ; J' fdkdw a(k,w) XE J jdr]dkdwdk'dw’ oo a+(k/’w/)
n,m
Xexgi[k(n—nn) — (7= & /v)]}.  (17) xa(k,w)+expli[ (k=K ) (7—7,)—(0—0")
To determine the power lost by the DB, we use the dissipa- X (7= & 1v*)]}. (22)

tive function
We assume that the defects are randomly distributed in
ow J : ; L ) .
p(v):J dr[— —M]. (18  the film, with a contribution to the sum being given only by
oM dt the diagonal termsni=n). We introduce into the discussion
dhe defect concentration and transform in Eq(22) from
summation to integration over the spatial variables. After
some simple transformations, we get the following expres-
P(v)=Pi(v)+Py(v). (29 sion for the power lost:

In the given case, two terms can be distinguished in th
expression for the lost power:

The former term,P,(v), corresponds to the absorption by Pz(v)=4w2w0aGM§,8*L 5e2nv*
the thermostat of the energy of the moving unperturbed DB Y

P1(v)=2agwM2B* Ssv*2. (20) Xf dkdw w?|a(k,w)|?, (23)

The Iatterter_mEz(v), de_scrlbes the energy losses that res_ultlt is easy to see that, in the thin-film approximation, the
from the emission of spin waves excited when the DBs in-, : . ,
. : lossesP,(v) are independent of the thickness of the film.
teract with the defects of the magnetic structure . . o S
Analysis shows that inhomogeneities whose size is of
2 the order of the volume of the crystal cell make no appre-
(21) ciable contribution to the relaxation processes.
Therefore, substantial variations in the character of the
Knowing the explicit form of the deviation of the magneti- motion of the DBs are possible if the ferromagnet contains a
zation from the ground state, we get the following expressionarge number of defects)5°~ 1, of sufficiently large size

for Py(v): AV~(0.16)3.

am(n,7)
ar

P,(v) = agwoM38* Lzézf dzy
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0 0.5 1 nd’
U/ Uy FIG. 3. Critical velocity of steady-state motion vs defect concentration

. . . when ag=0.02,L,= 4.
FIG. 1. Power lost by DBs because of their interaction with defects vs

locity whenL,= 8 andn&®=1 (Eo=28* M2L, &% and vy=—= 0y |
velocity whenlL,=& andné*=1 (E;=28*MgL, 6%, an Uw*ﬁ—*wo is

the Walker velocity. ties of the material and the defect density. The decreasg of

as the relaxation constani; increases can be explained by
the strengthening of the role of relativistic and exchange re-
laxations in the DB-braking process.

Figure 3 shows a graph af,(n) for a film with thick-
nessL,= &, which shows that increasing the defect density
causes the critical velocity to increase. It can be seen from an

) . . o nalysis of the expression for th wer | iven Eq.
materials with various dissipative characteristics. analysis of the & (pression 1o ¢ € POWer losses give by Eq
. . .. (23) that, as the film gets thicker, just as with an increase of

As the velocity of the DB increases, the losses of kinetic L ST .
L : : : the relativistic constant, the relativistic and exchange braking

energy initially increase proportionally tgv, which agrees . o .
with the results of Ref. 7. It is noteworthy that powes(v) processes, which have a stabilizing effect on the DB motion,
- S y powesv. become more important. Thus, Fig. 4 shows the result of

decreases with increasing dissipative constagt This is

caused by the decrease of the amplitude of the DB perturb%—ﬁ%c?rl]?éfr?egze dependence of the critical veloaityon the

tions in a dissipative medium. The presence of a maximum Our studies have thus shown that, for small DB veloci-
tor;(I:Dezélvi)nIs{hcv)abiier\r/f\(/jellgcg'?e rftlaglijc:ﬁ, ?:?gr:sadeﬁri?:; f/?;wl??les, the braking mechanism at defects is the main one, and it
. o gn Y region. pny .._causes the appearance of the region of nonsteady-state mo-
point, this is associated with the influence of the DB veIomtytiOn As ag increases, the power lost by the DBs because of
. G y

on the dispersion law of spin wavesAs the velocity in- their interaction with the defect field declines, and the critical
creases, the energy of a spin wave excited by defects de-

creases. When this occurs. the role of the given relaxatiovelocny of steady-state motion decreases accordingly. It is
' ' g Found thatv, increases with increasing defect density and
channel decreases.

. N . decreasing film thickness.
An analysis of they(v) dependence shown in Fig. 2 in In conclusion, the authors thank Professor Yu. |
terms of the model used here makes it possible to speak - . C
the features of the DB motion. Thus, the point where thégorobets for useful discussions of the results.
graph of y(v) intersects the horizontal axis determines the

critical velocity v., which depends on the magnetic proper-

We shall carry out further studies for materials
with magnetic parametersx=10 8cn?, B=100, and
My=10G, in which we assume thata~ «.

Figure 1 shows how the power lost by a DB in the form
of kinetic energy depends on the velocity of its motion in

0.175
0.005
- 0.10F
o g zi
3 S
~
W2 ~0.005 0.05¢
~
Q
= -0.010 .
0 3 6
-0.015 L,/ &

FIG. 2. Criterion for steady-state motion of the DBs vs velocity when FIG. 4. Critical velocity of steady-state motion vs film thickness wiagn
L,=3, né®*=1 (Eg=28*MjL,8” is the energy of a Bloch DB =0.02,n6%~0.3.
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This paper discusses amorphousThg,_ alloys (x=16, 28.5, 43, and 59 at. pebtained by
quenching from the vapor phase. It is found that the structure of the alloys is
heterogeneous: the coexistence of two amorphous phases, characterized by different short-range
order, is observed. The short-range order of these phases qualitatively corresponds to the
structure of pure component€r or Th). In the low-temperature region, the alloys transform to

the spin-glass state. It is established that the transition temperatures to the spin-glass state
depends on the composition linearly, increasing as the terbium concentration increases. It is shown
that the magnetic properties of amorphous Tbh—Cr alloys are determined by the random

magnetic anisotropy associated with the Th atoms.1999 American Institute of Physics.
[S1063-783109)02307-7

It is well known that, except for gadolinium and eu- magnetic characteristics. The recording was done by the
ropium, the heavy rare earth metals and their compound®ebye—Scherrer method in monochromatic Cu iddiation.
possess giant magnetic anisotrdp§.an alloy that contains The composition of the alloys was determined by energy-
a rare-earth(RE) element has an amorphous structure, thedispersive electron-probe analysis. The results of the studies
distribution of the local electrostatic fields acting on the REof our samples show that the argon concentration in the films
ions will be random as a consequence of the atomic disordedoes not exceed 1at. %, and no traces of other gases were
The orientation of the easy magnetization axes of the REletected. The magnetic properties of the alloys were studied
ions will then also have a random character. Terminologi-on a vibrating-sample magnetometer in the temperature
cally, such a state is defined as a state with random magnetiange 4.2—300 K.
anisotropy. It has been theoretically shéwihat random
m.agnetic anisotr_opy can cause a magnetically ordered phaser sy s AND DISCUSSION
with the properties of a spin glass to form in amorphous
RE-based alloys. Studies of amorphous alloys of RE metals Four ThCrygy  alloys (x=16, 28.5, 43, and 59 at. 6
with ferromagnetic and paramagnetic metals show thawere produced for the studies. Figure 1 shows x-ray diffrac-
phases with the properties of a spin glass are actually formei#on patterns that confirm that the fabricated samples had an
in such systems in wide concentration rantje€n the other ~amorphous structure. It is obvious that the amorphous phase
hand, there are virtually no data on alloys of RE metals withiS not homogeneous in the given alloys, and that the first
antiferromagnetic metals. This paper discusses therefore tHeak on the diffraction patternghe amorphous halas a
possibility of forming a magnetically ordered phase with thesuperposition of two peakéwo haloeg, each of which is the
properties of a spin glass in amorphous Th—Cr alloys, i.e., imesult of the diffraction of x rays by different regions of the
an RE—antiferromagnet system, in an alloy region with a lowalloy having short-range orders that differ from each other.
concentration of the RE component. These regions can be defined conventionally as amorphous
phases Al and All. It is well known that the mean closest
interatomic distanc® ,, for amorphous alloys of transition
metals can be estimated from the angular position of the halo

All the alloys studied here were obtained by ion—plasmaPy means of the simple relationship
sputtering of composite targets in an atmosphere of spec- 3\
trally pure argon. Before admitting the argon, the vacuum D= \/: —
chamber was prepumped to a pressure of 8.85 *Pa, 2 2sing
which ensured that the films were not contaminated by rewhere\ is the wavelength of the radiation being used, and
sidual gases. The material was deposited on aluminum sulis the Bragg anglé.
strates cooled to 77 K. The targets were fabricated from me-  Figure 2 shows th®,, values for the amorphous Th—Cr
tallic terbium and chromium with a purity of 99.8 and alloys, as well as the closest interatomic distances in the pure
99.9 at. %, respectively. metals, chromium and terbium. Extrapolating the mean clos-

The resulting samples were 10—&&h thick and 10 est atomic distances in the amorphous phase Al to 100 at. %
X20mm in area. The amorphousness of the samples wab gives a value that coincides with the smallest interatomic
monitored by x-ray structure analysis, which was carried outlistance in crystalline Th. The same is true for amorphous
at room temperature immediately before investigating thghase All, whosd ,, values are close to those in crystalline

1. EXPERIMENTAL TECHNIQUE

1063-7834/99/41(7)/4/$15.00 1126 © 1999 American Institute of Physics
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FIG. 1. X-ray diffraction patterns of amorphous Th—Cr alloys. The numbers

. ] - . FIG. 3. Temperature dependence of the magnetization of amorphous Th—Cr
in the figure show the concentration of Th in the all@y. %. P P 9 P

alloys. The white symbols correspond to ZFC, and the black symbols to FC.

3. MAGNETIC PROPERTIES

chromium. This ShOWS, at least qualitatively, that the short- The magnetization of Tb—Cr amorphous a”oys was
range order of the amorphous phases corresponds to tR@udied in two standard regimes: FC involves cooling the
structure of the pure metals. This fact is apparently due to thgample in an external constant magnetic field to a tempera-
mutual solubility of the components being extremely lowtyre of 4.2 K and subsequently heating it in the same field;
(under equilibrium conditions, the solubility of Tb and Cr zEcC involves heating the sample in a magnetic field after
does not exceed 0.13 at)%At the same time, it can hardly ¢ooling in zero field. It was established that thermomagnetic
be assumed that the structure of the a||0yS is a kind of analogysteresis occurs in the |Ow_temperature region in all the
to a f|ne|y dispersed euteCtiC, since the a||0yS are forme%”0y3 (F|g 3), i_e_’ the Samp|e’s magnetization depends on
under extremely nonequilibrium conditions, and atoms conthe conditions under which it was cooled. These results are
densing on a cold substraté7 K) quickly lose diffusional  evidence that a transition to a magnetically ordered phase
mobility and with it the capability of forming equilibrium \ith the properties of spin glass occurs in Tb—Cr allbys.
structures. Since both components in the alloy are magnetic materials
(i.e., the concentration of magnetic atoms is 100 af.%e
resulting low-temperature phase is a speromafjnet.

It is well known that the formation of the spin-glass state
can have two causes in amorphous alloys. First, it can be
caused by competition between ferromagnetic and antiferro-
magnetic ordering. The competition is due to fluctuations of
g 3ok ] the exchange interactiofsign fluctuations of the exchange
R All integra) as a consequence of the structure of disordered al-
loys. This mechanism mainly occurs in amorphous alloys
based on magneticd3metals. Second, it can be caused by
random distribution of the local magnetic anisotropy axes.
This characterizes amorphous alloys based on the majority of
700 heavy RE metals.

The Th—Cr alloys are heterogeneous, and two amor-
_ _ ~ phous phases Al and All coexist in thetRigs. 1 and 2
FIG.. 2. Concentration dependence of the mean clpsest interatomic dlstanelehis gives a basis for assuming that some one mechanism is
D,, in amorphous Th-Cr alloy¢hlack and white circles as well as the . . . . .
closest interatomic distances in pure crystalline Tb and Cr. The straight linelOoMinant in each phase. It is also obvious that this mecha-
nism is determined both by the short-range order of the
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FIG. 4. Concentration dependence of the transition temperature to the spero- i . i .
magnetic state of amorphous Tb—Cr alloys. The straight line is obtained byandom orientation of the local axes of easy magnetization.
linear regression. Figure 5 shows the dependence of the reduced specific mag-
netization of the amorphous Th—Cr alloys on composition
(all the values are relative to the magnetization of the

amorphous phase and by the nature of the component th}“;ajleCr84 alloy). The magnetization was determined at 4.2 K

predominates in this amorphous phase. We thus assume t fer cooling from room.temperature in an external mqgngtic
an interaction corresponding to that in a pure compofiEt leld of 300 Oe. According to these data, the magnetization

or Cp occurs in each amorphous phage or All ). In this of the alloys decreases as the terbium concentration in-

connection, we need to decide whether the macroscopi%reases' This fact is easy to explain only from the viewpoint
of random magnetic anisotropy. It is well known that the

properties of the amorphous Th—Cr alloys result from the q ; . : h
simultaneous action of different mechanisms or whether on&2n%0M magnetic amsqtropy cons.tant Increases as the con-
of the mechanisms prevails over the other, centration of RE metal in an alloy increased.As a conse-

Metallic terbium is characterized by giant magnetic an-duence, the system of magnetic moments becomes more rig-
isotropy, which determines its magnetic properties. In thddlY oriented along the local anisotropy axes, and it becomes
crystalline state, it is a helicoidal antiferromagnet with a€SS 1abile and less subject to the action of an external mag-

Néel temperaturély=229 K and goes to the ferromagnetic netic field (to known limits, of course, when the field simply
state at 222 K. On the other hand, terbium, with a disordere&re?jl_(s dov‘én the spln-lglz;l]ss ph}las%eref(_)re,_othe; extirnal
structure, displays spin-glass properties with a transitiofpOnditions being equal, the total magnetization of such a ma-
temperature of 53 . The amorphous alloy TgSiy, (i.e., the terial must be less than in an alloy with a lower concentration
alloy as close as possible in composition to ideal amorphougf RE, mete:jls, sw:\;e . °”‘?”ta“°”. of tr?e |OCZ.| amsotropy
terbium goes to a state with the properties of spin glass afX€s IS random. Vioreover, increasing the random magnetic
58 K% The amorphization of terbium thus leads to the alo_amsotropy constant must increase the ordering temperature,
pearance of speromagnetic ordering of the magnetic mos_rl]nce a Iargg the(;ma! enﬁ_rgykT) |sSner(]edec(ijto brzak dovyn b
ments instead of the ferro- or antiferromagnetic ordering ob!"€ mj‘gne“c orher mTtb |sccas|:a. uc 4a edpen ence Is ob-
served in hcp Th. This is so because, in the amorphou§erv_le_3h in amlo'rp ous 1hb- ral odyags. aﬂ 3 lained b
material, the interatomic distances in the first coordination e resulting experimental data are thus explained by

sphere, as well as the number of nearest neighbors itseltfi?e_ action of onl¥ (r)1ne Techa}m;m, Whr']Ch _ordgrs the ”:jag'
varies randomly. The electrostatic interaction of theshell, netic moments of the alloys. This mechanism Is caused by

therefore, also varies randomly with the local crystal field ofthe random magnetic anisotropy associated with the terbium

the neighboring ions. As a result, the orientation of the locaPtoms

axes of easy magnetization vary from ion to ion chaotically, Ig_ cr?nclu§|on, th(ra].a#thors. (Ielxpfr_ess thzwk?rautude t‘; the
(or with some correlation wedish Institute, which partially financed the research, as

Figure 4 shows the concentration dependence of th?é"e” as to the Russian commercial company AS, which pro-

transition temperaturd; to a magnetically ordered phase vided the metallic terbium.

with spin-glass properties. The resulting experimental depen-

dence is strictly linear, and this fact is strong evidence that &E-mail: sto@sci.vm.ru

single magnetic-ordering mechanism acts in the entire con-

centration interval studied here. Extrapolatiigo 100 at. %

Tb gives a transition temperature equal to 52 K. This value’s. A. Nikitin, Magnetic Properties of Rare-Earth Metals and Their Alloys
coincides with the 53 K for amorphous terbitiand is close Z(Alztthosk- GodS-EUrSV-t,t M(‘FJJShcow,Rl92)39L(346 1565108
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This paper discusses the thickness—roughness phase diagram of a three-layer system consisting
of two ferromagnetic layers separated by an antiferromagnetic interlayer. It is shown that

the stability region of single-domain ferromagnetic layers is determined by the ratio between the
width of the atomic steps that appear at the interfaces of the layers during their growth and

the thicknesses of the layers, and also by the values of the interlayer and intralayer exchange
interactions. A basis is provided for the phenomenological “magnetic closeness” model
proposed by Slonczewski, and an expression is obtained for the constants of this mod€199©
American Institute of Physic§S1063-783@9)02407-7

Sandwiches consisting of alternating thin ferromagnetiamagnetic layers on the entire interface of the layers: frustra-
(Fe, Cg and nonmagneti¢Cr, Cu metallic layers became tions appeafFig. 2).
an object of the close attention of researchers after it was If the characteristic distande between atomic steps ex-
discovered that they display the phenomenon of gianteeds some critical value, it is energetically favorable to
magnetoresistanceA tremendous number of papers have break up the layers into domains. The roughness-induced
been devoted to these systems, but only a small part of theaomain walls differ from ordinary domain walls, whose
relate to the case in which the role of the interlayer betweenvidth depends on the ratio of the exchange energy and the
the ferromagnetic layers is played by a layered antiferromaganisotropy energy. The width of these “unusual” domain
net. At the same time, it is just this case that is of specialvalls in multilayer structures is determined by the ratio be-
interest, since the presence of long-range antiferromagnetiwveen the intralayer and interlayer exchange interactions.
order in the interlayer changes the character of the indirecthe widths of the unusual walls can therefore be substan-
interaction between the ferromagnetic layers. tially less than in ordinary domain structures.

In the case of a nonmagnetic interlayer, the exchange In an earlier papet we discussed the conditions for the
between adjacent ferromagnetic layers is caused by thappearance and structure of domain walls in a ferromagnetic
RKKY interaction and falls off with the thickness of the  film on the surface of an antiferromagnet, as well as the
nonmagnetic interlayer as~2.2 However, if the sandwich inhomogeneous distribution of the order parameter in an an-
consists of alternating ferromagnetic and antiferromagnetitiferromagnetic layer placed between two homogeneously
layers, a long way from the ¢ temperature, the exchange magnetized ferromagnetic layers. A distinguishing feature of
between the ferromagnetic layers is provided by correlatioihe domain walls in a ferromagnetic film, generated by
of the ferromagnetic and antiferromagnetic order parametersoughness of the substrate, is that they become wider as one
and, as will be shown below, falls of as *. goes away from the substrateig. 3.

If the antiferromagnetic interlayer consists of ferromag-  In a three-layer structure, the distortions of the antiferro-
netic atomic planes with antiparallel orientation of the spinsmagnetic order parameter extend to the entire space of the
in adjacent planes, an antiparallel orientation of the adjacerantiferromagnetic layer between two atomic stépig. 4).
ferromagnetic layers is energetically favorable when thédowever, the ferromagnetic layers remain homogeneous
number of such planes in the interlayer is even, and a parall€inly when the exchange interaction in them is much greater
orientation is favorable when the number of planes is oddhan that in the antiferromagnetic layers.

(Fig. ). The goal of this paper is to construct a phase diagram of

An example of such a layered antiferromagnet is chro-multilayer ferromagnet—layered-antiferromagnet structures
mium, in which, for thicknesses 32d<150A, a commen- with arbitrary ratios between the exchange interactions as
surate transverse spin-density wave appears as the tempeveell as between the layer thicknesses and the characteristic
ture decreaseSAn analogous structure is obtained when distance between the steps at their boundaries.
iron impurities with a concentration that exceeds 2% are in-
troduced into the chromiurh.

Since the interfaces of the layers in a multilayer structure; pegcriIPTION OF THE MODEL
are not smooth but contain atomic steps that alter the thick-
ness of the interlayer by one monatomic layer, it is impos-  We shall investigate the distribution of the order param-
sible in the case of a homogeneous distribution of the ferroeters in the layers in the mean-field approximation. We shall
magnetic and antiferromagnetic order parameters in thentroduce an order parameter for each layer: the magnetiza-
layers to optimally orient the magnetizations of the ferro-tion vector for the ferromagnetic layers and the antiferro-

1063-7834/99/41(7)/8/$15.00 1130 © 1999 American Institute of Physics
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FIG. 1. Orientation of spins in a three-layer system consisting of two ferromagnetic layers and an antiferromagnetic interlayer, in the caberuésiaoes
and an odda) or even(b) number of atomic planes in the interlayer.

magnetism vector equal the difference in the magnetizationwhere the integral is taken over the volume of the layer, and

of the sublattices, for the antiferromagnetic layers. A, is the corresponding exchange constant. In order of mag-
In the case of sufficiently thin layers, the spins of thenitude, Ai~JiS12/b, where J; is the exchange integral be-

atoms lie in the plane of the layer and, therefore, the orientween adjacent atoms; is the mean spin of the atom, ahd

tation of the vector order parameter can be given by thés the interatomic distance.

angle @ that it forms with thex axis, which lies in the plane The energy of the exchange interaction between adjacent

of the layer. layers with numbers andi+1 can be written

Far from the Curie and N# temperatures, the exchange
energyW, caused by the interaction inside thé layer can W, =+ Bf cog6,— 6,,,)dS, 2

be written as
where the integration is over the interface of the layers,

B~nyafSiSi+1/b2, Ji at Is the exchange integral between
adjacent atoms belonging to different layers, and the sign on
the right-hand side of Eq2) is opposite for different sides

of the atomic step at the interface of the layers.

Ai
Wi== f (V6,)%dV, (N
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FIG. 2. Frustration in a three-layer system, resulting from the presence of aRIG. 3. Width of a domain wall vs the distance to the interface of the layers

atomic step at the interface. in a two-layer system.
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15+
FIG. 4. Distortions of the antiferromag-

10t netic order parameter in a three-layer
structure in the case of collinearly and
homogeneously magnetized ferromag-
netic layers ancha>1. The arrows in-
dicate the position of the atomic steps at

Sr the interface of the layers. The lines of

constantd,; are drawn everyr/10.

-60 60 T

We divide all distances by the lattice constBnassum- 2. DISTORTIONS OF THE ORDER PARAMETER IN AN
ing it to be virtually identical in both sorts of layers and all ANTIFERROMAGNETIC LAYER
energies by the constaAt; for the antiferromagnetic layer.

We introduce the following dimensionless parameters: We shall first consider the case of>a, wherel anda
are the dimensionless thicknesses of the ferro- and antiferro-
= J1,atSt 3) magnetic layers, respectively. In this case, the order param-
JarSas eter remains virtually homogeneous in the ferromagnetic lay-
and ers, while the distortions of the order parameter in different
antiferromagnetic layers are not associated with each other
JfoZ and can be considered independently.
y= F (4) When the characteristic distance between the steps ex-
afaf

ceeds the widtt$, of the domain wall close to a step, rough-

where subscripté andaf correspond to the ferro- and the Ness of the interfaces of the layers induces strong inhomoge-

antiferromagnet. neity of the order parameter in the antiferromagnetic
By varying Eq.(1) in paramete®; , we get a differential  interlayer. We recall that the width of the domain wall in-

equation that describes the distribution of the order paramcréases as one goes away from the interface of the layers.

eter in the layer, According to Ref. 6, this condition has the form
A6;=0. (5 ala, for aa<l,
A more careful procedure is needed to obtain the correct R>00= (1+a)la, for aa>1. @)

conditions at the interface of the layers. The energies of the
intralayer and interlayer interactions must be varied in a dis-
crete model, and then we must go to the continuum limit. A%or
a result, we get

Let the magnetizations of adjacent ferromagnetic layers
m angley. The entire area of the antiferromagnetic inter-
layer is divided by steps into two types of regions repre-

~ a6 B sented as being equally probable. The interlayer consists of
Abi— - =Fap SINOi— i), (6)  an odd number of atomic planes in regions of the first type,
' and of an even number in regions of the second type.
whereA is the two-dimensional Laplacian in the plane of the ~ The character of the resulting distortions is fundamen-
layer, d/dn is the derivative in the direction of the outer tally differentiated into two limiting caseaa>1 and a«a
normal to the boundary of thigh layer, and the upper and <1.
lower signs in Eq(6) correspond to those in ER). Varying (@ aa>1. In this limit, the difference at the layer
the sum of Eqgs(1) and (2), over 6; corresponding to the boundaries ig;— 6;,,=0,, depending on the sign in Eq.
continuum approximation, causes the first term on the left2); i.e., the interaction energy of the layers is a minimum,
side of Eq.(6) to disappear. This makes it impossible to while all the distortions occur in the volume of the antifer-
carry out the limiting transition from Ed6) to Eq.(5) when  romagnetic interlayer.
theith andi = 1st layers are identical in composition. Reference 6 obtained a numerical solution of Eg).
Thus, to find the distribution of the order parameters in awith the boundary conditions given by E@) for the case of
multilayer structure, it is necessary to solve the system ofwo steps(Fig. 4). It is easy to see that, in the overwhelming
linear differential Eqs(5), related by the nonlinear boundary majority of the volume of the interlayes; varies virtually
conditions given by Eq(6). The distribution will depend on linearly from one layer boundary to the other. This variation
the values ofe and v, on the thicknesses of the layers, andequalsy in regions of the first type ang— ¢ in regions of
also on the characteristic distanRéoetween the steps at the the second type.
interface of the layers. The additional energy given by E@l) per one two-
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dimensional unit cell in the plane of the layer has the mean a
value 6= m (14)
W= i[ 2+ (7= )% tS) 7
S ga V9]
a
Thus, the exchange interaction of the ferromagnetic layers 02= —W_{/l (15
through an antiferromagnetic interlayer wila>1, like W, 2a cos >
1

is proportional toa™-.

The boundary energy between regions of the first and The values of the constants andx, are found from the
second types in terms of the same cell equals condition that the quantity; and its derivative are continu-

ous atx=0.

W,~R™ In aa ©) If ¢ is not too close to O ofr, the distortions of the
and makes no substantial contribution to the energy wheantiferromagnetic order parameter fall off at a distance of the
R>a. order of 55~ \/a/a. The energy of the domain wall per 1 m

The minimum of energyiV corresponds tay=7/2; i.e., length is about/aa.
the magnetizations of the adjacent ferromagnetic layers have However, ify—0 or y— m, the distortions of the order
a 90° orientation in this region d® values. parameter on one side of the step behave as for arbitary

To explain such an orientation, Ref. 7 proposed the phewhile they fall off much more slowly on the other side of the
nomenological “magnetic-closeness” model, in which anstep. The characteristic length at which the distortions of the
expression for energy/ was proposed in the form of a linear Order parameter fall off can be obtained only in the next
combination of 2 and (— )2 with independent coeffi- order inaa, ie., taking into account the .depenglenc.e of the
cientsC, andC_ . The example of the analysis given above dU@ntity ¢; onz The energy of the domain wall in this case
makes it possible to determine these parameters from fird¢ Of the same order as for arbitragy

principles _ When R> 50_, the energy _of the c_jomain walls is negli-
gible by comparison with the interaction energy of the layers

C,=C_=1/4a. (100 given by Eq.(2), which, per one two-dimensional unit cell, is
(b) aa<1. In this case, the dependence &fon thez _ W T

coordinate, which is perpendicular to the plane of the layers, W= a|1-cos7|+a|1-cos—-

can be neglected, and a one-dimensional problem can be

solved when the edge of the step is a straight line. Leixthe |y

axis of the Cartesian coordinate system be perpendicular to ~ ~ 2%~ V2arsin >tz (16)

the edge of the step and lie in the plane of the layer, while ] ) o
the magnetizations of the ferromagnetic layers form aggle It is easy to see that the energy of the system is a mini-
Measuring angleg; from the direction of the magnetization Mum for¢=/2; i.e., as in the casaa>1, the magnetiza-

of the lower ferromagnetic layer and integrating ovemwe tion of adjacent ferromagnetic layers has a 90° orientation.

get from Eqs(5) and (6) that In this thickness region, the exchange interaction between
the ferromagnetic layers is independent of the thickness of
56, the antiferromagnetic interlayer andJg,; in order of mag-

| . .
a§=a[sm it+sin(,—)], x>0, nitude. Since the dependence given by Ed) is not iden-

tical to that given by Eq(8), the phenomenological constants
920, C, andC_ can be estimated by comparing the energy dif-
a— =a[sin(¢—m)+sin(6;— )], Xx<O0, (1)  ference of the collinear and 90° orientations in the given
28 microscopic model and in the magnetic-closeness model.
where it is assumed that the edge of the step is at the bound- 2(\2-1)
ary with the lower layer and coincides with the straight line C.=C_= ( a. (17)
x=z=0. ?
It is easy to see that, a long way from the step,

6.= yI2 for x>0 and 6= (m+ /2 for x<0. The solution It should be pointed out that, in the case of a nonmag-
o;‘ Eq. (11) has the forrln ' netic interlayer, when the interaction between the ferromag-

netic layers is caused by the RKKY interaction, the probabil-
T ity of a 90° orientation of the magnetization of homogeneous
2 X— X1 ferromagnetic layers is extremely IdWTIo accomplish this,
cos——= tanh 5. x>0, (120 the exchange interaction between the homogeneous ferro-
! magnetic layers, averaged over the surface of the layers,
T+ needs to be close to zero. However, when the exchange is via
0— o X—X, the antiferromagnetic order parameter, this condition is en-
x<0, (13 sured by the equal probability of the appearance of regions
of the first and second typdwith an even and odd number
where of atomic planes in the antiferromagnetic interlayer
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As one approaches the’ Bleéemperaturdy, the antifer-  TABLE I Domain-wall parameters in a three-layer structure with identical
romagnetic order paramete3,; decreases as/r, where [hicknesses of the layers and values)sf 1.
7=(TN—T)/Ty is a dimensionless parameter that character-

izes the closeness to the phase-transition point. Let us esti- regon
mate the value* at which the interaction of the ferromag- Paramter da>y da<y<(aa)’ (aa)’<y
netic layers via directed spin polarizatiofthe RKKY 45, Y2 (yaa)¥ Y3
interaction is comparable in order of magnitude with the oz
interaction via the mean order parameter in the antiferromag(;gf 1 a2 g 12
netic interlayer. Setting the expression for the RKKY ex-75; > >
change interaction between the ferromagnetic layers equal to ’
Egs.(8) and(16), So vyl o (yala)*? (yala)'?
JRrKky = iﬂi - 1y ° yIn a7a (aa)™ (raa)™
8|:a
where J;_4 is the exchange integral between theand d
electrongiiron or cobalj, while ¢ is the Fermi energy of the
s electrons, we get where ¢ is the energy of a domain wall per unit length.
N Therefore, for sufficiently larg® values, it becomes ener-
Jeca’ aa>1, getically favorable to break up the ferromagnetic layers into
«_ ) TBTF domains.
R 5 (19 As one f domain with parallel orientation of
o d goes from a domain with parallel orientation o
mv aa<l. the magnetizations of the ferromagnetic lay&sdomain of

the first type to a domain with antiparallel orientations of
For the realistic valueds ,s~J,¢ and a~10, we get the the magnetizationéa domain of the second typ¢he mag-
estimater* ~10 2. netizations of the ferromagnetic layers rotate to different
In the temperature region<T* [T*=Ty(1—7*)], the  sides in the domain wall. The antiferromagnetic order param-
determining interaction channel between the ferromagnetieter rotates along with the magnetization of the ferromag-
layers is the interaction via the antiferromagnetic order panetic layer on the boundary with which there is no step at the

rameter. given site.
WhenT>T*, the system behaves as though the inter-  In the case of identical ferromagnetic layers and when
layer were nonmagnetic. vI>a, the magnetizations rotate to different sides by an
angle of 90°. However, if one ferromagnetic layer is much
3. DOMAIN WALLS IN A FERROMAGNET thicker than the other, the magnetization of the thin ferro-

) magnetic layer rotates by an angle of 180°, and the thick
For the subsequent treatment, we restrict ourselves to ﬂ\%rromagnetic layer remains virtually homogeneous

case of a three-dimensional system consisting of two ferro- When yl<a, the magnetization rotates by 180° in the
magnetic layers separated by an antiferromagnetic interlayeferromagnetic layer at whose boundary a step appeared,

In the case of larg& values, a homogeneous distribution e the other layers remain virtually homogeneous at the
of the magnetizations of the ferromagnetic layers does noéiven site

correspond to the case with the lowest energy. Actually, In order to find the critical valu®* at which the tran-

since the distortions of the antiferromagnetic order parameteliion occurs from an almost homogeneous magnetization
considered in the preceding section occupy the entire voluMgigiinytion in the ferromagnetic layers to a domain structure
of the layer wheraa>1, and the interaction energy of the j, \ham e find the value of. As in the case of a two-layer

layers is proportional to the area of the layers when<1, B¥stem§ its order of magnitude can be estimated on the basis

the excess energy per unit area of the layers is independe a simple model that assumes that the widtof the do-
of R ) ) __main wall depends linearly on the distanzeo the layer

However, if the ferromagnetic layers are broken up mtoi terface that contains a step. The parameBar&he width
domain regions whose boundaries coincide with the edges Jf b P &

the atomic steps, the orientation of the magnetizations of th8f the domain wall near a steand 96/9z in the ferromag-

ferromagnetic layeréparallel or antiparallglin each such netic and antiferromagnetic layers are found by minimizing

region can be chosen so that there are no distortions of tHE€ total energy. We should point out thif s not the same
order parameters in the volume of a domain and no exces®S the€do in Eq. (7), which is found for the condition of
energy at the boundaries of the layers inside the domain. THi°MOgeneous ferromagnetic layers. o

excess energy in this case is associated with the presence of 1he results of such a calculation are given in Table I for

the domain walls: its magnitude per unit surface of the layerdn€ case of interest to us, wherea.
Comparing Eq(20) with the energies given in Eq$8)

equals
g and (16), we find the critical step siz®*. It should be re-
i called here that Eq948) and (16) are valid forR<§,, a.
W= —, (20 ) .
R Finally, we obtain
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FIG. 5. Spin vortex that arises whdR<a. The
value of 6,¢ is indicated on the lines of constafy;
in units of 7.

@ v>1 (Fig. 5 and in the ferromagnetic layer when<1. In
ayln B for aa>y>1; practice, they do not reach the opposite boundary of the

R* = . _ (21 layer. The coupling between the ferromagnetic layers even
vyata, for y>ae>1; when y>1 is therefore substantially weakengay a factor
Vyala, for y>1>aa. of (R/a)?] in this region of thicknesses.

The casey<1 is of no interest, since here distortions WhenR< o, only weak d|stort|on§ appear in the layers,
appear in the ferromagnetic layers, while the antiferromagpn a background of homogeneous distributions of the order
netic order parameter remains homogeneous. There is r{:b';lrameters.. o ]
coupling between the ferromagnetic layers. ' By carrying out a treatment similar to that in the preced-

For an arbitrary ratio between the layer thicknesses, th#'d section, it can be shown that the smallest energy of the
number of possible variants sharply increases. layers whenR<a corresponds to an orientation for which

Close to the Nel temperature, according to Eq8) and  the antiferromagnetism vector a long way from the bound-
(4), a(T)cr Y2 while y(T)x7 % and therefore for aries of the layer is perpendicular to the magnetizations of
T-Ty the ferromagnetic layers. Actually, since the spin vortices are

R* (T)e 734 22) localized close to the interfaces of the layers, the boundary

' conditions for ¢, are given by the orientation of the order

Thus, close tdl'y (but not too close, since>7*), the  parameters in the depth of the layers.
ferromagnetic layers can be homogeneously magnetized, The magnetizations of the ferromagnetic layers in this
and, if R>R*(0), a first-order phase transition occurs with case are collinear, while the energies of their parallel and
decreasing temperature, accompanied by the breaking up ghtiparallel orientations are virtually identical.
the ferromagnetic layers into domains. For realistic values of  The phase diagram in the variables layer thickness and
the parametere(0)~y(0)~1, we getR*(0)~a, i.e., tens  roughness is shown in Fig. 6 for a three-layer system with
of angstroms. Such a phase transition was observed in the.5 phasd is characterized by the presence of vortices and
numerical experiment of Ref. 9. a collinear orientation of the magnetizations of the ferromag-

netic layers. In phasg, the magnetizations of the ferromag-
4. PHASE DIAGRAM OF A THREE-LAYER SYSTEM netic layers are homogeneous and, in the absence of an ex-

We have so far assumed that the characteristic distand&rnal magnetic field, are oriented at 90° to each other. Phase
R between the steps in the plane of the layer is much greatet corresponds to a multidomain structure of the ferromag-
than the thickness of the antiferromagnetic interlayBr ( netic layers.
>a). However, the opposite situation is possible in the case The phase diagram can be compared with experimental
of thick layers. IfR>§,, a static spin vortex arises at the data by studying the state of the ferromagnetic layers using a
boundary of the layer and connects the two closest steps atagnetic-force microscope with various ratios betwéen
the boundary of the given layé&rDistortions of the order anda, as well as at different temperaturésecause of the
parameter appear mainly in the antiferromagnetic layer whetemperature dependence of parameteend «).
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Rec Not too close tdrl'y, its value is much less than the exchange
field of the antiferromagnet-J,¢S2(/ was (uas is the mag-
netic moment of an atom of the antiferromagnet

However, ifae<<1, we get

Ji 4¢S
tanz _ f,afrSarSf ’ (26)
2 J5,arStSart+2ulB

| | 1 and the characteristic field* equals
7 Jt.atS
’ B* ~ f.af af’ (27)
4 / el
/
1 Y e where ug is the Bohr magneton.

FIG. 6. Thickness—roughness phase diagram for a three-layer system cop- n phaseB, na We.ak m?gnetlc field, domal-ns Qf the first
sisting of layers of identical thickness. Phdseorresponds to the presence Pype, with pa.raHEI orientation F’f the magnet|z§1t|or_1 of the
of vortices and collinear orientation of the magnetization of the ferromag-layers, are oriented along the field. The magnetization of the
netic layers. The magnetization of the ferromagnetic layers is oriented at 90§ystem in this case i8,,,/2. The magnetizations of the
in phasgz, and the fer_roma_tgnetic layers break up into dpmains in pBase ferromagnetic Iayers in domains of the second type, with
The region of weak distortions of the order parameters is hatched. . - . . . . oL

their antiparallel orientation in zero field, behave similarly to
the magnetizations of the sublattices in the volume of the
antiferromagnet. They are oriented virtually perpendicular to
the external field.

The magnetic flux reversal of the ferromagnetic layers in  As B increases, anglg between them decreases. The
phasel (Fig. 6) occurs virtually independently, and the hys- characteristic value of the inductidi of the external mag-
teresis loops must coincide with those in a two-layer systenhetic field in which the angle varies substantially, when
consisting of one ferromagnetic and one antiferromagnetiRsR* , is found by a method similar to that for phazend
layer. Here and below we assume that the maximum mads given in order of magnitude by Eq&5) and(27). There-
netic field is much less than the exchange field in the antifore, the form of the hysteresis loops in phageand 3 dif-
ferromagnet. Therefore, the magnetization of the antiferrofers only in the magnitude of the magnetization in weak
magnetic layers can be neglected. fields.

In phase2, in a weak magnetic field that exceeds the  The proposed theory can be compared with experimental
anisotropy field in the plane of the ferromagnetic layers, thejata by studying the dependenceBdf on the thicknesses of
magnetizations of the ferromagnetic layers orient themselvege layers. The resulting* (a,|) dependences differ from
at 45° to the field while remaining virtually perpendicular to those for the case in which the interaction of the ferromag-
each other. In this case, the magnetization of the system isetic layers is caused by the RKKY interactiorB*(

M max/ V2, WhereM .., is the maximum magnetization of the «a~2| 1.
ferromagnetic layers. Its further evolution can be studied by Unfortunately, such studies, as far as we can tell from
minimizing the sum of the interaction energies of the ferro-the literature, have not been carried out.

5. EFFECT OF A MAGNETIC FIELD

magnetic layers with each othggs. (8) or (16)] and with In conclusion, we summarize the main results of this
the magnetic field. The energy of the ferromagnetic layer irpaper.
an external magnetic field with inductidhis given by (1) The form of the distortions of the order parameter

" that arise in an antiferromagnetic interlayer between two fer-
Wi=—-2ulB cosE, (23 romagnetic layers as a consequence of the roughness of the
interfaces of the layers has been studied. The phenomeno-
where u is the magnetic moment of an atom of the ferro-logical magnetic-closeness model proposed by Slonczewski
magnet. has been confirmed in terms of the microscopic theory, an
For angle s between the magnetization of the layers, expression has been obtained for the constants of this model,
when R> 8§, and whenaa>1, we have the transcendental and the region where it is applicable has been found.

equation (2) The critical width of the atomic steps at the interface
3.2 of the layers has been found. When this width is exceeded, it
afaf Zl//) —ulB sinf. (24)  becomes energetically favorable for the ferromagnetic layers
a |2 2 to break up into domains, so that a multidomain phase ap-
The characteristic fiel8* at which a substantial change P€ars. _ _
of the magnetization occurs is (3) The thickness—roughness phase diagram has been

constructed for a three-layer system consisting of two ferro-
magnetic layers separated by an antiferromagnetic interlayer,
with identical thicknesses of the layers.

2
‘]afsaf
pal -~

B* ~

(25
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A thermodynamic approach that describes the spontaneous magnetic contribution to the Debye
temperature of a ferromagnetic metal has been developed using the theory of second-

order Landau phase transitions. It is shown that the essential cause of the formation of the
spontaneous magnetic contribution to the Debye temperature is the magnetostrictive variation of
the volume. By using an expression for the spontaneous magnetic contribution to the

Debye temperature, the magneto—phonon contribution to the lattice specific heat is found. The
resulting generalized expression for the Debye temperature is found to be in good

agreement with experimental data concerning the elastic constants of the ferromagnetic phase of
gadolinium. The magneto-phonon heat capacity makes an appreciable contribution to the
heat-capacity anomaly of gadolinium close to the Curie point. 1999 American Institute of
Physics[S1063-783#9)02507-1

Rare-earth magnets possess obvious anomalies of theahie heavy RE metals, with their localized magnetic moments.
physical properties, which result from phase transitions tdn the generalization of this approach, proposed later on the
the magnetically ordered state and are associated with giabhsis of the theory of second-order Landau phase
(by comparison with conventionald3ferromagnetsmagne-  transitions a self-consistent calculation of the Debye tem-
tostrictive and magnetoelastic interactions. It has been eXperature was not carried out. Instead of this, it was proposed
perimentally establishéd® that, during the magnetic order- to determine its dependence on the magnetization via the
ing of rare-earth(RE) ferromagnets, the entire complex of essentially postulated magnetic components of Young's
their physical properties, such as the magnetization, thermghodulus and the shear modulus, and it was even initially
expansion(magnetostriction heat capacity, sound velocity, assertedsee, for example, Ref) That the magnetic compo-
and elastic moduli, undergo mutually consistent variations,ent of the shear modulus can be neglected.

The Debye temperatu® also varies in a consistent manner Since the question of the interconnection of the Debye

in this casé’. Moreover, it was found in the experimental e mperature and the magnetization has not yet been satisfac-
study of Refs. 1-3 and 5 that the external magnetic fieldqy solved, it also did not seem possible to analyze ad-
appreciably affects the elastic moduli, and that this manlfestéquately the various components of the total measurable heat

ftself d|rectly n the_var_|at|_0n of the magnetization of the capacity of the solidCp(T). This is associated in particular
samples. This variation indicates directly that there is Maith the lack of reliable data on the electronic component of

?eerac groartlg:k;;uggs%ccj:tit;tf dtr\]:i tf\l?ﬁgfnm\?vilg;:n\?a:?aiihoenEzlljggthe heat capacity of RE magnets. Data obtained by different
P ' methods sometimes differ by a considerable fattmgd this

correlate with the magnetization variation of the RE metals. is associated iust with the problem of separating the ma
However, strictly speaking, the problem of using experi—I ' Just wi P parating 9

mental data to discriminate the magnetic contribution to th@_et'c and electronic contributions in the low-temperature re-

elastic moduli and then to the Debye temperature has not y<9c'°n' )
been solved. There is no conclusive explanation even for the This paper uses the theory of second-order Landau phase

mechanisms of the temperature dependences of the elasff@nsitions to describe how the magnetization affects the De-
moduli in the paramagneti®®M) phase, from which an ex- bye temperature. The role of the magnetostrictive interac-
trapolation (usually lineay is made into the ferromagnetic tions specific to the magnetically ordered heavy RE metals is
region in a number of papers just in order to distinguish theanalyzed, and the magnetic contribution to the lattice heat
magnetic contribution to the indicated properties. capacity associated with this mechanism is considered. Us-

The first attempts to describe theoretically the depening the ferromagnetic phase of gadolinium as an example, it
dence of the Debye temperature on the magnetization wei& shown that the magnetic contribution to the lattice heat
undertaken in Refs. 6 and 7. However, these papers actualapacity associated with the dependence of the Debye tem-
approached the computation of the compression modulus argerature on the magnetization has an appreciable effect on
the Debye temperature only in terms of the Stoner model ofhe formation of a heat-capacity anomaly close to the Curie
band ferromagnetism, which in principle is inapplicable topoint.

1063-7834/99/41(7)/6/$15.00 1138 © 1999 American Institute of Physics
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1. THE FREE ENERGY OF A FERROMAGNET 90 90 , 11 { 520 ,
» O=0,nt| | |IV+ M =l | —](V)
We shall start by writing the free energf (V,T,M) of a IM? . ARG
a free single-domain isotropic ferromagnet in the theory of
second-order phase transitidfissupplemented by the con- %0 ) 2 4
tribution associated with the energy of acoustic phonans ( M2 I(M?)2 o @)

is the number of modes of the substance T

where® ., is the Debye temperature of the PM phase close
vE=vFot+vF,+ vFet vEy,. D to T=T.. Generally speaking®,,, depends on tempera-
ture. It is obvious, however, that thissually weak depen-
dence does not contradict the isothermal expansion given by
Eq. (7). When there is no magnetic orderiffgr a paramag-
neb or in the PM region of a ferromagnet, we have that

HereFy=Fy(V) is the molar free energy of the crystal lat-
tice of the PM phase, extrapolated to zero temperature.
The molar phonoriDebye part of the free energy is

Fp=(9/8)RO+3RTf(z), (2) 0=0,,T), ®
wherez=0/T, and where the® ,(T) dependence is described by the equations
in Ref. 11.
f(z)=In[1—exp—2z)]— (1/3)D(2). ®) We should point out that the expansion of the Debye
temperature must contain just those terms that are propor-
The standard tabulated Debye function is tional to the powers oM?, and not simplyM, since the
5 Debye temperature, being averaged over the volume by the
D(z)=(3/23)fz y°dy @) parameter of the local characteristics of the magnet, obvi-
o expy)—1’ ously cannot depend on the direction of the magnetization,

but is determined only by its magnitude. Therefore, in par-
while the Debye temperatur® is a function of the volume ticular, it should be expected that the magnetic component of
of the body, its temperature, and the molar magnetizationthe Debye temperature does not go exactly to zero at the
=0(V,T,M), under the conditions that the external pres-Curie point but remains nonzero even some way into the PM
sure equals atmospheric pressure and that the external maggion. This is because regions of short-range magnetic order

netic field induction is constant. are maintained in the PM region after the long-range mag-
The molar magnetic part of the free energy is netic order has broken down, while the size of the main-
tained regions of local magnetic ordering gradually decreases
Fm=aM?+BM*~BM, (5 with heating abovél .. Another interpretation of this well-

known fact is that the rms value of the local magnetic mo-
ment remains nonzero in a certain region abdyeas a
consequence of magnetic fluctuations.

As will be seen in what follows, to analyze the experi-
mental data in the case of gadolinium, it is sufficient to re-
©6) strict ourselves to the terms of the expansion in &g.con-

taining the first derivative. Recalling that

where @ and B8 are the molar thermodynamic coefficients
(the Landau coefficientsM is the molar magnetization, and
B is accordingly the normalized magnetic induction.

The molar electronic part of the free energy is

Fo=—(1/2){T?,

and, as is well known, its dependence on the magnetization [ @ ® 9Ind

can be neglected, while the weak dependence of the molar W) :(V W) =—y0V~ 1 9
coefficient of the electronic heat capacity on the volume T T

should be taken into account only in special cases when anahere

lyzing the elastic moduli in the PM regidri=¢(V)]. y=—(2INO13INV); (10)

is the Grineisen constartt while the relative magnetostric-
2. THE DEBYE TEMPERATURE tive strainw Is
It has been experimentally established that the variation @=

of the Debye temperature because of the magnetic ordering

of RE ferromagnets is relatively smaslee, for example, Ref. According to Eq.(7), taking Egs.(9)—(11) into consider-

Debye temperature in the entire interval of magnetic order-:®_@pm, close toT=Tc we have

ing is several kelvin, with the Debye temperature itself being
®~180K close to This allows the Debye temperature to be
expanded close to the Curie poifg in two small param-
eters: the magnetostrictive stra#t and the square molar
magnetizatiorM? (the order parametgat constant tempera- The first term here corresponds to the magnetostrictive
ture: variation of the Debye temperature, and the second corre-

» m)
\% T'

L1
—Yw =
vt g

90

On~0pn M2

MZ] . (12)
T
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sponds to the explicit dependence of the Debye temperature
on the magnetization as a consequence of the corresponding Y«™=
dependence of the sound velocity, i.e., in the final analysis,

of the elastic modulus.
It has been established experimentatlyat the magne-

Bodryakov et al.

(21)

&lna)
dinV T

the a-magnetic Groeisen constant.
For the spontaneou# the absence of an external mag-

tostrictionw for a wide class of ferromagnets is proportional netic field molar magnetizatioM ¢, Eg. (18) gives

to the square of the magnetization; i.e.,

w=0'M?, (13
where the magnetostrictive constant is
w’—( oo (14)
IM?]
Also introducing the notation
0'= I s (15
Opm | aM?2

T

we finally get for the magnetic part of the Debye temperature

the expression

@mw@pm[—yw'-i-@']Mz, (16

whose coefficients can be estimated by minimizing the fre

energy.

M2= —[a+W,0' 0’ y(Wyt W lI[26— ' ay,]
(22

Equation (22) differs from the well-known resull\/lg
= —al/2B obtained in the framework of the conventional
theory of second-order phase transitions by terms that take
into account, first, the magnetostrictive strain and, second,
the variation of the Debye temperature with magnetization,
associated with the corresponding variation of the elastic
moduli.

The conditions for the applicability of the conventional
approach of the Landau theory will be the following:

a>[W,0'— o' y(W,+W,)],
28> w' ay,.

In other words, the conventional theory will work well for

éerromagnets with comparatively weak magnetostriction and

a weak dependence of the elastic moduli on the magnetiza-
tion. Moreover, the molar phonon ener@y, also must not
be too large.

Assuming below, in the spirit of Landau theory, that the

3. MINIMIZING THE FREE ENERGY square of the spontaneous magnetization goes to zero at the

In the spirit of the theory of second-order Landau phaseCurle pointTc as

transitionst® we minimize the molar free energy given by

Eq. (1) in the square magnetizatidvi? at a fixed tempera-
ture close toT=T
JF

T

As a result, we get a generalization of the Belov—Arrott

equation®

B
m=a+(23—w’a7a)M2+Wp'—w’y(Wp+We),
(18)

where terms of higher order thavi? are omitted from the

right-hand side. We also omit the term proportional to

(0F o/ IM?) 1= (9F o/ dV)1(VIIM?); and that containing
the external pressung,= — v(dFq/dV)t.

MZ=an(Tc—T), an>0, (23

we get, in accordance with E(R2), that the following con-
ditions must be satisfied close 1¢.:

a=ao—aa(TC—T), aa>0 (24)
0'=0,tag(Tc—T), (25
o' =wita,(Tc—T). (26)

The free terms in Eq$24)—(26) are not independent but are
connected by the following approximate relationship, ne-
glecting the electronic contribution to the energy of the crys-
tal, as well as the terms’ @y, , by comparison with B:

—agtWh(05—wiy)=0. (27

In accordance with Eq€16) and (24)—(26), in the ex-
pression for the spontaneous magnetic part of the Debye

We introduce the following symbols for the phonon andtemperature

electron molar energies of a ferromagnet, respectively:

9
W,=5RO+3RTD(2), (19)

1
We=§gT2. (20)
By analogy with the Greisen constant given by E@.0), it
is convenient to call the quantity, corresponding to the
logarithmic derivative of the Landau parameterwith re-
spect to the volume of the magnet,

a+2pM:
TpMS (28
it is possible to distinguish the terms proportionaM(ﬁ and

(Te—T)MZ:
0me~0 M2+ 0, (Tc—T)MZ.

On~—0pn

(29

The expression fo® ., ensures that the magnetic part of
the Debye temperature equals zero at the Curie point. In this
case, by substituting the expression for the magnetic part of
the Debye temperature into E@) for the phonon part of the
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FIG. 1. Temperature dependence of the spontaneous magnetic contribution to the Debye temperature of gadolinium. The circles show the rasirigof proce
the experimental data of Ref. 4. The solid curve shows the result of calculation in terms of the theory developed here. The dashed curve shows the result
a calculation using the equation in Ref. 8.

free energy and then expanding in powers of magnetizationvheremg=M¢(T)/M4(0) is the reduced magnetization, and
one can obtain magnetoelastic contributions to the free enr=1—T/T is the reduced temperature. The expression for
ergy similar to those used in Refs. 5 and 7 and can also tak®,, works well (the correlation coefficient iR=0.9054) in
into account the temperature dependences of the magnetthe wide temperature interval of 233 <282.5K, i.e., in
strictive parameters. virtually the entire region of ferromagnetic ordering of gado-
linium. An additional confirmation of the legitimacy of the
mechanism considered here for the dependence of the Debye
temperature on the magnetization follows from an analysis
Figure 1 shows the temperature dependence of the sponf the temperature—field dependences of Young’'s modulus
taneous(in the absence of an external magnetic fielthg-  of gadolinium®?
netic contribution to the Debye temperature of gadolinium.  According the equation obtained here, there are appre-
The Debye temperatur®(T) is computed on the basis of ciable deviations in the dependence of the magnetic part of
measurements of the velocities of ultrasodrithe magnetic the Debye temperature from the linear behavior of the de-
contribution to the Debye temperature was defined as thpendence oP on M2 predicted by Kini and subsequently
difference between the experimental valuesidT) in the by ZvereV (Fig. 1). At the same time, the region in which
ferromagnetic region and the values extrapolated from theur approach is applicable is restricted to the temperature
PM region. The legitimacy of using a linear extrapolation isintervals of the spin reorientation and the temperature region
determined by the fact that the Curie temperatureTef close to the Curie temperatutEig. 1).
~293K and the spin reorientation temperature B This temperature dependence of the magnetic contribu-
~230K are appreciably higher than the Debye temperaturgjon to the Debye temperature shows up in the formation of
According to our calculations and in accord with EQs. anomalies in the physical properties in the ferromagnetic re-
(7), (8), and(29), the Debye temperatui® (in K) that ap-  gion. In this paper, this is shown by the example of the
pears in Eq(2), for the free energy of the lattice, in the case |atice heat capacity of gadolinium, the magnetic contribu-
of gadolinium, can be described by tion to which was determined by a relationship following
O(M ,T)=pm(T)+m(T,M§)= 174.2—-4.918 from the Debye theory. The molar heat capacity of a ferro-
magnet at constant pressure can be found from well-known
X 1073T+7.779m;+10.887m, (30 thermodynamic relation8 if one considers the known tem-

4. ANALYSIS OF THE EXPERIMENT
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FIG. 2. Temperature dependence of the heat capacity of gadolinium. The circles show the experimental data of Ref. 14. The curves show caleulations. Th
solid curve shows the calculation with the Debye temperature determined fro(B@qThe dashed curve shows the calculation with the Debye temperature

determined from the equation of Ref. 8. The dot—dashed curve shows the calculation with the Debye temperature found by extrapolating from the PM regio
(neglecting the magnetic contribution

perature dependen¢80) of the Debye temperatur@(T):

magnetic region of gadolinium is extremely large and is
comparable with the usual magnetic contribution, propor-
tional todM2/dT.* We should also emphasize that it is im-

T 902
Cp(T,®)=CV(T/)[1—6ﬁ} _ _ : .
portant to take into account in ER9) the magnetic contri-
2@ bution proportional to TC—T)Mi, which appreciably
(31 increases the magneto—phonon component of the heat capac-

ity (the solid and dashed curves in Fig. 2

The magneto-phonon contribution to the lattice heat ca-  In conclusion, it should be emphasized that kg~ 7
pacity of gadolinium, associated with the spontaneous magdependence of the order parameter witk 0.5 used in the
netic contribution to the Debye temperature, has been calcigalculationgsee Eq(23)] following the Landau theory was
lated on the basis of the data reflected in Fig. 1 and is showif fact postulated. It is obvious that the computation of the
in Fig. 2. This figure shows experimental data on the heagritical index 8 lies beyond the possibilities of the thermo-
capacity** as well as the results of the calculations. Thedynamic approach. The latter only makes it possible to ob-
dot—dashed line shows the lattice heat capacity computed dain noncontradictory relationships between the various
the basis of data on the Debye temperature, which is obphysical parameters and to be in satisfactory agreement with
tained after linearly extrapolating ti&®(T) dependence from experiment.
the PM region. The solid curve describes the computed lat- Moreover, the deviations of the experimental points
tice heat capacity including the magnetic contribution of Eq.from the calculated curve shown in the figures in the imme-
(29 to the Debye temperature. Finally, the dashed curve cordiate neighborhood of the Curie point are evidently associ-
responds to the results of a calculation of the lattice heaated with the amplification of the fluctuation contribution,
capacity in which the magnetic part of the Debye temperawhich is not considered in the theory of second-order phase
ture contains the incomplete magnetic contribution followingtransitions. In this connection, the immediate problem is to
from Refs. 7 and 8. The electronic contribution is neglecteddevelop methods for taking the magnetic fluctuations into
in the calculations in this case. A comparison of these dataccount in terms of the approach proposed here.
shows that the magneto—phonon contribution in the ferro-  Another important problem requiring a separate treat-

8 O aT? "

3 T
—3RT[—— —D(T/0)
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Characteristic features of ferromagnetic resonance in iron-garnet films with
orthorhombic magnetic anisotropy
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The characteristic features of ferromagnetic resonaRbAR) were studied in bismuth-containing
single-crystal iron-garnet film&SIGF9 with no rapidly relaxing ions and relatively weak
orthorhombic magnetic anisotrog®RMA). The films were grown o1§110) and (210 substrates

by liquid-phase epitaxy from a supercooled flux solution. Attention is focused mainly on the
unidirectional magnetic anisotropy in the film plane and on the effect of the film/substrate
transitional surface layer on the FMR spectrum. 1899 American Institute of Physics.
[S1063-783¥09)02607-9

One way to increase the operating speed of magnetqGd,Ca,(Mg,Zr,GasO;, substrates with(210) orientation.
optic devices based on bismuth-containing single-crystain contrast to Pr-containing films with ORM¥ the BSIGFs
iron-garnet films(BSIGF9 is to use BSIGFs with ortho- studied possess relatively weak in-plane anisotropy. This
rhombic magnetic anisotropfORMA)."~" In general these makes it possible to observe FMR for any orientation of the
materials possess an easy magnetization axis, making a ceixternal magnetic field.
tain angle with the normal to the film plaﬁé’,as well as a Type-Il films were grown or§110) Cay(Nb,Gas0;, sub-
magnetic anisotropy in the film plane much larger than thestrates using the same solvent. The process of epitaxial
crystallographic cubic anisotropy. Such a magnetic anisotgrowth of BSIGFs on this substrate has a number of charac-
ropy occurs, specifically, if films with orientation different teristic features, including the need for strong dilution of the
from (111) contain, besides Bf, also ¥** ions219-13 fluxed and large supercoolingT =100 K222t has also

Investigations of the dynamics of domain walBWs)  been observeéd??that the quality of SIGFs is higher {1.10)
in BSIGFs with ORMA~"1%4revealed a number of fea- and not(111) substrates are usdtbr other substrates, spe-
tures: a absence of the production of microdomains in frontcifically, (Gd,Cas;(Mg,Zr,Gas0,,, the situation is re-
of a moving DW in SIGFs with ORMA even when the film versed. Moreover, films grown on G#&Nb,Gg;0,, sub-
does not contain rapidly relaxing rare-earth i6i$;®b) un-  strates possess a relatively thitx10 xm) film—substrate
usual rhombiform dynamic domainérc) so-called unidirec-  (FS) transitional surface layét?? In our investigations of
tional anisotropy of the DW velocity>1*d) strong depen- type-II films, we focused our attention mainly on the effect
dence of the form of the dynamic domains and velocity ofof this circumstance on the FMR spectrum.

DWs on the magnetic fieldH;, applied in the film plane The content of iron and gallium oxides during the
(in-plane magnetic field" growth of films of both compositions was approximately the

The unusual dynamical properties of BSIGFs withsame. The content of lutecium in the type-Il films was ap-
ORMA, including also the unidirectional anisotropy of the proximately an order of magnitude lower than that of yt-
velocity of DWSs, can be explained on the basis of the spintrium. The chemical composition of the experimental films
wave mechanism of the motion of DW&if it is assumed  was not analyzed. We note that, because the crystal-forming
that the range of magnetic fields, where spin waves are emiproperties of the bismuth-containing fluxed solution degrade,
ted, and the damping parameter depend on direction in thehich changes the chemical composition and parameters of
film planel’8 BSIGFs grown successively in the same directiotthere is

When studying BSIGFs with ORMA by FMR, films no unique relation between the properties of the charge and
containing rapidly relaxing rare-earth iorgor example, the films grown.

Dy3*, as in Ref. 19 are chosen to prevent the excitation of The experimental samples were usually disk-shaped with
spin-wave resonand&SWR). a diameter of 2—3 mm and films on both sides of the sub-

Our objective in the present work is to study FMR in strate. FMR was observed at 9.24 GHz. The scanning range
BSIGFs with ORMA and without rapidly relaxing ions. of the FMR spectrometer was 0—9000 Oe. The derivatives of
BSIGFs with the compositions (Bi,¥)Fe,Ga;O,, (I) and  the absorption with increasing external magnetic field were
(Bi,Y,Lu)s(Fe,Gaz04, (Il) were chosen for the investiga- recorded. The resonance fields with the external magnetic
tions. field oriented perpendiculaH, , perpendicular resonance

Type-I films were grown by liquid-phase epitaxy from a and parallel H | , parallel resonangeo the film plane was
PbO-BpO;—B,05-based supercooled fluxed solution on determined. The in-plane anisotropy was judged according to

1063-7834/99/41(7)/5/$15.00 1144 © 1999 American Institute of Physics
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FIG. 1. FMR spectra with parallel resonance for
type-lI BSIGFs for two mutually opposite direc-
tions.
1 'l\ [ 1 i 1
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H, Oe
the azimuthal dependent¢e (¢) for parallel resonance. sity by an order of magnitude and the lines themselves being

Since the experimental BSIGFs do not contain rapidlysubstantially broadened compared to any line in the upper
relaxing magnetic ions and the only slowing relaxing ionsspectrum, remain in the FMR spectrum.
are Fé", the effective gyromagnetic ratig in the films is Following Refs. 17 and 18, the broadening of the FMR
the same as for iron ions: (1.%6.0" Oe *-s™%). In contrast  |ines can be explained by an increase in the dimensionless
to Refs. 24 and 25 this permits determining the effectiveGilbert damping parameter in the presence of an effective
magnetic-anisotropy fielt o only from the data on the per- magnetic-anisotropy field in the film plane and by the depen-
pe.ndicular resonance for which the resonance relation can Rgnce of the damping parameter on this film. The large dif-
written ference in the parallel-resonance spectra for mutually oppo-

wly=Heg+H, (1)  site directions in the film plane attests to the presence of both
unidirectional magnetic anisotropy and unidirectional line-
width anisotropy in the FMR spectrum in the film plane. The
dependence of the FMR linewidth on the orientation of the

where w is the angular FMR frequency. However, if the
resonance field for parallel resonance is known, then

Her=H)j— (w/y)%/H. (20 external field in the film plane with parallel resonance corre-
Figure 1 shows the parallel-resonance spectra for type-!faltes with the aniS(-)t.ropic bro.adening of the imagg of a mov-
BSIGFs. The spectra were obtained for two valuegp afif- "9 DW (the transitional region between dynamic domains

fering by 180°, the lower spectrum corresponding to the diWwith opposite.polarity Where Iogal magnetization rotation oc-
rection for which the resonance field of the left-most line inCUrS; this region can be visualized by means of the Faraday
the spectrum is minimal. It is evident that the upper spectrunin@gnetooptic effect with crossed polarizer and analyirea
contains more than 20 lines, which is also characteristic foPSIGF with ORMA, resulting in unidirectional anisotropy of
films which do not contain rapidly relaxing ions and do notthe DW velocity-*3**

exhibit ORMA 28 However, the linewidth, which exceeds 10 ~ For a perpendicular resonance the FMR spectrum like-
Oe, is much larger than the valu@s the order of 1 Opthat ~ wise contains a series of quite wide lingsg. 2). It follows
characteristic for films without ORMA that do not contain from this spectrum that the effective uniaxial magnetic-
rapidly relaxing iong® This confirms that the damping pa- anisotropy field for this sample lies in the range 2100—-2500
rameter depends on the presence of an effective in-plane e (it is impossible to give the exact value bfy, since
ternal magnetic field”*® When the direction of the external additional investigations, including layer-by-layer thinning
magnetic field is reversed, only two lines, differing in inten- of the film, are required in order to determine which line is
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FIG. 2. FMR spectrum with perpendicular reso-
nance for a type-l BSIGF.

the “zeroth” mode for the interior volume of the film volume of the film. They include etching of the substrate at
However, it is clear that the FMR spectruiffig. 2) includes the initial stage of epitaxial growth, followed by incorpora-
both zero modes for the interior volume of the films on bothtion of the dissolved components of the substrates in the
sides of the substrate and transitional surface layers as weadpitaxial films?®2°Moreover, dissolution of the substrate can
as SWR modes. occur on some sections of the film while at the same time
The quite large width of the FMR lines with a perpen- epitaxial growth occurs on other sections. We note that such
dicular resonance correlates with the absence of micro“island” growth of the BSIGFs studied and the intense dis-
domain generation in front of a moving DW in BSIGFs with solution of the CgNb,G350,, substrate have been ob-
ORMA without rapidly relaxing iong:*?13 served in growth experiments?% Moreover, as the BSIGFs
The parameters of type-ll BSIGFs, the results of inves-build up, solid-state diffusion can occur, producing a strong
tigations of which are discussed in the present paper, arehange in the chemical composition of the FS la¥er.
presented in Table |, wherehds the total width of the films The values oH . obtained from the data in Fig. 3 make
on both sides of the substrat®, is the specific Faraday it possible to calculate the resonance field for a perpendicular
rotation at wavelength 633 nm, ari®y is the equilibrium resonance:H, =410 Oe for the narrow FMR line and
period of the stripe domains. The table also gives data for 4380/Oe for the wide line. Even though the computed values
sample grown on &110) Nd;Ga;0;, substrate. of H, do not fall outside the scan limits of the FMR spec-
Figure 3 shows the parallel-resonance spectrum for &rometer, the perpendicular resonance is not observed in
SIGF grown from a fluxed solution(sample No. 1 in Table sample No. 1. On switching from an orientation where the
[). It is evident that the spectrum contains two FMR linesexternal magnetic field is applied in the film plane to an
with different widths. The first line corresponds to a lower orientation where it is perpendicular to this plates the
resonance fieldlow-field line), it is approximately two times angle 6 between the direction of the external magnetic field
wider and belongs to the filrfor layen with “easy plane” and the plane of the SIGF increagethe amplitude of the
anisotropy Hef= — 1050 O¢. The second line corresponds FMR signal decreases sharply and the resonance line broad-
to a higher resonance fieldhigh-field line and belongs to ens at the same time, so that the signal vanishés=&t0°.
the film (layen with “easy axis” anisotropy H.4=2920
Oe). However, it is difficult to imagine that the difference in
the conditions of film growth on the bottom and top sides of
the substraf€ can lead to such a radical change in the mag-
netic anisotropy. At the same time there exist physical
mechanisms that lead to the formation of an FS layer whose
magnetic anisotropy differs strongly from that of the interior

2500 \[ J500 4000 4500 5000 5500

TABLE |. Parameters of the type-Il experimental samples. H, Oe

Sample No. Substrate h2 um  Of, gradum Py, um

1 Ca(Nb,Gas0;, 6.0 1.7 7.8

2 Ca&(Nb,Gas0,, 4.8 15 13.0

3 Ca(Nb,Gas0y, 5.8 2.1 5.7

4 Nd;Ga50,, 1.8 1.8 5.7 FIG. 3. Parallel-resonance spectrum for a type-1l BSIG&mple No. 1 in

Table ).
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spectra for a type-Il BSIGFsample No. 3 in Table)l

NN re.f””}\ .
00
30 ') \\J\\,J 4000 . 0o 4500 5000

Only one FMR line withH | =5300 Oe was observed samples. However, the anisotropy is smali50 O¢ com-
for the thinner sample No. 2 with parallel resonance. Thigpared to the average resonance field, but the unidirectional
gives the computed valuel, =130 Oe. For it, just as for magnetic anisotropy is absent. For films on a
sample No. 1, the perpendicular resonance is not observedCa(Nb,Gas0;, substrate the azimuthal dependence of the

However, a perpendicular resonance is observed foresonance field contains four almost equidistant peaks which
sample No. 3 synthesized from a fluxed solution with lowerreflects the crystallographic anisotropy of the film. This cor-
Y,05 and LyO5 concentrations, and there are two quiterelates with the elliptic shape of the dynamic domains in the
separate packets of FMR lindae associate these packets experimental films. For a film on a N@a;0,, substrate, the
with the interior volume of the film and the FS layer, respec-azimuthal dependence of the resonance field is more compli-
tively) with the resonance fields for the strongest lines equatated. This is explained by excitation of SWRs, leading to
to 2100 and 4200 O€Fig. 49. The values oH¢¢ andH | the appearance of a quite large number of lines in the FMR
calculated from these data are 1230 and 4000 Oe, respespectrum(Fig. 5).
tively, for the first line and-870 and 2930 Oe for the second For type-I films (Figs. 1 and 2 as well as for type-ll
line. The existence of two packets of lines with approxi-films (Figs. 3, 4 and bthe FMR linewidth is much larger
mately the same intensity attests to a relatively large thickthan for films without ORMA which do not contain rapidly
ness of a transitional FS surface layer with “easy plane”relaxing ions(see, for example, Ref. 26
anisotropy.

For a parallel resonance the experim@fig. 4b) gives a
series of lines in the range 3000-4500 Oe, the strongest line
lying closer to the upper limit of this range.

For comparison, the FMR spectrum with parallel reso-
nance for a BSIGF grown on a N@aO;, substrate, for
which the characteristic features of epitaxial growth that are DA I\L\ 5500 . .
characteristic for CANb,Gas0,, are not observed, is dis- 4500 5000 6000 6500
played in Fig. 5. As expected, because the FS layer is thinner H, e
for sample No. 4 the FMR spectrum is more “regular” than
the spectrum presented in Fig. 4. On account of the high
uniaxial magnetic anisotropy in this samplé{;;= 3200 O¢
the FMR signal with perpendicular resonance is not ob-

Served_- _ _ _ FIG. 5. Perpendicular-resonance spectrum for a type-ll BSt@afple No.
Anisotropy in the film plane is observed for all type-Il 4 in Table ).
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In summary, it has been shown in this work thatira
type-I BSIGFs grown on(210) (Gd,Ca3(Mg,Zr,Gas0;»
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The mechanisms of random anisotropy produced by an an effective coupling between rare-earth
ion moments and orbital momenta of €uions through spin fluctuations is studied in

R,CuQ, crystals. The effective random-anisotropy fields are estimated from an analysis of
experimental data for &uQ, crystals(R=Eu, Pr, Gd. © 1999 American Institute of Physics.
[S1063-783®902707-0

Crystals of the RCuQ, family, where(R=Pr, Nd, Gd, tals is essentially different, and there are no grounds to ex-
Sm, and El belong to the class of quasi-2D Heisenbergpect total analogy among the characteristics of these crystals.
antiferromagnets made up of square lattices of ‘Cions  Indeed, in contrast to LEUO,, in the RCuO, crystals C&*
with spinS=1/2 in the CuQ layers. All crystals of the fam- ions in adjacent layers are arranged in such a way that the
ily, with the exception of GgCuQ,, possess tetragonal sym- interlayer molecular fields are zero in the mean-field approxi-
metry T’ (14/mmm).* Gd,CuO, undergoes phase transition mation. The layers are coupled through fluctuation interac-
atT~660 K from the high-temperature tetragonal phdSe, tions. In RCuQ, with magnetic rare-eartbRE) ions there
to the low-temperature orthorhombic phase with space grougre also 8—4f interactions.

Acam? The nature of the interlayer and anisotropic interactions

Neutron diffraction measurements of Bragg peak intenang of the 3D antiferromagnetic ordering in@®u0, tetrag-
sities (see, e.g., Ref.)3yield Ty=250-300 K for the Nel g crystals was studied theoreticadff7}2An analysis was
temperature of the JuQ, antiferromagnets. It is assumed madd? of pseudo-dipole interactions in the Cu subsystem,
that belowT the Cu subsystem has3® uniform antiferro-  yhich can account for the noncollinear 3D antiferromagnetic
magnetic long-range order. o order observed to exist by neutron diffraction experiments.

Studies of microwave spin dynamics iB®IO, crystals  1hg mechanisms of anisotropy in®UO, tetragonal crystals
(R=Eu, P revealeq, however, t_he.eX|stence2ﬁj _umform, originating from both interactions within the Cu subsystem
well pronounced spin-wave excitations of the spin-wave YP& 4 the interaction between®R magnetic RE ions with
within - a  broad rafge. of temperatures, both fore o+ o \vere considered:l! One investigated also the
T<Ty and f‘;g>z“ .D S|mulftaneous observatl_IE)n of the contribution of anisotropic interactions to the formation of
appearance andsD states for temperaturds=Ty sug- quasi-2D states. However all these examinations of the crys-

gests the existence of a qués-random-field(RF) state in tals under study considered uniform 3D antiferromagnetic
R,CuQ, tetragonal crystals. It is thus assumed that, for y 9

. <T..
T<Ty, 3D antiferromagnetic ordering exists in regions of aordermg for temperatureb=Ty

limited extent, and that there are 2D Heisenberg antiferro- T?W’ ;f one as.szu[r)n;ithfteXISte;?ﬁ ',[522((?"_‘ tet;[]ragonal
magnetic spin fluctuations with large correlation lengths. crysta’s of a quast- state, anc at, N there are

The presence 02D Heisenberg antiferromagnetic spin 2D spin fluctuations with large correlation lengt#s a, then

fluctuations is characteristic of the whole class of qud3i- an analysis of interlayer coupling and of anisotropic interac-
compounds involving CuPlayers in the absence 8D uni- tions should include also effective interactions through these

B . . - 3 +
form long-range antiferromagnetic ordefThe correlation  fluctuations. This is the effective R_Rg exchange cou-
length of these fluctuations is giveny pling through 2D antiferromagnetic spin fluctuatioris-@—f
exchangg and the orbit-orbit interaction of CGii ions

§=aexp2mps/keT), 1) through the same fluctuations. The objective of this work is

wherea is the lattice constant, andnp<~1500 K is the 2D  t0 study the influence of such effective interactions on the
antiferromagnetic spin stiffness. The quantity2=J, and  anisotropy of the RCuG, crystals.

Jis the 2D Heisenberg antiferromagnetic-exchange constant. Earlier studies of 8—4f anisotropic interactions and of
For T=200 K, £=2000a. the f-d—f exchange were made on RE orthoferrites, ortho-
2D Heisenberg antiferromagnetic spin fluctuations werechromites, and garnetsee Refs. 13 and 14it was shown

observed experimentally in inelastic neutron scattering irthat the anisotropy of thedsubsystem is dominated by the
La,CuQ, only for temperature§ =Ty .° No similar studies state of the 4 magnetized ions. Directf4-4f exchange cou-
have been carried out for the,BuQ, tetragonal crystals. pling results in 4 ion ordering usually only for temperatures
Note that while the Cu@layers in all the above-mentioned T=<10 K. However in RE magnets containingl 3ons there
crystals have similar properties, the nature of the interlayeis also polarization-inducedfluctuationy f-d—f exchange
and anisotropic coupling in the L&uQ, and RCuQ, crys-  (see Refs. 14—16and taking it into account may give rise to

1063-7834/99/41(7)/5/$15.00 1149 © 1999 American Institute of Physics
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4f ion ordering at higher temperatures than is the case wittmnechanisms of random anisotropy for the(RO, crystals
the direct 4 —4f exchange. As a result, there may appear for(R=Eu, Pr, and G
T>10 K an internal effective anisotropy field in thel 3ub-
system, which is stimulated by the RE subsystem ordered
through thef—d—f interaction. 1. ANISOTROPY CAUSED BY f-d—f EXCHANGE
R,CuQ, crystals, with magnetic RE ions revealed atINTERACTION IN R,CuO, CRYSTALS
temperaturesT=10 K, RE-ion magnetization maximgor

instance, for GECUO, Tpa=20 K, and there is a strong Consider the Hamiltonian
magnetization tail extending up to 200 K, see Fig 1*® It i P
was assuméd*®that the observed features are due to R—-Cu "= ZJ: Jij SIS a;k 35 iaxSHE 2

and Cu—-Cu exchange interactions. We believe that the
maxima in question may be identified witif4on ordering  Here J§ % is the constant of 2D Heisenberg antiferromag-
temperatures through ted—f exchange. netic exchange between nearest-neighbdr'Gans occupy-
The existence in FCUQ, tetragonal crystals of orbit- ing sitesi andj in the CuQ layers, and)5 ', is a compo-
orbit interaction through 2D Heisenberg antiferromagneticnent of the d—f exchange coupling tensor between the
spin fluctuations requires a degenerate orbital ground state ®Fojections of Cé&* spins in thel andj lattice sites &) and
CU" ions (dyy, d, tetragonal doublgtor an admixture of of the moments qu) of RE ions in thek,| sites immediately
an excited tetragonal doublet to the ground sinfjlte shall  above and below the CuyOlayer. In our caseJj
assume the existence of such an orbital ground state it J%; 5. We can also write an effective Hamiltonian for
R,CuQ, tetragonal crystals. Note that the assumption of théhe 4f subsystem to second order in perturbation theory
existence of an orbital ground state in the formagf_ 2
with an admixture of a,,, dy, tetragonal doublet was put Hig= % ) I sE

forward! to account for the anisotropy in theb plane ob- @b

served in the RCuQ, tetragonal crystals. An orbital ground

state in EgCuQ, in the form of ad,,, dy, tetragonal doublet - IE ’ ISP SR K [ T ()]

(or of a singlet with a strong admixture of such a doublet b

follows from experimental data Here (S®) is the configuration-averaged spin of Cuions,
We are going to show below that both anisotropyand K(}j/;;n,' =10((S/S/) —(S")(Sf") is the correlation func-

mechanisms, which originate from effective interactions oftion of C¢* ion spin fluctuations in the CuQayers. The

RE ions or of orbital momenta of &t ions through 2D indicesa,f,y, and 7 relate to thex,y, andz projections of

antiferromagnetic spin fluctuations, give rise to a fairly largethe corresponding moments.

random anisotropy. The first sum in Eq(3) describes magnetization of the
The paper is organized as follows: Section 1 deals wittRE magnetic moments by the mean fightfyr=J35 5

effectivef-d—f exchange and the random anisotropy caused(S). For T<Ty, (S*)#0 andH%-#0 only in the case

by this exchange, in Section 2 one takes into account spinvhere 3D uniform long-range magnetic order persists in the

orbit coupling and considers effective orbit-orbit interaction Cu subsystem of the crystal. If there is an RF state in ithe 3

of CU/?" ions through 2D spin fluctuations and the associategubsystem, these quantities are zero, which leaves only the

random anisotropy, and Section 3 presents an analysis efecond term in Hamiltonia(B).
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The second term irf3) describes effective 4-4f ex- 2. ANISOTROPY CAUSED BY ORBIT-ORBIT COUPLING
change interaction through spin fluctuations having large"lHROUGH 2D HEISENBERG ANTIFERROMAGNETIC
correlation lengthg1) in the CuQ layers, i.e.f-d—f ex-  SPIN FLUCTUATIONS
change. Taking into account the Heisenberg nature of these We write the interaction Hamiltonian for RuQ, crys-

spin fluctuations, as ngl as the relative magniFuc;ie of thetals by adding to Hamiltoniat@) the spin-orbit coupling for
3d-4f exchange coupling constants characteristic of REhe 3+

d—f d—f ions
magnets J,i.5k<Jai.ak), WE Can present the-d—f ex-
change interaction in the forth H1:H+z S0l ©6)
I
Moo= E (Jzi—__fa zKri—__da e e= 2 Aiff-a |ee Here™ is Hamiltonian(2), \ is the spin-orbit coupling con-
o g Tkt Ralia Tk T Pakia T stant for CG"* ions, ando? is the projection of the Cif

(49 orbital momentum () on the ground tetragonal doubige.
one assumes the orbital ground state of th&'Gion to be a
As a result, RE ions can become ordered throfigti—f  d,,,d,, tetragonal doublet, or an admixture of such a doublet
exchange with the corresponding ordering temperature. Thit the orbital ground singlgt

process will give rise to a mean momefif)#0 and an In our caseJf “>J%.";, and J§ “>\. We assume
effective anisotropy field due to thef 4subsystem, which J9~f and\ to be of the same order of magnitude. To under-
acts upon the Gii ions stand the significance of the Cu-R anisotropic and spin-orbit
interactions, consider them separately in addition to the main
HA :Ji;;fa’k<| o). (5) 2D Heisenberg antiferromagnetic exchange among tHe Cu

ion spins. The Cu-R interaction has been considered in the
preceding Section. The orbit-orbit coupling through the 2D
Heisenberg antiferromagnetic spin fluctuations was analyzed

£>a). Note that theAl ., interaction is enhanced by its in Refs. 6 and 7 for the BECUQ, crystal. This interaction is

being long range soatﬁ;;t’lthe RE ion ordering tem eraturgSsentially an analog of thie-d—f exchange, in which in
9 9 ge, g b lace of the RE ion moment one considers the orbital mo-

due tof-d—f exchange may exceed substantially that due t Bt i :
directf—f exchange. Th&!"." | interaction reverses its sign mentum of Ct * ions in the Cu@ layers.
' ! The effective Hamiltonian describing the orbital sub-

ak;a,
system can be writtefsee Ref. b

Because summation in E¢4) is done over all lattice sites,
AL‘_kf;a’I is a long-range interactiofthe correlation length

with a period of the lattice constafibecause of the antifer-
romagnetic nature of the spin fluctuationg/e have thus a
complete analogy with the situation considered in Ref. 6, and . w7 027 7 2

Hiye=Al L - (1% is arandom field. It can be added that as eff_zi INC L _% (M)Kjjoioy. @

a result off—-d—f exchange the #ion ordering can be either . ] ) ]

RF or glass type, and the associated phase transition will bgereKij” is the correlation function of the 2D spin fluctua-

diffuse. Obviously enough, the anisotropy caused by—tﬁe tions in the CuQ@ layers. In the cz_ise_of interest to us here
field is likewise random. ' (the quasi-2D RF statethere remains ii7) only the second

However if there is 3D uniform long-range antiferro- term, which describes the effective orbit-orbit interaction

magnetic order in the@subsystem, the RE ion state will be throzugzr; 2D antiferromagnetic spinZII.uctuatiqns,. N
determined both by the molecular magnetization fiefje ~ = "Kij"- AS pointed outin Ref. 6, th¥" interaction is long
and by thef-d—f exchange interaction. In this cased—f range and alternating at each lattice constant, and it is re-

exchange foff < Ty will be realized through spin waves in SPonsible for the onset of the orbit glass state.

the 3d subsystem. In this case, the correlaté 7-daj: Thus taking into account thé:/_izjZ interaction i_n f[he

—1/]. and Af—kf IZ(‘]d—_f )23, The 4 ion or'd'e'ring R,CuQ, tetragonal crystals results in a random uniaxial an-
' oK a, a,la, . .

throughf—d—f exchange turns out to be ferromagnetic. Note,'SOtropy

however, that the magnetization fight, - (S*) gives rise HZ  =\{(o?), (8)

to antiferromagnetic correlations among the RE ion mo- S ) )
ments. As a result, if the-d—f exchange contribution is not Where(a{) is the frozen-in local orbital momentum.
negligible compared to the magnetization field, the condi-
tions in a uniformly ordered @ subsystem W!|| also be fa- 3. ANALYSIS OF RANDOM ANISOTROPY MECHANISMS [N
vorable for the onset of the RF state for RE ions and, hencq:{ c

. . ,CuO, CRYSTALS
for development of random anisotropy in thd 8ubsystem.

Thus taking into accourft-d—f effective exchange cou- An analysis of the anisotropy mechanisms carried out in
pling in R,CuQ, crystals both with uniform B antiferro-  Sections 1 and 2 permits the following conclusions:
magnetic ordering(Gd,CuQ,) for T<Ty, and with a 1. Taking into account thé&-d—f exchange interaction

quasi-2D RF statéfor instance(Eu,Py,CuQ,] can give rise  can give rise to random anisotropy in®O, crystals both
to random anisotropy in thedBsubsystem, which will be due with uniform quasi-2D long-range magnetic order for
to the influence of the #ions. This is what makes a quali- T<Ty and with a quasi-2D RF state. It is necessary that
tative difference between the anisotropy mechanisms considhere be magnetic RE ions, and that thal—f exchange
ered in Ref. 11 and in the present work. coupling is not negligible compared to the interactions re-
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sulting in uniform anisotropy. The-d—f exchange coupling H3;, and forT<150 K it is HA.. At T=150 K, these fields
may be significant in both tetragonal crystals and in crystalbecome equal in magnituc[e-lﬁvi(T=150 K)=H3 1.
with rhombic distortions. R,CuQ, crystals(R=Eu, Pr, Gd revealed® a reversal

2. Taking into account effective orbit-orbit interaction of the real part of dynamic magnetic susceptibility along the
through 2D spin fluctuations gives rise to random uniaxialc axis [Re(x.)] in sign at temperatureg=T* (T*=90 K
anisotropy along the axis in the BCuQ, tetragonal crystals for Pr, 120 K for Eu, and 290 K for GdThis reversal of the
having a tetragonal doublet for the orbital ground starea  sign of Refy.) is caused by a change in the nature of mag-
strong enough admixture of an excited tetragonal doublet toetic anisotropy at the corresponding temperatfiress-

the orbital ground singlégt suming the change in anisotropy to be initiated by the above
Let us estimate now the magnitude of random anisotropywitching from the effective field—|’;’i (for TST*) to
based on experimental data obtained for th€BO, crystals ~ —Hj; (for T=T*), the static magnetic susceptibilities at

(R=Eu, Pr, Gd. To estimate the anisotropy fieIrIH;’;i (5), T=T* should be close in magnitude for all the three crys-
consider the temperature dependences of the static magnetals. An inspection of Fig. 1 shows that indegﬁg(T=290
susceptibility for these crystals. Figure 1 presents the suscep(—):)(g[,(T=90 K):XCE“(T= 120 K).

tibilities for the crystallographic directions in which they are Thus we have shown that,RuQ, crystals exhibit ran-
maximal”?>?! Note that the susceptibilities for all three dom anisotropy mechanisms initiated Byd—f exchange
crystals exceegt, ~10 3—10 “ emu/mole, the susceptibil- and orbit-orbit interaction through spin excitations. Compe-
ity for La,CuQ,,%? whose only magnetic system is formed by tition between these anisotropy mechanisms may give rise to
CW" ions in the Cu@ layers. Assuming the properties of phase transitions in which the nature of the magnetic anisot-
the CuQ layers to be similar for all these crystals, we comeropy and of local structural distortions undergo changes.

to a conclusion that one measures actually the susceptibility Support of the Russian Fundamental Research Founda-
of the RE subsystem in crystals with RE magnetic ions. Intion (Grant 97-02-1806)lis gratefully acknowledged.
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An additional mechanism which increases the probability of tunneling of magnetic domain walls
through defects of a crystal is discussed. In contrast to the thermally stimulated tunneling
mechanisms described previoudly.f. Refs. 7 and B which arise when the wall acquires
additional energy from the thermal system of the crystal, the latter mechanism is produced

by the change in the structure of the walls themselves at high energies, which changes the character
of their interaction with defects. The results of analytic and numerical analyses of this effect

are reported. A discussion and an interpretation of existing experimental resu@ts1999
American Institute of Physic§S1063-783@9)02807-5

Tunneling of magnetic domain walls has been attractinghe width decreases, and the quasiparticle mass increases. In
intense interest in recent years as one of a few examples @fhat follows, | shall discuss how these changes affect the
macroscopic quantum effects. Existing experimentakunneling probability.
resultd 3 show quite definitely that the depinning of walls at
liquid-helium ternperature(éL—lO K) has a tunneling cnarac- 1. MODEL AND BASIC PARAMETERS
ter. Such experimental observations have been indirect thus
far. For example, the electrical resistance, internal friction, ~ Confining attention to a specific experimental situation
magnetic viscosity, and so on are used as indicators of davhere, in our opinion, quasirelativistic effects could be im-
pinning. An indicator of a change in the type of depinningportant, though it is not ruled out that similar effects can also
from thermal-activational to tunneling is saturation of theoccur in other situations. We shall consider the results of
temperature dependences of these parameters in the lofef. 3. There the conductivity of a superthin, approximately
temperature range. In the theory of the tunneling of magnetié < 10~° cm in diameter, nickel wire was investigated as an
domain walls, a model where the tunneling section of a walindicator of wall depinning. It was found that the width of
is represented as a quasiparticle with effective masis  the starting-field distributions saturates in the temperature
ordinarily used'~® It is assumed that such a quasiparticle isfange from 10 to 4 K. In Ref. 3, this circumstance was in-
localized in a metastable minimum in front of a potential terpreted as tunneling-type depinning predominating in this
barrier of heightU, formed by magnetic defects of the crys- temperature range. According to the data in Ref. 3, the width
tal. Therefore the problem of tunneling depinning of a wallA of the domain walls was about 18 cm, and the widtta
reduces to calculating the probability of tunneling of a qua-Of the potential barrier was of the same order of magnitude.
siparticle through a potential barrier. Taking the standard valuex110 ® ergs/cm for the exchange

Unfortunately, at present there are definite difficultiesconstantA and the indicated value ol | obtain for the
with the agreement between theory and experiment. The ex@nisotropy constank=5x10"° ergs/cm. The area of the
perimentally determined parameters of the probiéme qua-  tunneling section can be estimated from the data in Fig. 3
siparticle mass and the barrier height and widjfve van-  from Ref. 3 as
ishingly small computed values of the tunneling probability: K(T,—Ty)
the walls are found to be too “heavy” and the barriers too S~ IMo(H—H )3’
wide. In this connection, it is important to discuss the physi- oz Tt
cal mechanisms capable of increasing barrier transmittancehereH,, andH,, are the right-hand limits of the starting-
Various interaction processes between walls and the systefield distributions at temperaturés, and T,, respectively.
of thermal excitations of the crystal, as recently decribed inThis gives forS a value of the order of 10" cn?. The
for example, Refs. 7 and 8, can be considered as such mechsurface energy density of a Bloch wallds=2AK, and its
nisms. Doring mass is given by the expression,= o/(87Ay?),

The present paper calls attention to a different effectwhere y is the gyromagnetic ratio. For the materials under
which also increases the tunneling probability and, as will bediscussion the Doring masstis,=1.7x 10~ * g/cn?, while
shown below, to a degree sufficient for describing the experithe effective mass of the tunneling section ris&=mpS
mental data adequately. The point is that, in many casés  ~10 2° g. Using the same figure from Ref. 3, the "pure”
Ref. 3 the dynamic characteristics of walls may fall into in starting field can be estimated bs=290 Oe, which gives
the quasirelativistic rangén Walker’'s sensd. Then the ba- for the barrier heightU,S=4MyH.aS=1.5x10"* ergs,
sic parameters of the problem become functions of the walvhereas the observed valuetdf is about 220 Odthe qua-
energy: As the energy increases, the barrier height decreaseiparticle energy i€ =1.1x 10" ** ergs. It is easy to see that

1063-7834/99/41(7)/3/$15.00 1154 © 1999 American Institute of Physics
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for such values of the parameters the transmittance is indeeshile the Hamiltonian(2) can be rewritten as

vanishingly small: in any case it does not exceed "P0 RN
However, | call attention to the fact that here all parameters H(p.) = vy Vp*+mivy,
are for a static domain wall. This is admissabl&ikmv?Z, Uo
wherev,, is the limiting Walker velocity. Its value is given + , (5)
in Ref. 9 as cosi(xyp?+m?vi/amv,,)

( \/TMS 2y JAK whereU, is determined from the observed coercive forke

V= 1+ -1 as
K Mg
and in the present case it is 20" cm/s, while mv2 o=2M—MN (6)
=8.5x10 6 erg. Therefore it is obvious that the quasiYeIa— p2+m2va
tivistic technique must be used in Ref. 3 to analyze the tun- We shall assume for definiteness that the wall in front
neling. and behind a barrier is in shallow metastable minima. Then,
in the present problem the well-known approach developed

> THEORY AND CALCULATIONS for the problem of the decay of a metastable vacuum can be

o _ _ used'? The energy of the decaying vacuum has an imaginary
I 'am considering a Bloch-type domain wall in a ferro- part which is proportional to the tunneling rdfeThe tran-

magnetic wire with the easy axis oriented along the wiresjtion amplitude in imaginary time=—it from a statex
axis. In accordance with Walker’s exact calculation for a freeinto a statey is given by a Wiener functional integral

Egl%ndary, the Lagrangian surface densityin this case will ) (q:y)D f(m) Dq
P(ny)_ (=) 27Tﬁ

27M}
A0=4W\/1+ WK 2 sirf(xo(V)) .

where g is the optimal angle of inclination of the magneti- ) o )
zation rotation axis from the normal to the surface of the wall A method for calculating(x,y) for Hamiltonians which
andv is the wall velocity. We describe the wall-defect in- @€ not quadratic in the momentum is proposed in Ref. 6.

teraction by a potential functiod (v). Then the Lagrangian However, the WKB approximation is used substantially in
density can be represented as this method. This approximation is admissable for low bar-

riers if Ug<< mvﬁ,. In the present problem, on the other hand,
A(V)=Ao(v)=U(v). (1) yy~mv2, so thatp was calculated by direct numerical in-
The Hamiltonian corresponding to the Lagrangidnhas, in  tegration.
terms of the coordinate of the center of the wall, the quasire- Motion in imaginary timer in the potentialU(x) is

(a=x)

1 (7
xex;{g fodr(lpq—H(p,q))} ()

lativistic form equivalent to motion in real time in the reverse potential
—U(x). Let x; and x, be classical turning points for the
H(p,X) = vy Vp?+m?vg+U(p,x), (2)  reverse potential. The energy of the ground state is found

from the amplitudep(x,y) at x=y=x; and T— on the
classical trajectoriegj=x; and q=X;,s;- The so-called in-
stanton trajectoryx;,s: starts at the poinix; as 7— — o,
passes throughk, at 7=0, and returns tx,; as r—«. The
tunneling probabilityl” is given by the ratio of the integral
sin(#) =tanh(x/ VAK). (7) on the trajectories|=X; andg=Xing.
. . L Figure 1 shows the computational results for the tunnel-
Fr(_)m the assumption that the wall-defect Interaction IS1ng probabilityI" as a function of the enerdy for wall for
§tr|ctly local follows that the energy of a defect is propor- parameters corresponding to the experiment of Ref. 3. The
tional to codf, so thatU(x) can be expressed as values obtained are acceptable for an adequate interpretation
Uo of the experiment, and in this sense the quasirelativistic

UX)=——>—, () analysis is fully self-consistent.
costf(x/a)

wherep=mv/\/1—v?/vZ is the canonical momentum.

Following Ref. 3, we assume that the defect is point-like.
In the static case the form &f(x) is determined by the exact
Landau-—Lifshitz solutioft

3. DISCUSSION AND CONCLUSIONS

The results obtained have a quite obvious physical
meaning: As the wall energy increases, the wall width de-
creases and the effective mass increases, the first effect pre-
dominating. The decrease of the wall width decreases its
range of interaction with a defect and decreases the width of

whereU, is the barrier height and is the effective wall—
defect interaction radius‘width”of the barrier). We note
thata is essentially identical to the wall width.

In Walker's dynamical solutioml\ and thereforea be-
come functions of the velocity of the wall, andlin Eq. (3)

becomes the potential barrier, which increases the transmittance of the

Uo barrier. We also call attention to the reevaluation of the bar-

Ux)= : (4)  rier height according to the magnitude of the coercive force
cost(x/ay1-v/v{) H.. In accordance with Eq6), Uy is now a function of the
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FIG. 1. Barrier transmittancE for a point defect as a function of the wall
energyE.

momentum(or the total energyof the particle. For the same
value ofH, the barrier height calculated by the quasirelativ-

V. V. Makhro

demonstrate that depinning of domain walls has a tunneling
character. At the same time, theoretical calculations of the
corresponding amplitudes of the processes give in most
known cases vanishingly small values, which can be inter-
preted as impossibility of tunneling. It was shown in this
paper that this contradiction can be resolved by taking ac-
count of the quasirelativistic character of the wall dynamics.
A method for calculating the tunneling probability of a wall
through a potential barrier in the quasirelativistic limit was
proposed and implemented. The application of this method
for analyzing a real experimental situatfayave satisfactory
results: Acceptable values were obtained for the probability
of tunneling of a wall, while calculations performed by the
conventional method essentially rule out the possibility of
tunneling for this situation.

1B. Barbara, L. Sampaio, J. Wegrogeal, J. Appl. Phys73, 6703(1993.

2J. Tejada, X. X. Zhang, and L. Balcells, J. Appl. Phy8, 6709(1993.

3Kiming Hong and N. Giordano, J. Phys.: Condens. Matdr301 (1996.

4P. C. E. Stamp, E. M. Cudnovski, and B. Barbara, Int. J. Mod. Phyg. B
1355(1992.

ST. Egami, Phys. Status Solidi 87, 211 (1973.

istic method it is lower than the corresponding height calcu-°V. V. Dobrovitskii and A. K. Zvezdin, Zh. Esp. Teor. Fiz.109, 1420

lated in the classical approximation. Indeed, in the classical,
approximationU, is Uy=4M,H.a, whereas in the quasire-

lativistic approximationl, is given by

UOZVW\ 2MOHcam.

(1996 [JETP82, 766 (1996)].

V. V. Makhro, Fiz. Tverd. TelaSt. Petersbupg40, 1855(1998 [Phys.

Solid State40, 1681(1998].

8V. V. Makhro, J. Phys.: Condens. Matt#®, 6911 (1998.

L. R. Walker, unpublished1953; see J. F. Dillon, irMagnetism Vol. 3,
edited by G. Rado and H. SubAcademic Press, N. Y., 1963

10A. Hubert, Theorie der Domanenwande in Geordneten Medf&pringer-

Ultimately, both factors — narrowing and lowering of the veriag, Berlin, 1974#[Russian translation, Mir, Moscow, 1977
barrier — make the barrier quite transparent, i.e., they maké&L. D. Landau and E. M. Lifshitz, Phys. Z. Sowjetunién153 (1935.

the tunneling probability appreciable.

We now briefly summarize the results. The results of the

12C. callan and S. Coleman, Phys. Revig 1762(1977.
133, S. Langer, Ann. Phy$N.Y.) 41, 108(1967).

experimental study of low-temperature relaxation processe®anslated by M. E. Alferieff



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 7 JULY 1999

Weak ferromagnetism in copper metaborate CuB  ,0,
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CuB,0;, single crystals have been grown and their magnetic and resonance properties have been
investigated for the first time. The temperature dependence of the susceptibility was found

to contain features &=21 and 10 K. The Cufg), single crystal transformed dt=21 K to a

weakly ferromagnetic state. The sharp drop in susceptibiliff<aiO K is caused by a

transition of the magnetic system of C4®B, to an antiferromagnetic state. The effective magnetic
moment of the Cti" ion, determined from the high-temperature part of the magnetic

susceptibility, is 1.7z . The room-temperaturg factors are, respectively, 2.170 and 2.133 for
magnetic field parallel and perpendicular to thexis of the crystal. The antiferromagnetic

resonance parameters in the weakly ferromagnetic and antiferromagnetic phases were measured.
© 1999 American Institute of Physid$s1063-783#9)02907-X

Copper oxide compounds are attracting attention due twiolet-blue in color, and their maximum dimensions were
their unusual low-temperature magnetic properties. Chair2 X 1x 1 cnt. X-ray analysis of a powder obtained by grind-
planar, and ladder magnetic structures with nonmagnetic sinng the crystals confirmed that the parameters of the crystals
glet and antiferromagnetic ground states are found in thesebtained were close to those found in Ref. 8 for GOB
compounds$™® Since divalent copper ions possess spin
S=1/2, quantum effects play a large role in these compounds. CRYSTAL STRUCTURE
at low temperatures. . .

This pa?per reports the results of the first investigation of Copper metaborate, CeBy, crystalllz_es in the te_trago-
the temperature dependence of the magnetization and ele@@l System with space grodg2d. The unit cell contains 12

tronic magnetic resonance of CyB, single crystals. formula units. The cell paramete_rs ase=11.484 /3\. and
¢=5.620 A . The computed density of the crystal is 4.022

g/cnt. The resistivity at 300 K is 10Q-cm8 It is noted in
1. SYNTHESIS OF THE CRYSTALS Ref. 5 that CuBO, undergoes a structural phase transition at

The binary system CuO—-B; was first studied in Ref. 1000°C. . . , .

. / . The unit cell contains two nonequivalent copper ion po-

4. It was established that this system contains two CONGIUz.ii o four CODDET IONS @) are located in a planar square
ently melting compounds: CuyB®, and Cu4B,0q. In Ref. 5 ) bp P q

. . .~ epvironment of oxygen ions; eight copper ions(Buare
these same compounds were observed in an investigation %ﬂated in a distorted octahedron of oxygen i¢Rig. 1).

the phase diagram %f7 melting of the ternary system™"'p " o octeristic &-CP* distances for two non-
Li,O—CuO-BOs. Later,’ phase formation was studied and . - :
Sequwalent positions of the copper ions %re

the regions of glass formation in the ternary system
CuO-PbO-BO; and CuO-BjO3;-B,03, where the com- Cw' (1)—0% (1)=1.998A,
positions CuBO, and CyB,0O4 were also found, were de- b ooy 2 o
termined. The crystal structure of CuyB, was investigated Cr" (2)-0" (2)=1.902A,
in Ref. 8. Based on these studies, we searched for a technol- Ccw?* (2)—0?" (3)=1.886 A,
ogy for growing CuBO, single crystals. The system

Li,O—CuO-BO; was chosen as the basis. CU* (2)—0% (4)=1.980A,
The components CuO,,B3, and LL,CO; in the ratios CU* (2)— 0% (4')=1.980A,

25, 60, and 15 mole%, respectively, which were pulverized

in a ball mill, were placed after mixing into a 50 érmplati- CU" (2)—0?" (1)=3.069A.

num crucible without premelting. The temperature was  tpg o2+ (2) positions are characterized by the follow-
raised slowly to 800 °C and then rapidly to 1020 °C where iting angles:

was held for 2 h. Then the melt was cooled to 800 °C at a ) X

rate of 1 deg/h. O?" (2)—CUw" (2)- 0% (4)=92.3°,
The crystals were extracted by washing off the contents 02~ (4)— C2* (2)— 0?~ (3)=87.7°

of the crucible in a 20% boiling-water solution of nitric acid. S (2 ) o

The crystals were well-faceted prisms, transparent, and O? (3)—CW/" (2)—0? (4')=87.7°,

1063-7834/99/41(7)/5/$15.00 1157 © 1999 American Institute of Physics
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FIG. 1. Crystal structure of CuB®,.

0% (4')—CW" (2)—0% (2)=92.3°,
0% (1)—CW¥t (2)—0? (2)=73.1°,
0% (1)—CWt (2)— 0% (4')=67.0°.

3. MAGNETIC SUSCEPTIBILITY

Petrakovski et al.

anisotropic: in a magnetic field along the tetragonakis of

the crystal it increases monotonically with decreasing tem-
perature, while for a field oriented perpendicular to this axis
the susceptibility is higher and depends on the temperature
nonmonotonically. The paramagnetic Curie temperature and
the effective magnetic moment, which are determined from
the high-temperature part of the temperature dependence of
the reciprocal of the susceptibility, afe=—9.5 K and 1.77

ug for the magnetic field directed along tlheaxis of the
crystal.

At temperatures 21 and 10 K sharp anomalies are ob-
served in the temperature dependence of the susceptibility
with the field oriented perpendicular to the axis. At
T=21 K a jump is observed in the temperature dependence
of the susceptibility, and as temperature decreases further,
the susceptibility increases rapidly. At 10 K the susceptibility
decreases abruptly by approximately an order of magnitude.
Measurements in a 300 Oe field show qualitatively similar
results.

4. ELECTRONIC MAGNETIC RESONANCE

The results of electronic magnetic resonance measure-
ments in the temperature range 80—-300 K are displayed in

The magnetization of Cu®, single crystals was mea- Figs. 3 and 4. The magnetic resonance spectrum is a single
sured with a SQUID magnetometer in the temperature 4.2+orentzian line. The angular dependences of the line width
200 K in magnetic fields of 50 and 330 Oe. The temperature@ndg factor are characteristic for a €uion in a tetragonal
dependence of the magnetic susceptibility for a 50 Oe maggrystal. The linewidth and factor for magnetic field parallel
netic field is shown in Fig. 2. The susceptibility is sharply and perpendicular to the tetragonal axis of the crystal are,

1- 103, cm3/g
E=N
(=

20}

30 ' 40 50
T, K

FIG. 2. Temperature dependence of the magnetic susceptibility of a@uBystal.1, 2— Magnetic fieldH perpendicular and parallel to tleaxis of the

crystal, respectively.
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FIG. 3. Temperature dependences of the linewidth and electronic magnetic resonance intensity at freq@eh&Hz.1, 2— H parallel and perpendicular
to thec axis of the crystal, respectively.

respectively,AH | =112 Oe,AH, =87 Oe,g| =2.17, and

crystal.

2.18
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Hi|(aa)

Anomalies are observed in the magnetic resonance pa-
g, =2.133. The single Lorentzian line attests to the existenceameters as temperature decreases further. The temperatures
of an exchange interaction between all copper ions in thef these anomalies correlate with the anomalies in the tem-
perature dependence of the susceptibilfigs. 5 and & The
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0

40
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FIG. 4. Angular dependences of the linewidth anéhctor of the electronic magnetic resonance of a gbBsingle crystal at room temperature= 9.4

GH2z).
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FIG. 6. Temperature dependences of the intensity, linewidth, and resonance
FIG. 5. Angular dependences of the intensity, linewidth, and resonance fielfle|d of the electronic magnetic resonance signat (0 GH32 in a CuB,0,
of the electronic magnetic resonance signak(0 GH2 in a CuBO, single crystal at liquid-helium temperaturek: 2 — H perpendicular and
Single Crystal at I|qU|d'heI|Um temperaturésk: 1 — 10,2 —7.5.3 — 6. para”e| to thec axis, respective|y.

resonance field in the tetragonal plane of the crystal de-

creases gradually from 3560 Oe Bt 21K to 2740 Oe at can form in this crystal. The magnetic moments of thé Cu
T=10K. At temperatures below 10K, the magnetic reso-Ons also lie in the basal plane of the crystal. Analysis of the
nance signal is observed for any orientation of the magnetitocal environment of copper ions based on the Moriya ffiles
field relative to the crystallographic axes, the resonance fiel§uggests the existence of a Dzyaloshinskoriya interac-

in the plane of the crystal being higher than along the priniion between the Cif ions, which causes canting of the
magnetic moments of the sublattices.

In our opinion, atT=21K a CuBO, single crystal
transforms into a weakly ferromagnetic state. This leads to a
strong increase in the magnetization as temperature de-

Analysis of the geometry of the arrangement of thé Cu  creases further.
ions in the CuBO, crystal lattice shows that an exchange The magnetic resonance signal in the temperature inter-
interaction between the nearest neighbors occurs only via theal 21-10K can also be explained by the presence of a
oxgyen and boron ions according to the schemeweakly ferromagnetic state. The decrease of the resonance
Cu—-0O-B-O-Cu. The Ci (1) and Cd" (2) ions have a field as temperature decreases from 21 to 10K is apparently
different number of exchange bonds, so that the parametersused in this case by an increase in the Dzyalostiifiskd.
of their effective exchange bonds are different. SymmetryThe angular dependence of the resonance field in a plane
analysis of the crystal structure of CyB,° has shown that containing the tetragonal axis also agrees with this assump-
antiferromagnetic structures admitting the existence of dion. The Dzyaloshinskifield can be estimated from the tem-
spontaneous weak ferromagnetic moment in the basal plameerature dependence of the resonance field gs 1900 Oe

cipal axis:H,| >H?! .

5. DISCUSSION
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The nonlinear properties of exchange-free surface magnetostatic spin waves in a layered structure
containing films of a ferromagnet and a semiconductor are investigated theoretically. The

stability of nonlinear surface magnetostatic waves relative to longitudinal disturbances is
investigated using the envelope evolution equation in the weak-nonlinearity approximation.

It is shown that, under certain conditions, a surface spin-wave pulse propagates in the form of an
envelope soliton. Calculations are performed for the case of an yttrium iron-garnet—indium
antimonide structure. €1999 American Institute of Physics.

[S1063-783®903007-3

1. In the last few years the modern ideas of nonlinearferrite-semiconductor structure are investigated theoretically.
wave processes have been actively penetrating the physics of 2. A necessary condition for the existence of an envelope
magnetic phenomena. Special attention is being given tsoliton in a nonlinear dispersive medium was formulated in
magnetostatic spin waves. This is because investigations &fef. 17 and is known as the Lighthill criterion
spin waves are of interest to both fundamental and applied

d2k>
— | <o. 1)

solid-state physics — due to the possibility of producing new dk
dw?

dlA]?]

devices employing the nonlinear properties of spin waves
and operating in the technologically important microwave

range(1-20 GH3. The quantity (1°k/dw?) describes the dispersion of the sys-

The nonI.inear effects ar?sing during the pfop’?‘ga“"” " 3em and @k/d|A|?) describes the change in the wave vector
magne.tostat}c WaVéMSW) in a ferromagnetic .f'lm have as a function of pulse power. In reality such changes exist for
been investigated e>_<per|mentally and theoretically. It ha%ll nonzero values of the pulse amplitude, but they are ne-
been shown experimentally that these waves bemm&lected in the linear regime. For this reason, the first step in

strongg_golnll?ear ?r:/'en| fo:jlovtv m|crovya2/e s;gnfz:l etx?'tat'l(fminvestigating a medium for the possibility of soliton forma-
powers.”" In turn this leads to a variety of effects: self- ;5 is 1o check conditior(d).

modulation, self-focusing of MSWs, instabilities of waves Let an SMSW have a complex amplitude and let the

lrelatlve lt? dg(ie;y_ljrr:to .ne\t/v t\:ylivééfand ;amstence oftentv?_- second-order nonlinear effects be small. Then the nonlinear
ope SOlItons. € nstability ot surface magnetostalic ;o gjon equation can be formally writbdi 3

waves (SMSW3 in thin ferromagnetic films is discussed
theoretically in Refs. 8—13. It is shown that these waves are f(w,k|A|2)A=0. )
stable with respect to longitudinal disturbances and are un-

stable with respect to transverse disturbances, which lead & magnetostatic wave propagates in the form of a pulse with
self-focusing. The conditions under which envelope solitonssmplitudeA(y,t) and envelope along théaxis. Heret is the

of surface magnetostatic waves have been investigated thegme and rapid changes in the wave are described by the

retically in Refs. 10-13. function exp{(wt—ky)). Because of dispersion and nonlin-
Primarily, thin ferromagnetic films have been studied inearity, the value of the wave vector changes frdm
experiments and theoretical investigations, though it is=(0ko,0) to

known that multilayer structures provide greater possibilitiesc=K + k), whereK =(0K,,0) andK,<ko, while the fre-

for controlling the characteristics of MSWs. Examples arequency changes fromg t0 w=wo+ ), whereQ<wy. A
ferrite semiconductor structure$!® which make it possible Taylor series expansion of the dispersion equation neglecting
to control the parameters of these waves effectively on acapsorption gives::

count of their interaction with current carriers in the semi-

conductor layer® dk 1/ d?k
In the present paper the conditions for envelope soliton k—ko— (E) 3133 Q%2—yJAI?|A=0, (3
surface-magnetostatic spin-wave propagation in a planar do ®

1063-7834/99/41(7)/4/$15.00 1162 © 1999 American Institute of Physics
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where 7k=(d_k/d|A|2_)A:o is the nonlinear coefficient and = (47e?N/m*£;)*?is the plasma frequency, aidis the
ing — wq in Eq. (3) by i(d/dt), andK, by —i(d/dy), we  Eshbach equatioff.

obtain the nonlinear Schdinger equation Equation(6) can be put into the form
_dA+_< dk) dA 1 d% d2A+ APA=0. () G=AD-BC=0, (10)
dy \de/, dt  2{de?/ dt’ T where

The substitutionsT=t—y/v4 and y=y transform Eq.(4)

1
into A:§[5(1+a)+5(1—a)],

dA 1 d2A+ AZA=0 : , w2,
'd_y E’BZF Yl AlA=0, 5 D=ow _wO_T(l_B)’ (11

where g, is the dispersion of the group velocity .

1
The analytic solution of Eq(5) has the form B= Z(“_ D(6-1),

(t=ylv)
T

A=A, secl'{

exp(iAky), (6) C=w?—wit %(wmh)(l—ﬂ), (12)

where [Ag|?=—B,/(y7®), v=vg, Ak=—B,7 22, Ak is  s_ 52 a=exp2kts"), B=exp(-2kd), and wi=w?

the shift of the wave number, andis the pulse velocity. +whon. Then the expression for the dispersip of the

Since the shape, velocity, and evolution length of a SOIi'group velocity of SMSWs can be determined from the linear

ton are determined by the dispersion law, the dispersion o ispersion law(10) as
the group velocity, and the nonlinear coefficient, which in

turn are determined by the characteristics of the medium, dk ) )

there is an explicit possibility of controlling the soliton pa- IBZZEZ - E(waek_ZkaGkaJerka)-
rameters by varying the characteristics of the propagation k (13)
medium.

3. The starting equations for investigating surface spinin EQ. (13) G, denote the partial derivatives of the function
waves in a ferrite-semiconductor structure are: for the ferrit€> With respect to the variablesandy and are too compli-
layer, Maxwell's equations and the Landau—Lifshitz equa-cated to present here.
tion in the magnetostatic approximation, while for a semi-  Since the nonlinearity is assumed to be weak, the devia-
conductor layer, Maxwell's equations and the Lorentz equation of the magnetization from the equilibrium state will be
tion. On the basis of these equations and the standagMall, and thez component of the magnetization can be put
boundary conditions, we obtain a dispersion equation of dhto the form
linear SMSW propagating in a ferrite-semiconductor struc-
turet® M,=M,q

- + +
(M+ bl 5“_ +k)tanh(kt) + (M_ i \/(—3 whereM is the saturation magnetization and tiie are the
(w*=K)(8p~ —k) tanh(kg) +(n~—k)\s components of the ac magnetizatiar=(x,y,z). Then, in the
@ imit kd<1 M,=My—M|A] and o= w,(1—|A]2).5 13
Herep™ =k(u* u,), k2= 6k? k=k;,+ik,, andd andtare, ~ Substituting the latter expression into E§0) we obtain
respectively, the thickness of the ferrite and semiconductor

CIMPEIm, 2

1
2M3

: (14)

e 2kd_

layers, andu and u, are, respectively, the diagonal and off- y=— dG / d_G
diagonal elements of the magnetic susceptibility tensor of the d|A|? dk’
ferrite. The quantityd determines the nature of the interac-
tion of an SMSW with the semiconductor layer and is given dG — AD.—BC
by d|A|2 a ar
L 0%y, D= w0y + wn(1— exp( — 2kd))/2),
o=1- R (8)
¢ Co= wp(wp—)/2,
Heree,,=&S,+¢",, 5 is an element of the permittivity s
tensor of the semiconductor in a magnetic field — =AD+AD,—(B,C+BCy) (15)
dk '
2
w
sgz=gs(1— w(w——pw)) (9  whereA,, By, Cy, Dy, and §, are the derivatives of the

functions(8), (11), and(12) with respect tok.
whereeg is the permittivity of the semiconductor due to the 4. Lighthill's criterion (1) for a surface magnetostatic
lattice contribution,v is the electron collision frequency, spin wave propagating in a ferrite-semiconductor structure
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FIG. 1. Curves of the dispersion of the group velocity versus the frequency 2.9 3.0 0 -1
for electron density in the semiconductdr— N=10" 2 — 2.5x 10, Frequency, 70"s

3—10¥cm e,

FIG. 2. Dispersion of the group velocity of SMSWs versus the frequency
for H=1000 Oe,d=0.001 cm, andN= 10 cm™2 for semiconductor layer

was investigated as a function of the carrying frequency foghickness (10* cm): 1 —t=1.0,2—5.0,3 — 10.0 cm.

various values of the current-carrier density in the semicon-
ductor layer, the layer thicknesses, and the external magnetic
field strength using the equation presented above.

The calculations were performed for an yttrium iron gar-
net — InSb structure. The following parameters were used:
d=10"3cm, t=10"* cm, H=1000 Oe, 4M=1750 Gs,
the electron mobilityw.= 78000 cm/Vs, the hole mobility
unh="750 cnt/Vs, the effective masses} =0.014n, and
mj =0.4m,, and es=17.4. Losses in the ferrite were ne-
glected, and the collision frequenayin the semiconductor
was calculated as=e/um*.

The computed frequency dependences of the dispersion
of the group velocity for this system are presented in Figs.
1-3.

Since calculations of the nonlinearity coefficieptas a
function of frequency showed that>0 in all cases consid-
ered here, Lighthill's criteriori1l) holds when the dispersion
of the group velocity is negative.

As one can see from Fig. 1, for low current-carrier den-
sities the semiconductor film has no effect on the parameters
of an SMSW propagating in the structure. The dispersion of
the group velocity is positive, and the wave is stable with

respect to longitudinal disturbances, in agreement with the
data of Refs. 8—13. As the density increases, there appear
frequency ranges wherg, becomes negative and therefore
the formation of solitons of the forrt6) is possible. As the
density increases, these ranges shift toward higher frequen-
cies. However, for certailN>N, (in our caseNg=5

10

-10

~\
o

—_——

3.0 .
Frequency , 70705-7

7 =3 ; ; _
X 10" cm ) the pro_pagahon O_f S_M_SWS Or_lce aga_un be FIG. 3. Dispersion of the group velocity of SMSWs versus the frequency
comes stable and soliton formation is impossible. This effecfy, +—0.0001 cm,d=0.001 cm, andN= 10 cm~2 for magnetic fields:
of a semiconductor on SMSWs could arise because the finite— 1.0 kOe and2 — 1.5 kOe.
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conductivity causes the semiconductor film to behave like dhe propagation of an SMSW pulse in a ferrite-
metal layer located at some distance from the ferrite. As theemiconductor structure. Investigation of the effect of
current-carrier density increases, the dispersion of SMSWsharge-carrier density in the semiconductor and the thickness
begins to deform and a section of anomalous dispersion af this layer on the soliton-formation conditions showed that
pears. For low densities, this deformation appears at low valthe width and location of the frequency range in which pas-
ues of the wave numbds and, as the density increases, it sage of an SMSW pulse in the form of a soliton is possible
extends to increasingly larger valueskofOn the other hand, can be controlled effectively by varying the carrier density
for large N, SMSWs are expelled from the semiconductor,and/or the thickness of the semiconductor.

the interaction of the waves with the semiconductor layer  This work was supported by the Fund for Fundamental
becomes less efficient, and the properties of the structurResearch of the Republic of Belor¢Srant No. F96-14P
approach those of a metallized ferrite plate.
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Phase transitions in the ferroelectrics (Sny_xIn(23)x)2P2Se at high pressures
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and V. M. Kedyulich

Uzhgorod State University 294000 Uzhgorod, Ukraine
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New ferroelectric solid solutions ($n,In z/3)x)2P>Ss Were investigated at high hydrostatic
pressures. The range in which the incommensurate structure exists was determined. A dynamic
shift of the incommensurate—ferroelectric phase transition temperature with increasing rate

of change of temperature and the appearance of “reverse hysteresis” were observed. The
characteristic features in the appearance of the latter effect in these crystals are investigated.

© 1999 American Institute of Physid$51063-783#9)03107-X

Sn,P,S; crystals are so far the only intrinsic ferroelec- ture dependences of the reciprocal of the permittivity of a
trics in which the isomorphic substitution S Se(Ref. 1)  (Sm—xIN(213)x)2P>Ss crystal with x=0.028 for various hy-
and hydrostatic pressifrproduce a new polycritical point in drostatic pressures and the,T) phase diagram. As pressure
the phase diagram — the Lifshitz poifitP) — leading to  increases, the PT shifts into the low-temperature range. Just
the formation of an incommensurate phadp). In the s in SBP,Ss® kinks appear in the curves of . These
present work the effect of substituting of ions SaIn on  Kinks attest to splitting of the PT &, in two: a paraelectric
the coordinates of the LP and the dielectric properties near— P phase PT al; and an IP — ferroelectric phase PT at
incommensurate phase transitions in the new solid solutionc- /N addition, just as in crystals 03f4the solid solutions
(Sny_xIN(213x) 2P2Ss Were investigated. SnP>(S§S; )6 and (PHSM _),P,S,,™" the pressure de-

Tin  hexathiohypodiphosphate  (SniIN a1z 2P>Ss pend_ences of the Curie—Weiss const@m(p) and of t_he
based single crystals of solid solutions were investigatedfUNClioN €mapP) show anomalous behavior at the point of
The crystals were grown by the chemical transport method'?\pIIttIng (P=po). T_he initial pressure coefficients of the shift
Highly pure elemental components were used for synthesigf the phasg transition temperaturesjer0, 0.028, and 0.05
and iodine was used as the carrier. The temperature regim&&°: respectivelyiTo/op= —220, —225, and—237 K/IGPa.

were identical to the optimal regimes for growing,855q hiS rt]h?_lr: contren: |2crea§,esbthoeol_2|;shlt; dp(()) 'g; f: |ftsr|nto trhe
crystals. Single crystals of the solid solutions gher-pressure range. Foed, .16, a ' © pressure

(SN 4IN(212)2P2Ss With x=0.028, 0.05, and 0.07 and di- coordinates of the LP argy =180, 210, and 250 MPa. The

mensions X 2% 2 mi® were obtained. The solid solutions temperature range of existence of the incommensurate phase

. . o . ) . increases under compression more rapidly for crystals with a
were identified as substitutional solid solutions with subtrac- P pidy y

. . o . ) - . high In content (at p=400 MPa, T;—T.=15 K for
tion, i.e. when indium is substituted for tin, vacancies form '9 @t p e

) . ) 3t x=0.028).
in the tin sublattice (3S —2In®*") for charge compensa- I (Sn_,IN23y)2P2Ss Crystals, the relaxation of the

tion. The obtained crystals had sharply pronounced faceting,o itivity osberved near the PT is stronger than in pure
Investigations of the permittivity and the tangenttdh g, p 5 7o study these processes in detail the temperature
of the dielectric loss angle were performed with an E7'12dependences of and tad obtained in heating and cooling
bridge at 1 MHz in the dynamic range with rate of tempera-ggimes were investigated for different rates of temperature
ture change 0.5-11 K/min. Pressure was produced by a highyange along thep(T) phase diagram of the given crystals.
pressure hydrostatic chamber with a working volume of A “reverse hysteresis” was observed in the crystals in-
5 cnt. The sample was heated and cooled together with th@estigated at pressurgs>p, . Here the temperature of the
chamber. The sample temperature was measured with @mmensurate—incommensurate PT on heating is less than
copper-constantan thermocouple. The pressure was monthe temperature of the PT on cooling. Figure 2 shows the
tored to within+1 MPa. Kerosene was used as the pressuretemperature dependence§T) near T, (p=420 MP3 for
transmitting medium. The measurements were performed O8Ny, _4IN(213)x) 2P2Ss Crystals withx=0.028. The rate of tem-
samples oriented in thel00] crystallographic direction. perature change was 3.3 K/min. The temperatures of the PTs
At atmospheric pressure, an anomaly corresponding to an heating and cooling are, respectivery';=248.5 and
ferroelectric phase transitioff’T) was observed in the tem- T{=255.7 K.
perature dependences ofin (Sn,_,In:3)),P,Ss crystals Similar phenomena have been observed for the
with x=0.028, 0.05, and 0.07. The PT temperature detercommensurate—modulated PT in proustiend SpP,S;
mined from the maximum values ef decreases very little crystal§ at atmospheric pressure. They can be explained by
with increasing In content=0.5 K per mole%. The maxi- the influence of the subsystem of electrons localized in at-
mum value ofe is &,,,=7000. Figure 1 shows the tempera- tachment levels of the lattice subsystem, where the PT

1063-7834/99/41(7)/3/$15.00 1166 © 1999 American Institute of Physics
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FIG. 1. Temperatures of the reciproeal® of the permittivity of an (SR INE2/5)) 2P2Ss crystal withx=0.028 for various values of the hydrostatic pressure
p, MPa:1—0.1,2 — 130,3 — 215,4 — 278,5 — 324,6 — 400. Inset: p,T) diagram of an (Sp.,In z3)x)2P-Ss crystal withx=0.028.

occurs® These phenomena have not been observed iperature occurs for rates of temperature chavge0— 10
Sn,P,S; crystals. Therefore their appearance in the solid soK/min, in contrast to SyP,S; whereV is an order of mag-
lutions (Sn_4IN(2/3)) 2P>Ss (x=0) is obviously due to the nitude higher. In (Sp yIn(y3))2P.Ss crystals, as distinct
substitution of In for Sn ions in the cationic sublattice. Com-from Ag;AsS; and SpP,Se;, as the rate of temperature
pared with AgAsS; and SpP,Se;, the shift of the PT tem- change increases, the temperatmEe similarly to T¢, also
peratures in (Sn,In2s)),P»Se crystals exhibits its own increasegsee inset in Fig. 2 The temperature shift of the
peculiarities. Just as in proustite, a large shift of the PT temPT on cooling and heating does not depend on the initial
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FIG. 2. Temperature dependences of the permittivifipr an (Sn_,In(y3),),P>Ss crystal withx=0.028 forp=420 MPa. The curves were measured with

the rate of temperature change= 3.3 K/min: 1 — cooling,2 — heating. Inset: Temperature of the commensurate—incommensurate PT on heatfhand-
cooling —T¢ versus the rat& of temperature change.
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measurement temperature, and a large relaxation of the pefA. G. Slivka, E. I. Gerzanich, P. P. Guranich, and V. S. Shusta, Ferroelec-

mittivity is observed over a fairly wide temperature range 3t/£i°21053|»_ 7kl (159?-6 P P, Guranich. V. S. Shusta. and V. M
+ — .G IvKa, E. I. Gerzanich, P. P. Guranicn, V. o. usta, an . .
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The G&* ESR spectrum of the antiferroelectric phase of a PhZiBgle crystal contains at

least one pair of magnetically equivalent components. The angular dependences of the
resonance magnetic field that were constructed for them transform into one another by mirror
reflection in a plane perpendicular to the antipolarization axis of the crystal. The constants

in the spin Hamiltonians for the corresponding pair of paramagnetic centers are determined
assuming monoclinic symmetry. @999 American Institute of Physics.
[S1063-783%9)03207-4

This work continues the investigations of the antiferro-=90° andyp=90°, forH alongB — 6=90° ande=0°, and
electric(AFE) phase of PbZr@single crystals using ESR of 5, H alongC — 6=0°.

. . . l
G ions substituting for Pb. Figure 1 shows four angular dependentg$90° ) in
~ The investigations were performed at room temperaturéy,e range of angles where they are clearly distinguishable.
smce3 avall_able pu_bllshed x-ray- and neutron—dlffract|on-|-hese dependences refer to paramagnetic cehtars, and
daté® required for interpreting the ESR spectra were ob-y g,/ positions of G&* in the PbZrQ crystal lattice. For

tained at room temperature. angular dependence # (6, ¢), reliable data could be ob-
For the investigations we endeavored to select a Iarg?

S . ained even outside the range of polar angles shown in Fig. 1.
crystal, which is certain to possess strong resonance absorp(—)r this center we have data in the following angular ranges:

winning.associated multiptoation of the spectial ines. Un-100°> ¢ ~20° and 90 0>0°. For the angular depen-
g P P - dence 2HP)(6,¢), H could be measured for 15°¢>

fortunately, the conditions for the crystal to be single-domain N P o N
and large dimensions are incompatible, and only small (1.5 20°, 100%> ¢>60°, and 90> ¢6>0°". o .
The curves 1 and 2 are characteristic in that the direc-

X 1.5X0.70 mm) single-domain samples could be found fih toH that d to mini fthe f
among the crystals grown. As a result, the resonance IinetéOnS ot the vecto at correspond to minima ot the tunc-

(1) (2) i irec-
were relatively weak. This affected the quality of the experi-1oNSHp *(6,¢) andH7(6,¢) are different from the direc

. p .
mental data so that individual sections of the angular deperfions of A and B axes. This, as well as the fact that the

dences are unreliable: Some lines are missing in the speEXirema ofH,, are different for different spectral lines of the
trum, probably because of broadening; on the other hand, tHée structure, indicates a low local symmetry for positions
close spacing of a large number of relatively weak lines fronffOrresponding to the paramagnetic centers 1 and 2.
several paramagnetic centers makes the spectrum compli- These effects are much weaker for paramagnetic centers
cated in individual spots. 3 and 4, whose local symmetry can be characterized as pseu-
We denote byH ,(9,) the resonance value of the mag- dorhombic.(Some characteristics of these centers and the
netic field as a function of the anglésand ¢. The anglep ~ corresponding angular dependences were presented in Ref. 1,
was measured from th@ axis in theAB plane of the crys- but an exhaustive analysis of these characteristics can be
tallographic coordinate systey,B,C of the orthornombic made only on the basis of a more careful experimental in-
cell of the AFE phase, while the angfewas measured from vestigation using higher-quality samples, which we already
the C axis. For magnetic fieldH oriented alongA — 6  possess$.

1063-7834/99/41(7)/3/$15.00 1169 © 1999 American Institute of Physics
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FIG. 1. Angular dependenceé$(90°,¢) for the spectral transitioM = 3/2
—M=1/2 in four paramagnetic centers &din PbZrQ,, denoted in the
text and in the figures by the numbets2, 3, and4.

In contrast to the dependenddg(90°,¢), the direction

of the vectorH corresponding to the extrema of the depen-

dencesH(Y(6,0°) andH{?(6,0°) is the same as the direc-
tion of theC axis in Fig. 2. This attests to a local symmetry
of the G&* positions in the paramagnetic centdrsand 2
and the corresponding coordination polyhedra is monoclini
m, wherem s parallel to theAB plane in agreement with our
conclusion$ based on structural data.

The spin Hamiltonian
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FIG. 2. Angular dependencesi (6,0°) for the spectral transitions
M=3/2-M=1/2 andM =1/2-M=—1/2 in the paramagnetic centets

and 2 GA* in PbZrQ,. The designations and Il refer to the spectral
transitions 1/2»—1/2 and 3/2»1/2, respectively.

Leyderman et al.

1 0~0 2 2R
H=BHgS+ 5 (b30%+b303+b303 )+—(b

+b203+b30%+bj05+b307), (1)
was used for paramagnetic center 1, for which the most com-
plete dependendd{"(6,¢) was obtained. This Hamiltonian
was tested prewousqyln a number of crystals where para-
magnetic centers with monoclinic local symmetry were
formed on activation with Gt ions. In the expressiofil)

Oy are well-known operatorsand the operatoré)nm can be
found by multiplyingO}' by —i and replacing all factors of
the form (X +S°) by (S¢—S). The operator®©!" must

be included in the spin Hamiltonian only for polyhedron
symmetry lower than orthorhombic. The Fourier expansion
coefficients A, and By of the functionH{Y(90°,¢) were
compared with the parametes§ on the basis of the relation
obtained between them by diagonalizing the spin Hamil-
tonian (1). This relation together with the least-squares
method for findingA, and B, from the experimental curve
gave the following values of the coefficiert§ in MHz (for
0x~0y~0,~1.97): bJ=—510; b5=690; bj=—80; b

= —540; by= —650; b4 330; b3+ £b2=1230.

Analysis of these seven quantities shows that the coeffi-
cientsb™ andb™ are of the same order of magnitude. This
confirms the conclusion that the coordination polyhedron has
a low symmetry. From the fact that the valuestf are
comparable td}]' follows that terms withO}' must be in-
cluded in the Hamiltonian. Otherwise it would be impossible
to describe the experimental dependeR¢( 0, ¢) satisfac-
torily.

The Fourier expansions of the experimental dependences

9—|é”(90°,<p) andH{?(90° ) have the form

4
HE(90° ) :2 {Accogke) +Bsin(ke)} and

4
H(90° @)= 2, {Acoske) —Bysin(ke)}.

It is easy to see that these functions transform into one an-
other when the sign of the anggeis changed. In the angular
ranges indicated above, for which we have reliable data for
HY(0,¢) andH(?(6,¢), this conditions is indeed satisfied:
E)1)(90",90) H(z)(90° ¢). The spin Hamiltonian for the
paramagnetlc center 2 can be obtained from expregdion
by changing the sign of the coefficierttd, b2, andbj. In
addition, the same spectral pattern withalong C and the
same values at the minima of the functidn§’(90° ¢) and
H(2)(90°,(p) (Fig. 2) are characteristic for both centers.
These data show that the centérand 2 differ by a mirror
arrangement of the nearest-neighbor atoms of'Getlative
to the coordinate plane BC and correspond to an antiparallel
arrangement of the Bb (Gd®") ions, which is responsible
for the antiferroelectric ordering.
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An x-ray diffraction study of the paraphase of the (PMdb,,503)q 6~ (PbTiO;), 4 Solid

solution has been found to exhibit a clearly pronounced ferroelectric transition. It is shown that
PE’* ions occupy a special positiq®00), as opposed to pure PMN and other relaxor
ferroelectrics, where they are displaced from it in random directions. The absence of these
displacements indicates suppression of frozen-in random electric fields in this compoud8990
American Institute of Physic§S1063-783@9)03307-9

Relaxor ferroelectrics or ferroelectrics having a diffusephase transition differs from that of disordered compounds
phase transition were discovered 40 years ago. While hur{erdering results in doubling of the unit cell volumend
dreds of papers have been devoted to investigating the physinnealing needed to transform the PIN crystal to the ordered
cal properties of these compoundsietailed information on  state may bring about formation of a new modification with
their structure was lacking until 198®Ref. 3. Most of the  antiferroelectric properties. Another possibility, which we
relaxors are cubic perovskite-like compounds with a generabelieve to be more effective, lies in using solid solutions of
formula AB;B]_,0O;, where the equivalent sites on tl relaxors and classical ferroelectrics. The best known system
sublattice are randomly occupied by different, as a ruleof such solid solutions, (PMN) ,(PbTiOs), (PMNPT),
nonisovalent, ions. The lead magnoniobate crystathanges its character from relaxor to typically ferroelectric
PbMgy/sNb,505 (PMN) may be considered as a model for with increasing content of PTor x>0.3). Investigation of
studying the properties of relaxors. The PMN structure washese solid solutions has been attracting recently consider-
studied more than once, both at hidi{above the freezing aple interest, but until the present no relation between the
point Te~230 K) and low temperatures. It was fouRthat  microscopic structure of these crystals and the character of
even at high temperatures>@Te) lead ions, rather than he corresponding phase transition has been revealed. This
occupying special symmetry positiori€00), are displaced ok presents the results of an x-ray diffraction study of a

from them, and these displacements were sHotorbe in PMNPT crystal withx=0.4 (PMNPT40, which was aimed
random directions, which means that in an “averaged” crys-

| th bability densi ¢ findi lead ion f at finding this relation.
ta ht € F|W|0 ability ijntSIgog n tm g aS_e{:} 'g.n N otr_ms a The crystals for the study were provided by the Institute
spherical fayer aroun r( ) position. Similar dis ortions ¢ Physics at Rostov State University. They were prepared
of the ideal perovskite-like structure were observed in othe o .
relaxors as well, for instance, in Ph$Ea,,0; (PST) and y spontaneous crystallization from a solution melt.
’ : 123 . PMNPT40 under ferroelectric transition 4
Pbin,,Nb; 5,05 (PIN) (Refs. 6 and 7, respectivelyUntil re- 0 undergoes a ferroelectric transition at about 450

. . K.8 Accordingly, at room temperature the crystals are in te-
cently, however, experimental evidence for the observe gy P Y

. ; . L ,, tragonal modification with considerable internal stresses,
structural distortions being related to the specific “relaxor which does not permit fabrication of samples of spherical
behavior of the crystals was lacking. P P P

Experimental investigation and theoretical description Ofshape. The samples used in 'the measuremgnts Were irregu-
relaxors is extremely complicated, in particular, because the{fly shaped fragments of a single crystal, with a character-
are stoichiometric compounds rather than solid solutions, sitiC Size of about 0.2 mm. The experiments were carried out
that one cannot vary their composition at will. Thus we have® @ CAD-4 four-circle diffractometer (M« radiation,
no information on the behavior of “pure” compounds which 9raPhite monochromator/2¢ scanning at 500 K using an
could be used as starting data, because crystals of the ty5&>>9 Enraf—=Nonius high-temperature device. In accor-
PbMgO; and PbNbQ just cannot exist. There are two pos- dance with available literature data, the measurements
sibilities for following the variation of the main characteris- Showed the crystal to be in a cubic paraphase at this tempera-
tics of mixed perovskites as their behavior crosses over fronture, with the averaged structure corresponding tdXh@m
relaxor to normal ferroelectric. One of them consists ingroup. The integrated intensities were measured in an Ewald
studying ordered compounds of the type of PST and PINhemisphere down to s#=1.2 A1, An array of averaged
However the structure of the ordered phase exhibiting a cleastructural amplitudes with>30 () was obtained from 98

1063-7834/99/41(7)/3/$15.00 1172 © 1999 American Institute of Physics
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FIG. 1. Dependence of the structure amplitéidef (h+ 1k+ 11+ 1)-type reflections on s for PMNPT40 obtained at 500 Kcurve 1) and for pure PMN
at 293 K(curve2).

reflections. A RRKhA program was used for data treatmenfThe large values of th®& factors in both models are due to
and structure refinemefit. the large experimental errors in the averaged set of intensi-
Figure 1 presents the dependences of structure ampliies; they were associated with the irregular sample shape,
tudesF of (h+ 1k+ 1l + 1)-type reflections on s#iYA, which ~ which complicated introducing corrections for absorption
is proportional to the length of the scattering vectorfor ~ and extinction.
PMNPT40 and for pure PMN. In the case of pure PMN, one  Despite the large difference between the valueR ob-
observes a characteristic non-Gaussian curve with a locahined within the above models, thé criterion was in both
minimum in the region of 0.65 Al. This pattern of the re- cases about unity, which precludes unambiguous selection in
lationship indicates the existence of local ion displacementfavor of the anharmonic description. A more detailed analy-
from their high-symmetry sites. Note that the intensities ofsis reveals, however, that for the above parameters the mod-
all reflections of a given family fall on the same smoothels differ only quantitatively rather than qualitatively. We
curve irrespective of the direction af an observation re- calculated the probability density functignfor the lead ion
ported earlier in Ref. 4, which implies the absence of anyas a function of its displacemewtfrom the (000) position
preferred direction of displacement and validates the use aising the expressions of Ref. 10. The results of the calcula-
the above-mentioned spherical-layer model. Tiiging/\)  tion made for the anharmonic and spherical-layer models are
curves of the PMNPT6 and PMNPT10 compounds exhibit-displayed in Fig. 2. The scale on the vertical axis was chosen
ing relaxor properties have the same patféffhe | (sing/\) based on the normalization conditiofi*Zp(8)d3s=1.
dependence obtained for PMNPT40 has a radically differenShown for comparison is @(6) curve for pure PMN
shape, without clearly pronounced extrema. Such a relatiotspherical-layer model,r 4,=0.286 A, Uiss%h: 0.0196 A,
does not permit unambiguous conclusions for or against thR=3.7%, Ref. 10 obtained at room temperature. One
existence of ion displacements. readily sees that the center of gravity of the curve for pure
We carried out a refinement of the PMNPT40 structurePMN is displaced from th€000) position by an amount
using three different models. The first model assumed thequal to the layer radius, and that the probability density at
lead ion to occupy a parabolic potential well with the center6=0 is negligible. At the same time in the case of PM-
in the special positio000). The second model took into NPT40 both models give a broad bell-shaped distribution
account a possible nonparabolicity of the potential, withcentered at=0.
fourth-order anharmonic coefficierds,, andd;»,included The nonparabolicity of the potential well and the large
in the parameters to be refinétthird-order anharmonicity is  width of the probability-density distribution function indicate
forbidden because the structure is centrosymmetiibie  that it is this ion which is ferroelectric, as in pure PMN. Most
third model was a spherical layer with the average magnitudsignificant is the result implying disappearance in
of local displacementsg,, (radius of the sphejeand the PMNPT40 of clearly pronounced lead-ion displacements
isotropic thermal factot;s, determining the effective layer from the special positioi000). It was conjectured that the
thickness serving as fitting parameters. The quality of théPt?* displacements are a direct consequence of the presence
model was estimated from the unweighte® factor, of random electric fields in PMN and other relax8rhe
R=X(lexp— lcaid/Zlexp- The calculations showed that the question of a possible dominant role for such fields in the
harmonic model does not permit adequate description of thbehavior of relaxors, in particular, in PMN was discussed in
experimental data. The anharmonic model yieldd@!' literature}*?>Following these works, one could suggest sev-
=0.042 A2, dyy1,=—5.1x10 6, dy;,=—1.9x10 % and eral sources of random fields. Besides random molecular
R=5%. The parameters obtained in the spherical-layefields favoring formation of an ordered ferroelectric ph¥se,
model arerg,=0.16 A, UP=0.053 2, and R=9.9%. one could expect generation in PMN-type crystals of

ISO
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FIG. 2. Probability density function for a lead ion plotted against displacedéom the (000 position. Curved,2 — PMNPT40 at 500 Kanharmonic and
spherical-layer model, respectivilyurve3 — pure PMN at 293 K, spherical-layer model.

frozen-in random electric fields due to randomly distributed®After completion of the data treatment involved, the results of the struc-
nonisovalent ions14 (i.e. as a result of charged point de- tural study of the PMNPT solid solutions will be published in a separate
fects. It may be conjectured that incorporation of a suffi- P2Pe"
ciently large number of Ti" ions in PMN having a valence
equal to the mean valence of tBdons changes appreciably
the shielding conditions of uncompensated charges and gives
rise to d|sapp_earance of_the frozen-m local random fields, Oippysics of Ferroelectric Phenomerfin Russia, edited by G. A.
at least to their substantial suppression. Because the randongmolenski (Nauka, Leningrad, 1985
fields are linearly related to the ferroelectric mode where?z.-G. Ye, Ferroelectricd84, 193(1996.
. . . . 3 H
lead-ion displacements play a major réfesuch fields 55188”9%3“’ P. Garnier, E. Husson, and A. Morell, Mater. Res. B4|l.
should inevitaply prOduce _Iocall % displacements ar_md, if_ 4s. Vakhruéhev, S. Zhukov, G. Fetisov, and V. Chernyshov, J. Phys.: Con-
the concentration of these ions is high enough, to a distortion gens. Mattes, 4021(1994.
of the average structure. The absence in PMNPT40 of statiéN. de Mathan, E. Husson, G. Calvarin, J. R. Gavarri, A. W. Hewat, and
displacements of lead ions from special positions is direct A Morell, J. Phys.. Condens. Matt@ 8159 (1991
. . - S. G. Zhukov, V. V. Chernyshev, L. A. Aslanov, S. B. Vakhrushev, and
evidence of suppression of random electric fields. H. Schenk, J. Appl. Crystalloge8, 385 (1995.
Thus the above structure study of the paraelectric phaseés. G. zhukov, A. V. Yatsenko, and S. B. Vakhrushev, Zh. Strukt. Khim.
in the PMNPT40 solid solution, combined with a comparison 338’ 586 (1997).
; 0. Bunina,
of t.h_e results obtamed.from the structure of comp_oun(_:is ex-, Sakhnenko, Ferroelectria?, 299 (1994,
hibiting relaxor properties, have revealed for the first time asy v chermyshev, G. V. Fetisov, A. V. Laktionov, V. T. Markov, A. P.
direct relation between the nature of the phase transition andNesterenko, and S. G. Zhukov, J. Appl. Crystalldp, 451 (1992).
the nature of the low-temperature state, on one hand, angV. V. Chemyshev, S. G. Zhukov, A. V. Yatsenko, L. A. Aslanov, and

: ; : . Schenk, Acta Crystallogr., Sect. A: Found. Crystalldgg).601(1994).
features in the microscopic structure of the paraphase, on th Kleemann, Int. J. Mod. Phys. B, 2469 (1993,
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The temperature dependences of NQR line frequencies and widfR&Sbf(for the + 1/2— = 3/2
transition and of*?3Sb (for the + 1/2— *+ 3/2 and+ 3/2— +5/2 transitiony, as well as of

the principal components and the asymmetry parameter of the electric-field-gradient tensor at the
1233h nucleus have been studied in a SbSI crystal in the 115-325 K range. The dynamic

and static factors governing the character of these relations are discussedl1mhe + 3/2 line

in the !Sb NQR spectrum splits into a doublet within a narrb K) temperature

interval near the ferroelectric phase transitidn € 293 K), which is associated with the formation

of a macroscopic heterophase structure in the crystal1989 American Institute of
Physics[S1063-783109)03407-3

Macroscopic heterophase structures occurring in phasaccumulation. To suppress the signals due to electroacousti-
transitions of a number of crystals continue to attract consideal (phonon echd and piezoelectric ringing fof <T., the
erable attention. In this connection, investigation of the criti-sample was placed in a polyethylene container filled with
cal behavior of nuclear quadrupole interactions in the vicin-silicone oil.
ity of phase transitions in ferroelectrics and ferroelastics
acquires a particular interest. This work reports a study of
1215h and'?%sb nuclear quadrupole resonar®QR) in an
antimony sulfoiodide ferroelectric. We have alreadyl. RESULTS OF EXPERIMENT
reported the manifestation of the ferroelectric phase transi- _
tion in SbSI in NQR. This work deals with a more detailed One _stud|ed temperature dependences of three resonant
investigation of antimony NQR in SbSI. lirzequenc[es,vl (£1/2—*=3/2) andv, (=3/2— i152/2) for

The structure of the SbSI crystal consists of parallel mo- °Sb (spin 1=7/2), and vy (*1/2—+3/2) for 1_Sb (¢
lecular chains. The lattice has rhombic symmetry. Tt =5/2), as well as those of the corresponding linewidths

(1) (2) (3) i _ iti -
=293 K, SbSI undergoes a first-order structural phase trarf Vi2: Avij, andAvy,, including the phase-transition re
9 gion atT.=293 K. The experimental values of tlrg and v,

sition D3p—C3,, with spontaneous polarization setting in ¢ . 4 1o calculate the principal .
for T<T..2"* The unit cell of SbSI contains four formula ' cadencles Were used to cajculate the principal components
units. The (SkS;l,), double chains are oriented along the of the electric-field gradientEFG) tensor,Vzz, Vyy, and

' 2/n Vyx, and the EFG asymmetry parametgfor 12°Sb by solv-

crystallographicc axis, which in the ferroelectric phase co- ina the secular equation for auadrupole-counling eneray lev-
incides with the ferroelectric axis. The SbSI structure can be 2 g d D ping 9y

— . . 2 +
described within the model of the $15°~ 1~ ionic crystal® €ls for the|=7/2 spin. A series of*Sb NQR (£1/2-

lowing. h th ibility of partiall lent bond +3/2) line measurements were made at different tempera-
allowing, however, the possibiiity of partiafly covaien +on " tures near the phase transition. The results obtained are as
ing. A model of the outer electronic shells, {F for Sb",

follows.
4 - 6 z
(3p)* for S™, and (5)° for I”, was proposefl.Thus the (1) The »(T) experimental relations are linear for all

iodine can exist in the pure ionic state, while the antimonyy,ree frequencies, exhibit a clearly pronounced anomaly at
and sulfur may be covalently bonded. bsbauer studies T_71  and behave nonlinearly below:
Cc» 3

similarly argue for predominantly ionic halogen bonds and (5 The Av{}(T), AvZ)(T), andA+3)(T) experimental

essentially covalent Sb—-S bondihg. _ _ relations, similar tav,(T), v,(T), andw,(T), are practically
The present experiment was carried out with an 1S-Zinear aboveT, in the temperature range studied, undergo a

pulsed radiospectrometer. The techniques employed are dgharp anomaly af =T, and exhibit nonlinear behavior be-

scribed elsewheréThe measurements were performed on ajgyy Te:

45-mm long cylindrical SbSI sample with a 9-mm diameter. (3) The temperature dependencesifVy5, Vyy, and

The crystallographicc axis was aligned with the cylinder v, are linear in the paraelectric phase, and exhibit a sharp

axis. anomaly at the phase transition and a nonlinear behavior in
The static, or inhomogeneous linewidth was determinedhe ferroelectric region;
from the width of the double-pulse spin echa v, (4) Within a narrow temperature intervat0.5 K) in

=0.88/Aty, (here Avy, is the linewidth at half maximum, the vicinity of T, the 1?!Sb NQR (+1/2— *=3/2) line is
andAt,, is the echo full width at half maximup? A clear  observed as a doublet with components spaced by more than
image of echo shape was obtained by multichannel signal MHz.

1063-7834/99/41(7)/7/$15.00 1175 © 1999 American Institute of Physics
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S while the = 1/2— #+3/2 transitions can be induced only by
the components of the rf field,; perpendicular to the prin-
cipal axisZ of the EFG tensor. Hence the EFG principal
componentV5 is perpendicular to the axis and oriented
along the shortest chemical bond between the antimony and
sulfur ions(2.49 A, Fig. 3, whose outer p and 3 electrons
provide the major contribution to the EFG and determine the
covalent nature of the bonding.

The Hamiltonian of quadrupole interaction constructed
in the frame of the principal EFG tensor ax€sy,Z can be
written

e’qQ

Ho=— o 3|2—|(|+1)+} (12+12) (1)
QT a1(21—1)|°'2 AR

Hereeq=Vzz, 7=(Vxx— Vyy)/Vzz is the EFG asymmetry
parameterQ is the nuclear quadrupole momeh%,zlf(ﬂ%
+I§, andl . =1y =*ily are nuclear spin operators in theY,

Z coordinate frame. The principal EFG components satisfy
the relations

V22> |Vyy>[Vxxl,

Vzz+Vyy+Vxx=0. (2

FIG. 1. Schematic presentation of the double molecular chaipS8h, As seen from Eq(1), variation of two EFG parameterg;,

for the paraelectric state in SbSI. The bond angles and lengths are tak ; ; ;
from Ref. 5. The parallelepiped dimensions are not related to the unit Ce%};?ymgds:jggllntismgoer?agterteely that of NQR frequenCleS With
parameters. ] : . )

The experimentab(T), v,(T), andv5(T) relations in
the paraelectric phase of Sb@igs. 2—4 are due to anisot-
ropy in the thermal expansion of the lattit®The role
In the experiment, the axis of the SbSI crystal was played by EFG dynamic Bayer averaging through thermal

2. DISCUSSION OF RESULTS

aligned with the coil axis, i.e. was parallel to the figf], lattice vibrations, which is efficient primarily for the rocking
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FIG. 2. Temperature dependence of &b NQR frequencie§l) v, (+ 1/2— + 3/2 transition and (2) v, (*+3/2— *+5/2 transition, and(3) of the 123Sb
NQR (+1/2— *+3/2) linewidthA»{}) in ShSI.
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FIG. 3. Temperature dependence(df *2°Sb NQR v, frequency (- 3/2— *+5/2 transition and (2) 123Sh NQR (+ 3/2— *5/2) linewidthA »{?) in SbS.

and torsional motion of molecules, is apparently less signifidistortion, which depends ofT.— T|, acts on the principal
cant in the case of ShSI. The distinct anomalies(@f) near EFG components and, hence, on the asymmetry parameter
T. are obviously associated with the phase transition. WéNote the large difference between the anomalies i(iT)
believe that these anomalies are caused by static distortion ahdv,(T) nearT., as well as the differences in their behav-
the SbSI rhombic lattice fof <T, (D%ﬁ-»C%V). This static  ior below T, (Fig. 2. This can be explained by the strong
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FIG. 5. Temperature dependence of the EFG tensor asymmetry parajreténe'>Sh nucleus in SbSl.

increase of the asymmetry parameigfFig. 5 with varia-  environment of the antimony atom were calculated using the
tion of local symmetry at the antimony site féi<T..> The  values of» and E,, (m=1/2;3/2;5/2) obtained by solving
asymmetry parameter was calculated using the seculdg. (3) and the antishielding factor for antimony: {1y..)
equatiodt! for quadrupole-coupling energy levels for the =17 [q=0e(1— v.)]. The resonance frequency for the

=7/2 spin +1/2— £ 3/2 transition can be written in a general form as
2 2\ 2
v1=(Ez»>—Eq»)/h,
E4—ag 1+ L EZ—64(1—772)E+105<1+"— -0 1= (Be~ B
3 3 and because the quantiBin Eq. (3) is determined through

3 the quadrupole coupling constarg#’qQ in units of
and the experimental ratio of the frequencigsand v, for ~ 3e?qQ/4l (21 —1),* we obtain
the = 3/2— +5/2 and+ 1/2— *+ 3/2 transitions in?3Sb, re- 3(Eqp— E1)e2q0
spectively. It is known that as the EFG symmetry changes = ,,=——22 1/ g
from axial (p=0 for Vyxx=Vyy) to off-axial, i.e. the maxi- 41(21=1h
mally asymmetric =1 for Vxx=0 andVyy=—Vzz), the  Whence, using Eq2), we finally come to
quadrupole-coupling energy level, (m==1/2) for nuclei
with spins1=5/2 decreases, and tHe, (m=*+3/2) level Vy,=eq(1l—y,)= 4121 —1hv,
rises'? The E; (m= +5/2) level also rises, but to a lesser 2 “ 5leQ(Ezz—Eyp)’
extent, and approachds,. As a result, the increase in 1
makes the+ 1/2— = 3/2 transition frequency increase, and Vyy=—=(7+1)Vyy,
the +=3/2—*+5/2 frequency, decrease. Note that gs 2
changes from zero to unity, the frequency ratigt- 3/2— 1
+5/2)/v(£1/2— = 3/2) changes from 2 to 0.7. Indeed, as VXX=§(7;—1)VZZ.
seen from Fig. 6, the pattern of the temperature dependences
of the quadrupole coupling levels calculated t4#Sb from  As already mentioned, th¥,, gradient is directed appar-
Eq. (3) reflects this relationship. The temperature depenently along the shortest Sb—S bond, which is perpendicular
dences of the principal EFG compone¥ts;, Vyy, andVyyx  to thec axis(in Fig. 1 this bond is shown with a thicker solid
presented in Fig. 7 complement the general picture, by whicline). Because iodine in SbSI is most probably in a purely
the v, frequency in our experimer(Fig. 1) increases with ionic state, one may assume the major contribution to the
decreasing temperature for=T_ both through the increase VyyandVy gradients to be due to the Sb—S bonds forming
of Vz7 and by virtue of%, while the behavior of thev, = —S—Sb—S-chains parallel to the axis of the crystalFig.
frequency reflects the mutually opposed action of these twd). The increase diVz,| andVyy, as well as the decrease of
factors. The principal components of the EFG created by th&yyx with decreasing temperature fo<T, (Fig. 7), accord
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with x-ray diffraction data obtainédfor ShSI atT=35°C
(in the paraphageand at 5°C(in the ferroelectric phase
According to Ref. 5, as the temperature decreases from 35 to
5°C, the Sh-S short bond length decreaskk/{(~ —0.68
% 10"2), while the other two Sb—S bonds in th&—-Sb—S—
chains behave in the opposite manner, namely, one of the
bonds shortensAL/L~—5.75x 10 ?), and the other be-
comes longer&L/L~2.57x 10" ?). Obviously, the shorten-
ing Sb—S bond in the chain is responsible for the increasing
gradient, i.e. forVyy, whereas the one growing longer,
Sb-S, forVyx. Thus the orientation of the EFG tensor gen-
erated by the electric environment of the antimony atom in
the SbSI crystal is determined by the direction of antimony
chemical bonds with the three sulfur atoms. It should be
pointed out that, whereas the direction of the principal &xis
along the shortest Sh—S bond can be specified apparently
with sufficiently high probability, theér and X principal axes
do not coincide with the two other Sb—S bonds, while being
close to them in direction. This is due to the fact that the
three adjoining angles formed by the antimony bonds with
the three sulfur atoms are not equal to 90° even in the
paraelectric phase of Sh&ne angle is 95.4°, and the other
two, 84.8° eachi,Fig. 1). This is why the EFG tensor asym-
metry parameter forT>T. is not zero but finite ¢
~0.088) (Fig. 5, and theVyy and Vyxx EFG components
differ somewhat in magnitudérig. 7), despite the corre-
sponding Sb—S bond lengths being eqi2alr6 A (Ref. 6),
Fig. 1]. It was not possible to determine more accurately the
EFG tensor orientation with respect to the crystallographic
axes(from the Zeeman splitting of levels in a magnetic fjeld
because of the disordered directionsaodndb axes in the FIG. 8. 1%Sh NQR spectrum= 1/2— * 3/2 transition obtained at different
sample used in the measurements. temperatures in the region of the ferroelectric phase transition in the SbSl
In the ferroelectric phase of SbST(T), Vzz and 7 grftggggszf’ ZK;Z.TE’K;f ;;12_%‘.1'6’2_ 293.6,3 —293.1,4— 2930,
are acted uporii) directly by static atomic displacements
originating from lattice instabilities with respect to the soft
modé? and determined by the order-parameter amplitudecreated by point defects, dislocations, and residual stresses,
p(T.—T), and(ii) by spontaneous ferroelectric lattice strain which produce EFG scatter as a result of distorted intramo-
e(T.—T) appearing forT<T, (exp?). As follows from lecular interactions. It is only natural therefore to assume that
symmetry considerations, both the phase-transition-inducetthe nonuniformity in static atom displacements and in spon-
change in the field gradieniV;; and the order parameter taneous lattice strain nedy, which originate from the non-
variation 57 are proportional tgp? and e. These relations uniform phase-transition temperature distribution, cause a
govern to a considerable extent the character of the curvesonsiderable scatter in the field gradient at antimony nuclei,
v1(T), vo(T), andw3(T) belowT.. Another factor affecting and this is what accounts for the sharp increase in linewidth.
the temperature dependence:qf, v,, and v; is the strong The difference between th&v,,(T) anomalies forv; and
anisotropy of thermal expansion of the SbSI lattice forv, is also obviously associated with different contributions
T<T,.! The part played by the already mentioned Bayerof the change in the asymmetry parameieto frequency
averaging of the gradient in the ferroelectric phase of SbSl isariation.
still smaller than that in the paraphase, which, generally The doublet structure of thé?'Sb NQR (+1/2—
speaking, is characteristic of ferroelectrics with displacive=* 3/2) line observed within a narrow temperature interval of
phase transitions. 292.8-293.1 KFig. 8) is obviously associated with the for-
The anomalies observed neg in the linewidth tem-  mation of the so-called striated structtfrén SbSI at the
perature dependenceSv{})(T), Av{?)(T), and Av(3)(T)  phase transition. This structure is made up of alternating re-
(Figs. 2—4 are apparently related to the phase transitiongions of the paraelectric and ferroelectric phases with plane
They may be caused by a nonuniform distribution of theinterfaces, which are close in orientation(i01).* Macro-
static rhombic-lattice distortion induced by the phase transiscopic spatially nonuniform states are known to appear in a
tion in the SbSI crystal, which gives rise to a spatial nonuni-number of compounds in structural phase transitions. In most
formity in the phase-transition temperature. The static, orcases, the heterophase structures are irregular. An exception
inhomogeneous NQR linewidth is known to be determineds the calomel crystal (Hg&l,), whose ferroelastic phase
by the presence in the crystal of disordered lattice distortionsransition (T.=186 K) gives rise to a regular heterophase

el
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structure causing splitting of tH8CI NQR line® In contrast Support of the Russian Fund for Fundamental Research
to SbSl, however, this splitting is very smalh {~6 kHz)  (Grant 96-02-168983is gratefully acknowledged.
(the r_)heee tran.srtron in HEI, is second order and close to 1S, N. Popov, N. N. Krinik, and I. E. MyPnikova, Izv. Akad. Nauk SSSR,
the tricritical poin} and can be revealed only by the onset of ser. Fiz 33 271(1969; S. N. Popov, N. N. Kranik, and I. E. Mylnikova,
a fine structure in the spin echo in the form of béats. in Proceedings of the Second International Meeting on Ferroelectricity
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. . . s . . . . Fatuzzo, . aroeke, .J erz, . Itsche, . oetscnl, an
displayed in Fig. 8 reflects the phase-tran_srtron kinetics N W. Ruppel, Phys. Rev127, 2036 (1962.
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Effect of negative chemical pressure on some displacive-type ferroelectrics
S. V. Baryshnikov, E. V. Bursian, and V. V. Kazakov
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The effect of embedded helium on the phase-transition temperature and properties of displacive-
type ferroelectrics has been studied. It is shown that helium embedded in crystals produces

an effect opposite to that of hydrostatic pressure, namely, the temperatures of the ferroelectric
phase transitions increase, and those of the antiferroelectric ones, decreak899©

American Institute of Physic§S1063-783%9)03507-§

When a solid is bombarded by helium ions, helium pen-helium, the transition temperature of BaEifom the cubic
etrates into the solid, and, because of their small radiugo tetragonal phas€PE—FHB increases.
(Tator=0.291 A, Ref. 1, helium atoms can migrate at high For barium titanate, the distribution uniformity of em-
tempergtures.throughout the crystal lattice, to end up d.ISt“bbedded helium with depth was studied in the following way.
uted fairly uniformly throughout the volume. This entails & The transition temperature in the sample with helium and a
change in the physical properties of the crysfafsin par-  reference sample was determined from observation of the
ticular, their melting point decreases, the chemical activityjomain structure in a polarizing microscope. When heated,
increases, and the superconducting transition temperatur@ge reference crystal became opaque when viewed under
change. _It was shown that an increase m_the_ concentration @fyssed polarizers at a temperature lower by 35 K than that
substitutional helium can decrease the binding enérgy.  for the helium-loaded samples. After this, the sample was

We proposed a method of helium incorporation in ferro-hinned on both sides, and the measurements were repeated.
electric crystals and showed that the dissolved helium causeg, e thinning was performed in two ways, by grinding and
Chemical etching with orthophosphoric acid. Table | lists the

as “negative” pressuré” The effect of hydrostatic pressure o iiion temperatures of a helium-loaded BaJg@mple as
reducing interatomic distances on the ferroelectric character:

ot ¢ larization. dielectri itivit da function of sample thickness. It is seen that the phase-
istics (spon aneous polarization, dielectric permitivity, andyjtion temperature of BaTiOHe changes with removal
phase-transition temperatiirbas been studied in consider-

. L : o f surf I t th few tenths of ,
able detail”® At the same time information on the variation o' surtace ‘ayers by not more than a rew tentns of a degree
which implies that the crystals are quite uniform.

qf ferroelectnc.properpes mducgd by an increase Qf the lat The magnitude of the temperature shift depends on the
tice constants is practically lacking. In this connection it ap- . : . )
. - , sample treatment chosen. The maximum shift obtained in the
pears of interest to follow the variation of the properties of . . o
experiments is 15 K. The transition temperature from the

ferroelectric crystals under incorporation of helium. otraconal to rhombic phase also increases. while the transi
This communication summarizes the results of a study of 9 Ic P ' » Whi !

the effect of embedded helium on the ferroelectric propertie§Ion to hthe rhpmbohedral phase oc%lurs at a lower Farlnpera(-j
of various crystals, namely, a typical ferroelectric BaJj@ ture. The Curie-Weiss temperature decreases very little, an

paraelectric SrTiQ, an antiferroelectric NaNbQ and a lay- the temperature hysteresis of the upper phase transitiop. in-
ered ferroelectric STa,0, . creases from 2 to 8 K. Table Il compares the phase-transition
Helium was incorporated in an ac discharge. The field ifémperatures for one of the sampléthe data are for
the chamber was 1—2 kV/cm, and the gas pressure was maif2Ti0s+0.2 at.%Fe crystals, and therefore the phase-
tained within the 1-10-Pa range. To increase the diffusioransition temperatures for the starting sample differ some-
coefficient, the samples were heated to 9501150 K, depen#ithat from those quoted in the literatireAttempts at in-
ing on the type of the crystal. The samples chosen for thé&reasing the concentration of embedded helium still more by
studies were platelets, 100—2@@n thick, which ensured a raising the temperature and time of bombardment failed be-
sufficiently uniform distribution of incorporated helium cause of a dramatic deterioration in the quality of the
across the sample. The phase-transition temperatures wesamples, which became brittle, opaque, and conducting.
determined from the maximum in the dielectric permittivity. ~ After multiple heating of helium-loaded samples in air,
The transition types referred to below are always denoted ithe PE—FE transition temperature decreased, which can be
the order of decreasing temperatutee PE—FE notation explained by helium escaping from the crystal. Note that, in
means that the low-temperature phase is the ferroelectric the initial stage, helium evolves from the crystal fairly fast,
Barium titanate. Following a one-hour long treatment so that heating for an hour at 520—-570 K reduces the transi-
by the above technique carried outTat 1150 K, the crys- tion temperature by about 5-6 K. Thereafter the process
tals acquired a greenish color, which transformed to grayslows down and the properties of the crystal do not change
green after two hours of the treatment. After incorporation offor a long time.(At room temperature, the characteristics of

1063-7834/99/41(7)/3/$15.00 1182 © 1999 American Institute of Physics
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TABLE |. Effect of gradual thinning of a BaTiQHe crystal on the phase-
transition temperature.

Starting

sample He-loaded sample
d (um) 180 180 125 80 50 30
Ty K 390.2 394.8 394.5 394.1 394.0 394.0

the reference sample recovered their original values only in
four years)

X-ray diffraction measurements of the room-temperature
parameters of the barium titanate tetragonal lattice yielded
the following results. The parameters of the starting sample:
c=4.019 A, a=3.984 A. The parameters of the helium-
loaded samplec=4.023 A,a=3.985 A. The data are aver- 0 1 !
aged over a set of samples grown in the same thelte and 10 50 700 T,K
.SUbsequen.tIy, the mef’isurement ergor0.001 A') Assum' FIG. 1. &(T) relation for SrTiQ. 1 — Starting sample2 — helium-loaded
ing the lattice expansion to result from a “negative” pres- sample.
sure and using the available datn BaTiO; compressibil-
ity, the negative pressure generated by helium can be
estimated as 1-1.5 kbar. restoring and the long-range Coulomb forcess~ (F

Interpretation of the results meets with certain difficul- —F o). In normal dielectricsF¢, exceeds by a few times
ties, because helium ions, depending on their energy, are.,, and this is what accounts for the stability. The stability
capable of knocking one of the lattice atoms out to occupyof a lattice TO vibration can fail iFg=<F,,, and this may
the now vacant site or filling available vacancies and inter-occur either ifF 5, has anomalously decreased, oF i, has
stices. Considering the accelerating voltages used anomalously increased.

(~10 kV), the knocking out of lattice atoms by helium ions The increase in unit-cell volume induced by He incorpo-
is hardly probable. This statement is supported by *dataration brings about apparently a faster falloff in the short-
available on metals. According to Ref. 9, interstitial heliumrange forces compared to Coulomb forces, so that their dif-
generates internal compressive stress and, therefore, helidi@rence decreases.

atoms occupy most likely the vacancies. One could suggest Strontium titanate is a paraelectric. It does not undergo
the following mechanism of vacancy formation in BaTiO a transition to the ferroelectric phase down to 0 K and, there-
Because the crystals subjected to helium bombardment afere, one estimated for it only the change in the Curie—Weiss
kept for a long time at a high temperature and reduced pregemperature. Figure 1 presents temperature dependences of
sure, this is believéd to entail partial loss of oxygen. Ap- the dielectric permittivity of pure strontium titanate and of a
parently helium occupies the sites of the evolved oxygensample with helium incorporated into it at 1070 K. The
Note that one vacancy can be filled by more than one heliungraphs show the dielectric permittivity to be higher for the
atom112 The lattice parameters can increase as a result dielium-loaded sample.

formation of He,V, helium-vacancy complexes in the Using the relation
crystal® The energy required to detach a vacancy or a helium c
atom from the complex depends on the relation betwaen e=

andn and reaches a maximum for=n=1. The HeV com- (©1/2)coth(©,/2T) - T
plex possesses the highest stability against thermal and mesr the starting SrTiQ crystal with the parameters
chanical stresses, and this may account for the decline i®=80 K, Tc=27 K, andC=0.84x10° K (Ref. 13, fol-
helium escape with time. lowed by a least-squares procedure, yields 3—-4 K for the
The increase in the PE—FE transition temperature can biacrease of the Curie-Weiss temperature. The room-
explained within the dynamical theory in the following way. temperature cubic-lattice parameter derived from the x-ray
The effective force constant determining the soft-mode fremeasurements increases accordingly from 3.906 to 3.908 A.
quency depends on the difference between the short-range Sodium niobate is of interest because, by the rule of
Samard, pressure shifts the phase-transition temperature in
an antiferroelectric in the direction opposite to that in ferro-
TABLE II. Phase-transition temperatures for Ba3io electrics. Therefore, if one accepts the concept of negative
pressure, incorporation of helium in antiferroelectrics should

Ty (K Ty (K Ty (K -
(Tr;rggngl- (th\ro(mt))ic- (Tet‘ﬁa(ggnm- reduce the transition temperature.
Crystal rhombig tetragonal cubic) We studied the transition at 623 (the transition under
Starting 176 270 380 coollr_wg from th_e nonpolar to antiferroelectric phadacor-
Helium-loaded 174 273 393 poration of helium reduces the temperature of the observed

maximum in dielectric permittivity down to 615 K. Interpre-
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static pressure can be identified effectively with uniaxial
compressionor in a transition to the ferroelectric state from
an intermediate phase with a superstructure.

Incorporation of helium into $STa,O; was carried out at
1250 K. The crystal takes on a yellowish color and the con-
ductivity increases, but by not more than an order of magni-
tude. As seen from the temperature dependence of dielectric

w

’ﬁ permittivity in samples without and with helium in Fig. 2,

:f loading with helium reduces the ferroelectric phase-

'g transition temperature by 7—10 K. Annealing the samples in
air at~850 K restores the phase-transition temperature to its

w original value. X-ray diffraction measurements showed that

the interlayer spacing, i.e. thie parameter, undergoes the
largest change under helium incorporation in theT850,
layered ferroelectric; it isb=27.075 A in helium-loaded

i i | samples, as compared t0=26.997 A in the reference
100 200 300 T, K samples.

_ ) ' Thus incorporation of helium apparently results in a
:;'fd'eﬁ' Ssefn:)plge'at"’” for SgTa,0;. 1 — Starting sample2 — helium-  yhase.transition temperature shift opposite to that induced by
' application of hydrostatic pressure.
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LATTICE DYNAMICS. PHASE TRANSITIONS

Lattice dynamics of a Rb ,KScFg crystal in unstable cubic and tetragonal phases
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The results of a nonempirical calculation of the static and dynamic properties ofkcSRI;

crystal with elpasolite structure in cubic, tetragonal, and monoclinic phases are presented.

The calculation is performed on the basis of a microscopic model of an ionic crystal that takes
account of the deformability and polarizability of the ions. The deformability parameters

of the ions are determined from the condition that the total energy of the crystal is minimum.

The computational results for the equilibrium lattice parameters are in satisfactory

agreement with experimental data. Unstable vibrational modes are found in the vibrational
spectrum of the lattice in the cubic and tetragonal phases. These modes occupy the phase space
throughout the entire Brillouin zone. The characteristic vectors of the most unstable mode

at the center of the Brillouin zone of the cubic phase are related to the displacements of the fluorine
ions and correspond to rotation of Sobctahedra. Condensation of this mode leads to a

tetragonal distortion of the structure. In the tetragonal phase the most unstable mode belongs to
the boundary point of the Brillouin zone and condensation of this mode leads to monoclinic
distortion with doubling of the unit-cell volume. In the monoclinic phase unstable modes are absent
in the vibrational spectrum of the lattice. ®999 American Institute of Physics.
[S1063-783%9)03607-2

Halides ABB*" X4 having the elpasolite structure un- Virtually no calculations of the phonon spectrum of the
dergo very diverse structural phase transitions associatertystal have been performed for crystals with elpasolite
with the lattice instability of the high-symmetry cubic phase.structure. At the same time these crystals are being inten-
Uniform nonpolar distortions of the crystal lattice and distor-sively investigated by various experimental methods, and
tions accompanied by a change in the unit-cell volume of thehere now exist data on the structures of the low-symmetry
crystal are observed in the low-temperature phases in theghases, the physical properties, and the changes in the lattice
compounds. Structural distortions in most crystals in thisat phase transitions, for many crystals in this fantdge, for
family are associated either with the locations df B oc-  example, the recent review in Ref). 1
tahedra or a combination of rotations of octahedra and dis- RI,KScR; belongs to the elpasolite family and its crystal
placements of the A ions. structure in the high-symmetry phase is cubic with space

The instability of a crystal lattice with respect to normal groupFm3m and one molecule per unit célig. 1). As the
vibrations, corresponding to rotations of octahedra, is appatemperature decreases, RISck; undergoes two successive
ently a characteristic feature of perovskite-like compoundsstructural phase transitions: &t; =250 K to the tetragonal
In most halides, and in some oxide crystals with perovskitgphase with space groupt/m with no change of the cell
structure, such an instability leads to structural phase transirolume as compared to the volume of the cubic phase and
tions in low-symmetry phases with an increase in the unitinto the monoclinic phase ai.,=220 K with space group
cell volume as compared to the volume of the initial cubicP12,/n1 and two molecules per unit cell. Structural inves-
phase. The problem of structural instability of perovskitetigations of low-symmetry phaseshow that the distortions
with respect to the ferroelectric lattice vibrational mode andof the cubic structure in the tetragonal phase are mainly due
with respect to the vibrational mode associated with rotationso rotations of Sck octahedra; these rotations are uniform
of octahedra has been under discussion in experimental artdroughout the entire volume of the crystal. Distortions in the
theoretical investigations for several decades now. In the lagbw-temperature monoclinic phase are related to nonuniform
few years there have appeared many works wherein the phoetations of Sck octahedra and to displacements of rubidium
non frequencies are calculated in one or another approach aons from positions of equilibrium in the tetragonal phase.
the basis of first-principles density functional method for  Our objectives in the present work are to calculate, from
many members of the perovskite family and attempts havéirst principles, the equilibrium volume, the total spectrum of
been made to understand the nature of this instability. lattice vibrations, and the high-frequency permittivity in
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FIG. 1. Crystal structure of BKScF; in the cubic phase. One molecule and the face-centered K lattice are shown.

Rb,KSCcR; crystals in unstable cubic and tetragonal phases (R}, ,Rl,,|Ri—Rj|)=E{p;j(r—=Rj)+p;(r—=R))}

and in the stable monoclinic phase, on the basis of the gen-

eralized Gordon—Kim model proposed by Ivanov and —E{p(r—=R)}—E{p(r—-Ry},
Maksimov? )

The model and computational method for calculating thethe energyE{p} is calculated by the density functional

frequencies of the normal lattice vibrations and the h'gh'method using a local approximation for the kinetic and

frequency permittivity are presented in Sec. 1. The compu-
tational results and their discussion are presented in Sec. 2.

1. MODEL. COMPUTATIONAL METHOD 10
The model proposed by Ivanov and Maksimder an
ionic crystal, taking account of the polarizability of the ions, 08
is used to calculate the phoon frequency spectrum ol )
Rb,KScFs. In this model the ionic crystal is modeled by _ o6 -
individual, overlapping, spherically symmetric ions. The to- 2 !
tal electron density of the crystal is written as g 3
§ 04
p(N =2 pi(r=R), S
' W 0.2 -
where the summation extends over all ions in the crystal.
The total energy of the crystal in the density functional
method, taking account of only a pair interaction, has the 20
form
_1 ZiZ; self, i 0.2 7
Eu_Z; |Ri_Rj|+Zi Ei (Rw) : : :
1 130 140 150 160 170 180 190
3 2 PiRyRLIR-RD, 1) VA

] ) ) FIG. 2. Total energyper moleculg of Rb,KScF; versus the volume. Curve
whereZ; is the charge of théth ion, 1 — cubic phase, curv@ — tetragonal phase, cund— monoclinic phase.
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TABLE I. The equilibrium values of the lattice parameters.

a, A b, A c, A
Space
Phase group Calculation Experiment Calculation Experiment Calculation Experiment
Cubic Fm3m 8.60 9.02 8.60 9.02 8.60 9.02
Tetragonal 14/m 6.08 6.37 6.08 6.37 8.60 9.00
Monoclinic P12, /nl 6.03 6.36 6.03 6.36 8.52 8.99

Note Experimental values from Ref. 2.

exchange-corre|ati0n energiesi aﬁﬁelf(RiN) is the self- Sphere were used to calculate the derivatives appearing in the
energy of an ion. The electronic energy and the self-energglynamical matrix. Chebyshev polynomials were used for the
of an individual ion are calculated taking account of the Crysapproximation§.

tal potential approximated by a charged sphéyéatson

sphere

Z°R,, <Ry, 2. RESULTS AND DISCUSSION

V(D= o, R )

_ In this section the computational results for the total en-
whereR,, is the radius of the Watson sphere. The r&fjiof  ergy, the equilibrium volume, and the phonon spectra of
the spheres at individual ions are determined so as to minRb,KScF; in three phases are presented.

mize the total energy of the crystal. _

To calculate the lattice dynamics, terms describing en?t: Cubic phase
ergy changes caused by displacements of the ions from their The equilibrium lattice parameter was determined from
equilibrium positions must be added to the crystal energythe minimum in the volume dependence of the total energy
(2). An expression for the dynamical matrix taking accountof the crystal(Fig. 2). The lattice parameters together with
of the electronic polarizability of the ions and the “breath- the experimental values are presented in Table I. It is evident
ing” of an ion in the crystal environment for crystals of from Table | that the computed values of the lattice param-
arbitrary symmetry is given in Ref. 5. The results of a group-eters(for cubic and tetragonal and monoclinic phasagree
theoretic analysis of the phonon spectrum of crystals havingo within 5% with the experimental data. The radii of the
the elpasolite structure are also presented there. We emplayatson spheres found for the ions RbK*, and F by
the results in Ref. 5 to calculate the vibrational frequenciesninimizing the total energy are 2.5, 2.5, and 2.625 a.u., re-
of the RBKScF; lattice and their symmetry classification.  spectively. The St ion was calculated without a Watson

The Coulomb contribution to the dynamical matrix was sphere, since our calculations for the cubic phase show that
calculated by Ewald’s method. The calculation of an ion waghe radii of the scandium ion in a Watson sphere and in the
performed using Liberman’s prograhand the pair interac- free state are virtually identical. Table Il gives the computed
tion energy(3) and polarizability of an ion were calculated polarizabilities of the ions, the high-frequency permittivity,
using the Ivanov—Maksimov prografrthe Thomas—Fermi and the dynamic ion charges in an JRIScF; crystal.
approximation for the kinetic energy, and the Hedin—  The computed dispersion curves of the phonon frequen-
Lundquist approximation for the exchange correlation en<ies of RBKScF; in the cubic phase are shown in Fig. 3, and
ergy. The technique of approximating the energy depenthe limiting phonon frequenciesq&0) are presented in
dences on the distancBsand the potentialg of the Watson Table IIl. Table Il table also gives the experimental values

TABLE Il. The polarizabilities of the ions, the high-frequency permittivity, and the dynamic charges.

Cubic Tetragonal Monoclinitc
£,=1.91 £X%=1.92,%=1.95 £XX=1.94,e¥Y=1.93,%=1.94

Atom a, A3 Zx Zyy Z,, a, A3 Zux Zyy Z,s a, A3 Zox Z,y Z,,

Rb 1.35 1.27 1.27 1.27 1.35 1.25 1.25 1.31 1.35 1.01 1.01 1.01

K 0.78 1.21 1.21 1.21 0.78 1.20 1.20 1.21 0.78 1.02 1.02 1.02

Sc 0.29 3.30 3.30 3.30 0.29 3.25 3.25 3.32 0.29 3.0 3.0 3.0

F 0.79 -0.97 -0.97 —1.58 0.81 —0.96 —0.96 —1.60 0.81 -0.93 —0.93 -1.16
—-0.94 —-0.94 —1.03

F, 0.79 -0.97 —1.58 -0.97 0.81 -1.33 -1.18 -0.99 0.81 —1.08 -1.02 —0.93
-1.02 —1.08 -0.93

Fs 0.79 —1.58 —-0.97 -0.97 0.81 —1.18 —1.33 —0.99 0.79 —-1.02 —1.08 —0.98
—1.08 -1.02 —0.98

*In the monoclinic phase the dynamic charges of the fluorine ions belonging to different octahedra in the unit cell are different; this is refle¢édadein the
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FIG. 3. Computed dispersion curves of Ri$cF; in the cubic phase. The imaginary frequencies are shown as negative values.

of some Raman-active vibrational frequencies measured in As one can see from Fig. 3 and Table Ill, there exist
Ref. 7. One can see that the computed values of the Ramaimaginary phonon frequencies. This attests to structural in-
active limiting frequencies are 10—20% less than the experistability of the cubic phase in this material. It should be
mental values. underscored that the unstable modes occupy the entire phase

TABLE Ill. Limiting vibrational frequencies §=0) in the cubic and tetragonal phases.

Cubic Tetragonal
w;, cm ! Degeneracy Vibration type Frequency Experimeribegeneracy Vibration type Frequency
w1 3 Tig 66.2 2 E, 53.6
1 A, 20.1
wyr 2 Ti 343 1 A, 14.6
1 E, 14.5
w3 3 Tag 26.0 80.0 1 By 18.4
2 Eq 227
[N 3 Ty 0.0 1 A, 0.0
2 E, 0.0
Wy 1 Ty 80.2 1 E, 82.0
ws 3 Tou 98.9 2 E, 102.9
1 B, 111.9
wer 2 T 135.3 1 A, 132.7
1 E, 136.9
w7 3 Tag 152.4 230.0 2 E, 151.5
1 = 151.7
gL 1 Ti 163.7 1 E, 160.3
wgt 2 Ti 185.2 1 Ay 180.0
1 E, 183.6
wgL 1 T 188.6 1 E, 187.5
wg 2 Eqy 342.9 400.0 1 Ag 325.1
1 = 335.7
w1 1 Agg 401.6 510.0 1 Ay 384.5
w107 2 Ti 404.1 1 A, 390.4
1 E, 406.3
w10 1 Ti 461.5 1 E, 443.0
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space in the Brillouin zone and the absolute values of these P

unstable modes are comparable in magnitude at the symmet- )

ric points of the Brillouin zone. The experimentally observedE'G' 5. Total energy of RIKSCR, versus the rotation angle of Sgbcta-
. . ’ . edra in the tetragonal phase.

phase transitions in the RRScF; crystal are associated with

the instability of the modes at the center and at the boundary

point X of the Brillouin zone. In what follows we shall dis- there is also a stable mode with the same symm‘é&ﬁyin

cuss the vibrational modes belonging to these points. the phonon spectrum of an RKScF; crystal(see Table II).

Three types of instability of the cubic structure occur at  The strongest lattice instability at the poirXson the
the center of the Brillouin zone. The greatest instabilitye  Brillouin boundary is related with the nondegeneratg
largest, in absolute magnitude, negative value of the squaraglode, in which the displacements of the four fluorine ions
frequency of the normal moglés associated with the triply (Fay=—F4=Fs,=—Fg,) also correspond to rotation of
degenerate modg,y, in which only four fluorine atoms are Sck; octahedra as a whole, but this rotation is not uniform
displaced from positions of equilibriutfi throughout the crystal and the condensation of this mode
results in doubling of the unit-cell volume.

As we have already mentioned in the introduction, as the
—Fx=Fo=—Fgz,=F,;, temperature decreases, a transition to the tetragonal phase
associated with condensation of the “soff’;; mode at the
center of the Brillouin zone occurs first in the JKScF;
These displacements lead to rotation of thegSmdfahedra as crystal. Under hydrostatic pressure the temperature of this
a whole. The second type of instability, a ferroelectric instaphase transition shifts in the direction of high temperatures,
bility, is associated with transverse vibrations of the polarwith dT.;/dP=16.6 K/IGP& We can estimate the deriva-
modeT,, . In this mode all atoms in a unit cell are displacedtive dT.;/dP from our calculations assuming that the
from positions of equilibrium of the cubic phase. As far asphase-transition temperature is proportional to the absolute
we know, ferroelectric phase transitions in halide crystalsvalue of the squared frequency of the soft mddg. The
with elpasolite structure have not been observed experimempressure was determined by differentiating numerically the
tally. Finally, instability of the third type is associated with volume dependence of the total energy. The hydrostatic pres-
the triply degenerate modB,, . In one of the characteristic sure dependence of the frequencies of the soft modes at the
vectors of this mode, the atomic displacements cause theenter of the Brillouin zone is shown in Fig. 4. It is evident
Scks octahedra to rotate around the body diagonal with éhat the lattice softens under pressure with respect td the
simultaneous displacement of the rubidium atoms located omode and hardens with respect to all other unstable modes.
this diagonal toward one another. It should be noted thaThe derivatived T, /dP was found to be~40 K/GPa, which

- I:ly:FZy: Fs,=—Fez,

- I:3y:|:4y: —Fsy=Fex-

TABLE IV. Computed and experimentatoordinates of atoms in the tetragonal phbsén.

Position Filling
x/a, x/a, y/b, y/b, zlc, zlc,

Atom theory experiment theory experiment theory experiment theory experiment theory experiment
Rb 4d 4d 1 1 0.5 0.5 0.0 0.0 0.25 0.25

K 2b 2b 1 1 0.0 0.0 0.0 0.0 0.25 0.25

Sc 2a 2a 1 1 0.0 0.0 0.0 0.0 0.0 0.0

Fy 4de 16 1 1/4 0.0 0.05 0.0 0.01 0.22 0.22

F, 8h 16i 1 1/2 0.19 0.20 0.25 0.24 0.0 —-0.03
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FIG. 6. Low-frequency part of the computed dispersion spectrum in two symmetric directions in the Brillouin zon&8tRpin the tetragonal phase. The
imaginary frequencies are shown as negative values.

is more than two times larger than the experimental value. the fluorine ions from positions of equilibrium in the cubic
phase are larger than the experimental data by approximately
2.2. Tetragonal phase the same amount.

The phase transition to the tetragonal phase is related tgorThe computed values of the permittivity and dynamic

condensation of one component of the triply degenefage n charges O.f an RKSch crystal in the tetragonal phase :
mode at the center of the Brillouin zone. This condensatior?re_ presented in Tabl_e 'j Or_le can see that a_ tetragonal dis-
corresponds to rotation of Sglctahedra around a principal tortion Ie_ads_ to a redistribution of the dynamic charges on
axis of the cubic phase. The space group of the tetragonéﬁ‘e fluorine ions. We calculated the phonon frequency spec-
phase isl4/m and the unit cell contains one molecule. Thetrum of an RBKScF; crystal in the tetragonal phase for all
distortion of the cubic phasghe rotation angle of an octa- Symmetry directions and points of the Brillouin zone. How-
hedron was determined from the minimum of the total en- ever, to save space we do not present here all of the results of
ergy as a function of rotation angle, which is shown in Fig. 5.these calculations, since the spectrum of “nonsoft” modes
In calculating this dependence, for each fixed value of the&ehanges negligibly compared with the spectrum of these
rotation of an octahedron, the total energy was minimizednodes in the cubic phageaturally, the lowering of the sym-
with respect to the cell parameters and with respect to thenetry lifts the degeneracy of the modeBor this reason, the
radii of the Watson spheres of the ions. It is evident fromcomputed values of the ||m|t|ng phonon frequencies are pre-
Fig. 5 that the minimum of the total energy corresponds tasented in Table Il and the lower part of the frequency spec-
the rotation anglep=8°. However, the calculation is per- yym for two symmetric directions of the Brillouin zone is
formed atT=Q, Wh||¢ the tetragonal phase exists at a finitegy5\vn in Fig. 6. As one can see from Table Il and Fig. 6, a
temperature in a quite narrow temperature rang@Q K). - gpyctural instability ouccrs in the tetragonal phase of
The phase tran5|t|0ﬁ_m3m—>l4/m s of s_,econd ordéran_d Rb,KScF; just as in the cubic phase, but the number of
the order parameter in the temperature inteivdl,;=0.9is =, . . . .
far from saturatior(for example, in the mean-field approxi- soft” modes in this phasebecomes less than in the cubic
' phase. It should be underscored that the number of unstable

mation it is 0.6, so that distortions corresponding to the " . .
rotation angle of an octahedran=5° were used to calculate vibrational modes in the tetragonal phase depends strongly

the energy and frequency spectrum in the tetragonal phas@" the rotation angle of the Sgictahedra. Figure 7 shows
The volume dependence of the total energy in the tetragond® dependence of the frequencies of several “soft” modes
phase is shown in Fig. 2. The equilibrium values obtained fo@t the center and boundary poiKtof the Brillouin zone

the unit-cell parameters and coordinates of the atoms aréersus the rotation angle of the octahedra. It is evident from
presented together with the experimental data in Tables | andtis dependence that, as the rotation angle of the octahedra
IV, whence one can see that the computed values of the cdlicreases, the absolute magnitude of the squared frequencies
parameters are approximately 4% lower than the experimerof the “soft” modes decreases and fgr~12° the squared

tal values. At the same time the computed displacements dfequencies become positivéor all modes in the Brillouin
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zone, i.e. the tetragonal phase is stable for such displacenvestigations of the monoclinic phase of JKiScF;’ the
ments of the fluorine ions. cell doubling is due to the condensation of the unstable mode

As we have already mentioned above, the tetragonals the houndary poink of the Brillouin zone of the tetrago-
phase in the RIKScF; crystal exists at temperatures be- nal groupl 4/m

tween 250 and 220 K. AT;=220 K a second phase tran- As one can see from Fig. 6, the computed frequencies of

sition occurs in this crystal into the monoclinic phase, whose .
unit cell is doubled compared with the cells of the cubic andthe unstable modes at the center and at the poiot the

tetragonal phases. As follows from the results of structuraPrillouin zone are comparable in absolute magnitude, and

TABLE V. Computed and experimenfatoordinates of atoms in the monoclinic pha&&2, /n1.

x/a, x/a, y/b, y/b, zlc, zlc
Atom Position Filling theory experiment theory experiment  theory  experiment
Rb de 1 0.500 0.504 0.00 —-0.02 0.254 0.251
K 2c 1 0.0 0.0 0.0 0.0 0.5 0.5
Sc 2a 1 0.0 0.0 0.0 0.0 0.0 0.0
Fy 4e 1 0.030 0.058 —0.030 0.011 0.220 0.221
F, de 1 —0.250 —0.252 0.190 0.189 0.023 0.029
Fs de 1 0.190 0.184 0.250 0.256 0.000 -—0.031
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TABLE VI. Limiting vibrational frequencies =0) in the monoclinic phase.

1 1

w;j, CM™ Frequency w;, cm~ Frequency o;, cm '  Frequency w;, cm ! Frequency
1 0.0 16 74.9 31 142.6 46 226.1
2 0.0 17 78.5 32 145.1 47 230.7
3 0.0 18 82.1 33 153.8 48 273

4 21.0 19 87.5 34 161.2 49 316.3
5 26.6 20 90.6 35 163.3 50 317.3
6 334 21 93.2 36 173.9 51 319.8
7 41.3 22 102.2 37 181.7 52 353.0
8 41.8 23 108.8 38 197.0 53 391.7
9 42.0 24 114.6 39 199.2 54 398.1
10 46.6 25 1185 40 206.3 55 400.0
11 49.4 26 122.8 41 206.7 56 402.2
12 54.3 27 127.9 42 209.7 57 403.5
13 55.4 28 1311 43 216.7 58 406.2
14 66.5 29 131.7 44 221.6 59 439.6
15 68.8 30 134.7 45 224.2 60 461.5

the unstable modes, just as in the cubic phase, occupy a largfee tetragonal to the monoclinic phase shifts in the direction
volume of the phase space. Analysis of the characteristiof high temperatures. The computed hydrostatic pressure de-
vectors of the unstable modes shows that vibrational modegsendence of the squared frequency of the most unstable
in which the displacements of atoms correspond to a “pure”mode at the boundary poixt is shown in Fig. 4, whence it
rotation of Sck octahedra do not exist in the tetragonal is evident that this dependence agrees qualitatively with the
phase. At the boundary poitof the Brillouin four fluorine  experimental dependence. However, the numerical estimate
and rubidium ions are displaced in the most unstable modedT.,/dP~60 K/GPa differs strongly from the experimental

_ _ value of 3.2 K/GP4.
le* - FZX% Fly* - F2y1

Fs,~—0.7%,,

Rby,= Rz, The coordinates of the atoms in the monoclinic phase,
and these displacements produce a monoclinic distortion ofalculated according to the displacements corresponding to
the tetragonal phase with cell doubling. condensation of the mod¥; of the tetragonal phase, are

It has been established experimentathat under hydro-  presented in Table V. The table also gives the experimental
static pressure the temperature of the phase transition fromalues of these coordinates. It is evident that the displace-

2.3. Monoclinic phase
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FIG. 8. Low-frequency part of the computed dispersion curve in two symmetric directions in the Brillouin zongk#dRp in the monoclinic phase.
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ments of the iond=; and F3 in the experimentally deter- The results obtained on the instability of cubic and te-
mined structure differ substantially from the displacementdragonal structures, the stability of the monoclinic phase in a
of these ions as a result of condensation of m¥deThe  Rb,KScF; crystal, and the effect of hydrostatic pressure on
computed total energy of RKScF; in the monoclinic phase, the phase transition temperatures describe the experimental
for the computed coordinates of the atoms, was found to bsituation qualitatively correctly.

0.14 eV higher than the values of the total energy calculated We thank O. V. Ivanov and E. G. Maksimov for the
from the coordinates of the experimental structure. The volopportunity to use their computational program to calculate
ume dependence of the energy using the experimental valuéise total energy and polarizability of ions.

of the coordinates is presented in Fig. 3, and the values of the We thank the Russian Fund for Fundamental Research
unit-cell parameters together with the experimental valuegGrant No. 97-02-162%7and INTAS(Grant No. 10-17yfor

are presented in Table I. There are no unstable vibrationdinancial support.

modes in the computed phonon frequency spectrum of the

monoclinic phase of RIKScF;. The limiting phonon fre-

guencies are presented in Table VI, and Fig. 8 shows th€E-mail: zinenko@iph.krasnoyrsk.su

dispersion curve of the low-frequency part of the spectrum

for two symmetric directions in the Brillouin zone of the

monoclinic groupP2,/n1.
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model of an ionic crystal. The computed equilibrium values A%Ellzgrl{al:gi({??gém Phys. Rev. 140 1113(1965
of the Iatt.lce parameters are in satlsfgctory agreement Wlm‘v..l. Zinenko, N.. G Zamk’ova),/a'nd S.. N. Sofronova, Z’.Hxsﬁ. Teor. Fiz.
the experimental data. At the same time the computed Ra-114 1742(1998 [JETP87, 944 (1998].
man phonon frequencies are 10—20% less than the experkD. A. Liberman, D. T. Cromer, and J. J. Waber, Comput. Phys. Commun.
mental values. This discrepancy could be due to the fact that,lz_i 1(‘;37(19733- Doctoral Thesis. Universile Bordeaty166
in the present approach, the calculations of the latice dys; SU00%1, Soctre Tesi Vet Borieantont
namics neglected the higher, specifically the quadrupole, dis-(19gg.
tortions of the electron density, which for the present class of°l. N. Flerov, M. V. Gorev, S. V. Mel'nikova, S. V. Misyul’, V. N.
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LOW-DIMENSIONAL SYSTEMS AND SURFACE PHYSICS

Specific features in low-frequency vibrations of nanocrystals in fluorophosphate
glassy matrices
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A Raman scattering study of low-frequency vibrational spectra of mixed cadmium sulfoselenide
nanocrystals in a fluorophosphate glassy matrix is reported. The measurements have

revealed a low-frequency feature in the nanocrystal density of states, whose frequency is related
to the glass-matrix annealing time and, hence, to the size of the nanocrystals prepared,

which is interpreted as a manifestation of the size quantization effect. Besides the line associated
with the constraints on the longitudinal acoustic wave in a nanocrystal, a lower-frequency

feature assigned to torsional vibrations of a nonspherical nanocrystal has been fouh899©
American Institute of Physic§S1063-783@9)03707-7

Zero-dimensional system&uantum dots or nanocrys- straw-yellow to cherry-red color, which implied formation in
tals) have been attracting recently increasing attention of rethem of mixed-semiconductor nanocrystals. One obtained
searchers, because they exhibit a number of interestinglso differential spectra in the exciton absorption region,
physical properties originating from quantum confinementwhich indicate size quantization under strong spatial confine-
effects. The progress reached in investigation of the sizenent(with the size quantization energy of about 0.1)&¥
guantization of electronic states in semiconductor nanocrysRaman spectra were obtained on a Model 1404 Spex-
tals permits one to use the parabolic-band approximation ndamalog spectrometer under Afaser excitation X =488.0
only to evaluate the size quantization energy but to calculatam, 150 mW in 180° geometry. The low scattered-light
with a good accuracy the excitonic spectrum near the intrinintensity in the instrument and the absence of spurious re-
sic absorption edge as wéfl* At the same time description flections and ghosts in the vicinity of the Rayleigh line per-
of vibrational excitationgphonons of such objects is usu- mitted taking spectra reliably from 5 ¢ up. The slit spec-
ally based on am priori prescription of the form of spatial tral width was about 4 cm'. The spectra of the samples
decay of the phonon wave function in a limited crystdiin ~ studied are presented in Figs. 1 and 2.
this case, the discrete nature of phase space in nanoobjects The low-frequency feature observed by us in Raman
gives rise to quantization of band vibrational excitations.spectra of fluorophosphate glasses is characteristic of nano-
This manifests itself usually in renormalization of the spec-Crystalline formations. Its frequency and shift in position de-
trum and a general line broadening of the vibrational modespending on the glass annealing time observed to occur in
The specific features in vibrational excitations of nanocrys-samples of the same serigsg. 1) permit its assignment to a
tals become observable also in the low-frequency spectrdize quantization effect in nanocrystal vibrations. A similar
region, where an additional density of vibrational states aseffect was earlier observed in borosilicate glasseshe vi-
sociated with spatial confinement of acoustic phonons irbration frequency of the lowest spherical modgy,, in a
nanocrystals appears at frequencies close to the matrix bos@gman spectrum due for a uniform elastic spherical particle
peak®~1° This results in a long-wavelength cutoff of vibra- €mbedded in a matrix is inversely proportional to the particle
tions proportional to the nanocrystal size and in a corrediameterL
sponding rise of the lower phonon-spectrum boundary. W
These features are not, however, the only changes that can wj,= 0.95, D
occur in the vibrational spectrum of nanocrystals.

In this connection, we have studied in more detail thewhere v, andc are the longitudinal acoustic wave velocity
low-frequency Raman spectrum of nanocrystals ofand the velocity of light, respectively.

CdSSe _, mixed semiconductorgfor x=0.35) in fluoro- Our data are in a good agreement with this relation,
phosphate glassy matrices. The samples, prepared by heatimpich shows that the average diameter of cadmium sulfo-
the charge to 1100 °C with its subsequent cooling to roonselenide nanocrystals increases from 1.5-2.0 to 6.0 nm with
temperaturé! were colorless before annealing. The annealthe anneal time increased from 10 to 60 réarves2-5 in

ing was carried out at the matrix-glass-formation temperatur&ig. 1). The growth in intensity of the observed low-
T, for 5 to 120 min. After the anneal, the samples took onfrequency feature indicates an increase in concentration of

1063-7834/99/41(7)/4/$15.00 1194 © 1999 American Institute of Physics
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size of crystalline regions and average distances between
their centers obtained by us from high-precision x-ray dif-
fraction measurements.

Besides, some samples of the series studied exhibit in
the low-frequency Raman spectrum two ling€sg. 2). Tak-
ing into account the sonic wave velocity and the sample
anneal time, the higher-frequency component can be as-
signed reliably, considering its position and intensity, to the
FIG. 1. Raman spectra of cadmium-sulfoselenide—doped fluorophosphal@west-frequency spherical mode of the nanocrystal. By con-
glass samples annealed for different times at 410 °C. Anneal ¢inie): trast, the lower-frequency component revealed by us in the
1 — matrix, 2 — 10,3 — 20,4 — 40,5 — 60. Raman spectrum does not allow straightforward identifica-

tion. The assumption of the presence in fluorophosphate
glasses of a semiconductor nanocrystal fraction with sizes of

the crystalline phase, which correlates well with the variationabout 10 nm gets no support from either our x-ray diffraction
of the samples in color and spectral changes near the exctudies or direct electron microscope observatibnat the
tonic absorption edg¥. same time attempts to explain the origin of this feature as

Accepting 4070 m/s for the longitudinal acoustic wavedue to existence, in addition to the longitudinal acoustic
velocity in the mixed crystdlobtained by linear interpolation mode, of transverse acoustic motfesannot be considered
between the sound velocities in Cd¥70 m/$ and in CdSe  satisfactory. Using Eq) to calculate the transverse modes
(4277 m/g] for the given sulfur concentrationx&0.35, or a specific size distribution would hardly be reasonable,
curve?2 in Fig. 2), the frequency of 19 cm' observed for a because it was derived in a rough approximation which
sample annealed for 10 min yields about 5.6 nm for theshows only that the frequency spectrum of an ideal lattice of
average dimension of a spherical nanocrystal. On the wholg macroscopic crystal lies between,,= 7v, /L and the De-
this value is in a good agreement with both the diameterdye limit = 7v,/a (a is the interatomic distangeln
derived from estimates of the size quantization energy in théhis case it would be more appropriate to calculate the vibra-
excitonic region of the spectrum and indirect estimates of théional spectrum of a real nanocrystal within a rigorous solu-

Frequency , ecm~7

a

FIG. 3. Low-frequency vibrations of an elastic ellipsofd) Fully symmetric spherical vibration corresponding to the longitudinal acoustic waveH,8,
doubly degenerate “oblate” modes due to torsional vibrations corresponding to the transverse acoustic wased TA.
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a b

FIG. 4. Fully symmetricA,, and doubly degenerat&,, vibration of an XY¥; molecule ofO, symmetry. Both vibrations are Raman active in diagonal
polarizations.

tion of the dynamic problem, which presently is, in principle, that of the observed frequencies, 19:12, but in a spherical
possible, but the question of what boundary conditiongarticle a pure bending mode, for which divergence of the
should be taken for such a problem is unclear. Besides, studlisplacement field is zero (diV;=0), cannot be Raman ac-
ies of nanocrystals 1.5-5 nm in size should inevitably meetive. At the same time, in the vibrations of an elastic ellip-
with problems similar to excitonic excitation confinement for soid, the transversge. torsional vibrations(see Fig. 3b and
excitons larger than the nanocrystal dimensiahg.>L. In-  c¢) will be active in the scattering spectrum and can change
deed, any analysis of vibrational excitations made with in-the polarization of scattered light.The symmetry aspects of
clusion of interaction with nearest and next-nearest neighthis problem may be considered and the selection rules ob-
bors in small crystals has to take into account the change itained by analyzing normal modes of a XYnolecule of
the equations of motion for atoms located in the two outer<ubic symmetryOy, .8 The possible normal modes of such a
most crystal layers. The situation where the number of newnolecule(Fig. 4) include the Raman-active fully symmetric
solutions to this problem becomes one half of the total numA, and the doubly degenerag, vibrations. The frequencies
ber of solutions may be considered as a criterion of confineef these vibrations differ for most cubic molecules by 20—
ment and, according to the theorem of Lederrftashould  25% and are active in fully symmetric polarizations:
arise in the case of nanocrystals 10—12 lattice constants in
size. Therefore even if the phase space in crystals of one size a
is divided in identical cells(corresponding to particular Ag~ a
boundary conditions size quantization effects will manifest
themselves differently because of different dispersion laws
for acoustic phonons in the bulk and in the boundary regions. b b

Electron microscopy of the fluorophosphate glasses
doped with cadmium sulfoselenide and studied by us shows Eg~ + —2b : ()
the nanocrystalline formations to differ substantially in shape —2b b
from nanocrystals in silicate glasses, which are typically ) )
spherical. This feature, i.e. the existence of two characteristic When the molecule symmetry is loweredgy,, which
sizes of a nanocrystal, may account for the two lines in th&orresponds to taking into account the particle nons.phencny,
Raman spectrum, which correspond to longitudinal wavedhe doubly degeneratg; mode splits intoAg andBy vibra-
propagating along the long and the short dimensions of thHONS, which are observable in both fully symmetric and off-
nanoparticle. However plane acoustic waves cannot exist in @iagonal polarizations. One may therefore expect that the
nanocrystal. Therefore when invoking macroscopic represerfligh- and low-frequency lines should have different polariza-
tation, one should approximate the elastic vibrations of é!ons. Taking into account the ra_mdor_n 0r|entat|(_)nal distribu-
volume nanocrystal with vibrations of an elastic spHére, tion of the _nan_ocrystals synthesmed in the matrlx,_ the _degree
which should include the fundamental harmonics of the lon©f depolarizationp of torsional low-frequency vibrations
gitudinal (LA) mode, two transverse mod€BA, and TA,)), ~ could be within 0 to 3/4.
and one surface mode. The ratio of the longitudinal to trans-
verse mode frequencies is approximately proportional to
(E/7)Y% whereE is Young's modulus, and- is the shear  1a | Ekimov, A. A. Onushchenko, and Al. L. fEos, JETP Lett43, 376
modulus of the crystal. This ratio is close in magnitude to (1986.
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The interband absorption of light in a small semiconductor microcrystal is studied theoretically
in the dipole approximation. An expression is obtained for the light absorption coefficient

under conditions where the polarization interaction of an electron and a hole with the surface of
the microcrystal plays a large role. @999 American Institute of Physics.
[S1063-783%9)03807-1

Quasi-zero-dimensional systems — spherical semicontions of comparable intensity from different hole size-
ductor microcrystal$SMCsg with sizesa=1—10 nm grown quantization levels to a lower electron size-quantization
in transparent dielectric matrices — are attracting atten- level.
tion in connection with their nonlinear optical properties and
possible applications in optoelectronicpecifically, as new
materials which are promising for developing componentsl' ELECTRON-HOLE PAIR SPECTRUM IN A SMALL

. : . . MICROCRYSTAL
that control optical signafs Since the energy gap of a semi-
conductor is much smaller than the gap in dielectric matri- A simple model of a quasi-zero-dimensional structure
ces, the motion of charge carriers in an SMQuantum  was studied in Refs. 6-10: a neutral spherical SMC with
dot”) will be limited by its volume. The sizea of SMCs  radiusa and permittivity e, surrounded by a medium with
will be comparable to the characteristic sizes of quasipartipermittivity ;. An electrone and a holeh with effective
cles in semiconductors. Under these conditions the SMC-assesn, andm;, moved in the volume of such an SME(
dielectric matrix interface can give rise to size quantizationandr,, are the distances of the electron and hole from the
of the energy spectrum of electrons and holes in the SM&enter of the SM(;, in addition, the permittivity of the mi-
due to the purely spatial confinement of the quantizatiorcrocrystal and the dielectric matrix differed strongly;(
regiort as well as the polarization interaction of charge car-<g,). It was also assumed that the electron and hole bands
riers with the SMC surfac®:1° in the SMC were parabolic.

It has been observed experimentafiyhat the structure The following spectrum of an electron-hole Jaftwas
of the interband light absorption spectrum of a small SMC isobtained in the model on the basis of the above-described
determined by the size-quantization of the energy spectrurapproximations as well as in the adiabatic approximation
of its quasipatrticles. (me<my) and in the effective-mass approximation using

Interband light absorption by small SMCs has been littleonly first-order perturbation theory for the electron wave
studied. The theory developed in Ref. 3 for interband Iightfunctions\Ifne',eYme(re,®,<p) (where® and ¢ are the azi-
absorption in SMCs neglected the contribution of the polarmythal and polar angle®f a spherical potential well of in-
ization interaction of charge carriers with the SMC surface infinite depth:
the electron and hole spectrum in the SMC. Light absorption o e b 2o .
and luminescence by nonspherical cadmium selenide nanoc- Ep” "2’ _o(S)=Eqg+ (7°ng/S%)(My/me) +S7(Zy 0
rystals have been studied theoretically in Refs. 4 and 5. Just

as in Ref. 3, the effect of the polarization interaction of an +Pnote2/81) + wo(Sne)(th+3/2),
electron and a hole with the surface of a small SMC on light 1)
absorption and luminescence processes in such SMCs was

neglected.

To fill this lacuna in the theory, the present paper con-
siders the effect of the polarization interaction of an electron )
and a hole with the surface of a small SMC on interband  Pn,0=2Ci(27ng) =2 IN(27Ne) =2y +(e2/21) — 1, (2)
light absorption in the SMC. An expression is obtained for _
the light absorption coefficient as a function of the radius w(S;ne) = 2(1+2/3m*ng) Vo5~ ©)
of the SMC and the parameters of the problem under condin an SMC of radius
tions where the polarization interaction of an electron and a
hole with the SMC surface plays a large role. It is shown that
the polarization interaction of an electron and a hole with theén the state Kg,l.=m,=0; n,,l,,m;), whereng, lo, mg
surface of an SMC shifts the absorption threshold in a smalandn,,, I, my, are the radial, orbital, and azimuthal quantum
SMC in the short-wavelength direction. It is established thanhumbers of the electron and hotg=2n;,+1}, is the princi-
the absorption edge of small SMCs is formed by two transipal quantum number of the hol&=a/a,, is the dimension-

1
Zn 0= ZJ dxsirf(mngx)/(1—x?).
¢ 0

(ag/an)<1<S<(ac/an)~(ae/an) 4

1063-7834/99/41(7)/3/$15.00 1198 © 1999 American Institute of Physics
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less radius of the SMCa,=z¢,%%/m.e?, a,=e,h2/m,e?, It should be noted that, taking account of the Coulomb
andag,= £,7%/ ue? are the Bohr radii of the electron, hole, and polarization interactions of an electron and hole in a
and exciton in a semiconductor with permittivity,; u small SMC, changes the selection rules for dipole transitions
=m.my/(mg+m,) is the reduced exciton mass; aiag,isa compared to the rules obtained in an approximation where
characteristic size of the order of the interatomic distance. the Coulomb and polarization interactions were neglected. In
The energy in the spectrufl) of an electron—hole pair is this approximation both electron and hole radial and orbital
measured in the units Ryﬁ2/2mhaﬁ, Egyis the band gap in  quantum numbersn.=n;,, andl.=1y) are conserved, while
the semiconductor with permittivity,, Ci(y) is the cosine the azimuthal quantum numbers change sigR= —m;).
integral, andy=0.577 is the Euler constant. We shall now determin& (S, w) (5), related to the op-
When the condition$4) are satisfied, the contribution of tical transitions of a hole from a leve}, to the lowest elec-

the polarization interaction of an electron and hole with thetronic level (=1, |.=m,=0). For this case the squared
surface of an SMC#e?/¢,a) (the last two terms in Eq1)) overlap integral of the electronicV, o (re) and hole
to the electron—hole pair spectrur) will be comparable in 100(rh) wave functions has been calculated in Ref. 3 as
order of magnitude to the exciton binding energ,(
=#?%2uaZ,) in the SMC. The last term in the electron—hole ’ 10,0 1.2

- i Ln(S)=] | Wiodr)x; "(r)redr
pair spectrum(1) consisted of the spectrum of a heavy hole h f
undergoing oscillations with frequenayy(S,ne) (3) in the

2

adiabatic electronic potential in the SMCThe hole wave- h? ? (np+1)
function is expressed in terms of odd-numbered Hermite =27 m — > on . (6)
polynomialst? hwo(SNe=1)a”]  27'(ny!)
The quantityL,, (S) with wo(S,ne=1) (3) becomes
2. INTERBAND LIGHT ABSORPTION IN A SMALL o
MICROCRYSTAL L (5= 2m (np+1) - @
Using the approximations described above and the " (1+2/3m2)%* 22Mny !

simple model of a quasi-zero-dimensional strucfurewe
shall study interband light absorption in an SMC whose ra-,
dius S satisfies the conditiort4). We shall use the dipole
approximation in which the absorption length is large com-

Substituting the expressiori6) and (1) into Eq. (5) we ob-
tain K(S,w) in the form

2
pared with the size of the SMC. The relative intensity of k(S w)=A >, L, (54 A___h_l Z,0+P1o
optical interband transitions in the SMC with dipole-allowed " 2 me S|
transitions is determined by the squared overlap integral of
the eIectromc\Ifn Jg.m, (re) and hoIeX eleme (rh) wave + 2) — wo(S,Ne=1)| t;,+ ;) . (8)
functiong?® &1
nelom It follows from Eq.(8) that, since the Coulomb and polariza-
K(S,w)=Ar§h j \P” e Mg (e XnE E mf](rh)é(re tion interactions of an electron and a hole with a small SMC,
|Z|h whose radiusS satisfies conditiort4), is taken into account,
MeMp each line corresponding to prescribed values of the raial
2 and orbitall . quantum numbers of an electron in the inter-
—rp)dredry| (A — Enh 'h mh(S)) (5) band optical absorption spectrum of such an SMC transforms

into a series of closely-spaced equidistant lines correspond-
whereA=%w—Eg w is the frequency of the incident light, ing to different values of the hole principal quantum number
andA is proportional to the squared modulus of the dipolet, . In addition, according to Ed3) for wy(S,ne), the split-
moment matrix element obtained with Bloch functions.  ting between the equidistant series of lines depends on both
The quantityK(S, ) (5) relates the energy absorbed by the quantum numbar, and the radius of the SMC. As the
the SMC per unit time and the time-averaged squared eleglectron’s radial quantum, increases, the splitting between
tric field of the incident wave. In additiorS(S,w) (5) mul-  the equidistant series of linesy(S,n.) (3) increases g
tiplied by the number of SMCs per unit volume of the di- ~n,), and as the radiuSof the SMC increases, this splitting
electric matrix is the electric conductivity, related in the decreasesdgy~S *?).
standard manner with the light absorption coefficient, of the  As follows from Eq.(8), for interband light absorption
quasi-zero-dimensional systems of interest at the frequenayy a small SMC, the absorption threshold is the light fre-

of the field. quencyw given by
Due to the orthogonality of the electron wave functions

¥, 1,.m(re) and hole wave function;r:e"le':e(rh) the or- w2 mh 1 &5

. heheTh h(l) E+ = 210+P10+_
bital quantum numbers of the electron and hdle<(,) are 2 Mg S : -2
conserved in transitions, while the azimuthal numbeg€
—m;) changes sign. The radial quantum numbersindn,, 3 _

: + = =1).

can be arbitrary. 5 @o(SNe=1) ©
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Equation(9) expresses the law according to which the effec-TABLE I. The squared overlap integrals, (S) (n,=0, 1, 2,3) and light
tive band gap of an SMC increases with decreasing SM@bsorption coefficierK (S, w)/A as functions of the radiuS of a small CdS

: 1 S ) “VEMC (a — radius of SMC i t
radiusS. The polarization interactiofthe last two terms in  Svc @ — radius of SMC in angstroms

Eq.(9)] makes a positive contribution to E(), which gives g4, A) Lo L, L, Ls KIA

rise to an effective increase of the band gap of a small SMC;

In other words, the polarization interaction between charggg'gfggf g'gg% 8'322 8'826 8'8822 8'225

carriers and the surface of an SMC produces a larger shift ofy 5740 0476 0238 0045 00048  0.764

the absorption threshold(S) Eq. (9) in a small SMC in the  45.6445) 0.436 0.218 0.041 0.0044 0.6994
0.403 0.202 0.038 0.004 0.647

short-wavelength direction than the analogous quantity ob?0-7450
tained in Ref. 3 neglecting the polarization interaction.

The vaIuesth(S) (12) (wheren,=0, 1, 2, 3 together with

K(S,w)/A (10) for SMCs with radii 30.43S<50.71 (30

<a<50 A ) satisfying the conditior(4) are presented in
The experiments performed in Refs. 14 and 15 inves’[i-.l.able | ) fying i P

gated the low-temperaturd 4.2 K) interband absorption
spectra of cadmium sulfide SMCevith permittivity &,
~9.3) of sizea=a,, dispersed in a transparent dielectric

S|I|ca_tet_ glas? matm(v_v;ht perm|tt|v!ty 81:1'5){ Strlt_Jtcture cillator strengths are maximum, make the main contribution
consisting of an equidistance series of levels splitAfy to the light absorption coefficierK(S,w)/A (8) of small

~na—32 g . . | - ! ]
=a i \;\_/as IobslervEdl rl]efro trafnS|t|orlls tto aTIkc:.wert SIZ€1cds SMCs with sizeS (4). The contributions of the highly
quantization levelife=1,1=0) of an electron. This struc- o, ey hole linesrf,=2; |,,=m,=0) relative to the contri-

ture is due to quantization of the energy spectrum of a heavy .. ¢ the line 0n=0: |,=m,=0) are negligibly small
hole in the adiabatic electron potential. The effective eIectroQ <9x107?) ’

and hole masses in CdS were, respectivaty=0.205n,
andm,=5m; (i.e. m¢/m,<<1 andmy is the electron mass in
vacuumn).

Indeed, the motion of a heavy hole in the electron
potential® near SMC sizeq4), which also includes the
range of SMC radii studied in Refs. 14 and 15, leads to th
appearance of an equidistance series of levels whose splitti
was determined by the expressieg (3), in the hole energy
spectrum. Comparing E@3) (with n,=1) with the experi-
mental dependence obtained in Refs. 14 and 15 for the split-
ting AE(a) = wo(S,n.=1) on the SMC size, it follows that ~ *'E-mail: vika@ineco.comcentre.nikolaev.ua
for SMCs with radiia<a,, the splitting wy(S,ne=1) (3)

(for a=25 A wy=37.6 meV and fora=30 A wy=28.29
meV) is in good agreement with the experimental data of 1a | Ekimov and A. A. Onushchenko, JETP Let0, 1136(1984.

3. COMPARISON OF THEORY WITH EXPERIMENTS

It follows from the results presented in Table | that spec-
tral lines of holes with quantum numbers,&0; I,=mj
=0) and fhy=1; I,=m,=0), for which the transition os-

In summary, it has been shown on the basis of the given
model of quasi-zero-dimensional systems that the absorption
edge of small CdS SMCs is formed by two transitions of
comparable intensity from different hole size-quantization
levels (h,=0; |,=m,=0) and f,=1; |,=m,=0) into a
fower electron size-quantization level=1; |.=m,=0) .

N9 This work was supported in part by the International
Fund “Bidrodzhennya”(grant MNOB.

Refs. 14 and 15correspondingly, fom=25 and 30 A the
splitting wg=40.0 and 30.1 me) differing from the latter
only negligibly (=6%). For thesame experimental condi-
tions as in Refs. 14 and 15, we obtain using Ef. the
following squared overlap integral§(S,w)/A (8) for tran-
sitions of a hole from an equidistant series of levetg (
:0, |h:mh:0), (nh:].; |h:mh:0), (nh=2; |h:mh
=0), and f,=3; I,=m,=0) to a lower electron size-
guantization levelfo=1; lc=m,=0)

3
K(S,w)/A= > L, (S)=7.65% ¥41+0.5
nh=O

+9.4x10 ?+1.0x10 ?). (10

From Eq.(10) follows
Lo=7.65% %4 L,=0.5.,

L,=9.4X10 2L, and Ly=102L,.
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The effect of an electric field on the differential thermopow€E) of a one-dimensional
superlattice is investigated in the semiclassical approximation. A nonmonotonic temperature
dependence od(0) is established for a degenerate electron gas. It is shown that, in

principle, an electric field can be used to control the thermoelectric properties of superlattices.
© 1999 American Institute of PhysidsS1063-78349)03907-9

There are many published papers devoted to the calcuwhere the operator
lation of the thermopower of an electron gas with a cosinu-
soidal dispersion law. We call attention to Refs. 1l(sée { =
also Ref. 5 and the references cited theWe also call at-

p
tention to a recent experimérthat a[so contains a review of fo(p,r) is the Fermi distribution function with temperature
investigations of the thermopower in low-dimensional StrUC-4nd  chemical potentialy varying in space, andv(p)
tures. In.Refs. 1-4, 6, gnd other works, _the.thermopower Was. ;0 p)/dp is the electron velocity.
studied in a regime with a weak.electrlc fl.eﬂ:'d.SO thata The solution of Eq/(2) must satisfy the condition
does not depend oB. The properties of the indicated struc-
tures in strong fields, causing nonlinear effects to appear and,
correspondingly, th& of the material to be controlled by Ep f(p.r)=n(r), )
means of the fields, could also be of practical interest. In Ref.
5 the effect of ac and dc electric fields on the thermopower ovhere n(r) is the electron density. The current density is
a one-dimensional superlattig§L) was investigated. The calculated from
results of Ref. 5 are valid for a nondegenerate electron gas
and not too strong fields so that the paramed&dr/AT i(n=e>, v(p)f(p,r), (5)
=<1, whered is the period of the SL, & is the miniband P
width, 7 is. the relaxation time, and is the temperature in and in the steady state
energy units. In the present paper a method free of the indi-
cated limitations is used to calculate divj(r)=0. (6)

In the one-miniband approximation, the electron energ
in a one-dimensional SL has the form

1
+-, ©)

T

dp ¢
dt’ ap

Xve assume the second term on the left side of (Bgto be
small. Then the solution of Ed@2) in the zeroth approxima-
tion has the form

2
s(p)=p—l+A 1—cos pxd), (1)
2m h ~ . folp,r)
f‘o)(p,r>=Lp1< ) (7
wherep, and p, are, respectively, the components of the T
guasimomentunp perpendicular and parallel to the SL axis where the inverse operatﬁt;j1 is given by
andm is the carrier mass in the plane of the SL layers. We .
assume thakE and VT (T=T(x) is the local temperatuye r-1 e — -
are directed along the SL axi©OK). In the semiclassical Lpt(P)= fo ¢(p+p(t))ex;{ T dt, ®
approximation (A>1%/7, eEd, dV,T) the electron distribu- _ ) _ _
tion function f(p,r) can be found from Boltzmann's equa- Wherep(t) is the solution of the equation of motion
tion. We choose the collision integral in theapproximation, dp
and assume=const. The most convincing argument in fa- EZF (9

vor of this condition is the results of Ref. 7, where it is

established experimentally that the relaxation tinseconst  with the initial conditionp(0)=0, F is the constant force
in a GaAs/AlAs SL above 40 K and is temperature-acting on the particle, ané=eE.

independent. To perform correctly]without violating condition(4)]
We write the kinetic equation in the form the iteration procedure for findin§(p, r) in the form of a
powers series iV, T(r) or V,n(r), we add to the right-hand
C ¢ i _ folp.r) side of Eq.(2) the termf©)(p, r)div j/en, which is zero. A
iv(vf)= , 2 o ) / L L
P T similar device has been used in a theoretical investigation of

1063-7834/99/41(7)/3/$15.00 1201 © 1999 American Institute of Physics
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FIG. 1. Chemical potentigk versus the temperatufie(arbitrary unit3. The
curves correspond to the values of the paramiterr342nd/mA: 1 — N
=0.55;2— N=0.6; 3— N=0.65.

nonequilibrium fluctuations in an electron gas obeying a

parabolic dispersion lavic.f., Ref. §. Therefore we find, to a
first approximation

f(p, 1)=fO(p,N+L, "(p, 1)

A 1
=1(p, N+ L, o1, divj®(r)

—div (v(p)f(p, r))], (10

where(O(r) is the current density obtained from E¢)
with f=f(. The equation for the current density corre-
sponding Eq(10) is

j<r>:j<°><r>+e§ e(p, 1L v(p). (12)

Using Egs.(11), (10), (8), and (1) we find j,=j. We

Bulygin et al.
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FIG. 2. Thermopowew versus the temperatufefor N=0.6. The curves
correspond to the parameter valués— E=0; 2— E=1; 3 — E=10.

d>’

where the brackets indicate averaging using the function
fo(p, 1).

We note that Eq(13) (for nondegenerate carrigraias
first obtained in Ref. 9 by a different method: using Boltz-
mann’s equation with the Bathnagar—Gross—Crook collision
integral.

Forn=const we find from Eq(11) in the linear approxi-
mation inV, T

Kpy
h

C=C(T)= < cos (14

1+E2

j [(E=Vyu)—aV,T], (15

where the differential thermopowéin units ofkg/e) is

shall represent the result in a dimensionless form, making the

transformationsEerd/h—E, jlenvg—j, u/A—pu, T/IA
—T, vogrVy—V, (vo=Ad/% is the maximum electron ve-
locity alongOX).

For T(r)=const we have from Eq(1l) in the linear
approximation inVyn

j=C D vin (12)
e T
where the diffusion coefficierin units ofv37) is
D(E)= 1+C 28 4c? E”
2(1+E2) ZaE2+1  N(E?+1)2)
13
and

B, [ 2E?—1 2B,E2  du

a(E)= = - - ==, (16)
2C;\1+4E2?) (1+E?? dT

where
_dCy 1
For a nondegenerate electron gas, where
M| N 1) 41
ex4?)—n—0ex%? IO (? <1, (18)

(I«(2) is a modified Bessel functiomy=mTA/27#2d) and
fo(p, r)~exp((u—e(p))/T), the coefficientsC, and B, can
be calculated analytically as

i

? 3
ZTZBkZZC]_Ck_Ckfl_CkJrl.
For E<1 we obtain from Eq(16)

(19



Phys. Solid State 41 (7), July 1999 Bulygin et al. 1203

__________________ 5 For arbitrary degeneracy of the electron gas, the coeffi-

4 : ——————————————— e cientsC,(T) can be found using the Fermi distribution func-
——————————————————— tion, in which the temperature dependence of the chemical

potentialu= u(T) is determined from conditiod). Figure

1 shows the numerical results far=w(T) for various val-

2r ues of the dimensionless parameer 73%42nd/mA. Figure

2 shows the temperature dependence of the thermopower for
3 several values of the field. Note the nonmonotonic behav-
3 gk ior of «(0) at low temperatures. This characteragf0) has
been observed in a GaAs/GaAl,As SLE Figure 3 shows
«a(E) for various temperatures.
The numerical estimates of the results obtaifiedlud-

ing those presented in the figuregduce to estimating the
scale which was used here for the electric field strength

y (Eo=%/erd). For d=10"% cm and 7=10"'? s we have
-4 Eq~660 V/cm.

! I ! I L We thank E M. Epshtén for a helpful discussion of this
0 0.5 1.0 1.5 2.0 2.5 3.0 work.

This work was supported by the Russian Fund for Fun-
FIG. 3. Thermopower versus the fieEl The solid curves (1) corre- damental ReseardfProject No. 97-02-16321
spond toN=0.6 and the temperature§: — T=0.5;2 — T=1; 3 —

T=1.5. The dashed curves) correspond tdN=0.01 and temperatures:
4—T=055—T=1;6—T=1.5.
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Kronig—Penney problem for a biparabolic potential: Quasifree particle motion
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The Bloch states of a particle in a one-dimensional, periodic, biparabolic field are determined.
The solutions are expressed in terms of confluent hypergeometric functions. It is shown

that the first term of the Tricomi expansion for confluent hypergeometric functions represents the
quasifree above-barrier motion of a particle and is identical to the exact Kronig—Penney

solution for a square potential. @999 American Institute of Physids$§1063-78349)04007-1

The one-dimensional periodic poten’tia'ii the theory of  tic” constantk=8U/1?, whereU=U y,.,— Ui, is the depth
solids is the foundation for the qualitativeough descrip-  of the periodic potential energy. The origin of the coordi-
tion of the band structure of the energy spectrum and wav@ates is placed at the minimum of the concave region for
functions of electroné-* The weak-coupling approximation n=0.
is well known for describing quasifree motion. This approxi-  The solution of the steady-state Sotiirger equation
mation actually employs a Taylor expansion in terms of & Ssg with the quadratic coordinate dependeritg of the

parameter proportional to the interaction energy. A modifiedyotential energy is presented using confluent hypergeometric
perturbation theory, which is essentially the analog of thgynctions®. In the first region =0, —l/4<x<l/4), see

Lennard—Jones meth8das been proposed in Ref. 5. Fig. 1, the wave function of the particle is
In the present paper, the Blodkteady-statesolutions
for the states of a particle in a biparabolic potential are ob-  V1(X) =AaUa(X) + ApUp(X), 2

tained. To describe quasifree motion, the second Tricomjhere
expansion of the confluent hypergeometric function in terms

of Bessel functions is us€dt is found that this expansion is Us(x)=e" nzxz/zq)( a, E; 772)(2) ' 3)
“softer” relative to the interaction parameter than is the 2

Taylor expansion, since it preserves the main content of the

solutions for a periodic potential — the band structure of the  u,(x)= nxe” X2
energy spectrum — even in the first approximation.

13
-2 2.2
at 5, 57X 4

are the two unknown solutions of the SSE and the following
notations are used:

1/4

1. BIPARABOLIC POTENTIAL AND EXACT BLOCH

SOLUTIONS MU 1
=2 —=| , a=—=(1=N+Vuin),
A biparabolic potential is a one-dimensional periodic 212 2! i
field in which the potential energy of a particle can be rep-
i i et I M I M
resented as a periodic function consisting of truncated and Vo= — U A= —\/|—E (5)
alternately inverted paraboldBig. 1) mno2n Yu Tmnm 2 YU
1+(—1)" 1—(—1)" E andM are the particle energy and mass, @dndA, are
=% YUminT 75 Umax the as yet unknown coefficients which will be determine
U(x) 2 2 u h k ffici hich will be d ined
from the continuity of the wave function and its first deriva-
N nl\?2 tive together with the normalization condition.
+(=1)%| x— 2 1) It is useful to note that, aside frotd, the problem also
. contains a second energy parameter, which can be written as
wheren=0,+1,=2, ..., and foreachn the coordinatex E,=#2k%2M by analogy with the recoil energy for
. . r
varies in the range absorption—emission of a photok=2/l. The arguments
2n—1 2n+1 in the expression&3) and(4) and the dimensionless particle
2 SXS73 l. energy\ will have the form

Even values oh correspond to concave and odd values to ) 2U(x\? E
convex regions of the potential curve relative to the average 7 X =4m EANE A= \/— (6)
value U pintUma/2. The quantitied) i, and U, are the 2UE,

minimum and maximum values of the potential energy, land The spatial scale of the problem is determined by the ratio of
is its spatial period. The continuity of the potential and itsthese two parameteld and E,, while the energy scale is
first derivative is ensured by choosing the value of the “elas-determined by their product.

r
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FIG. 1. Biparabolic potential. The firgt; n=0), second(ll; n=1), and
third (1ll; n=2) regions are marked at the bottom.

In the second region of the potential energy=1; /4
<x=<3l/4)

W (X)=BaVa(X)+Bpvp(X), (7)

whereB, andB,, are new constants, ang(x) andv,(x) are
obtained from the expressiong(x) andu,(x) by replacing
a andVy,, by

1 ) I M
B= Z(l_|()\_vma><))’ Vmax:ﬁ\/; U max

respectively. The independent variabié is replaced by
—i(x—1/2)2.

In the third region (=2, 3l/4<x=<5I/4), according to
the Bloch condition the solution of the SSE is

Wy () = €5 P (x 1), ®

whereP is the quasimomentum of the particle.

A. Zh. Muradyan 1205

where A is the Wronskian of the solutions for the second
region of the potential curvéFig. 1). To determine the re-
maining unknownA, a normalization condition must be
added to Eq(11).*

2. QUASIFREE PARTICLE MOTION

For confluent hypergeometric functions, which deter-
mine the wave function and energy spectrum of a particle in
a periodic biparabolic potential, we make use of the second
Tricomi expansioh

~ 1+
e 22p(h,o+1;2)=T(o+1)(x2)~ "2, Cn<%,70)
n=0
z n/2
X E) I n(2VX2), (12)

wherel’(-) is the gamma functiong=(1+ o)/2—h, J,(-)
is a Bessel function, and the coefficiemts are determined
from the recurrence relation

(n+1)c,1(2,r)=(n+2r—=21)c,_1(%,r)

—2xCq_o(2,1), (13

wheren=2,3, ... forco=1 andc,;=0 and are polynomials
of degreg n/3] in x.

Simple substitutions show that the ratil» appearing
in Eq. (12) is less than one in modulus&— U ,,,>U, i.e. if
the particle energy lies above the maximum value of the
potential energy. Then the particle undergoes above-barrier
motion; the serieq12) converges absolutely and a finite
number of terms can be retained.

If only the first term is retained in the expansion in all
expressionsl,, , U,’p v,, andv’ , then the dispersion relation
(9) and the wave function®) and(7) assume the elementary

The standard requirements of continuity at the boundaryg,m

points (k= 1/4 andx=3I1/4) yield a dispersion relation of the

form

pl _ Gabia+ Gaabe
CoS— = , 9
h Gabia_Gaabe

where

G/Lv:uuv;_vvuMX:l/Zv (10)

u,v=2a,b. The primes on the functiong, andv, denote, as

usual, derivatives with respect to the argumeérmt with re-

spect tox). To obtain the forn{10), relations expressing the
values of the functions ,(x) andv,(x) and their derivatives

at the pointx=3l/4 in terms of the corresponding values at
the pointx=I1/4 were used. These relations were obtaineqN

pl 1k | 1k 1/ Kpin
€0S 5~ =COS 5 Kyl COS5 maxl—z Koo
Kmax| . 1 o1
+ Koo smzkminl smzkma)J, (14)
A,
W (X) = A, COSKminX + 2—% SiNKminX, (15
W1 (X) =B, CoSKmad X—1/2)
+Bp——— sinknp(X—1/2), (16)
2\ % max "

here

using explicit expressions for the quantities mentioned

above. The continuity conditions also establish the following

relations between the coefficies, andB,, :

G | G |
Ab=iAaG—ZEtan2p—h, B.=A, Aab 1+itan2p—ﬁ>,
|
BbzAa%1 —1+icot§—h), 11

1
I(min,max: % \/2M (E-U min,ma)) and

m(E— Umin,max)
4EU

This result is identical to the Kronig—Penney solution for a
square potential. A particle in above-barrier quasifree motion

Zmin,max—
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tration, plots for the first part of the dispersion relation re-
taining one(square approximatiorand two terms of the ex-
pansion are presented in Fig. 2. It is evident that, starting
with the third or fourth zone, the solutions are virtually iden-
tical. )

6 | thank M. L. Ter-Mikaelyan and EM. Kazaryan for a
discussion of the results.

This work was performed as part of the scientific theme
No. 96-901, financed by the Armenian Government Central
Sources of Financing as well as the Engineering Center of
the Armenian National Academy of Sciences.

FIG. 2. Right-hand sidéR.S) of the dispersion relatiofB) as a function of

the particle energycalculated relative to the maximum value of the periodic 15 | Kronig and W. Penney, Proc. Roy. Soc. Londi80, 499 (193D.
potential energy The solid line corresponds to retaining the first and second 2 asheroft and D. Mermin’SoIid State Physic¢Holt, Rinehart, and
nonzero terms in the expansi¢h?), the dashed line corresponds to retain-  \yinston. New York. 1976 M’ir Moscow, 1979 ' '

ing gnly the first term. The plots are given fok,;,/E,;=—7 andU ,,/E; 3A. S. Davydov,The Theory of the Solid Stafdlauka, Moscow, 1976
=T p. 134.
4E. M. Lifshitz and L. P. Pitaevski Statistical Physics, Part 2. The Theory
of the Condensed StatPergamon Press, N. Y., 198(Russian original,
Nauka, Moscow, 1979, p. 272 .
“feels” only the depth and period of the periodic potential. °S- Yu. Karpov, O. V. Konstantinov, and M..Rakh, Fiz. Tverd. Tela

. . . . . (Leningrad 22, 3402(1980 [Sov. Phys. Solid Stat22, 1991(1980].
Itis hoDed that this property will remain also in the general 6N. Mott and |. SneddonyWave Mechanics and Its ApplicatioiBover,

case of a periodic potential; however, this must be proved. New York, 1963 [Russian translation, Nauka, Moscow, 1966
Starting with the second term, the second and higher-"Higher Transcendental Functions (Bateman Manuscript Proje¢t). 1,
order terms in the expansi(mZ) take account of the non- edited by A. Erdli (McGraw-Hill, New York, 1953; Nauka, Moscow,
. , 1973, p. 26
square character of the expansion and contribute, naturally, p- 265
to states with relatively low-lying energy levels. As an illus- Translated by M. E. Alferieff
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An enhancement in inelastic light scattering intensity from porous-silicon quantum wires has

been discovered. It is shown that this effect is caused by a decrease in the absorption coefficient of
the optical medium formed by quasi-one-dimensional structures, with the crystal structure of

the wires themselves remaining unchanged. 1899 American Institute of Physics.
[S1063-783%9)04107-9

Porous silicon is a macroscopic medium composed oparative experiments were performed on polished samples of
self-organized quasi-one-dimensional formations, the sosilicon of the same grade.
called quantum wire$It exhibits a number of unusual prop- The phonon spectra excited by a He-Ne laser with a
erties originating from the smallness of the transverse size qfjavelength of 633 nm and power 35 mW were studied in
these formations, which is not much in excess of that of the gge° backscattering geometry from tt#00) plane using a
unit cell. As a result, the properties of individual wires ex- Ramalog-5 spectrophotometer with computer-controlled data
hibit pronounced quantum-mechanical relationships. _ acquisition. To exclude the possible influence of polarization

In Raman scattering from the wires, these relationshipgrects on the scattered spectral intensity, no analyzer was

glr:/e rse toh_a;: _uncert'Tllmty in the rgnomgntgm of exC'te?used in the detector section of the setup, i.e. the instrument
bhonons, Which 1S usually Seen as a broadening, asymmetiy,q o, req the sum of all polarization components. To elimi-

and shift toward lower energies of the characteristic band N Jte the polarizing effect of the aratinas. a broad-band
the Raman spectrum. This phenomenon was first considered: P 9 9 9s,

for the case of thin films, filaments, and small Sphericalquarter-wave phase plate was placed in front of the spectro-
particles? For porous silicon, similar changes in the Spec_photometer entrance slit. To check the absence of polariza-

trum are fairly typical and were observed more than once b)r,ion effect_s, the spectrg_were recorded for t_WO orientations of
various authorgsee, e.g., Refs. 3 and.4 the electric vector exciting the waves relative to_the crystal-

Porous silicon is, however, a macroscopic material, andographic axes, namely, parallel {610] and to[011].
its properties are not identical to those of filaments. Depend- Figure 1 shows scattering spectra obtained from several
ing on the pattern in which individual wires are arrayed in asamples of porous silicon and one sample of crystalline sili-
material, the latter can exhibit additional properties. Studiegon. In all cases, the spectra showed a single band peaking at
of porous silicon revealed new features in the spectral posiabout 520 cm®. The band frequencies in the spectra of crys-
tion of the light scattering line and in the scatteredtalline and porous silicon differ only slightly from one an-
polarization”® This paper reports another feature in the Ra-gther. This can be assigned to the ordered pattern of the
man scattering in porous silicon, which manifests itself in anguantum-wire array in the samples prepared by the technol-
enhanc_eme_n_t of the scattered intensity compared to bulggy of Ref. 5. A similar absence of a frequency shift for a
crystalline silicon. system of oriented quantum wires was reported also in
Ref. 8.

As seen from the experimental data, however, the scat-
tered intensity from porous silicon exceeds by far that from
samples of crystalline material. Figure 1 presents two sets of

The experiments were carried out on samples of porouSPectra corresponding to vectr(electric vector of the in-
silicon prepared by radiation-stimulated etching (@00-  cident light wave directed along thg010] axis in the sample

oriented silicon plate5.The samples used in the study were plane and parallel to tH®11] axis. One readily sees that the
made from different types of starting silicon and prepared bypolarization of exciting light, as should be expected when all
different technologies and different surface treatment. To fapolarization components are combined, affects only weakly
cilitate subsequent orientation of the samples with respect tthe intensity of the scattered spectrum. The maximum differ-
the polarization of exciting light, they were cleaved from theence between the band intensities observed for porous and
original plates along th€011] and [011] directions. Com- crystalline silicon was nine times.

1. EXPERIMENT

1063-7834/99/41(7)/3/$15.00 1207 © 1999 American Institute of Physics
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3000+ There is an obvious reason for an increase in light pen-
etration in porous silicon. This is the decrease of the density
in a layer of porous silicon. This factor should bring about a
decrease in the absorption coefficient by a factor k) (k
is the porosity coefficient of a porous silicon layend,
hence, an increase of the light penetration depth in the ma-
terial. However since the density of the material in the ab-
3 sorption layer also decreases—{k) times because of the
pores, the amount of the material within the range of light
1000+ penetration in porous silicon does not change, and this factor
likewise will not produce enhancement in Raman scattering
i 4 intensity.
5 7,8 This effect can be explained if one recalls the phenom-
6 A . enon of quantum confinement also in an electronic sub-
0= %m0 515 520 525 530 system. The existence of this phenomenon was pointed out
Frequency , cm-1 in the pioneering work on porous silicdrand relevant nu-
f6 1 R e e for th . i merical calculations can be found in several theoretical pa-
o v s e TS, f0f instance, in Ref. 15. Quanium confinement in an
incident-light polarization oriented along ti§@10) axis, and curveg, 4,6,  electronic subsystem results in a broadening of the band gap
and8, along the(011) axis. of the material(It underlies the well-known luminescence of
porous silicon in the visiblg¢.This phenomenon can increase
the light penetration depth in a material additionally by an
2 DISCUSSION OF RESULTS order of magnitude and even more. Having the same lattice
as conventional crystalline silicon, porous silicon behaves
Consider a possible reason for the enhancement of Ravith respect to the properties of the electronic subsystem at
man scattering intensity in porous silicon. It is known thatthe exciting-light frequency as a totally different object,
the intensity of light inelastically scattered from an opaquenamely, it is a transparent crystal with the characteristics of

units

2000

Intensity, arb

sample can be writtén an insulator. The light exciting the scattering will penetrate

into a substantially larger volume of the material, and this is

l=p(UK(w)) > (& Ries)?, what accounts for the enhanced Raman scattering intensity.
i=xy.z

As already mentioned, the scattering enhancement ob-
where K is the absorption coefficient at the exciting light Served by us was a factor 1.6 to 9, which is in agreement
frequencyw; , € ande; are the incident and scattered polar- With the knowrt*'® absorption coefficients for porous sili-
ization vectorsR; are the components of the polarizability con. Note that the scatter in numerical values appears only
tensor for light scattering from phonons with polarizatipn natural in this case, because this quantity is kntvia be
and 7 is a constant. The above relation shows that the endifferent for samples with different quantum-wire cross sec-
hancement in the Raman Scattering intensity from porougons. For this reason one cannot expect exact quantitative
silicon may result from a change of one of two quantities,agreement of our interpretation of the phenomenon with
namely, the absorption coefficient or the polarizability tensor@vailable data. On the qualitative level, however, one may
components. consider it proven that the anomalously high intensity of

It can be assumed, however, that the polarizability tensoinelastically scattered light can be accounted for by a de-
does not change substantially when transferring from cryscrease of the absorption coefficient in porous silicon as a
talline to porous silicon. The reason for this is that quantunesult of quantum confinement in the electronic subsystem.
wires and bulk crystalline silicon have identical crystal struc- ~ Support of the Program “Optics. Laser Physics” is
tures. This conclusion follows from x-ray diffraction data gratefully acknowledged.

(see, e.g., Refs. 10 and)1dnd from the superposition of the

lattice vibration bands in the Raman spectrum of porous sili-

con andc Si. It is also supported by the use of the well-

known polarizability tensor of crystalline silicon when inter- L T- Canham, Appl. Phys. Let67, 1046(1990.
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The photochromic effect under UV illumination has been studied in cluster systems of
molybdenum oxides in aqueous solutions of citric acid. This paper reports the first observation of
two types of systems exhibiting different photochromism. Systematic measurements of the
optical characteristics, proton concentration, and photogalvanic emf have been carried out as
functions of composition. A model is proposed for the molybdenum-oxide-cluster—citric-

acid complex, in which intramolecular electron transfer occurs under UV illumination19@9
American Institute of Physic§S1063-783%9)04207-(

Oxides of transition metaléMo, W, V) were shown to appearing in the metal orbitals will give rise to an absorp-
have a tendency to form cluster structute$Cluster forma-  tion band in optical spectra, which is associated vathd
tions in solutions may be considered as products of polymertransitions. Note that, in the reactions proposed in Ref. 1, the
ization of ions of transition-metal oxide@nolybdates and organic substance becomes oxidized irreversibly in such a
tungstates which occurs after the proton concentration hasprocess and the proton concentration decreases.
reached a certain levéfor a given pH of the solutiorf 1% However the reversible nature of the photochromic ef-
Clusters in amorphous films of tungsten and molybdenuniect and the absence of oxidation products of the organic
oxides constitute microscopic fragments of a crystal latticeacid revealed in our earlier studiés® do not fit into the
distributed throughout the filfh®'2 The properties of clus- Scheme proposed in Refs. 1-5 and 7.
ters should be expected to differ substantially from those of ~ The present work reports a study of the photochromic
the bulk material. This is due both to lattice distortions in€ffect in the system of a water solution of citric acid,
clusters and to the role played by the surface. As a result dfsHgO7, with ammonium heptamolybdate (N}4Mo;O;,.
the latter, reactions taking place at the cluster surface affe®@ystematic studies of the optical characteristics of solutions
the properties of the cluster as a whole. as functions of composition and proton concentratipH),

Solutions and films containing tungsten and molybde-2S well as measurements of the photogalvanic emf between
num oxide clusters were found to exhibit the photochromicthe illuminated and nonilluminated parts of the solution have
effect!™* which consists in a color change of the solution or€en performed for the first time.
film when illuminated by UV light. It was shown that the
photochromic effect is accompanied by formation of an emfl: SAMPLE PREPARATION

(photogalvanic effegt'™® An additional interest in tungsten A series of aqueous solutions containing ammonium
and molybdenum oxide clusters was initiated by their exhib-heptamolybdate (NpgMo;0,, and citric acid GHgO;
iting nonlinear optical properti€s. were prepared for the investigation. The citric acid for the

Based on EPR and NMR studies of molybdate and tungsolutions was OSCh grade, and the ammonium heptamolyb-
state solutions, a structure of th#o;0,,]°" cluster was date was manufactured by Aldrich Chem. Co., USA. In all
proposed;** which includes seven types of oxygen ions andsolutions, pH was measured with a pH-340 meter with a
three types of molybdenum ioriEig. 13. glass electrode. The concentration ofHgO; in the solu-

Present models of coloring of molybdenum and tungstenions was 0.071M, and that of (Nj;Mo,0,,, 0.018 or
oxide cluster systems under UV illumination reduce to the0.027M, and the pH was measured to be, respectively, 1.85
following mechanisnt=>’ Transition-metal clusters form and 2.8.
complexes in interaction with water, protons, and organic  More concentrated solutions were also prepared, which
substances present in the solution. UV illumination of such aontained 0.2M (Nif)gMo,0,,, and GHgO; in concentra-
complex may initiate intramolecular electron transfer, whichtions of 4M, 3M, 2M, 1.5M, 1M, with the pH values of 0.69,
will change the valence state of the metal in the cluste.89, 1, 1.2, and 1.4, respectively. A white sediment, pre-
through oxidation of the organic component. The electrorsumably molybdenum hydroxid&!! settled down in these

1063-7834/99/41(7)/6/$15.00 1210 © 1999 American Institute of Physics
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FIG. 1. (@) Structure of thg Mo;0,4]®~ cluster;(b) one of possible struc-
tures of the Mo,0,3- CgH,0;1°~ complex.
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solutions 16—20 h after the preparation. No such phenom-
enon was observed to occur in less concentrated solutions.

A number of aqueous solutions were prepared for com-
parison, which contained 0.027M and 0.018M
(NH,4)gMo0,0,, and mineral acids HNQand HCI, which
had the same pH values as thgHgO- solutions.

2. OPTICAL MEASUREMENTS

The solutions were placed in a cuvette of optical quartz
and illuminated with light of a 500-W mercury lamp
mounted at a distance of 0.4 m. Light with 365-nm wave-
length was cut out from the mercury lamp spectrum with
color filters. The measurements were performed at room
temperature, 293-294 K. The solution temperature was moni-
tored with a thermometer in the cuvette to within 0.5°C. All
samples were illuminated for 85 min. During this time the
solution warmed by not more than 1°C. The optical spectra
were measured with a Specord UV-VIS instrument.

As seen from Figs. 2 and 3, the absorption edge of all
starting solutions was in the region of 380 nm. Our optical
measurements revealed two types of solutions. In solutions
of the first type, illumination with 365-nm light creates an
absorption band in the region of 750 niFig. 2). lllumina-
tion of the solutions of the second type initiated changes at
shorter wavelengths, 380—420 nm; after the illumination,
they had no longer the absorption peak at 750 nm, and the
absorption-edge tail shifted toward longer wavelengthg.

3). The solutions of type 1 are those with (WgMo;0,,
concentration of 0.2M, and {EigO; concentrations of 4M,
3M, 1M, as well as the solution 0.027M (Nl4Mo,0,, +
0.071M GHgO;, and solutions of type 2, those with
(NH,)gMo0,0,, concentration of 0.2M, andElgO; concen-
trations of 2M and 1.5M, as well as the solution 0.018M
(NH,)gM070,, + 0.071M GHgO5.

M

1
350

! 1 1 ]
500 600 700 800
A, M

FIG. 2. Transmission spectra of solutions of typ01027M (NH,)g [M0;0,,4] + 0.071M GHgO,}: 1 — starting spectrum2 — spectrum of the solution
85 min after the illumination3 — spectrum of the solution 30 h after completion of illumination. The arrow identifies the absorption edge.
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FIG. 3. Transmission spectra of solutions of typ€0218M (NH,)g [ M0;0,,] + 0.071M GHgO;}: 1 — starting spectrum?2 — spectrum of the solution
85 min after the illumination3 — spectrum of the solution 30 h after completion of illumination. The arrow identifies the absorption edge.

No changes in the optical spectra of the solutions conated was measured by the compensation method using two
taining the inorganic acids HCI and NH@vere observed to platinum electrodes immersed in the solution. The illumi-
occur under UV illumination. Prolonged exposure of the so-nated electrode was charged negatively in both solution 1
lutions caused color saturation, and after the illuminationand solution 2. The dependences of the photogalvanic emf
was turned off, the color gradually fadéigs. 2 and 8 The  on exposure time for solutions 1 and 2 are presented in Fig.
time taken by the spectra to recover their initial state wa$. These dependences likewise exhibit a trend to saturation.
20-50 h. Note that the photogalvanic emf for solution 1 is 100 mV,
which is more than twice that for solution 35—40 m\j.

After completion of illumination, both solutions undergo re-
laxation of the spectral characteristics, pH, and photogal-

We carried out experiments to reveal the relation bevanic emf toward their initial levels. Unlike Ref. 1, where
tween the UV-induced change in the optical properties of thene observed decarboxylation of acetic acid, no evolution of
solutions and the proton concentration in the solution. Witha gas was observed in our case. The samples studied were
this purpose in mind, we measured the pH of the solutiongapable of sustaining many coloring cycles.
under illumination and the UV-induced emf. The solutions
used in the pH and photogalvanic-emf measurements were:

1 — 0.027M (NH,)gM0;0,, + 0.071M GHgO; and 2 —  * DISCUSSION OF RESULTS

0.018M (NH;)gM0;0,, + 0.071M GHgO;. The solution As already mentioned, clusters possess a high reactivity,
under study was placed in a quartz cuvette which containegls a result of which a number of reactions giving rise to
also the electrodes of the pH meter and a thermometer. TRrmation of complexes of molybdenum oxide clusters with
check the temperature dependence of pH, the initial solutiogssociated chemical particles take place in the system under
was warmed to 305 K. The pH value essentially did notstudy. One has investigated to date protonation reactions
change during the procedure. (1)—(3) of the [M0;0,,]® cluster in a solution of a suffi-

Figure 4 displays the dependence of pH on illuminationciently high acidity and determined their enthalpield and
time for compositions 1 and 2. Note that this dependence fogntropiesA S:2

solution 1 shows a tendency to saturation, whereas for solu-
tion 2 the pH variations lie within experimental error, i.e. pH

3. PHYSICOCHEMICAL MEASUREMENTS

[M070,4]®” + H" <[ M0,0,50H]>~

practically does not change. AH=2.6+0.3 Kcal/mol,
To measure the photogalvanic emf induced by illumina-
tion, the solutions of compositions 1 and 2 were placed inan AS=29*+1 cal/molK. (1)

opaque plastic container separated by a porous partition. One
half of the solution was exposed to illumination, while the
other half was screened from the light. The emf thus gener- AH=0.8+0.5 Kcal/mol,

[M0;0,50H]°~ + H" <[ M0;0,,( OH),]*~
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AS=19+2 cal/molK. (2)  cluster. In these reactions, the molecules of the organic acid
replace the oxygen atom to become ligands in the complex,
[M070,5(OH),]*™ +H" <[ M070,4(OH) 3]~ for instance,

AH=-06=1.3 Kcal/mol, [M0,0,,]8~ + CgHgOy+H ™ <[ M0;055- CeH70,1%~ + H,0.

AS=10+4 cal/mol K. 3 ®
In these reactions, some of the end oxygen atoms in &itric acid is tribasic and is capable of dissociating in all
cluster attach a proton to become OH groups. The abovthree carboxyl groups to form five kinds of anions. Because
values of the enthalpies and entropies indicate that reactioresach of the acid forms can join the cluster through different
(1)—(3) are reversible at room temperature. It is known alsofunctional groups, reactiofb) can produce many different
that protonation may cause formation of a cluster containingomplexes in which the molybdenum oxide cluster

a water molecule as a ligand [Mo,0,,]®" is bound to a citric acid molecule; apart from
6 N 4 this, more than one acid molecule can become attached. One
[M07024]"" +2H" <[ M070,3- H,0]™". (4 of possible structural versions of ti&10;0,4 CoH,0;15

These processes cannot, however, account alone for tf@MPIEx was constructed with a standard quantummechani-
observed photochromic properties of the system studied@ Program package and visualized by means of the RasMol
First, one does not observe any effect of UV illumination on¢°de (Fig. 1D. The linear size of the complex is approxi-
the aqueous solutions which do not contain an organic acidw_qately 2 nm. i ) i
Second, if photogalvanic emf had been generated only by the YV illumination of this complex gives rise to metal re-
difference in the proton chemical potential in different partstCtIon S|multar'1eou.sly with elimination of the proton, which
of the cuvette as a result of reactiof—(4) and of the €nters the mediurtFig. 6):
reverse ones, it would have been of the order of 14-15 mV,
which is substantially less than the experimental valiFés. [MoY'OuqH,- CeH70,]1C" ™" +hv
5). This brings one to the conclusion that the main contribu-
tion to photogalvanic emf is due to the modified molybde-
num clusters.

One has to conjecture that the system under study be- [(Mo;"023Hn)(4*“)*(c6|—|607)*2*]
comes photosensitive as a result of protonation which occurs

=[Mo7'OgzHy- (CeHgO7)* 1M +H",

simultaneously with the substitution reactions modifying the =[(Mog'M0¥0,H) "M (CHgO) ], (69
2.9 2.3
2.8¢ 12.2
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FIG. 4. Dependence of the proton concentration in the solutions on illumination limetype-1 solution2 — type-2 solution3 — type-1 solution 30 h
after the illumination4 — type-2 solution 30 h after the illuminatioty, — end of illumination.
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FIG. 5. Dependence of photogalvanic emf of the
solutions on illumination timel — type-1 solution,

2 — type-2 solution,3 — residual emf of type-1
solution 30 h after the illuminatiord — residual
emf of type-2 solution 30 h after the illumination,
to — end of illumination.

%a
It t3
. TR
t, min
[MO\7/|023Hn. CeH,0;1®" M~ +hy The reaction cycld6)—(7) can repeat over and over again,
which accounts for the observed reversibility of the pro-
=[M07' OgaHp1- (CeH709)* 1€~ +H, cesses.

Vi 5—n)— % 1— The mechanism of the photochromic effect in aqueous
[(Mo7Ozah) ™ (CeHi07)* 7] solutions of an organic acid containing transition-metal oxide
=[(Mog' M0YO,3Hn.1) ¢~ (CsH,07) 1. (6b)  clusters proposed by us can be summed up as follows. A
. . , , complex of molybdenum oxide cluster having citric acid as a
The astens_k denotes here an exc[ted state, in rea@én ligand forms in reaction&l)—(5) in the system under study.
t_he proton is detached from the acid molecule, and in reacy, jjiymination transfers the organic acid in such a complex
tion (D), _from the protonated cluster. to an excited statgthe first parts of reaction®a) and(6b)].
The final products of these reactions are metastable, anﬁfter this, the electron is transferred from the organic com-

the complex returns to the ground state, as a result of Whicj, 4 15 the metal atom, with the corresponding change in
after the completion of illumination the solution undergoesthe oxidation state of the Mo atom in the cluster from 6o

bleaching, for instance, by the reaction 5+ [the completion of reactiong6a) and (6b)], and this
[(Mog'MOVOBHn)S’ (CeHgOn) 1 ]+H* gives rise to the formation of an absorption band associated
v 5 with the d-d transitions appearing in the electronic spectrum
=[Mo7 Oy3H,-(CeH707) 7. (7)  around 750 nm. At the same time the proton is eliminated
400 90
{ 2
1
170
Joor
3 i
~
~ r L
8 ™ FIG. 6. Correlation between the optical properties of
o 150 - type-1 solution and the change in the proton chemical
200t potentialA . [H*] in the solution.1 — variation of the
R | proton chemical potential in the solution vs illumination
1 time, 2 — variation of the transmission of the solution
< - at the wavelength of 750 nm vs illumination time;
130 Ap [H*]=RTIn [H*].
1001 4
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from the cluster or from the acid attached to it. The electron  The authors owe their thanks to V. A. Erokhin for fruit-

transfer process is characteristic of solutions of type 1. Irful discussions.

solutions of type 2, photoexcitation changes the cluster con-  Support of the Russian program “Fullerenes and Atomic

formation and shifts the absorption edge caused by exciteClusters” is gratefully acknowledged.

tions from the oxygen orbitals. In both cases, the complex

thus formed is energetically unstable and transfers spontane-

ously to the ground statffor example, by reaction(7)],

which brings about gradual bleaching of the solution and
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Small clusters of @ metals Ni/N{001), Cu/Cuy001), 4d-Pd/Pd001), Ag/Ag(001), 5d-Pt/P{003),
and Au/AU001) are investigated by semiempirical methods using multiparticle interatomic
interaction potentials. It is shown that the same magic numider§, and 9 are characteristic for
all metals indicated; these numbers are determined by the symmetry characteristics of the
clusters, related to the morphology of the f001) substrate. It is shown for Pt/RtL1) that small
clusters of seven, ten, and more atoms are stable for thel1dg¢ surface. This confirms

that the magic numbers are associated with the symmetry of the clusters§99® American
Institute of Physicg.S1063-783109)04307-3

The current level of scanning tunneling microscopy bridization in Al. Small Li/Li(111) clusters with an even
(STM) investigations makes it possible to grow the mostnumber of atoms are most stable; this tendency disappears as
diverse clusters on metal substrat@s he intensive work in  the number of atoms in a cluster increases. Thus a nine-atom
this field is largely associated with the fact that clusters orcluster is more stable than a ten-atom cluster. Therefore, just
substrates possess unique magnetic propertiemd could  as for free clusters, the electronic properties of atoms and the
be used in the future to produce fundamentally new magnetisymmetry of atomic bonds, which is associated with the type
materials. The stability of small clusters arising at the initialof substrate, influence the stability of clusters on substrates.
stage of growth of thin films makes it possible to judge theln Ref. 7 Ag/Ag001) clusters were investigated “from first
growth mechanism occurring in practice. The observation oprinciples” (the Green’s function methodas well as by
sharp peaks at 2, 8, 20, and 40 in the mass spectrum of Neemiempirical methods with multiparticle potentials. It was
cluster§ and the direct analogy with magic numbers of stableshown that in both approaches the magic clusters contain 4,
atomic nuclei have provided the basis for experimental and, and 9 atoms. The authors of Ref. 10 investigated the be-
theoretical works in cluster physics. The study of free clus-havior of Pt/Pt001). An experiment using field-ion micros-
ters has shown that the spectrum of the most stable configwopy shows that chains consisting of three and five Pt atoms
rations, called magic configurations, could be due, in the firsare stable configurations, while the corresponding compact
place, to filling of electronic shefiand, in the second place, islands are metastable. Calculations performed by the em-
the symmetry of interatomic bondsFor example, for Na, bedded atom methoEAM) explain the stability of chains.

the most stable B clusters contained 2, 8, 20, ... atoms, Ni/Ni(001) and Pt/P{001) clusters have been calculated in
whereas, for free clusters of inert gases and certain transitioRef. 11. It was shown that configurations of three-, five-, and
metals, icosahedral configurations with 13, 55, ... atoms areight-atom clusters for Ni and Pt are different. Linear chains

characteristic. Even the first studies of clusters on substratege formed by Pt, while compact islands are more stable
have demonstratédhat the spectrum of magic numbers is for Ni.

different from the case of free clusters. The substrate plays Small clusters on substrates correspond to the onset of
an important role in the formation of the structure and prop-thin-film growth. Experiments by G. Com$aon the scatter-
erties of clusters on a substrdt€hus it was shown in Ref. 8, ing of He molecular beams by ®1.1) surface have shown
where Al/AI(001) and Al/Al(111) clusters were investigated, that the scattering intensity during the deposition of Pt atoms
that stable clusters contain 4, 6, 8, 10 and 4, 7, 10 atomslepends on the temperature. To explain this result the au-
respectively. The behavior of Li/[111) and AI/AI(111) was  thors considered the binding energy of clusters in terms of
found to be different. For Al the configurations 4, 6, and 9the number of bonds. If deposition is conducted at low tem-
were stable; as explained by the presence of stespghy-  perature and the probability of two bonds between atoms of

1063-7834/99/41(7)/6/$15.00 1216 © 1999 American Institute of Physics
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a cluster rupturing simultaneously is small, then the condiwherer ; is the distance between the atonendj, rgﬁ is the
tions for growth of large clusters are realized. However, ifdistance between the nearest neighbors imrntidattice, ¢ is
the temperature increases to 600 K, then two bonds can eathe effective exchange overlap integral, andetermines the
ily rupture, while the probability that three bonds rupture dependence of the latter on distance. To ensure stability of
simultaneously remains small. In this case the smallest stabtde system a Born—Mayer pair repulsion
Pt/P{111) cluster contains seven atoms, since three bonds
must be ruptured in order to detach one atom from a compact Eirep: E Anpe” Pap(rij—1) (5
heptamer. The next stable configuration is obtained by add- ]
ing three atoms and is a compact decamer. This same systg1added to the binding energy.
has been investigated experimentally in Ref. 13. Itwas found  Thjs term corresponds to electrostatic repulsion. The to-
that adatoms can occupy fcc as well as hep positions at 20 Kg| cohesion energy is
Adatoms in hcp positions are less strongly bound, and they
switch to fcc position at temperatures of the order of 45 K. EcthE (E'rep+ El 9. 6)
In the present work the embedded atom mettoaM) i
and the Rossato—Guillope—Legrand potential, obtained in
the tight-binding model, are used to investigate systemati
cally Cu/Cy001), Ni/Ni(001), Pd/Pd001), Ag/Ag(001),
Pt/P{001), and Au/AU00Y) clusters. The binding energy of
the atoms in clusters and its second derivative are calculate
taking account of the relaxation at zero temperature. The
reasons why linear chains are stable for Pt and Au are ana-
lyzed. The system Pt/RiL]) is studied to assess the effect of 1-3- Embedded atom method  (EAM)
substrate orientation on cluster stability. In the EAM!®20 the negative contribution to the cohe-
A brief discussion of the multiparticle potentials used issjon energy is
presented in Sec. 1. The computational method is developed

The free parameterd, &, p, g, andry are fit to the
experimental values of the cohesion energy, the lattice con-
stant, and the elastic moduli at zero temperature. The sum-
ation in Egs.(4) and (5) extends to five neighbors in a
bic structure and nine neighbors in a hexagonal structure.

in Sec. 2. The results are discussed in Sec. 3. Z Filpni), Ph,i:;i p2(Ry)),
where F; is the embedding function ang,; is the total
1. THEORY electron density produced by the atomic environment at the
1.1. Multiparticle interatomic interaction potentials location of atomi. The repulsion can be written as a sum of
. . . 19 pair potentials
The cohesion energy can be written in the f&tnl
1
ECOh: Erep+ Ebond- (1) z 2 E ¢I](le)1 ¢|]:Z|(R)ZJ(R)/R,
-
The repulsive energg, ., is represented as a sum of pair C
repulsive potentials, and the binding energy is expressed in  Z(R)=Zy(1+BR")e R, 7

terms of the total density of stat€x(E) The binding energy in the RGL and EAM potentials has the

Er general formAZ;F(p;). For RGL p; is the width of the
Epond= ZEi f (E—e&i)di(E)dE. (2)  density of states function, whereas for EAM is the total
electron density at the location of theh atom. The electron

In the second-moment approximation the binding energy iglensity can be calculated using the Clementi—Rdattsults

proportional to the square root of the second moment for the electron densities of free atoms in the Hartree—Fock
Eg())nd: consi’2 3) theory. The cohesion energy is
. (2) ; H 1 ..
Since u; is the_ sum of overl_ap_mtegrals between ikih Ecoh:E, Filpni) + = E 2 ¢ (Rij). (8)
atom and its neighbors, the binding energy per atom can be i 29 =

represented as the square root of the sum of the pair ir'ter"’l(l\"he following data were used in Ref. 19 to obtain a fit: the
tions between the atomrth and its nearest neighbors.

sublimation energy, the lattice constant, the elastic moduli,
the vacancy formation energy, and the energy of the bcc
; — ) phase.
1.2. Rossato—Guillope—Legrand (RGL) multiparticle potential

In the tight-binding model the contribution of a pair of » yMeETHOD
atoms to the binding energy depends on the distance between ) _
the atoms and the character of the neighbors. For this reason, The surface of the metals investigated was modeled by a
for the RGL potentid’ 8 the binding energy is of a multi- computational cell consisting of eight atomic layers, each

particle character and can be represented as layer containing 128 atoms. Periodic boundary conditions
" are imposed on the system in two directions perpendicular to
Elond=— 2 giﬂe—zqaﬂ(rij IrgP-1) , 4) the vertical :_alxis; the. two bottom Igyers are static. The_ equa-

j7i tions of motion are integrated using a leap-frog algorfthm
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with time step 101° s. The following procedure is used to the sites of an ideal fcc lattice. The binding energy and its

cool the system: During the simulation process the particlssecond derivative

velocities directed opposite to the forces exerted by the sur-

.roundllng atoms are set equal to zero. Th|§ cooling procedure ] (Eciuster— Esup) — N(E;—Esup)

is ordinarily much faster than the conventional velocity scal-  Eping= ,

ing. The method of steepest descent is used to search for a

global minimum of the potential energy of the syst&tThe

system is heated to a temperature above the melting point, Editt=2Ebing— Ebind— Epind (10

after which, for example, 100 configurations of the system in

the heated state are recorded with a definite time intervakerve to characterize the stability of aratom cluster on a

Next, all recorded configurations are cooled. In this mannesubstrate.

the system can fall into different minima. We choose the  In EqQ.(9) E¢ysteriS the energy of a system with a cluster

lowest minimum. This approach is optimal, though it cannot,on a substrate;; is the energy of the system with one ada-

generally speaking, guarantee that a global minimum will beéom, andE,,, is the energy of the substrate. All energies

found?4-26 refer to relaxed configurations. Clusters with the minimum
At the start of the simulation process the atoms occupyenergy are stable.

9

n
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TABLE |. Binding energy for the first, second, and third neighbe¥/
atom.

3. RESULTS AND DISCUSSION

The stable configurations ofd34d, and 5 metals cal-
culated with the RGL potential are presented in Fig. 1. Fo o™

the 3 metals Ni and Cu, compact islandtheir shape is cu —-0.16 -0.02 0.01
shown in Fig. 1aare energetically more stable. As the num-Ni -0.15 -0.07 -0.02
ber of atoms in a cluster increases, the binding energy pei9 —012 —0.01 0.001
atom (Fig. 1b increasedin discussing the results it is con- Pt :8:1‘7" 8:825 8:882
venient to use the absolute value of the binding energy; thep, —0.09 0.01 0.004

the minima and maxima must be interchangethe most
stable configurations of clusters are determined according to

the maxima of the second derivative of the binding energy

and correspond to compact structures consisting of 4, 6, and

9 atoms. The form of these curves is virtually identical for all particle interaction potential to the bulk properties does not
six metals, so that we shall confine ourselves to illustratindully take account of the properties of the surface and of
these curves for Pt and Alrig. 19. A stable cluster of eight nanostructures.

atoms is obtained from a nine-atom X3) cluster by re- The binding energies of dimers in the position of the
moving one corner atom. The same magic configurations arfirst, second, and third neighbors on a surface calculated by
observed for Pd and A@Fig. 10, but the configuration of a the RGL potential are presented in Table I. The data pre-
seven-atom cluster is different fromd3metals. Moreover, sented undeniably characterize the dependence of the bind-
for Ag the configuration of an eight-atom cluster is the saméng energy of a dimer on the interatomic distance though,
as for Ni and Cu, whereas for Pd the<2 structure, which strictly speaking, the binding energy of a pair of atoms in a
differs from the preceding structure by a smaller number ottluster can differ from the binding energy of a dimer. The
second neighborssix instead of sevenis stable. The size- contribution of the second neighbors to the energy is maxi-
dependence of the energy of Pd and Ag clusters is given imum for Ni. This is because, for the metals considereddthe
Fig. 1d. shell is unfilled only in Ni, and in consequence ftited in-

Next we shall consider stable configurations of fet-  teraction is stronger for Ni. For Ni, Cu, and Ag the binding
als. Their form is given in Fig. 1le, the energy of the stableenergy of the second neighbors is negative, i.e. the second
clusters is given in Fig. 1f, and the second derivative is givemeighbors are attracted, whereas for Pd, Pt, and Au the bind-
in Fig. 1g. Once again the magic numbers are largely deteling energy of two atoms in the positions of the second neigh-
mined by the substrate geometry and correspond to closdors is positive and the atoms repel one another. The sur-
packed compact islandd, 6, 9. For three-atom clusters the roundings of atoms in chain- and island-type clusters differ
linear chain is more stable for Pt and Au than a compacby the number of second and subsequent neighbors. Thus,
island. Stable seven- and eight-atom clusters are the same fatoms in three-atom chains have only first and third neigh-
Pd. However, a compact island consisting of five atoms fobors, while three-atom islands possess, correspondingly,
Pt is more stable than a linear chain. This contradicts Refhave only first and second neighbors. Therefore three-atom
10, where it is shown that linear chains of three and fivePt and Au chains are more stable than three-atom islands.
atoms are more stable than the corresponding islands. Thighe stability of different clusters can also be considered on
discrepancy is probably due to the fact that fitting the interthis basis. For example, stable clusters of eight Ni, Cu, and

TABLE Il. Absolute values of binding energy for different configurations having the same number of @éhspotentials, eV/atom

3 3 5 5 7 7 7 7 8 8

A e P / 5% o> < <> < K>
0.2404 0.2028 0.3646 0.246 0.4396 0.4356 04195 0.4253 0454 0.4706
0.2234 0.211 0.3271 0.2445 0.3806 0.3777 0.3736 0.3733 0.3936 04053
0.1775 0.174 0.2574 0.2023 0.2868 0.2906 0.2883 0.2887 0.3148 03137

Ag

0.1676 0.1597 0.2431 0.1861 0.2742 0.2766 0.2736 02728 0.2965 02974
0.2093 02103 03054 02435 0.3383 0.3441 03422 0.3431 03752 03727
0.1117 0.1146 0.1646 0.1325 0.182 0.1827 0.185 0.1856 0.2035 0.2018
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FIG. 2. Binding energy calculated for stable Pt clusters on(&1R} substrate by the RGL methdd) and the EAM methodb). The number of atoms per
cluster and the cluster shapes are shown at the top.

Ag atoms should be different from eight-atom Pd, Pt, and Aucompact symmetric shape. Therefore such clusters are most
clusters(Table 1I). stable. It is impossible to apply this rule directly to the very
The simulation of Pt/RO01) by RGL and EAM poten-  small clusters considered in the present work, but it can be
tials shows that the binding energy of linear chains for bothransformed into a different rule: The energy of a system is
metals is essentially identical, but the energy of compach]| the larger in absolute magnitude, the larger the number of
islands is much lower for EAM. This is because the interacmearest neighbors in it. This number is obviously higher for

tion energy of the first neighbors for RGL and EAM is vir- compact symmetric clusteréor the same number of atoms
tually identical, and the positive energy corresponding to the, ine system

repulsion of second neighbors is larger for EAM. Since the |, conclusion, we shall present the results of a simula-
positive contribution of the second neighbors to the energy iy, of homogeneous Pt clusters on a close-packed Pt/

larger for EAM, linear chains consisting of t_hree and ﬁve,Pt(lll) surface. The results are compared with the experi-
atoms are more stable than the corresponding compact 'Fent of Ref. 12. The stable structures of clusters of up to 10
lands. . : atoms calculated with RGL and EAM potentials are pre-

In summary, for metals with long tails of the electron S

. 7 . sented in Fig. 2. In contrast to an f@@01) surface the clus-
density the binding energy of the second neighbors can be . .

. : ters do not contain any atoms located at disteané®m one
positive. For small clusters, therefore, linear cluster struc- her. Th d neighbors on the (&t surf )
tures on substrates become most stable. The magic numb?"’}’g0t er. the §econ cighbors o N sy aC? are
of all six metals are determined by the structure of the suplocated at a d'Star,lcan_/Z and correspond to the third co-
strate and correspond to compact structures consisting of #rdination sphere in the bulk. Such neighbors first appear in
6, and 9 atoms. It is evident from Table | that the bindingfo_ur'atom clusters. Their contribution to the binding energy
energy between atoms is high for nearest neighbors and d&ill be much smaller than for the fc®01) surface. There-
creases, oscillating with increasing distance between the atore the stability of small clusters is due to the maximum
oms considered. For this reason, if the system contains mof&imber of bonds per atom, in agreement with the rule stated-
than four or five atoms, the nearest neighbors of some atonfove. For the two potentials used, seven- and ten-atom clus-
are not nearest neighbors for other atoms. As a result, th&rs are magic. The number of bonds per atom is maximum
contribution due to the interaction between distant neighboror these clusters. The binding energy of a dimer is much
to the energy is found to be very small and the interactiorfower for the RGL potential than for the EAM potenti@.27
between nearest neighbors, multiplied by the number of sucand 0.40 eYV. For this reason, for the RGL potential a maxi-
neighbors, is the dominant contribution. The relative numbemum of the second derivativd0) corresponds to a trimer.
of interior atoms in a cluster is greater for clusters with aFor EAM the binding energy per atom of a cluster in a dimer
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is essentially equal to the energy of a trimer, 0.40 and 0.42alculations (the Korringa—Kohn—Rostoker methodor
eV, respectively. As a result, the maximum of the seconctlusters on surfaces.
derivative occurs for a four-atom cluster and the magic num-  This work is supported by the INTAS Furibrant 96-
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